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Preface

Background
Recent developments in information systems technologies have resulted in com-
puterizing many applications in various business areas. Data have become a critical 
resource in many organizations, and therefore, efficient access to data, sharing the 
data, extracting information from the data, and making use of the information have 
become urgent needs. As a result, there have been many efforts on not only integrat-
ing the various data sources scattered across several sites, but extracting information 
from these databases in the form of patterns and trends has also become important. 
These data sources may be databases managed by database management systems, or 
they could be data warehoused in a repository from multiple data sources.

The advent of the World Wide Web (WWW) in the mid-1990s has resulted in 
even greater demand for managing data, information and knowledge effectively. 
During this period, the consumer service provider concept has been digitized and 
enforced via the web. This way, we now have web-supported services where a con-
sumer may request a service via the web site of a service provider and the service 
provider provides the requested service. This service could be making an airline res-
ervation or purchasing a book from the service provider. Such web-supported ser-
vices have come to be known as web services. Note that services do not necessarily 
have to be provided through the web. A consumer could send an email message to 
the service provider and request the service. Such services are computer-supported 
services. However, much of the work on computer-supported services has focused 
on web services.

The services paradigm has evolved into providing computing infrastructures, 
software, databases, and applications as services. For example, just as we obtain 
electricity as a service from the power company, we can obtain computing as a ser-
vice from service providers. Such capabilities have resulted in the notion of cloud 
computing. As defined by the National Institute of Standards and Technology 
(http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf),

Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing 
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resources (e.g., networks, servers, storage, applications, and services) 
that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.

Over the past five years developments in cloud computing have exploded and 
we now have several companies providing infrastructure software, applications, 
and computing platforms as services.

As the demand for data and information management increases, there is also 
a critical need for maintaining the security of the databases, applications, and 
information systems. Data and information have to be protected from unauthor-
ized access as well as from malicious corruption. With the advent of the cloud it 
is even more important to protect the data and information as the cloud is usually 
managed by third parties. Therefore, we need effective mechanisms to secure the 
cloud.

This book will review the developments in cloud computing and discuss con-
cepts, issues, and challenges in secure cloud computing. We will also discuss several 
experimental systems, infrastructures, and education programs that we have devel-
oped at the University of Texas at Dallas (UTD) on cloud computing and secure 
cloud computing.

We have written two series of books for CRC Press on data management/data 
mining and data security. The first series consists of 10 books. Book #1 (Data 
Management Systems Evolution and Interoperation, 1997) focused on the general 
aspects of data management and also addressed interoperability and migration. 
Book #2 (Data Mining: Technologies, Techniques, Tools and Trends, 1998) dis-
cussed data mining. It essentially elaborated on Chapter 9 of book #1. Book #3 
(Web Data Management and E-Commerce, 2000) discussed web database tech-
nologies and discussed e-commerce as an application area. It essentially elabo-
rated on Chapter 10 of book #1. Book #4 (Managing and Mining Multimedia 
Databases, 2001) addressed both multimedia database management and multi-
media data mining. It elaborated on both Chapter 6 of book #1 (for multimedia 
database management) and Chapter 11 of book #2 (for multimedia data mining). 
Book #5 (XML, Databases and the Semantic Web, 2002) described XML technol-
ogies related to data management. It elaborated on Chapter 11 of book #3. Book 
#6 (Web Data Mining Technologies and Their Applications in Business Intelligence 
and Counter-terrorism, 2003) elaborated on Chapter 9 of book #3.

Book #7 (Database and Applications Security, 2005) examines security for tech-
nologies discussed in each of our previous books. It focuses on the technological 
developments in database and applications security. It is essentially the integration 
of Information Security and Database Technologies. Book #8 (Building Trustworthy 
Semantic Webs, 2008) applies security to semantic web technologies and elaborates 
on Chapter 25 of book #7. Book #9 (Secure Semantic Service Oriented Systems, 2011) 
is an elaboration of Chapter 16 of book #8. Book #10, our current book (Developing 
and Securing the Cloud) is an elaboration of Chapters 5 and 25 of book #9.
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Currently, our second series of books consist of two books. Book #1 is on the 
Design and Implementation of Data Mining Tools, 2009. Book #2 is on the Design 
and Implementation of Data Mining Tools for Malware Detection, 2011. For this 
series, we are converting some of the practical aspects of our work with students 
into books. The relationships between our texts will be illustrated in Appendix A.

Organization of this Book
This book is divided into nine parts, each describing some aspect of technology that 
is relevant to building and securing the cloud. A major focus of this book will be on 
cloud query processing and the surrounding security issues. Security applications 
that utilize cloud computing such as malware detection, assured information shar-
ing, and insider threat detection will also be discussed.

Part I consisting of three chapters describes supporting technologies for the 
cloud. These include the evolution of computing systems discussed in Chapter 2, 
security technologies discussed in Chapter 3, and data, information and knowl-
edge management technologies discussed in Chapter 4. Part II consisting of three 
chapters discusses concepts in services and secure services technologies. Chapter 
5 discusses SOA and web services, service-oriented analysis and design as well as 
secure services. Semantic web services and related security issues will be discussed 
in Chapter 6. Specialized web services such as services for information and knowl-
edge management will be discussed in Chapter 7.

Part III consisting of five chapters will discuss the core topics in cloud com-
puting. In Chapter 8, we will discuss the basic cloud computing concepts and 
our implementation of a cloud computing framework. Cloud computing func-
tions including virtualization, storage management, and data management will 
be discussed in Chapter 9. We will devote the entire Chapter 10 to cloud data 
management as many of the prototypes we have developed focus on cloud data 
management. Applications are discussed in Chapter 11. Chapter 12 discusses the 
various cloud products and secure providers.

Part IV consists of three chapters and discusses the prototypes we have devel-
oped on experimental cloud computing systems. The first is a cloud query processing 
system prototype and will be discussed in Chapter 13. Chapter 14 discusses social 
networking in the cloud. Chapter 15 discusses ontology management in the cloud.

Part V consists of six chapters and discusses secure cloud computing. Chapter 
16 discusses security for cloud computing. Secure cloud computing functions such 
as secure virtualization, storage, and data management as well as cloud forensics 
will be discussed in Chapter 17. Since much of our work is focused on secure cloud 
data management, we devote the entire Chapter 18 to this topic. Secure cloud com-
puting guidelines will be discussed in Chapter 19. Various standards and products 
for secure cloud computing will be discussed in Chapter 20. Finally, the notion of 
security as a service will be discussed in Chapter 21.
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Part VI consists of three chapters and discusses the systems we have developed 
for secure cloud computing. Secure cloud query processing system with relational 
data is the subject of Chapter 22. Secure query processing with semantic web data 
will be discussed in Chapter 23. Security for Amazon web services and information 
integration will be discussed in Chapter 24.

Part VII consists of four chapters that describe the use of cloud computing for 
security applications. Chapter 25 describes the use of cloud for malware detection. 
Cloud-based insider threat detection will be discussed in Chapter 26. Chapter 27 
discusses assured cloud-based information sharing. Chapter 28 discusses assured 
semantic cloud-based information sharing. We have defined a semantic cloud to be 
a cloud that utilizes semantic web technologies.

Part VIII consists of three chapters and describes our ideas on developing trust-
worthy clouds. In Chapter 29, we discuss trust management for cloud services. In 
Chapter 30, we discuss privacy issues for cloud services. In Chapter 31, we discuss 
integrity and data quality for cloud services.

Part IX consists of three chapters and discusses the infrastructure, education 
initiative, and research program we are developing for a secure cloud. Our secure 
cloud computing infrastructure is discussed in Chapter 32. Our education initia-
tive on this topic is discussed in Chapter 33. Finally our collaborative research 
program that has influenced much of the discussion in this book is discussed in 
Chapter 34.

Each part begins with an introduction and ends with a conclusion. 
Furthermore, each of Chapters 2 through 34 starts with an introduction and 
ends with a summary and directions for further work. In addition, references 
are also provided at the end of each chapter. Chapter 35 summarizes the book 
and discusses future directions for secure cloud computing. We have included 
four appendices for background information. Appendix A provides an overview 
of data management and discusses the relationship between the texts we have 
written. This has been the standard practice with all of our books. In Appendix 
B, we discuss data mining techniques as we have used such techniques for cloud 
data management and for cloud-based malware detection. Appendix C discusses 
secure data management that has influenced our work on secure cloud data man-
agement. Finally, Appendix D discusses our work on assured information sharing 
that has influenced our work on cloud-based assured information sharing. This 
book ends with an index.

I have tried my best to obtain references from books, journals, magazines, 
and conference and workshop proceedings. Although I tried not to give uniform 
resources locators (URLs) as references, I found that it was almost impossible to 
write a text today, especially about the cloud and the web without giving some 
URLs as references. Many URLs contain excellent reference material, but some 
of them may not be available by the time the book is published. Therefore, I urge 
the reader to check the web from time to time for the most up-to-date information 
about the cloud and secure cloud.
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Data, Information and Knowledge
In general, data management includes managing the databases, interoperability, 
migration, warehousing, and mining. For example, the data on the web has to be 
managed and mined to extract information and patterns and trends. Data could be 
in files, relational databases, or other types of databases such as multimedia data-
bases. Data may be structured or unstructured. We repeatedly use the terms data, 
data management, database systems, and database management systems in this 
book. We elaborate on these terms in the appendix. We define data management 
systems to be systems that manage the data, extract meaningful information from 
the data, and make use of the information extracted. Therefore, data management 
systems include database systems, data warehouses, and data mining systems. Data 
could be structured data such as those found in relational databases, or it could be 
unstructured such as text, voice, imagery, and video.

There have been numerous discussions in the past to distinguish between data, 
information and knowledge. In some of our previous books on data management 
and mining, we did not attempt to clarify these terms. We simply stated that, 
data could be just bits and bytes or it could convey some meaningful informa-
tion to the user. However, with the web and also with increasing interest in data, 
information and knowledge management as separate areas, in this book we take a 
different approach to data, information and knowledge by differentiating between 
these terms as much as possible. For us data are usually some value like numbers, 
integers, and strings. Information is obtained when some meaning or semantics 
is associated with the data, such as, John’s salary is $20 K. Knowledge is some-
thing that you acquire through reading and learning, and as a result understand 
the data and information and take actions. That is, data and information can be 
transferred into knowledge when uncertainty about the data and information is 
removed from someone’s mind. It should be noted that it is rather difficult to give 
strict definitions of data, information and knowledge. Sometimes we will use these 
terms interchangeably also. Our framework for data management discussed in the 
appendix helps clarify some of the differences. To be consistent with the terminol-
ogy in our previous books, we will also distinguish between database systems and 
database management systems. A database management system is that component 
which manages the database containing persistent data. A database system consists 
of both the database and the database management system.

Final thoughts
The goal of this book is to explore security issues for cloud computing and discuss 
their applications. We also discuss concepts in cloud computing. We discuss secure 
web services as they are at the center of cloud computing. In addition to con-
cepts and technologies we also present several of the experimental systems in cloud 
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computing and secure cloud computing that we have designed and developed at the 
UTD. We have used the material in this book together with the numerous refer-
ences listed in each chapter for a graduate level course at the UTD on secure web 
services and cloud computing. We have also provided several experimental systems 
developed by our graduate students.

It should be noted that the field is expanding very rapidly with the emerging 
standards. Therefore, it is important for the reader to keep up with the develop-
ments of the prototypes, products, tools, and standards for cloud computing and 
secure cloud computing. Security cannot be an afterthought. Therefore, while the 
technologies for cloud computing are being developed, it is important to include 
security at the onset.
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Chapter 1

Introduction

1.1 about this Book
In the nineteenth century, we had the mechanical computing machines invented 
by Charles Babbage. Then, in the 1930s, Turing proved that the famous halting 
problem was unsolvable and subsequently, the von Neumann machine was devel-
oped in the 1940s that has resulted in the modern electronic computing machines. 
This was followed by the mainframes of the 1950s and 1960s, minicomputers of the 
1970s, personal computers of the 1980s, mobile/wireless computing of the 1990s, 
and cloud computing of the 2000s. At the same time, computing paradigms have 
also evolved from single processor to multiprocessors to distributed and parallel 
processing. Now, we also have multicore architectures with multiple processors on 
a single chip.

During the past 10 years, with the advent of the World Wide Web (WWW), 
the consumer service provider concept has been digitized and enforced via the web. 
This way, we now have web-supported services where a consumer may request a 
service via the website of a service provider and the service provider provides the 
requested service. This service could be making an airline reservation or purchas-
ing a book from the service provider. Such web-supported services have come to be 
known as web services. An information system that supports service implementa-
tion is a service-oriented information system. An architecture that provides support 
for the implementation of services has come to be known as a service-oriented 
architecture (SOA).

With the integration of cloud computing and service-oriented computing, the 
services are now provided through a cloud. These services are not only domain 
services such as booking travel or hotel, but they also include carrying out the 
entire computations via the cloud and providing them as services to the customers. 
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So what then is a cloud? As defined by the National Institute of Standards and 
Technology,

Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, applications, and services) 
that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction. [NIST]

This chapter details the organization of this book. The organization of this 
chapter is as follows. Supporting technologies for building and securing the cloud 
will be discussed in Section 1.2. Secure services technologies, which are at the heart 
of secure cloud computing, will be discussed in Section 1.3. The concepts in cloud 
computing will be discussed in Section 1.4. The experimental cloud systems that 
we have developed will be discussed in Section 1.5. Secure cloud technologies will 
be discussed in Section 1.6. Experimental secure cloud systems that we have devel-
oped will be discussed in Section 1.7. Experimental systems that use the cloud for 
security applications will be discussed in Section 1.8. Some of the directions toward 
building a trustworthy cloud that incorporate confidentiality, trust, privacy, and 
integrity will be discussed in Section 1.9. Finally, our efforts on building a secure 
cloud infrastructure, an education program, as well as our collaborative activities 
on the secure cloud are discussed in Section 1.10. The organization of this book 
will be given in Section 1.11. We conclude this chapter with useful resources in 
Section 1.12. It should be noted that the contents of Sections 1.2 through 1.10 will 
be elaborated in Parts I through IX of this book. Figure 1.1 illustrates the contents 
covered in this chapter.
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Figure 1.1 Building and securing the cloud.
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1.2 Supporting technologies
We will discuss three sets of supporting technologies for the cloud. First, we will 
discuss the evolution of computing systems. Then, we will discuss security technol-
ogies. Finally, we will discuss the data, information and knowledge management 
technologies. More details of the supporting technologies will be discussed in Part 
II of this book. Figure 1.2 illustrates the supporting technologies.

1.2.1 From Mainframe to the Cloud
As stated in Section 1.1, computing systems have evolved over the past 70 years. 
The unsolvability results of the 1930s and the von Neumann machines of the 1940s 
paved the way for modern computers. We saw the rapid development of the main-
frames in the 1950s and 1960s, minicomputers of the 1970s, and the personal com-
puters of the 1980s. Networking also developed in the 1970s and 1980s resulting 
in distributed systems.

The next wave in computing began in the 1990s with the advent of the WWW. 
This resulted in the semantic web and service-computing technologies. Then the 
2000s saw the emergence of social computing, mobile computing, and cloud 
computing. We expect these three computing technologies to be integrated in the 
future with the capability to process massive amounts of data, known as “big data.” 
That is, the future of computing will be to process massive amounts of data rapidly 
and to provide the useful nuggets to the user through his/her phone. The chapters 
in this book will focus on some of the developments in data management, infor-
mation management, and social networking offered as services through the cloud. 
More details on the evolution of computing will be given in Chapter 2.

1.2.2 Security Technologies
Secure cloud computing systems essentially integrate cloud computing technologies 
with security technologies. Security technologies will be lumped into trustworthy 
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Figure 1.2 Supporting technologies.
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information systems. These systems consist of many aspects, including trustworthy 
systems, secure data and information systems, and the aspect of confidentiality, 
privacy, and trust management that will be addressed throughout this book.

Trustworthy systems are systems that are secure and dependable. By depend-
able systems, we mean systems that have high integrity, are fault-tolerant, and meet 
real-time constraints. Trustworthy systems may include data management sys-
tems, information management systems, and secure networks. For a system to be 
trustworthy, it must be secure, fault-tolerant, meet timing deadlines, and manage 
high-quality data. However, integrating these features into a system means that the 
system has to meet conflicting requirements. For example, if the system makes all 
the access control checks, then it may miss some of its deadlines. The challenge in 
designing trustworthy systems is to design systems that are flexible. For example, 
in some situations, it may be important to meet all the timing constraints whereas 
in some other situations, it may be critical to satisfy all the security constraints.

Trustworthy systems have sometimes been referred to as dependable systems, 
whereas in some other cases, dependability is considered to be a part of trustwor-
thiness. For example, in some papers, dependability mainly includes fault-tolerant 
systems and when one integrates fault-tolerance with security, then one gets trust-
worthy systems. Regardless of what the definitions are, for systems to be deployed 
in operational environments, especially for command and control and other critical 
applications, we need end-to-end dependability as well as security. For some appli-
cations, not only do we need security and confidentiality, we also need to ensure 
that the privacy of the individuals is maintained. Therefore, privacy is also another 
feature of trustworthiness.

For a system to be dependable/trustworthy, we need end-to-end dependability/
trustworthiness. Note that the components that comprise a system include the net-
work, operating systems, middleware and infrastructure, data manager, and appli-
cations. We need all the components to be dependable/trustworthy. However, more 
recently, the goal of secure systems is to build trustworthy systems from untrust-
worthy components. It is assumed that the components may come from multiple 
vendors and even from multiple countries and therefore, it is not feasible to trust all 
the components. Therefore, the challenge is to develop trustworthy systems from 
untrustworthy components and ensure the execution of the mission.

Security technologies for secure services include services for secure data, infor-
mation and knowledge management. Secure data and information systems include 
secure database systems such as secure relational database systems and secure infor-
mation systems such as secure multimedia information systems and digital libraries.

Underlying the focus of trustworthy information systems is the notion of con-
fidentiality, privacy, and trust. Confidentiality is about websites or servers releasing 
only the data to authorized individuals. Privacy is about an individual determining 
what information should be released about him/her. Trust is about how much value 
one can place on the various individuals (e.g., parties, organizations) and the infor-
mation they produce. We will discuss security technologies in Chapter 3.
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1.2.3 Data, Information, and Knowledge Management
Since cloud data management is the major emphasis in this book, due to our exper-
tise in this field, we consider data, information, and knowledge management to be a 
key supporting technology for the cloud. It should be noted that several computing 
technologies, including operating systems, networking, and middleware are also 
supporting technologies. Describing every cloud component in detail is beyond the 
scope of this book.

The data management technologies we will focus on in this book include query 
processing, transaction management, storage management, as well as informa-
tion management technologies such as data mining and semantic web. In addi-
tion, we will focus on hosting applications such as social networking in the cloud. 
Knowledge management is also a technology that can be provided through the 
cloud. We will discuss the various aspects of data, information, and knowledge 
management in Chapter 4.

1.3 Secure Services technologies
Services are at the heart of cloud computing. This is because clouds provide a col-
lection of services (including the platform as a service, software as a service, data as 
a service, and infrastructure as a service) to their clients. Therefore, we will devote 
Part II to services and secure services technologies. The various types of services we 
will discuss are illustrated in Figure 1.3.

1.3.1 Secure Services Technologies
The basic service technologies consist of multiple thrusts including service- oriented 
concepts, SOA and web services, semantic web services, and service-oriented 
analysis and design (SOAD). Service-oriented computing has evolved from object-
oriented computing. In object-oriented computing, the world is viewed as a collec-
tion of objects and these objects communicate with each other through messages. 
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Figure 1.3 types of services.
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Similarly, in service-oriented computing, the world is viewed as a collection of ser-
vices. Therefore, services could communicate with each other through messages 
as well as communicate with the consumers through messages. While there are 
numerous object-oriented programming (OOP) languages that have been devel-
oped, including Smalltalk, Java, and C++, there is no computing language for ser-
vice-oriented computing. However, one can implement services through packages 
and objects.

SOA is the architecture that is the foundation of service-oriented computing. 
This architecture specifies the services and the communication between the ser-
vices. Web services are services that are involved via the web. Currently, web ser-
vices are the most popular representation of service-oriented computing although it 
should be noted that web services are only a subset of service-oriented computing.

SOAD follows the OOAD (object-oriented analysis and design) paradigm. 
Note that OOAD such as UML (unified modeling language) has evolved over sev-
eral years of research and experimentation. The idea here is to develop a methodol-
ogy to model applications, data, and activities surrounding the notion of objects. 
Similarly, in SOAD, the idea is to model, analyze, and reason about the services 
and the interactions between the services. Often, OOAD has been taught as a pre-
requisite for SOA. While OOAD is essential for OOP, we need SOAD for SOAP 
(simple object access protocol). In Part II of this book, we will elaborate on all the 
basic services.

For many applications, the services provided by cloud computing has to be 
secure. That is, not only should the data be securely stored and managed, but the 
processing also has to be secure. Therefore, secure web services are essential for 
secure cloud computing. Now, SOA-based web services consist of three concepts: 
the consumer, the service provider, and the directory. The directory is called UDDI 
(universal description, discovery, and integration). The service provider will publish 
its services on the UDDI. The consumer will query the UDDI for the services. The 
UDDI will give the consumer the address of the service provider. The consumer 
then invokes the service. Communication is carried out through SOAP (used to be 
called the synchronized object access protocol) messaging that is based on XML 
(eXtensible markup language). From a security point of view, we need to incorpo-
rate security into this communication. Web services 1.0 provides support for secure 
services. More recently with Web Services 2.0, there are more advanced concepts 
for SOA.

Before we design secure applications based on services, we need to apply the 
SOAD methodology. However, SOAD as it has been defined is not adequate for 
secure applications. In this book, we will discuss our work on extending SOAD for 
secure applications. We will base this on the work we carried out in the 1990s on 
extending object-modeling technologies for secure applications.

Various standards have been developed for services and secure services mainly 
based on web services. For example, the World Wide Web consortium (W3C) 
has developed standards for XML and XML security that are an essential part of 
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the web services framework. In addition, standards such as WSDL (web services 
description language) have been developed for specifying the services and SOAP 
for message communication. XML security standards include XML encryption 
and XML key management for confidentiality and integrity.

More advanced standards for specifying security policies include those proposed 
by OASIS (formerly known as the Organization for the Advancement of Structured 
Information Standards) as well as the W3C. For example, SAML (security asser-
tions markup language) specifies a language for security assertions. XACML 
(eXtensible access control markup language) specifies a language for policy specifi-
cation. In addition, there are standards for federated identity management such as 
the consortium work of Liberty Alliance and standards for advanced web services 
security including WS and WS* security. Some of our research on secure web ser-
vices includes models for delegation.

1.3.2 Secure Semantic Services
Semantic services are services that integrate services technologies with semantic 
web technologies. Semantic web was invented by Tim Berners Lee to support the 
idea of machine-understandable web pages. Today, the semantic web is viewed as a 
very large linked graph with semantics associated with nodes and links. The seman-
tic web is a collection of technologies including XML and the resource description 
framework (RDF). Web services that utilize these semantic web technologies are 
semantic web services.

Secure semantic information systems essentially integrate semantic web, ser-
vices, and security technologies. Semantic web technologies provide machine-
understandable web services. Web services that utilize semantic web technologies 
can handle semantic heterogeneity and other interoperability problems. Secure web 
services need to utilize secure semantic web technologies. That is the XML and 
RDF documents that are utilized by web services have to be secure documents. 
Some of the key aspects of secure semantic web services include the relationship 
between XML security and web services, RDF security and web services, secure 
ontologies and web services, and finally secure rules and web services. We define 
a cloud that utilizes semantic services to be a semantic cloud. Many of our experi-
mental systems utilize semantic clouds.

1.3.3 Specialized Secure Services
Specialized web services include services for secure data, information, knowledge 
and activity management, as well as domain web services. Data management ser-
vices include those for secure transactions, secure storage, and secure query process-
ing. Complex data management services include secure multimedia and geospatial 
web services. Information management services include secure information retrieval 
and secure information visualization. Knowledge management services include 
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secure intellectual property management. Activity management services include 
secure e-business and assured information sharing (AIS).

We will elaborate on some of the points. Knowledge management is about 
reusing the knowledge and expertise of an organization to improve profits and 
other benefits. In Parts I and II, we will examine in more detail security issues for 
data, information, and knowledge management and then discuss how semantic 
web technologies may be applied for managing data, information, and knowl-
edge. The interoperability of heterogeneous data sources is the key for many appli-
cations. The challenge is how do the different secure systems interoperate with 
each other? How do you integrate the heterogeneous security policies? E-business 
(also referred to as e-commerce) is about organizations conducting transactions 
on the web. Various models, architectures, and technologies are being developed 
for e-business. Since we are dealing with critical data such as funds and accounts, 
carrying out e-business, confidentiality, and privacy of information are crucial. 
We also have to ensure that the data are not maliciously corrupted. AIS is about 
organizations sharing information but at the same time enforcing policies and 
procedures so that the data are integrated and mined to extract nuggets and at the 
same time to maintain security. For all the above applications, web services play 
a major role.

Web services are being deployed for many applications, including medical, 
financial, command and control, and telecommunications. They are also applied 
to many other technologies such as e-business, knowledge management, and AIS. 
Other emerging web services include web services for grids (more recently corpora-
tions such as Oracle are developing grid-based web services). Furthermore, Amazon 
web services are also based on the grid paradigm.

Other types of web services include data as a service and software as a service. 
For example, data centers manage data for customers. Customers can invoke such 
data services through web services. Customers can also invoke various software 
(such as compilers and operating systems) as web services. In Parts III and V, we 
will discuss the use of web services and secure web services for cloud data, informa-
tion, knowledge, and activity management.

1.4 Cloud Computing Concepts
Cloud computing is an emerging paradigm in the information technology and 
data-processing communities. Enterprises utilize cloud computing services to 
outsource data maintenance, which can result in significant financial benefits. 
Businesses store and access data at remote locations in the “cloud.” The emerg-
ing cloud computing model attempts to address the growth of web-connected 
devices and handle massive amounts of data. Google has now introduced the 
MapReduce framework for processing large amounts of data on commodity hard-
ware. Apache’s Hadoop distributed file system (HDFS) is emerging as a superior 
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software component for cloud computing combined with integrated parts such as 
MapReduce.

The need to augment human reasoning, interpreting, and decision-making abil-
ities has resulted in the emergence of the semantic web, which is an initiative that 
attempts to transform the web from its current, merely human-readable form, to a 
machine-processable form. This in turn has resulted in numerous social- networking 
sites with massive amounts of data to be shared and managed. Therefore, we need 
technologies that can scale to handle a large number of sites and process massive 
amounts of data.

Cloud computing technologies will be discussed in Part III of this book. The 
topics to be discussed include (i) cloud computing functions such as virtualiza-
tion and storage management, (ii) cloud, data management functions such as cloud 
query processing and transaction management, (iii) cloud computing applications, 
and (iv) cloud computing products and tools. Our framework for cloud computing 
will also be discussed. Figure 1.4 illustrates the cloud computing technologies.

Note that the cloud essentially offers a collection of services to its customers. 
These include infrastructure services, platform services and application services, as 
well as data, information knowledge, and activity management services. Clouds 
could also offer semantic services. We call such clouds semantic clouds.

1.5 Experimental Cloud Computing Systems
As the popularity of cloud computing grows, service providers face ever-increasing 
challenges. They have to maintain large quantities of heterogeneous data while pro-
viding efficient information retrieval. Thus, a key emphasis for cloud computing 
solutions is scalability and query efficiency. Therefore, we have designed and devel-
oped various experimental cloud query processing systems. These include query 
processing with semantic web data as well as with relational data in the cloud. We 
have also hosted applications such as ontology management and social networking 
in the cloud.
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Figure 1.4 Cloud computing concepts.
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Part IV will discuss the experimental systems that we have developed based 
on cloud computing technologies. We will discuss the cloud query processing sys-
tem that we have developed utilizing the Hadoop/MapReduce framework. Our 
system processes massive amounts of semantic web data. In particular, we have 
designed and developed a query optimizer for the SPARQL protocol and RDF 
query language (SPARQL) query processor that functions in the cloud. We have 
developed cloud systems that host social networking and ontology management 
applications. Figure 1.5 illustrates some of the experimental cloud systems that we 
have developed.

1.6 Secure Cloud Computing
The current cloud computing technologies such as those utilizing HDFS and 
MapReduce are not sufficient due to the fact that they do not provide adequate 
security mechanisms to protect sensitive data. Therefore, with funding from the Air 
Force Office of Scientific Research (AFOSR), we have utilized state-of-the-art hard-
ware, software, and data components and are developing a secure cloud computing 
platform that will handle the inadequacies of the current cloud computing systems. 
In particular, our goal is to (i) use modern hardware parts (e.g., secure coprocessors) 
to improve the performance due to incorporating additional security functional-
ities, (ii) integrate open-source software parts as well as custom-developed software 
parts to support query operations on complex data, (iii) support fine-grained access 
control and reference monitor support to provide security for complex data, and (iv) 
provide strong authentication mechanisms for cloud computing.

We will describe security for cloud computing systems in Part V. In particular, 
we will discuss (i) our framework for secure cloud computing, (ii) secure cloud 
computing functions such as secure virtualization, (iii) secure cloud query process-
ing, and (iv) secure cloud computing products. Secure cloud computing technolo-
gies are illustrated in Figure 1.6.
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1.7 Experimental Secure Cloud Computing Systems
With funding from the AFOSR to explore security for cloud computing as well as 
from the National Science Foundation to build infrastructure as well as an educa-
tion program in assured cloud computing, we have developed a number of secure 
cloud computing experimental systems both for research and education purposes. 
We discuss some of our systems in detail in Part VI. In this section, we will list 
these systems.

The first system carried out cloud-based secure query processing system for rela-
tional data. The second system carried out cloud-based secure query processing for 
semantic web data. We have essentially utilized the system that we discuss in Part 
IV and incorporated security for this system. This will be followed by a secure cloud 
computing system that we have developed utilizing Amazon secure cloud services. 
Figure 1.7 illustrates the experimental systems.
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1.8  Experimental Cloud Computing for Security 
applications

While the previous sections discussed cloud technologies, secure cloud technolo-
gies as well as some of the experimental systems that we have developed, in this 
section, we will discuss how various security applications can benefit from using 
the cloud. Some of these applications will be elaborated in Part VII of this book.

Our first application is malware detection. Massive amounts of data have to be 
mined to detect whether the system has been compromised due to malware. Often, 
the malware may change its patterns to avoid being detected. We have developed a 
cloud-based malware detection solution. The second application we have developed 
is cloud-based insider threat detection. Owing to terrorism as well as intense com-
petition between corporations, insider threat is becoming an increasingly danger-
ous problem. We are developing data mining tools for insider threat detection. We 
will discuss one such tool that uses cloud computing technologies. The third appli-
cation is AIS. Organizations (e.g., law enforcement, health care, and government 
coalitions) have to work together and share information to solve a problem. The 
appropriate security policies have to be enforced so that only authorized informa-
tion is shared. Such AIS applications can benefit a great deal by using a cloud. This 
way, the organizations can store the data and policies in the cloud and information 
is shared based on the policies. The fourth application is AIS in a semantic cloud.

Other security applications that could be hosted on the cloud include identity 
and access management as well as e-mail spam filtering. The security applications 
that we have discussed in this section are illustrated in Figure 1.8. Note that for 
such applications, the cloud provides security as a service.

1.9 toward trustworthy Clouds
In our definition, trustworthiness consists of aspects such as confidentiality, privacy, 
trust, integrity, high assurance, fault-tolerance, and meeting real-time constraints. 
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Much of the focus in this book is on secure clouds and the main topic addressed is 
confidentiality. Our ultimate objective is to build dependable clouds. Such a cloud 
has to maintain privacy, ensure trust, have high integrity, and ensure data quality 
among others. Note that this is not a standard definition. That is, some papers 
and books have used the terms trustworthiness and dependability interchangeably. 
Furthermore, some papers have also implied that security includes confidentiality, 
integrity, and privacy.

Figure 1.9 illustrates the aspects of trustworthy clouds. The challenge is to 
ensure that the cloud provides all the features such as privacy, trust, confidentiality, 
and integrity. Essentially, the cloud has to be flexible. Part VIII will focus on such 
trustworthy clouds.

1.10  Building an Infrastructure, Education Program, 
and a research Program for a Secure Cloud

While technological developments are being made on secure cloud computing, it is 
also important to build secure infrastructures, education programs, and research pro-
grams on secure cloud computing. Figure 1.10 illustrates our efforts in these areas.
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There is a critical need to securely store, manage, share, and analyze massive 
amounts of complex (e.g., semistructured and unstructured) data to determine pat-
terns and trends to improve the quality of health care, better safeguard the nation, and 
explore alternative energy. However, to the best of our knowledge, there is no off-the-
shelf infrastructure that addresses the above need. Therefore, we at the University of 
Texas at Dallas (UTD) are developing an infrastructure for a secure cloud with fund-
ing from the AFOSR and the National Science Foundation. Using this infrastruc-
ture, users can query massive amounts of complex (e.g., semantic web and geospatial) 
data while ensuring the confidentiality of this data and the privacy of individuals.

To build effective secure cloud computing systems, we also need to build a strong 
education program on this topic so that we get students to work on the projects. 
Therefore, we are also establishing a strong education program with several courses 
in assured cloud computing with funding from the National Science Foundation. 
These courses form a comprehensive set that will provide an example for secure 
cloud computing capacity building and education in other institutions.

While cloud computing has received a great deal of attention, there is a lot of 
work to be done on securing the cloud. Therefore, we started a multiorganizational 
collaborative research project funded by the AFOSR between 2008 and 2014 that 
includes an investigation of security issues for the cloud such as secure cloud stor-
age, secure cloud data and information management, information as well as secu-
rity models for the cloud.

1.11 Organization of this Book
This book is divided into nine parts, each describing some aspect of technology that 
is relevant to building and securing the cloud. A major focus of this book will be on 
cloud query processing and the surrounding security issues. Security applications 
that utilize cloud computing such as malware detection, AIS, and insider threat 
detection will also be discussed.

Part I, consisting of three chapters, will describe supporting technologies for the 
cloud. These include the evolution of computing systems discussed in Chapter 2, 
security technologies discussed in Chapter 3, and data, information, and knowledge 
management technologies discussed in Chapter 4. These supporting technologies 
provide the background information for cloud data management and secure cloud 
computing.

Part II, consisting of three chapters, will discuss concepts in services and secure 
services technologies. Web services are at the heart of cloud computing and there-
fore, understanding the security issues for web services is important for secure 
cloud computing. This is because a cloud provides services to its customer includ-
ing infrastructure services, platform services, and application services. Chapter 5 
discusses SOA and web services, SOAD, as well as secure services. Semantic web 
services and related security issues will be discussed in Chapter 6. Specialized web 
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services such as services for information and knowledge management will be dis-
cussed in Chapter 7.

Part III, consisting of five chapters, will discuss the core topics in cloud comput-
ing. In Chapter 8, we will discuss the basic cloud computing concepts and our imple-
mentation of a cloud computing framework. Cloud computing functions including 
virtualization, storage management, and data management will be discussed in 
Chapter 9. We will devote the entire Chapter 10 to cloud data management as many 
of the prototypes we have developed focus on cloud data management. The applica-
tions are discussed in Chapter 11. Chapter 12 discusses the various cloud products 
and service providers.

Part IV, consisting of three chapters, will discuss the prototypes we have devel-
oped on experimental cloud computing systems. The first is a cloud query process-
ing system prototype and will be discussed in Chapter 13. Chapter 14 discusses 
social networking in the cloud. Chapter 15 discusses multiple cloud computing 
systems we have developed including cloud-based social networking, cloud-based 
semantic web data management, and ontology-based query processing in the cloud.

Part V, consisting of six chapters, will discuss secure cloud computing. Chapter 
16 discusses security for cloud computing. Secure cloud computing functions such 
as secure virtualization, storage and data management, as well as cloud forensics 
will be discussed in Chapter 17. Since much of our work is focused on secure cloud 
data management, we devote the entire Chapter 18 to this topic. Secure cloud 
computing guidelines will be discussed in Chapter 19. The notion of security as a 
service will be discussed in Chapter 20. Finally, products for secure cloud comput-
ing will be discussed in Chapter 21.

Part VI, consisting of three chapters, will discuss the experimental systems we 
have developed for secure cloud data management. Secure cloud query processing 
with relational data is the subject of Chapter 22. Secure query processing with 
semantic web data will be discussed in Chapter 23. Security for Amazon web ser-
vices and information integration will be discussed in Chapter 24.

Part VII, consisting of four chapters, will describe the use of cloud computing 
for security applications. Chapter 25 describes the use of cloud for malware detec-
tion. Cloud-based insider threat detection will be discussed in Chapter 26. Chapter 
27 discusses assured cloud-based information sharing. Chapter 28 discusses seman-
tic cloud-based AIS.

While the security issues discussed in Parts II through VII mainly focus on 
confidentiality aspects of security, in Part VIII, consisting of three chapters, we 
will discuss some of our ideas on building trustworthy clouds. Such clouds not 
only have to ensure that sensitive data are protected, they also have to ensure trust, 
privacy, and integrity. In Chapter 29, we discuss trust management for cloud ser-
vices. In Chapter 30, we discuss privacy issues for cloud services. In Chapter 31, we 
discuss integrity and data quality for cloud services.

Finally Part IX, consisting of three chapters, discusses our efforts on developing 
an infrastructure, education program, and research collaboration for a secure cloud. 
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Chapter 32 describes an infrastructure for a secure cloud that consists of a hard-
ware infrastructure, software infrastructure, and a data infrastructure. Chapter 33 
describes the education program that we are developing on secure cloud computing. 
It consists of a capstone course in secure cloud computing as well as enhancements 
to our current security courses such as data and application security with units on 
relevant secure cloud computing topics (e.g., secure cloud data management). In 
Chapter 34, we describe the research collaboration we have established for a secure 
cloud. We have defined a framework for secure cloud and have identified several 
research problems and are developing solutions to several of the problems.

Each part begins with an overview of the chapter and ends with a summary 
and directions. Furthermore, Chapters 2 through 34 each start with an overview 
and ends with a summary and references. Chapter 35 summarizes the book and 
discusses directions. We have included four appendices to supplement the concepts 
discussed in this book. Appendix A provides an overview of data management and 
discusses the relationship among the chapters we have written. This has been the 
standard practice with all of our books. In Appendix B, we discuss data mining 
techniques. This is because much of our work on cloud computing focusses on 
cloud data management as well as applying data mining techniques for malware 
detection and insider threat detection in the cloud. Cloud data mining, which is 
also sometimes referred to as “Big Data Analytics” has numerous applications not 
only for malware detection, but also for health care management, financial analy-
sis, and scientific data management. Appendix C describes some of the important 
concepts of data security such as access control and query modification (also called 
query rewriting). We apply many of these concepts throughout the book for secure 
cloud data management. Since we have devoted several chapters to cloud-based 
AIS, we discuss our project on AIS in Appendix D.

We have essentially developed a nine-layer framework to explain the concepts bet-
ter in this book. This framework is illustrated in Figure 1.11. Layer 1 is the supporting 
technologies layer and covers Part I of this book. Layer 2 is the secure services layer and 
covers Part II. Layer 3 is the cloud technologies layer and covers Part III. Layer 4 is the 
experimental systems layer and covers Part IV. Layer 5 is the secure cloud technologies 
layer and covers Part V. Layer 6 is the secure experimental cloud systems layer and cov-
ers Part VI. Layer 7 is the cloud applications layer and covers Part VII. Layer 8 is the 
trustworthy cloud layer and covers Part VIII. Layer 9 is the cloud infrastructure, edu-
cation, and research layer and covers Part IX. The relationships between the chapters 
of the book and the components of the framework are given in Figure 1.12.

1.12 Next Steps
This chapter has provided an introduction to the book. We first provided a 
brief overview of the supporting technologies for secure cloud technologies that 
include security and data management. Next, we discussed secure web services 
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and semantic web services. This was followed by a discussion of cloud technolo-
gies and secure cloud technologies. Next, the security applications that utilize the 
cloud were discussed. This was followed by a discussion on trustworthy clouds. 
Finally, our approach toward building an infrastructure, an education program, 
and research collaboration for a secure cloud were discussed.

This book provides the information for a reader to get familiar with cloud com-
putes and secure cloud computing. We discuss some topics such as secure cloud 
query processing in depth as we have carried out much research on this topic. 
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Some other topics are only briefly discussed such as secure virtualization and cloud 
forensics. However, we have provided references for these topics. However, it should 
be noted that many of the topics we have discussed are still in the research stages.

One of the main contributions of this book is raising the awareness of the 
importance of security for cloud computing. That is, to be consistent with our 
previous books, our purpose is to explain, especially to technical managers, what 
secure cloud computing is all about. However, because of our fairly extensive 
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research in secure cloud computing, we have also tried to include technical details 
as well as descriptions of experimental systems that would help the technologists 
and researchers. We have given references throughout the book.

Several new cloud computing conferences have emerged in recent years. These 
include the IEEE (Institute of Electrical and Electronic Engineers) Computer 
Society’s Cloud Computing Conference held in conjunction with Services Computing 
Conference as well as CloudCom. The ACM (Association of Computing Machinery) 
has recently started its own cloud computing conference. We believe that as progress 
is made on secure cloud computing technologies, conferences and journals entirely 
devoted to secure cloud computing will emerge. We encourage the reader to keep up 
with the developments of this very rapidly growing field. We strongly believe that 
the future of computing is with cloud computing. Services and components will be 
developed by multiple vendors from all over the world. The challenge is to put these 
services and components together and to build secure cloud computing systems and 
applications. Furthermore, even if parts of the cloud may be corrupted, the challenge 
is to ensure that the cloud is operational and provides secure services to its client.

references
[NIST] The NIST definition of Cloud Computing, http://csrc.nist.gov/publications/ 

nistpubs/800-145/SP800-145.pdf
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ISUPPOrtING 
tECHNOLOGIES

Introduction to Part I
For secure cloud computing to be successful we need to ensure that several sup-
porting technologies have to work together. These include computing technologies, 
security technologies, and data/information/knowledge management technologies. 
We will discuss these supporting technologies in Part I.

Part I consists of three chapters: 2, 3, and 4. In Chapter 2, we will provide 
an overview of computing technologies. In particular, the evolution of comput-
ing from mainframe to cloud computing will be discussed. In Chapter 3, we will 
discuss security technologies. In particular, aspects of designing secure systems will 
be discussed. In Chapter 4, we will discuss data, information, and knowledge man-
agement technologies. Note that many of our experimental systems in cloud com-
puting are based on data, information, and knowledge management technologies.
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Chapter 2

From Mainframe to the 
Cloud

2.1 Overview
While early computing systems were based on the mechanical systems of Charles 
Babbage, the modern electronic computing system dawned in the 1940s with 
the work of von Neumann. This resulted from the research carried out by the 
famous mathematicians and logicians such as Kurt Gödel, Alan Turing, and 
Alonzo Church, among others in the 1930s. These mathematicians and logicians 
focused on the notion of computability. That is, can one determine ahead of time 
whether a program would halt or not? This was the famous halting problem of 
Alan Turing.

Since the 1940s, with the advent of the electronic computing machine, com-
puters have progressed a great deal with the mainframes of the 1950s to the cloud 
of the 2000s. This chapter provides an overview of the evolution of computing 
systems. In Section 2.2, we discuss mainframe computing, mini-computers, and 
the personal computers. In Section 2.3, we discuss distributed computing includ-
ing distributed object management. In Section 2.4, we discuss the emergence of 
the web and in Section 2.5, we discuss the emergence of the cloud. This chapter is 
summarized in Section 2.6. Figure 2.1 illustrates this evolution.

2.2 Early Computing Systems
Mainframe computing took off in the 1950s and gained much prominence through-
out the 1960s. Corporations such as IBM (International Business Machines), Univac, 
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DEC (Digital Equipment Corporation), and Control Data Corporation started 
developing powerful mainframe systems. These mainframe systems mainly carried 
out number-crunching for scientists and engineers. The main programming language 
used was Fortran. Then in the 1960s, the notion of database systems was conceived 
and corporations developed database systems based on the network and hierarchical 
data models. The database applications at that time were written mainly in COBOL.

In the 1970s, corporations such as DEC created the notion of mini-computers. 
An example is DEC’s VAX machine. These machines were much smaller than the 
mainframe systems. Around that time, terminals were developed. This way, pro-
grammers did not have to go to computing centers and use punch cards for their 
computations. They could use their terminals and submit the jobs to the computing 
machines. This was a huge step forward. It was also during this time that languages 
such as C and operating systems such as UNIX were developed.

A significant development in the late 1970s was the emergence of the personal 
computer. This resulted in Apple Computers. Soon after, IBM developed its own 
personal computers. Microsoft developed the DOS operating system for these IBM 
machines. Powerful workstations were developed in the early 1980s by corpora-
tions such as Sun Microsystems, Apollo, and HP (Hewlett Packard). Database sys-
tems based on the relational data model were developed by corporations such as 
IBM and Oracle. By the mid-1980s, computers were poised to take over the world. 
Figure 2.2 illustrates early computing.
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2.3 Distributed Computing
With the invention of the Internet by DARPA (Defense Advanced Research Projects 
Agency), networked systems gained momentum in the 1970s and the early prod-
ucts came out in the 1980s. Computers were networked together and were com-
municating with each other and exchanging messages through what is now known 
as email. Several applications were developed for these distributed systems. The idea 
was to utilize the resources and carry out a computation in multiple machines. The 
late 1980s also saw the emergence of parallel computing.

A computing paradigm that exploded in the early 1990s was the distributed 
object paradigm. Here, computers were encapsulated as objects. This way objects 
communicated with each other by exchanging messages. This work resulted in con-
sortia such as the Object Management Group (OMG) to be formed. It was at this 
time that object-oriented languages such as Smalltalk and C++ rose to prominence. 
Figure 2.3 illustrates distributed object computing.

2.4 World Wide Web
In the early 1990s, one of the major innovations of the twentieth century was initiated 
and that was the World Wide Web (WWW). Tim Berners Lee, the inventor of the 
WWW was a programmer at CERN in Geneva, Switzerland. He started a project to 
support physicists sharing data. This project resulted in the WWW. Around the same 
time, programmers at the University of Illinois National Computing Center developed 
the MOSAIC browser. These two innovations resulted in ordinary people using the 
WWW to query and search for information. The late 1990s saw the emergence of sev-
eral search engines such as Alta Vista and Lycos. Then two researchers from Stanford 
University started a company called Google that is now the largest web search com-
pany in the world. Java became one of the popular programming languages.

The late 1990s also saw what is now called the dot-com boom. Several compa-
nies that provided services were formed and this resulted in electronic commerce. 
However, the infrastructure technologies were not mature at that time and, as a 
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result, many of these companies did not survive. In the late 1990s and early 2000s, 
the notion of web services based on the service paradigm was created. With the ser-
vice technologies, better infrastructures were built for e-commerce. Corporations 
were providing services to the consumer based on the service paradigm.

The late 1990s and early 2000s also saw the emergence of semantic web tech-
nologies. Tim Berners Lee’s vision was to create a more intelligent web that would 
understand web pages. He created mark-up languages such as XML and RDF. 
Ontologies were also created so that different communities could understand each 
other. The development of services computing and the semantic web resulted in 
the birth of social media. Corporations such as Facebook were formed in the mid-
2000s that enabled ordinary people not only to search for information on the web, 
but also to communicate with each other and share information through the web. 
Figure 2.4 illustrates the evolution of the World Wide Web.

2.5 Cloud Computing
Developments in services computing, distributed computing, and the WWW have 
resulted in cloud computing. The idea was to provide computing as a service just like 
we use electricity as a service. That is, a cloud service provider would provide different 
levels of service to the consumer. The service could be to use the cloud for computing, 
for database management, or for application support such as organizing one’s finances.

Parts III, IV, V, and VI of this book will focus on cloud computing concepts, 
experimental systems, and security for the cloud. Since services computing is a key 
aspect of cloud computing, we devote Part II to services computing. In particular, 
we discuss web services and security for web services. Figure 2.5 illustrates the 
notion of cloud computing.

2.6 Summary and Directions
In this chapter, we have provided a brief overview of the evolution of computing. We 
started with the works of the mathematical logicians followed by the von Neumann 
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machines. Then, we discussed the evolution of computers from the mainframe to 
the personal computers. Finally, we provided an overview of distributed comput-
ing, services computing, the WWW, and cloud computing.

The discussion in this chapter will lay the foundations for the topics addressed 
in this book. First, we will provide some background discussions on secure systems 
as well as data, information and knowledge management systems. This will be fol-
lowed by discussions on secure web services and trustworthy semantic web. Then, 
we will focus on the main topics of cloud computing and secure cloud computing. 
In particular, we will discuss technologies, products as well as the experimental 
systems we have developed for both cloud computing and secure cloud computing.

We believe that computing will continue to advance and the challenge is to 
handle massive amounts of data. This challenge is called the “big data” problem. 
Therefore, developing scalable solutions utilizing cloud computing for solving the 
big data problem will be a major focus area for the future.

references
[BABB] The Babbage engine, http://www.computerhistory.org/babbage/
[HEIJ67] J. Van Heijenoort, From Frege to Gödel: A Source Book in Mathematical Logic, 

1879–1931, Harvard University Press, Cambridge, MA, 1967.
[HIST] Computer history, http://www.computerhope.com/history/
[NEUM] von Neumann machine, http://www.britannica.com/EBchecked/topic/1252440/

von-Neumann-machine
[OMG] Object Management Group, http://www.omg.org
[TURI] Barker-Plummer, David, Turing machines, http://plato.stanford.edu/entries/

turing-machine/
[W3C] World Wide Web Consortium, http://www.w3c.org
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Chapter 3

trustworthy Systems

3.1 Overview
As we have stated in Chapter 1, secure cloud computing integrates cloud computing 
technologies with security technologies. We will discuss cloud computing technol-
ogies in Part III of this book. In this chapter, we will discuss security technolo-
gies. In particular, we will provide an overview of trustworthy information systems 
that include security, privacy, integrity, dependability, and real-time processing. 
Trustworthy systems are systems that are secure and dependable. By dependable 
systems, we mean systems that have high integrity, are fault-tolerant and meet real-
time constraints. In other words, for a system to be trustworthy it must be secure, 
fault-tolerant, meet timing deadlines, and manage high-quality data.

This chapter provides an overview of the various developments in trustwor-
thy systems with special emphasis on secure systems including secure data sys-
tems. We focus on secure data systems as several of our experimental cloud 
systems focus on secure query processing in the cloud. The organization of this 
chapter is as follows. In Section 3.2, we discuss secure systems in some detail. 
Section 3.3 provides an overview of dependable systems which includes trust, 
privacy, integrity, data quality, high assurance systems, real-time processing, and 
fault-tolerance. In Section 3.4, we discuss some of the security threats and the 
solutions that are being proposed. In Section 3.5, we discuss end-to-end secu-
rity versus building secure systems from untrusted components. This chapter 
is summarized in Section 3.6. Figure 3.1 illustrates the concepts discussed in 
this chapter.



30  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

3.2 Secure Systems
3.2.1 Overview
Secure systems include secure operating systems, secure data management systems, 
secure networks, and other types of systems such as web-based secure systems and 
secure digital libraries among others. This section provides an overview of the vari-
ous developments in information security.

In Section 3.2.2, we discuss basic concepts such as access control for information 
systems. Section 3.2.3 provides an overview of the various types of secure systems. 
Secure operating systems will be discussed in Section 3.2.4. Secure database systems 
will be discussed in Section 3.2.5. Network security will be discussed in Section 
3.2.6. Emerging trends is the subject of Section 3.2.7. Impact of the web is given in 
Section 3.2.8. An overview of the steps to building secure systems will be provided 
in Section 3.2.9. Figure 3.2 illustrates the various concepts addressed in this section.

3.2.2 Access Control and Other Security Concepts
Access control models include those for discretionary security and mandatory secu-
rity. In this section, we discuss both aspects of access control and also consider 
other issues. In discretionary access control models, users or groups of users are 
granted access to data objects. These data objects could be files, relations, objects, or 
even data items. Access control policies include rules such as User U has read access 
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to Relation R1 and write access to Relation R3. Access control could also include 
negative access control where User U does not have read access to Relation R.

In mandatory access control, subjects that act on behalf of users are granted 
access to objects based on some policy. A well-known policy is the Bell and 
LaPadula policy [BELL73] where subjects are granted clearance levels and objects 
have sensitivity levels. The set of security levels form a partially ordered lattice 
where Unclassified < Confidential < Secret < TopSecret. The policy has two prop-
erties and is the following. A subject has read access to an object if its clearance 
level dominates that of the object. A subject has write access to an object if its level 
is dominated by that of the object. Other types of access control include role-based 
access control. Here, access is granted to users depending on their roles and the 
functions they perform. For example, personnel managers have access to salary data 
while project managers have access to project data.

While the early access control policies were formulated for operating systems, 
these policies have been extended to include other systems such as database systems, 
networks, and distributed systems. For example, a policy for networks includes 
policies for not only reading and writing but also for sending and receiving mes-
sages. Other security policies include administration policies. These policies include 
those for ownership of the data as well as how to manage and distribute the data. 
Database administrators as well as system security officers are involved in formulat-
ing the administration policies.

Security policies also include policies for identification and authentication. 
Each user or subject acting on behalf of a user has to be identified and authenti-
cated possibly using some password mechanisms. Identification and authentication 
become more complex for distributed systems. For example, how can a user be 
authenticated at a global level?

The steps to developing secure systems include developing a security policy, 
developing a model of the system, designing the system, and verifying and validat-
ing the system [ANDE01]. The methods used for verification depend on the level 
of assurance that is expected. Testing and risk analysis are also a part of the process. 
These activities will determine the vulnerabilities as well as assess the risks involved. 
Figure 3.3 illustrates various types of security policies.
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3.2.3 Types of Secure Systems
In the previous section we discussed various policies for building secure systems. 
In this section, we elaborate on various types of secure systems. Much of the early 
research in the 1960s and 1970s was on securing operating systems. Early security 
policies such as the Bell and LaPadula policy were formulated for operating sys-
tems. Subsequently, secure operating systems such as Honeywell’s SCOMP and 
MULTICS were developed (see [IEEE83]). Other policies such as those based on 
noninterference also emerged in the early 1980s.

While early research on secure database systems was reported in the 1970s, it 
was not until the early 1980s that active research began in this area. Much of the 
focus was on multilevel secure database systems. The security policy for operating 
systems was modified slightly. For example, the write policy for secure database 
systems was modified to state that a subject has write access to an object if the 
subject’s level is that of the object. Since database systems enforced relationships 
between data and focused on semantics, there were additional security concerns. 
For example, data could be classified based on content, context, and time. The 
problem of posing multiple queries and inferring sensitive information from the 
legitimate responses became a concern. This problem is now known as the inference 
problem. Also, research was carried out not only on securing relational systems but 
also on object systems as well as distributed systems, among others.

Research on computer networks began in the late 1970s and continued 
throughout the 1980s and beyond. The networking protocols were extended to 
incorporate security features. The result was secure network protocols. The poli-
cies include those for reading, writing, sending, and receiving messages. Research 
on encryption and cryptography has received much prominence due to networks 
and the web. Security for stand-alone systems was extended to include distributed 
systems. These systems included distributed databases and distributed operating 
systems. Much of the research on distributed systems now focuses on securing the 
web, known as web security, as well as securing systems such as distributed object 
management systems.

As new systems emerge, such as data warehouses, collaborative computing sys-
tems, multimedia systems, and agent systems, security for such systems has to be 
investigated. With the advent of the WWW, security is being given serious con-
sideration by not only the government organizations but also by commercial orga-
nizations. With e-commerce, it is important to protect the company’s intellectual 
property. Figure 3.4 illustrates various types of secure systems.

3.2.4 Secure Operating Systems
Work on security for operating systems was carried out extensively in the 1960s 
and 1970s. The research still continues as new kinds of operating systems such 
as Windows, Linux, and other products emerge. The early ideas included access 
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control lists and capability-based systems. Access control lists specify the types of 
access that processes, which are called subjects, have on files, which are objects. The 
access is usually read or write access. Capability lists are capabilities that a process 
must possess to access certain resources in the system. For example, a process with 
a particular capability can write into certain parts of the memory.

Work on mandatory security for operating systems started with the Bell and 
LaPadula security model, which has two properties.

 ◾ The simple security property states that a subject has read access to an object 
if the subject’s security level dominates the level of the object.

 ◾ The *-property (pronounced star property) states that a subject has write 
access to an object if the subject’s security level is dominated by that of the 
object.

Since then, variations of this model as well as a popular model called the nonin-
terference model (see [GOGU82]) have been proposed. The noninterference model 
is essentially about higher-level processes not interfering with lower-level processes.

Corporations such as Microsoft are putting in many resources to ensure that 
their products are secure. Often we hear of vulnerabilities in various operating 
systems and about hackers trying to break into the operating systems, especially 
with those with networking capabilities. Therefore, this is an area that will continue 
to receive much attention for the next several years. This is because many of the 
applications including database systems are usually hosted on the operating system. 
Therefore, if the operating system is corrupted then it will likely impact the entire 
computing system. Figure 3.5 illustrates some key aspects of operating systems 
security.

3.2.5 Secure Database Systems
Work on discretionary security for databases began in the 1970s when secu-
rity aspects were investigated for System R at IBM Almaden Research Center. 
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Essentially the security properties specified the read and write access that a user 
may have to relations, attributes, and data elements. Techniques such as query 
modification were proposed for access control in relational systems [GRIF76]. In 
the 1980s and 1990s, security issues were investigated for object systems. Here, the 
security properties specified the access that users had to objects, instance variables, 
and classes. In addition to read and write access, method execution access was also 
specified [FERN81].

Since the early 1980s, much focus was on multilevel secure database manage-
ment systems [AFSB83]. These systems essentially enforce the mandatory policy 
discussed in Section 3.2.2 with the modification described in Section 3.3 (i.e., 
read at or below your level and write at your level policy). Since the 1980s, vari-
ous designs, prototypes, and commercial products of multilevel database systems 
have been developed. Ferrari and Thuraisingham give a detailed survey of some 
of the developments [FERR00]. Example efforts include the SeaView effort by 
SRI International and the LOCK Data Views effort by Honeywell. These efforts 
extended relational models with security properties. One challenge was to design 
a model where a user sees different values at different security levels. For example, 
at the Unclassified level an employee’s salary may be 20 K and at the secret level it 
may be 50 K. In the standard relational model, such ambiguous values cannot be 
represented due to integrity properties.

Note that several other significant developments have been made on multi-
level security for other types of database systems. These include security for object 
database systems [THUR89]. In this effort, security properties specify read, write, 
and method execution policies. Much work was also carried out on secure concur-
rency control and recovery. The idea here is to enforce security properties and still 
meet consistency without having covert channels. Research was also carried out on 
multilevel security for distributed, heterogeneous, and federated database systems. 
Another area that received a lot of attention was the inference problem. For details 
on the inference problem, we refer the reader to [THUR93]. For secure concur-
rency control, we refer to the numerous algorithms by Atluri, Bertino, Jajodia et al. 
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(see, e.g., [ATLU97]). For information on secure distributed and heterogeneous data-
bases as well as secure federated databases, we refer to [THUR91] and [THUR94].

As database systems become more sophisticated, securing these systems will 
become more and more difficult. Some of the current work focuses on securing 
data warehouses, multimedia databases, and web databases (see, e.g., Proceedings 
of the IFIP Database Security Conference Series). Figure 3.6 illustrates various types 
of secure database systems. Since many of the experimental cloud systems that we 
have developed carry out secure data management, we will describe the concepts 
and technologies for secure data management in Appendix C.

3.2.6 Secure Networks
With the advent of the web and the interconnection of different systems and appli-
cations, networks have proliferated over the past decade. There are public networks, 
private networks, classified networks, and unclassified networks. We continually 
hear about networks being infected with viruses and worms. Furthermore, networks 
are being intruded by malicious code and unauthorized individuals. Therefore, net-
work security is emerging as one of the major areas in information security.

Various techniques have been proposed for network security. Encryption and 
cryptography are still dominating much of the research. For a discussion on various 
encryption techniques we refer to [HASS00]. Data mining techniques are being 
applied for intrusion detection extensively (see [NING04]). There has also been 
a lot of work on network protocol security where security is incorporated into the 
various layers of the protocol stack such as the network layer, transport layer, and 
session layer (see [TANN90]). Verification and validation techniques are also being 
investigated for securing networks. Various books on the topic have also been pub-
lished (see [KAUF02]). Figure 3.7 illustrates network security techniques.

3.2.7 Emerging Trends
In the mid-1990s, research in secure systems expanded to include emerging systems. 
These included secure collaborative computing systems, multimedia computing, 
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and data warehouses. Data mining has resulted in new security concerns. Since 
users now have access to various data mining tools and they could make sensitive 
associations, it could exacerbate the inference problem. On the other hand, data 
mining could also help with security problems such as intrusion detection and 
auditing.

The advent of the web resulted in extensive investigations of security for digital 
libraries and electronic commerce. In addition to developing sophisticated encryp-
tion techniques, security research also focused on securing the web clients as well as 
servers. Programming languages such as Java were designed with security in mind. 
Much research was also carried out on securing agents.

Secure distributed system research focused on security for distributed object 
management systems. Organizations such as the OMG started working groups to 
investigate security properties [OMG]. As a result, we now have secure distributed 
object management systems commercially available. Figure 3.8 illustrates the vari-
ous emerging secure systems and concepts.
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3.2.8 Impact of the Web
The advent of the web has greatly impacted security. Security is now a part of main-
stream computing. Government organizations as well as commercial organizations 
are concerned about security. For example, in a financial transaction, millions of 
dollars could be lost if security is not maintained. With the web, all sorts of infor-
mation are available about individuals and therefore privacy may be compromised.

Various security solutions are being proposed to secure the web. In addition to 
encryption, focus is on securing clients as well as servers. That is, end-to-end secu-
rity has to be maintained. Web security also has an impact on electronic commerce. 
That is, when one carries out transactions on the web, it is critical that security is 
maintained. Information such as credit card numbers and social security numbers 
must be protected.

All the security issues discussed in the previous sections have to be considered 
for the web. For example, appropriate security policies have to be formulated. This 
is a challenge as no one person owns the web. The various secure systems including 
secure operating systems, secure database systems, secure networks, and secure dis-
tributed systems may be integrated in a web environment. Therefore, this integrated 
system has to be secure. Problems such as the inference and privacy problems may 
be exacerbated due to the various data mining tools. In certain cases, trade-offs 
need to be made between security and other features. That is, quality of service is an 
important consideration. In addition to technological solutions, legal aspects have 
to be examined. That is, lawyers and engineers have to work together. While much 
progress has been made on web security, there is still a lot to be done as progress 
is made on web technologies. Figure 3.9 illustrates aspects of web security. For a 
discussion on web security we refer to [GHOS98].

3.2.9 Steps to Building Secure Systems
In this section we outline the steps to building secure systems. Note that our discus-
sion is general and applicable to any secure system. However, we may need to adapt 
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the steps for individual systems. For example, to build secure distributed database 
systems, we need secure database systems as well as secure networks. Therefore, 
multiple systems have to be composed.

The first step to building a secure system is developing a security policy. The 
policy can be stated in an informal language and then formalized. The policy 
essentially specifies the rules that the system must satisfy. Then the security archi-
tecture has to be developed. The architecture will include the security critical com-
ponents. These are the components that enforce the security policy and therefore 
should be trusted. The next step is to design the system. For example, if the system 
is a database system, the query processor, transaction manager, storage manager, 
and metadata manager modules are designed. The design of the system has to 
be analyzed for vulnerabilities. The next phase is the development phase. Once 
the system is implemented, it has to undergo security testing. This will include 
designing test cases and making sure that the security policy is not violated. 
Furthermore, depending on the level of assurance expected of the system, formal 
verification techniques may be used to verify and validate the system. Finally, 
the system will be ready for evaluation. Note that initially systems were being 
evaluated using the Trusted Computer Systems Evaluation Criteria [TCSE85]. 
There are interpretations of these criteria for networks [TNI87] and for databases 
[TDI91]. There are also several companion documents for various concepts such 
as auditing and inference control. Note that more recently some other criteria 
have been developed including the Federal Criteria in the 1990s and the Common 
Criteria in the 2000s.

Note that before the system is installed in an operational environment, one 
needs to develop a concept of operation of the environment. Risk assessment has to 
be carried out. Once the system is installed, it has to be monitored so that security 
violations including unauthorized intrusions are detected. Figure 3.10 illustrates 
the steps. An overview of building secure systems can be found in [GASS88].

3.3 Dependable Systems
3.3.1 Overview
As we discussed in Section 1.2.2, by dependability we mean features such as trust, 
privacy, integrity, data quality and provenance, and rights management among oth-
ers. We have separated confidentiality and included it as part of security. Therefore, 
trustworthy systems include both secure systems and dependable systems, essen-
tially (note that this is not a standard definition).

Whether we are discussing security, integrity, privacy, trust, or rights manage-
ment, there is always a cost involved. That is, at what cost do we enforce security, 
privacy, and trust? Is it feasible to implement some of the complex privacy policies 
and trust management policies (e.g., the privacy policies for the Health Information 
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Portability and Accountability Act)? In addition to bringing lawyers and policy 
makers together with the technologists, we also need to bring economists into the 
picture. We need to carry out economic trade-offs for enforcing security, privacy, 
and trust and rights management. Essentially what we need are flexible policies for 
security, privacy, and trust and rights management. For a discussion on the eco-
nomic impact on security, we refer to [NSF03].

In this section, we will discuss various aspects of dependability. Trust issues will 
be discussed in Section 3.3.3. Digital rights management is discussed in Section 
3.3.3. Privacy is discussed in Section 3.3.4. Integrity issues, data quality, and data 
provenance are discussed in Section 3.3.5. Figure 3.11 illustrates the dependability 
aspects.
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3.3.2 Trust Management
Trust management is all about managing the trust that one individual or group has 
of another. That is, even if a user has the access to the data, do I trust the user so 
that I can release the data? The user may have the clearance or possess the creden-
tials; but he may not be trustworthy. Trust is formed by the user’s behavior. The 
user may have betrayed one’s confidence or carried out some act that is inappropri-
ate in nature. Therefore, I may not trust that user. Now, even if I do not trust say 
John, Jane may trust John and she may share her data with John. That is, John may 
not be trustworthy to Jim, but he may be trustworthy to Jane.

The question is how do we implement trust? Can we trust someone partially? 
Can we trust John 50% of the time and Jane 70% of the time? If we trust someone 
partially then can we share some of the information? How do we trust the data that 
we have received from Bill? That is, if we do not trust Bill, then can we trust the 
data he gives us? There have been many efforts on trusted management systems as 
well as trust negotiation systems. Winslett et al. have carried out extensive work 
and developed specification languages for trust as well as designed trust negotiation 
systems (see [YU03]). The question is how do two parties negotiate trust? A may 
share data D with B if B shares data C with A. A may share data D with B only if 
B does not share this data with F. There are many such rules that one can enforce 
and the challenge is to develop a system that consistently enforces the trust rules 
or policies.

3.3.3 Digital Rights Management
Closely related to trust management is managing digital rights. This area has come 
to be called DRM (Digital Rights Management). This is especially critical for 
entertainment applications. Who owns the copyright to a video or an audio record-
ing? How can rights be propagated? What happens if the rights are violated? That 
is, can I distribute copyrighted films and music on the web?

We have heard a lot about the controversy surrounding Napster and similar 
organizations. Is DRM a technical issue or is it a legal issue? How can we bring 
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technologists, lawyers, and policy makers together so that rights can be managed 
properly? There have been numerous articles, discussions, and debates about DRM. 
A useful source is [DRM].

3.3.4 Privacy
Privacy is about protecting information about individuals. Furthermore, an indi-
vidual can specify to a web service provider the information that can be released 
about him or her. Privacy has been discussed a great deal in the past, especially 
when it relates to protecting medical information about patients. Social scientists as 
well as technologists have been working on privacy issues.

Privacy has received enormous attention during recent years. This is mainly 
because of the advent of the web, the semantic web, counter-terrorism, and national 
security. For example, to extract information about various individuals and perhaps 
prevent and/or detect potential terrorist attacks, data mining tools are being exam-
ined. We have heard much about national security vs. privacy in the media. This 
is mainly due to the fact that people are now realizing that to handle terrorism, 
the government may need to collect data about individuals and mine the data to 
extract information. Data may be in relational databases or it may be text, video, 
and images. This is causing a major concern with various civil liberties unions (see 
[THUR03]). Therefore, technologists, policy makers, social scientists, and lawyers 
are working together to provide solutions to handle privacy violations.

3.3.5 Integrity, Data Quality, and High Assurance
Integrity is about maintaining the accuracy of the data as well about the processes. 
Accuracy of the data is discussed as a part of data quality. The process integrity 
is about ensuring that the processes are not corrupted. For example, we need to 
ensure that the processes are not malicious processes. Malicious processes may cor-
rupt the data due to unauthorized modifications. To ensure integrity, the software 
has to be tested as well as verified in order to develop high assurance systems.

The database community has ensured integrity by enforcing integrity con-
straints (e.g., the salary value has to be positive) as well as by ensuring the correct-
ness of the data when multiple processes access the data. To achieve correctness, 
techniques such as concurrency control are enforced. The idea is to enforce appro-
priate locks so that multiple processes do not access the data at the same time and 
corrupt the data.

Data quality is about ensuring the accuracy of the data. The accuracy of the 
data may depend on who touched the data. For example, if the source of the data 
is not trustworthy, then the data quality value may be low. Essentially some quality 
value is assigned to each piece of data. When data are composed, quality values are 
assigned to the data in such a way that the resulting value is a function of the qual-
ity values of the original data.
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Data provenance techniques also determine the quality of the data. Note that 
data provenance is about maintaining the history of the data. This will include 
information such as who accesses the data for read/write purposes. Then based on 
this history, one could then assign quality values to the data as well as to determine 
when the data are misused.

Other closely related topics include real-time processing and fault-tolerance. 
Real-time processing is about the processes meeting the timing constraints. For 
example, if we are to get stock quotes to purchase stocks, we need to get the infor-
mation in real time. It does not help if the information arrives after the trading 
desk is closed for business for the day. Similarly, real-time processing techniques 
also have to ensure that the data are current. Getting yesterday’s stock quotes is not 
sufficient to make intelligent decisions. Fault-tolerance is about ensuring that the 
processes recover from faults. Faults could be accidental or malicious. In the case of 
faults, the actions of the processes have to be redone in case the processes aborted.

Note that in order to build high assurance systems, we need the systems to han-
dle faults, be secure, and also handle real-time constraints. Real-time processing 
and security are conflicting goals as we have discussed in [THUR05a]. For exam-
ple, a malicious process could ensure that critical timing constraints are missed. 
Furthermore, to enforce all the access control checks, some processes may miss the 
deadlines. Therefore, what we need are flexible policies that will determine which 
aspects are critical for a particular situation.

3.4 Security threats and Solutions
In recent years, we have heard a lot about viruses and Trojan horses that dis-
rupt activities on the web. These security threats and violations are costing sev-
eral millions of dollars to businesses. Identity thefts are quite rampant these days. 
Furthermore, unauthorized intrusions, the inference problem, and privacy viola-
tions are also occurring. In this section, we provide an overview of some of these 
threats. A very good overview of these threats has also been provided in [GHOS98]. 
In this chapter, we discuss some of the security threats and the solutions that are 
being proposed. Figure 3.12 illustrates these threats.

Authentication Violations: Passwords could get stolen and this could result in 
authentication violations. One may need to have multiple passwords and additional 
information about the user to solve this problem. Biometrics and other techniques 
are being examined to handle authentication violations.

Nonrepudiation: The sender of a message could very well deny that he has sent 
the message. Nonrepudiation techniques will ensure that one can track the message 
to the sender. Today it is not difficult to track the owner of the message. However, it 
is not easy to track the person who has accessed the web page. That is, while prog-
ress has been made to analyze web logs, it is still difficult to determine the exact 
location of the user who has accessed a web page.
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Trojan Horses and Viruses: Trojan horses and viruses are malicious programs 
that can cause all sorts of attacks. In fact, many of the threats discussed in this 
section could be caused by Trojan horses and viruses. Viruses can spread from 
machine to machine and could erase files in various computers. Trojan horses could 
leak information from a higher level to a lower level. Various virus protection pack-
ages have been developed and are now commercially available.

Sabotage: We hear of hackers breaking into systems and posting inappropriate 
messages. For example, some information on the sabotage of various government 
web pages is reported in [GHOS98]. One only needs to corrupt one server, client, 
or network for the problem to cascade to several machines.

Fraud: With so much of business and commerce being carried out on the web 
without proper controls, Internet fraud could cause businesses to lose millions of 
dollars. Intruders could obtain the identity of legitimate users and through mas-
querading may empty bank accounts.

Denial of Service and Infrastructure Attacks: We hear about infrastructures being 
brought down by hackers. Infrastructures could be the telecommunication system, 
power system, or the heating system. These systems are being controlled by com-
puters and often through the web. Such attacks would cause denial of service.

Natural Disasters: In addition to terrorism, computers and networks are also 
vulnerable to natural disasters such as hurricanes, earthquakes, fire, and other simi-
lar disasters. The data have to be protected and databases have to be recovered from 
disasters. In some cases, the solutions to natural disasters are similar to those for 
threats due to terrorist attacks. For example, fault-tolerant processing techniques 
are used to recover the databases from damages. Risk analysis techniques may con-
tain the damage.
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Access Control Violations: The traditional access control violations could be 
extended to the web. Users may access unauthorized data across the web. Note that 
with the web, there is so much data all over the place that controlling access to this 
data will be quite a challenge.

Integrity Violations: Data on the web may be subject to unauthorized modifica-
tions. Also, data could originate from anywhere and the producers of the data may 
not be trustworthy. This makes it easier to corrupt the data. Incorrect data could 
cause serious damages such as incorrect bank accounts, which could result in incor-
rect transactions.

Confidentiality Violations: Security includes confidentiality as well as integ-
rity. That is, confidential data has to be protected from those who are not cleared. 
Statistical database techniques have also been developed to prevent confidentiality 
violations.

Authenticity Violations: This is a form of data integrity violation. For example, 
consider the case of a publisher, subscriber, and the owner. The subscriber will 
subscribe to various magazines and the owner creates the magazines (in electronic 
form) and the publisher who is the third party will publish the magazines. If the 
publisher is not trusted, he could alter the contents of the magazine. This violates 
the authenticity of the document. Various solutions have been examined to deter-
mine the authenticity of documents (see, e.g., [BERT04]). These include cryptog-
raphy and digital signatures.

Privacy Violations: With the web one can obtain all kinds of information col-
lected about individuals. Also, with data mining tools and other analysis tools, one 
can make all kinds of unauthorized associations about individuals.

Inference Problem: Inference is the process of posing queries and deducing unau-
thorized information from the legitimate responses. In fact, we consider the privacy 
problem to be a form of inference problem. Various solutions have been proposed 
to handle the inference problem including constraint processing and the use of 
conceptual structures. We discuss some of them in the next section.

Identity Theft: We are hearing a lot about identity theft these days. The thief gets 
hold of one’s social security number and from there can wipe out the bank account 
of an individual. Here, the thief is posing legitimately as the owner and he now has 
much of the critical information about the owner. This is a threat that is very dif-
ficult to handle and manage. Viable solutions are yet to be developed. Data mining 
offers some hope, but may not be sufficient.

Insider Threats: Insider threats are considered to be quite common and quite 
dangerous. In this case one never knows who the terrorists are. They could be the 
database administrators or any person who may be considered to be trusted by 
the corporation. Background checks alone may not be sufficient to detect insider 
threats. Role-based access controls as well as data mining techniques are being 
proposed.

All the threats/attacks discussed here plus various other cyber security threats/
attacks collectively have come to be known as cyber terrorism. Essentially cyber 
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terrorism is about corrupting the web and all its components so that the enemy 
or adversary’s system collapses. There is currently a lot of funds being invested by 
the various governments in the United States and Europe to conduct research on 
protecting the web and preventing cyber terrorism. Note that terrorism includes 
cyber terrorism, bioterrorism, and violations to physical security, including bomb-
ing buildings and poisoning food and water supplies.

Various solutions are being proposed to handle the threats, including firewalls, 
data mining, cryptography, and access control. Figure 3.13 illustrates the solu-
tions. Details of the solutions are given in [THUR05], [MASU11], [THUR93], 
[DENN82], and [HASS00].

3.5  Building Secure Systems from Untrusted 
Components

In Section 3.2 when we discussed the steps to building a secure system, we pro-
moted end-to-end security. That is, our thesis was that to have a truly secure system, 
we need all the components (e.g., operating systems, database systems, networks, 
and applications) to be secure. This was the view of the security researchers and 
practitioners until recently. This is because one could envisage that all the com-
ponents that comprise a secure system would be built by a single organization. 
However, due to globalization, this assumption is no longer feasible. That is, the 
operating system could be developed in China, the database system in India, and 
the applications in the United States. This means there is a greater probability of 
the components to be insecure. Therefore, the challenge is for the designer to build 
a secure system from untrusted components.

In a recent effort together with several other universities, we carried out an 
initial investigation of building a secure system from untrusted components. Our 
challenge was to design secure applications even though the operating system may 
be corrupted. Our results are presented in [UTD10]. This work is also applicable 
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to what the Department of Defense calls Mission Assurance. Their challenge is 
to carry on with the mission as long as possible even though the system may be 
attacked. With the advent of outsourcing, this is a topic that will continue to 
expand and evolve in future years. Figure 3.14 illustrates aspects of building secure 
systems from untrusted components.

3.6 Summary and Directions
This chapter has provided a brief overview of the developments in trustworthy sys-
tems. We first discussed secure systems including basic concepts in access control as 
well as discretionary and mandatory policies, types of secure systems such as secure 
operating systems, secure databases, secure networks, and emerging technologies, 
the impact of the web and the steps to building secure systems. Next, we discussed 
dependable systems including aspects on trust, rights, privacy, integrity, quality, 
and real-time processing. Then we focused in more detail on aspects of security 
threats and solutions. Finally, we provide an overview of securing systems with 
untrusted components.

While much progress has been made on trustworthy systems, there is still a lot 
to be done. We need to investigate security for emerging systems such as semantic 
web technologies and services technologies. In addition, security for knowledge 
management systems as well as geospatial systems is critical. In this book, we will 
focus on one such aspect and that is on secure services. As discussed in Chapter 1, 
secure cloud computing integrates security technologies with cloud computing 
technologies. Since secure web service is a building block to secure cloud comput-
ing, we discuss secure web services in Part II. We will describe cloud computing 
technologies in Parts III and IV. Secure cloud computing technologies and systems 
will be discussed in Parts V and VI. The applications of the cloud for security such 
as malware detection are discussed in Part VII. Finally trust, privacy, and integrity 
for the cloud will be discussed in Part VIII.

Application

Database management system
(DBMS) (trusted DBMS)
Middleware (secure comm.)

Operating system (OS) (Microkernel)
Virtual machine monitor (VMM) (Vmware, XEN) 
Hardware (HW) (Intel secure co-processors)

Application- 
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OS-untrusted

VMM-untrusted
HW-untrusted

Figure 3.14 Building a secure system from untrusted components.
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Chapter 4

Data, Information, and 
Knowledge Management

4.1 Overview
While Chapter 2 discussed the evolution of computer systems and Chapter 3 dis-
cussed trustworthy systems, this chapter will discuss some of the basic concepts in 
data, information and knowledge management. This is because much of the discus-
sion of our work on experimental cloud systems is based on secure data, informa-
tion and knowledge management.

Various definitions of data, information, and knowledge have been proposed. 
We adopt the following. By data we mean the data that is managed by databases. 
Information is the data extracted from the data in the databases. Knowledge is 
the information that is understood. Therefore, one needs to have knowledge to 
carry out activities. For example, AA126 is data. When we say American Airlines 
Flight 126, we extract information from the data. When we say AA126 goes from 
Boston to Dallas daily at 9 a.m., we know what to do with this information such 
as book a flight.

The organization of this chapter is as follows. In Section 4.2, we will discuss 
data management. Information and knowledge management will be discussed in 
Sections 4.3 and 4.4, respectively. Activity management such as e-commerce and 
information sharing will be discussed in Section 4.5. This chapter concludes with 
Section 4.6. It should be noted that the concepts discussed in this chapter are the 
foundation for the emerging topic of big data. Therefore, we also briefly discuss 
big data in Section 4.6. Figure 4.1 illustrates the various concepts discussed in 
this chapter.
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4.2 Data Management
In Section 4.2.1, we discuss database management which includes both a discus-
sion of data models and database functions, distributed data management, and web 
data management. In Section 4.2.2, we discuss complex data management that 
includes a discussion of multimedia and geospatial data management.

4.2.1 Data Management

4.2.1.1 Data Model

The purpose of a data model is to capture the universe that it is representing as 
accurately, completely, and naturally as possible [TSIC82]. Data models include 
hierarchical models, network models, relational models, entity relationship models, 
object models, and logic-based models. Relational data model is the most popular 
data model for database systems. With the relational model [CODD70], the data-
base is viewed as a collection of relations. Each relation has attributes and rows. 
Various languages to manipulate the relations have been proposed. Notable among 
these languages is the ANSI Standard SQL (Structured Query Language). This 
language is used to access and manipulate data in relational databases [SQL3]. 
A detailed discussion of the relational data model is given in [DATE90] and 
[ULLM88].

4.2.1.2 Functions

The function of a DBMS (database management system) is to carry out its opera-
tions. A DBMS essentially manages a database, and it provides support to the user 
by enabling him to query and update the database. Therefore, the basic functions 
of a DBMS are query processing and update processing. In some applications such 
as banking, queries and updates are issued as part of the transactions. Therefore, 
transaction management is also another function of a DBMS. To carry out these 
functions, information about the data in the database has to be maintained. This 
information is called the metadata. The function that is associated with managing 
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Figure 4.1 Data, information, knowledge, and activity management.
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the metadata is metadata management. Special techniques are needed to manage 
the data stores that actually store the data. The function that is associated with 
managing these techniques is storage management. To ensure that the above func-
tions are carried out properly and that the user gets accurate data, there are some 
additional functions. These include security management, integrity management, 
and fault management (i.e., fault-tolerance). The functional architecture of a DBMS 
is illustrated in Figure 4.2 (see also [ULLM88]).

4.2.1.3 Data Distribution

As stated by [CERI84], a distributed database system includes a distributed database 
management system (DDBMS), a distributed database, and a network for intercon-
nection. The DDBMS manages the distributed database. A distributed database is 
data that is distributed across multiple databases. The nodes are connected via a 
communication subsystem and local applications are handled by the local DBMS. 
In addition, each node is also involved in at least one global application, so there 
is no centralized control in this architecture. The DBMS are connected through 
a component called the Distributed Processor. Distributed database system func-
tions include distributed query processing, distributed transaction management, 
distributed metadata management, and enforcing security and integrity across the 
multiple nodes [THUR97]. It has been stated that the semantic web can be consid-
ered to be a large distributed database.

4.2.1.4 Web Data Management

A major challenge for web data management researchers and practitioners is com-
ing up with an appropriate data representation scheme. The question is: is there 
a need for a standard data model for web database systems? Is it at all possible to 
develop such a standard? If so, what are the relationships between the standard 
model and the individual models used by the databases on the web?

Transaction
processor

Query
processor

Metadata
manager

Integrity
manager 

Storage
manager

Security
manager

Figure 4.2 architecture for an DBMS.
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Database management functions for the web include those such as query pro-
cessing, metadata management, security, and integrity. In [THUR00] we have 
examined various DBMS functions and discussed the impact of web database access 
on these functions. Some of the issues are discussed here. Figure 4.3 illustrates the 
functions. Querying and browsing are two of the key functions. First of all, an 
appropriate query language is needed. Since SQL is a popular language, appropriate 
extensions to SQL may be desired. XML-QL and XQuery which have evolved from 
XML and SQL, are moving in this direction. Query processing involves develop-
ing a cost model. Are there special cost models for Internet database management? 
With respect to browsing operation, the query processing techniques have to be 
integrated with techniques for following links. That is, hypermedia technology has 
to be integrated with database management technology.

Transaction management is essential for many applications. There may be new 
kinds of transactions on the web. For example, various items may be sold through 
the Internet. In this case, the item should not be locked immediately when a poten-
tial buyer makes a bid. It has to be left open until several bids are received and the 
item is sold. That is, special transaction models are needed. Appropriate concur-
rency control and recovery techniques have to be developed for the transaction 
models.

Metadata management is a major concern for web data management. The ques-
tion is: what is metadata? Metadata describes all of the information pertaining to 
the library. This could include the various web sites, the types of users, access con-
trol issues, and policies enforced. Where should the metadata be located? Should 
each participating site maintain its own metadata? Should the metadata be repli-
cated or should there be a centralized metadata repository? Metadata in such an 
environment could be very dynamic especially since the users and the web sites may 
be changing continuously.

Web
database
functions

Web metadata management Web data integration

Web query processing Web transaction 
management

Web data storage 
management

Web data, security,
privacy and integrity

Figure 4.3 Web database functions.
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Storage management for web database access is a complex function. Appropriate 
index strategies and access methods for handling web data are needed. In addition, 
due to the large volumes of data, techniques for integrating database management 
technology with mass storage technology are also needed. Other data management 
functions include integrating heterogeneous databases, managing multimedia data, 
and mining. We discuss them in [THUR02a].

4.2.2 Complex Data Management

4.2.2.1 Multimedia Data Systems

A multimedia data manager (MM-DM) provides support for storing, manipu-
lating, and retrieving multimedia data from a multimedia database. In a sense, 
a multimedia database system is a type of heterogeneous database system, as it 
manages heterogeneous data types. Heterogeneity is due to the multiple media 
of the data such as text, video, and audio. Because multimedia data also conveys 
information such as speeches, music, and video, we have grouped this under 
information management. One important aspect of multimedia data manage-
ment is data representation. Both extended relational models and object models 
have been proposed.

An MM-DM must provide support for typical DBMS functions. These include 
query processing, update processing, transaction management, storage manage-
ment, metadata management, security, and integrity. In addition, in many cases, 
the various types of data such as voice and video have to be synchronized for dis-
play, and therefore, real-time processing is also a major issue in an MM-DM.

Various architectures are being examined to design and develop an MM-DM. 
In one approach, the data manager is used just to manage the metadata, and a 
multimedia file manager is used to manage the multimedia data. There is a module 
for integrating the data manager and the multimedia file manager. In this case, the 
MM-DM consists of the three modules: the data manager managing the metadata, 
the multimedia file manager, and the module for integrating the two. The second 
architecture is the tight coupling approach. In this architecture, the data manager 
manages both the multimedia data as well as the metadata. The tight coupling 
architecture has an advantage because all of the data management functions could 
be applied on the multimedia database. This includes query processing, transac-
tion management, metadata management, storage management, and security and 
integrity management. Note that with the loose coupling approach, unless the file 
manager performs the DBMS functions, the DBMS only manages the metadata 
for the multimedia data.

There are also other aspects to architectures as discussed in [THUR97]. For 
example, a multimedia database system could use a commercial database system 
such as an object-oriented database system to manage multimedia objects. However, 
relationships between objects and the representation of temporal relationships may 
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involve extensions to the DBMS. That is, a DBMS together with an extension layer 
provide complete support to manage multimedia data. In the alternative case, both 
the extensions and the database management functions are integrated so that there 
is one DBMS to manage multimedia objects as well as the relationships between 
the objects. Further details of these architectures as well as managing multimedia 
databases are discussed in [THUR01]. Figure 4.4 illustrates a multimedia informa-
tion management system.

4.2.2.2 Geospatial Data Management

A geospatial data manager, also often referred to as Geographical Information System 
(GIS) is any system that captures, stores, analyzes, manages, and presents data that is 
linked to location. As stated in [GIS], a GIS is a system that includes mapping soft-
ware with applications to remote sensing, land surveying, aerial photography, math-
ematics, photogrammetry, and geography. GIS can be regarded to be the integrating 
of cartography and database technology. Therefore, the challenges include represent-
ing spatial data (e.g., maps) as well as storing and querying such data.

Geospatial data management has gained prominence mainly due to the activi-
ties of OGC (Open Geospatial Consortium). In addition to developing GML 
(Geospatial Markup Language) which is essentially XML for geospatial data, OGC 
is also involved with specifying standards for representing, storing, and managing 
geospatial data. Many of the challenges we have described for multimedia data sys-
tems (which manage a combination of text, voice, video, and audio data) are appli-
cable to geospatial systems. Other complex data include sensor data. Technologies 
such as SensorML are being developed for representing sensor data.

Multimedia
database

User interface

MM-DBMS:
integrated data
manager and
file manager

Figure 4.4 Multimedia information management system.
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4.3 Information Management
We include data warehouse and data mining as part of information management 
as these systems extract some nuggets from the raw data possibly stored in data-
bases. We also discuss information retrieval and digital libraries under information 
management.

4.3.1 Data Warehousing and Data Mining
Data warehousing is one of the key data management technologies to support data 
mining and data analysis. As stated by Inman [INMO93], data warehouses are 
subject-oriented. Their design depends to a great extent on the application utiliz-
ing them. They integrate diverse and possibly heterogeneous data sources. They 
are persistent. That is, the warehouses are very much like databases. They vary 
with time. This is because as the data sources from which the warehouse is built 
get updated, the changes have to be reflected in the warehouse. Essentially, data 
warehouses provide support for decision support functions of an enterprise or an 
organization. For example, while the data sources may have the raw data, the data 
warehouse may have correlated data, summary reports, and aggregate functions 
applied to the raw data.

Figure 4.5 illustrates a data warehouse. The data sources are managed by data-
base systems A, B, and C. The information in these databases is merged and put 
into a warehouse. With a data warehouse, data may often be viewed differently 
by different applications. That is, the data are multidimensional. For example, 
the payroll department may want data to be in a certain format while the project 
department may want data to be in a different format. The warehouse must provide 
support for such multidimensional data.

DBMS B

Database Database Database

User

WarehouseData warehouse

DBMS A DBMS C

Figure 4.5 Data warehouse.
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Data mining is the process of posing various queries and extracting useful 
information, patterns, and trends often previously unknown from large quantities 
of data possibly stored in databases. Essentially for many organizations, the goals 
of data mining include improving marketing capabilities, detecting abnormal pat-
terns, and predicting the future based on past experiences and current trends.

Some of the data mining techniques include those based on statistical reason-
ing techniques, inductive logic programming, machine learning, fuzzy sets, and 
neural networks, among others. The data mining outcomes include classification 
(finding rules to partition data into groups), association (finding rules to make 
associations between data), and sequencing (finding rules to order data). Essentially 
one arrives at some hypothesis, which is the information extracted, from examples 
and patterns observed. These patterns are observed from posing a series of queries; 
each query may depend on the responses obtained to the previous queries posed. 
There have been several developments in data mining. A discussion of the various 
tools is given in [KDN]. A good discussion of the outcomes and techniques are 
given in [BERR97]. Figure 4.6 illustrates the data mining process. Since we have 
used data mining techniques for many of our cloud applications such as malware 
detection and insider threat detection, we will provide an overview of data mining 
in Appendix B.

4.3.2 Information Retrieval
Information retrieval systems essentially provide support for managing documents. 
The functions include document retrieval, document update, and document stor-
age management among others. These systems are essentially DBMSs for man-
aging documents. There are various types of information retrieval systems and 
they include text retrieval systems, image retrieval systems, and audio and video 
retrieval systems. Figure 4.7 illustrates a general purpose information retrieval sys-
tem that may be utilized for text retrieval, image retrieval, audio retrieval, and 
video retrieval. Such architecture can also be utilized for a multimedia data man-
agement system. Special features of each type of information retrieval system are 
discussed in [THUR01].
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Figure 4.6 Steps to data mining.
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Information retrieval systems include Text Retrieval, Image Retrieval, Video 
Retrieval, and Audio Retrieval [IEEE03]. For example, text retrieval system is 
essentially a DBMS for handling text data. Text data could be documents such as 
books, journals, magazines, and so on. One needs a good data model for document 
representation. A considerable amount of work has gone into developing semantic 
data models and object models for document management. For example, a docu-
ment could have paragraphs and a paragraph could have sections, etc. Querying 
documents could be based on many factors. One could specify keywords and 
request the documents with the keywords to be retrieved. One could also retrieve 
documents that have some relationships with one another. Recent research on 
information retrieval is focusing on querying documents based on semantics. For 
example, “retrieve documents that describe scenic views” or “retrieve documents 
that are useful to children under ten years” are types of such queries.

Examples of information retrieval systems are digital libraries. Digital librar-
ies gained prominence with the initial effort by the National Science Foundation 
(NSF), Defense Advanced Research Projects Agency (DARPA), and National 
Aeronautical and Space Administration (NASA). NSF continued to fund special 
projects in this area and as a result, the field has grown very rapidly. The idea behind 
digital libraries is to digitize all types of documents and provide efficient access to 
these digitized documents.

Several technologies have to work together to make digital libraries a reality. 
These include web data management, markup languages, search engines, and ques-
tion answering systems. In addition, multimedia information management as well 
as information retrieval systems play an important role. This section will review 
the various developments in some of the digital libraries technologies. Figure 4.8 
illustrates an example of a digital library system.

4.3.3 Search Engines
Since the early 1990s, numerous search engines have been developed. They have 
origins in the information retrieval systems developed in the 1960s and beyond. 
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Figure 4.7 Information retrieval system.
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Typically when we invoke a browser such as Netscape or Microsoft’s Internet 
Explorer, we have access to several search engines. Some of the early search engines 
were AltaVista, Yahoo, Info seek, and Lycos. These systems were around in 1995 
and were fairly effective for their times. They are much improved now. Since 
around 1999, one of the popular search engines has been Google. It started off as a 
Stanford University research project funded by organizations like the NSF and the 
Central Intelligence Agency as well as the industry, and was later commercialized. 
Systems such as Google as well as some of the other search engines provide intel-
ligent searches. However, they still have a long way to go before users can get exact 
answers to their queries.

Search engines are accessed via browsers. When you click on the search engines, 
you will get a window requesting what you want to search for. Then you list the 
keywords for the information you are looking. The search engine will then list the 
links to the web pages. The question is how does a search engine find the web pages? 
It essentially uses information retrieval on the web.

The rating of a search engine is determined by the speed in which it produces 
results, and more importantly the accuracy in which it produces the results. That is, 
does the search engine list the relevant web pages for the query? For example, when 
you type a query called “lung cancer,” does it provide the relevant information you 
are looking for with respect to lung cancer? It can, for example, list resources about 
lung cancer or list information about who has had lung cancer. Usually people want 
to get resources about lung cancer. If they want to find out who has lung cancer, 
then they could type in “people with lung cancer.”

The problem with many searches, although extremely useful, is that they often 
provide a lot of irrelevant information. To get accurate results, they have to build 
sophisticated indexing techniques. They also may cache information from web 
servers for frequently posed queries. The search engines have a directory about the 
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various web servers they have to search. This directory is updated as new servers 
enter. Then the search engines build indices for the various keywords. When a user 
poses a query, the search engine will consult its knowledge base, which consists of 
information about the web servers and various indices; it also examines the caches 
if it has any, and will then search the web servers for the information. All this has 
to be carried out in real-time.

Web mining enables one to mine the user log and build profiles for the various 
users so that search can be made more efficient. Note that there are millions of users 
and building profiles is not straightforward. We need to mine the web logs and find 
out what the preferences of the users are. Then we list those web pages for the user. 
Furthermore, if a user is searching for some information, from time to time the search 
engines can list web pages that could be relevant to the user’s request. That is, search 
engines will have to dynamically carry out searches depending on what the user wants.

4.4 Knowledge Management
Knowledge management is the process of using knowledge as a resource to man-
age an organization. It could mean sharing expertise, developing a learning orga-
nization, teaching the staff, learning from experiences, as well as collaboration. 
Essentially knowledge management will include data management and informa-
tion management. However, this is not a view shared by everyone. Various defini-
tions of knowledge management have been proposed. Knowledge management is a 
discipline invented mainly by business schools. The concepts have been around for 
a long time. But the word knowledge management was coined as a result of infor-
mation technology (IT) and the web.

In the collection of papers on knowledge management by Morey et al. 
[MORE01], knowledge management is divided into three areas. These are strategies 
such as building a knowledge company and making the staff knowledge workers, 
processes (such as techniques) for knowledge management including developing 
a method to share documents and tools, and metrics that measure the effective-
ness of knowledge management. In the Harvard Business Review on knowledge 
management, there is an excellent collection of articles describing a knowledge-
creating company, building a learning organization, and teaching people how to 
learn [HARV96]. Organizational behavior and team dynamics play major roles in 
knowledge management.

Knowledge management technologies consist of several information man-
agement technologies including knowledge representation and knowledge base 
management systems. Other knowledge management technologies include collabo-
ration tools, tools for organizing information on the web as well as tools for mea-
suring the effectiveness of the knowledge gained such as collecting various metrics. 
Knowledge management technologies essentially include data management and 
information management technologies as well as decision support technologies. 
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Figure 4.9 illustrates some of the knowledge management components and tech-
nologies. It also lists the aspects of knowledge management cycle. Web technologies 
play a major role in knowledge management. Knowledge management and the web 
are closely related. While knowledge management practices have existed for many 
years, it is the web that has promoted knowledge management.

Many corporations now have Intranets which are the single most powerful 
knowledge management tool. Thousands of employees are connected through the 
web in an organization. Large corporations have sites all over the world and the 
employees are becoming well-connected with one another. Email can be regarded 
to be one of the early knowledge management tools. Now there are many tools such 
as search engines and e-commerce tools.

With the proliferation of web data management and e-commerce tools, knowl-
edge management will become an essential part of the web and e-commerce. 
A collection of papers on knowledge management experiences including strategies, 
processes, and metrics is given in [MORE01]. Collaborative knowledge manage-
ment is discussed in [THUR02b].

4.5 activity Management
Activities include e-business, information integration, and information sharing, 
and supply chain management. We discuss these activities in this section. In Part 
II, we will describe how web services may be invoked to carry out these activities. 
In Parts III and IV, we will discuss how cloud services may be invoked to carry out 
these activities.

4.5.1 E-Business and E-Commerce
Various models, architectures, and technologies are being developed. Business-to-
business e-commerce is all about two businesses conducting transactions on the 
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Figure 4.9 Knowledge management components and technologies.
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web. We give some examples. Suppose corporation A is an automobile manufac-
turer and needs microprocessors to be installed in its automobiles. It will then 
purchase the microprocessors from corporation B who manufactures the micro-
processors. Another example is when an individual purchases some goods such 
as toys from a toy manufacturer. This manufacturer then contacts a packaging 
company via the web to deliver the toys to the individual. The transaction between 
the manufacturer and the packaging company is a business-to-business transaction. 
Business-to-business e-commerce also involves one business purchasing a unit of 
another business or two businesses merging. The main point is that such transac-
tions have to be carried out on the web. Business-to-consumer e-commerce is when 
a consumer such as a member of the mass population makes purchases on the web. 
In the toy manufacturer example, the purchase between the individual and the toy 
manufacturer is a business-to-consumer transaction.

The modules of the e-commerce server may include modules for managing the 
data and web pages, mining customer information, security enforcement, as well as 
transaction management. E-commerce client functions may include presentation 
management, user interface as well as caching data and hosting browsers. There 
could also be a middle tier, which may implement the business objects to carry 
out the business functions of e-commerce. These business functions may include 
brokering, mediation, negotiations, purchasing, sales, marketing, and other e-com-
merce functions. The e-commerce server functions are impacted by the information 
management technologies for the web. In addition to the data management func-
tions and the business functions, the e-commerce functions also include those for 
managing distribution, heterogeneity, and federations.

E-commerce also includes nontechnological aspects such as policies, laws, social 
impacts, and psychological impacts. We are now doing business in an entirely dif-
ferent way and therefore we need a paradigm shift. We cannot carry out successful 
e-commerce if we still want the traditional way of buying and selling products. 
We have to be more efficient and rely on the emerging technologies such as web 
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Figure 4.10 E-business components.
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services and cloud computing to gain a competitive edge. This is because with cloud 
computing one can obtain scalable solutions for e-commerce. Some key-points for 
e-commerce are illustrated in Figure 4.10.

4.5.2 Collaboration and Workflow
Although the notion of computer-supported cooperative work (CSCW) was first 
proposed in the early 1980s, it was only in the 1990s that much interest was shown 
on this topic. Collaborative computing enables people, groups of individuals, and 
organizations to work together with one another to accomplish a task or a collec-
tion of tasks. These tasks could vary from participating in conferences, solving a 
specific problem, or working on the design of a system (see [ACM91]).

One aspect of collaborative computing of particular interest to the database 
community is workflow computing. Workflow is defined as the automation of a 
series of functions that comprise a business process such as data entry, data review, 
and monitoring performed by one or more people. An example of a process that 
is well-suited for workflow automation is the purchasing process. Some early com-
mercial workflow system products targeted for office environments were based on a 
messaging architecture. This architecture supports the distributed nature of current 
work teams. However, the messaging architecture is usually file-based and lacks 
many of the features supported by DBMSs such as data representation, consistency 
management, tracking, and monitoring. The emerging workflow systems utilize 
data management capabilities.

Figure 4.11 illustrates an example where teams A and B are working on a geo-
graphical problem such as analyzing and predicting the weather in North America. 
The two teams must have a global picture of the map as well as any notes that go 
with it. Any changes made by one team should be instantly visible to the other team 
and both teams communicate as if they were in the same room.

Teams A  and B 
collaborating on a 

geographical problem

Team A Team B 

Figure 4.11 Collaborative computing system.
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To enable such transparent communication, data management support is 
needed. One could utilize a DBMS to manage the data or some type of data man-
ager that provides some of the essential features such as data integrity, concurrent 
access, and retrieval capabilities. In the above example, the database may consist 
of information describing the problem the teams are working on, the data that 
is involved, history data, as well as the metadata information. The data manager 
must provide appropriate concurrency control features so that when both teams 
simultaneously access the common picture and make changes, these changes are 
coordinated.

The web has increased the need for collaboration even further. Users now share 
documents on the web and work on papers and designs on the web. Corporate 
information infrastructures promote collaboration and sharing of information and 
documents. Therefore, the collaborative tools have to work effectively on the web 
[IEEE99]. As stated in Chapter 5, various web services standards have emerged for 
collaboration and workflow. Such services are now being offered by the cloud.

4.5.3 Information Integration
Figure 4.12 illustrates an example of interoperability between heterogeneous data-
base systems or information sources. The goal is to provide transparent access, both 
for users and application programs, for querying and executing transactions (see, 
e.g., [WIED92]). Note that in a heterogeneous environment, the local DBMSs may 
be heterogeneous. Furthermore, the modules of the distributed processor (discussed 
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in Section 4.2.2) have both local DBMS specific processing as well as local DBMS 
independent processing. We call such a distributed processor a heterogeneous dis-
tributed processor (HDP). There are several technical issues that need to be resolved 
for the successful interoperation between these diverse database systems. Note that 
heterogeneity could exist with respect to different data models, schemas, query pro-
cessing techniques, query languages, transaction management techniques, seman-
tics, integrity, and security.

Some of the nodes in a heterogeneous database environment may form a federa-
tion. Such an environment is classified as federated data mainsheet environment. 
As stated by Sheth and Larson [SHET90], a federated database system is a collec-
tion of cooperating but autonomous database systems belonging to a federation. 
That is, the goal is for the DBMSs, which belong to a federation, to cooperate with 
one another and yet maintain some degree of autonomy. Web services for informa-
tion integration will be discussed in Chapter 7. We will discuss an experimental 
secure cloud-based information integration system in Part VI.

4.5.4 Information Sharing
The 9/11 commission report has encouraged organizations to move from a need to 
know to a need to share paradigm. Information sharing is important not only for 
the defense and intelligence organizations but also for healthcare organizations. 
For example, in an emergency situation (e.g., accident), patient data may have to be 
released so that the most appropriate care can be provided to the patient. During 
normal operations, the patient data may have to be relayed only if the patient has 
authorized to do so.

Information sharing adds complexity with respect to security and privacy. 
Organizations have to enforce appropriate security and privacy policies so that only 
appropriate data are shared. Furthermore, organizations should also enforce policies 
to determine the actions to be taken in emergency situations. Another important 
aspect of information sharing is managing trust. For example, do organizations in a 
coalition trust one another? Should an organization share information with another 
organization that it does not trust? Are there different levels of trust?

Perhaps the most important aspect of information sharing is providing incen-
tives for sharing. Even if there are policies conducive to information sharing, why 
should organizations share information when it has no incentives? Furthermore, 
what are the incentives? Should they be monetary or should they be recognition 
awards, or provide the tools for an organization to effectively carry out its functions?

We are conducting extensive research on information sharing under a MURI 
(Multi-Disciplinary University Research Initiative) project funded by AFOSR 
(Air Force Office of Scientific Research). For more details we refer to [FINI09]. 
Figure 4.13 illustrates a scenario for information sharing. Our main focus is on 
applying policies for information sharing as well as determining the incentives for 
sharing. The requests for information between the coalition organizations may be 
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implemented as web service client requests while the servers that respond to the 
requests may be implemented as web services. Furthermore, semantic web tech-
nologies may also be utilized as the data may be represented as XML or RDF and 
ontologies may be utilized for understanding the various concepts for information 
sharing. We will discuss cloud-based assured information-sharing prototype sys-
tems that we have developed in Part VII. We also provide an overview of assured 
information sharing in Appendix D.

4.5.5 Social Networking
An activity that is receiving much attention is social networking. The idea is to study 
how networks are formed. These networks may be friendship networks, terror net-
works, transportation networks, communication networks, and human networks. 
These networks are often referred to by the name social networks. The technologies 
that are utilized to develop and manage the social networks are graph theory-based 
techniques, data mining techniques to extract social networks from the behavior 
of the individuals as well as to mine the existing networks to determine patterns, 
and visualization techniques to visualize the activities of the members of a network.

Social networks are formed by analyzing/mining the data on the web or oth-
erwise and determining the links between the data. Essentially this amounts to 
forming nodes and links. Once the network is constructed, it continually evolves 
as new members enter the world. Furthermore, these networks are also analyzed/
mined to extract nuggets that will feed into the network. Figure 4.14 illustrates this 
process. Cloud-based experimental social network systems are discussed in Part IV.
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Figure 4.13 Information sharing.
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4.5.6 Supply Chain Management
The final activity that we will consider in our discussion is supply chain manage-
ment. Organizations cannot function by themselves. They need other organiza-
tions from which they can purchase parts or supply parts to. For example, consider 
a company that makes automobiles. Such a company would need to get supplies 
from other companies, including electronic devices, engines, and other parts that 
are needed to manufacture an automobile. Its supplier could get its parts from other 
suppliers. Suppose a supplier provides a GPS (Global Positioning System) system 
for the automobile. This supplier will get its parts (e.g., chips, processors) from 
other companies. The challenge is for the organizations to form partnerships so that 
the benefits can be maximized. One does not want redundant parts. The parts have 
to arrive at the right time to the right place.

ITs play a major role in supply chain management. Database systems are used 
to keep track of all the parts and where they came from. Data mining tech-
niques may be used to analyze the data and determine the suppliers to select. 
Information-sharing techniques are needed for the partners in a supply chain to 
share information and maximize their benefits. Information integration tech-
niques are used for disparate databases from multiple supplies to be integrated so 
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that a common picture is presented to the customer. Figure 4.15 illustrates supply 
chain management. Web services for supply chain management will be discussed 
in Chapter 7.

4.6 Summary and Directions
In this chapter, we discussed aspects of data, information and knowledge manage-
ment. First, we discussed data management and complex data management. Then 
we discussed information management and knowledge management. In particular, 
we discussed data models, database systems, multimedia and geospatial data man-
agement, data warehousing, data mining, information retrieval, e-commerce, and 
information sharing. Cloud computing and secure cloud computing concepts that 
are based on the technologies we have discussed in this chapter are given in Parts 
III and V. In Parts IV, VI, and VII, we will discuss some of the experimental cloud 
computing and secure cloud computing systems that we have developed for data, 
information, and knowledge and activity management.

One of the major challenges in data, information and knowledge management 
is Big Data Management and Analytics. While 20 years ago big data was consid-
ered to be petabytes of data, today it is exabytes of data and beyond. That is, big 
data are data that cannot be handled with current technologies. We need tech-
niques for modeling big data, querying big data, analyzing big data, and visualizing 
big data. Owing to the fact that there are large amounts of data such as massive 
graph structures representing social networks that have to be represented, analyzed, 
and visualized, we need technologies for managing such big data. Cloud comput-
ing is an essential tool for managing big data. Therefore, much of the discussion in 
the ensuing entire book is relevant to big data management and analytics.
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Conclusion to Part I

Part I provided an overview of the supporting technologies for the cloud. In par-
ticular, we discussed the evolution of computing, security technologies, and data, 
information and knowledge management. We selected these technologies as they 
are relevant to the concepts, technologies, products, and experimental systems dis-
cussed in this book.

Chapter 2 provided a brief overview of the evolution of computing. We dis-
cussed the work of the mathematical logicians, the von Neumann machines, and 
the evolution of computers from the mainframe to the personal computers. Finally, 
we provided an overview of distributed computing, services computing WWW, 
and cloud computing.

Chapter 3 provided a brief overview of the developments in trustworthy sys-
tems. We first discussed secure systems including basic concepts in access control as 
well as discretionary and mandatory policies, types of secure systems such as secure 
operating systems, secure databases, secure networks, and emerging technologies, 
the impact of the web and the steps to building secure systems. Next, we discussed 
dependable systems including aspects of trust, privacy, integrity, quality, and real-
time processing. Then, we focused more in detail on aspects of security threats and 
solutions. Finally, we provided an overview of securing systems with untrusted 
components.

Chapter 4 discussed aspects of data, information and knowledge management. 
First, we discussed data management and complex data management. Then, we 
discussed information management and knowledge management. In particular, 
we discussed data models, database systems, multimedia and geospatial data man-
agement, data warehousing, data mining, information retrieval, e-commerce, and 
information sharing.
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IISECUrE SErVICES 
tECHNOLOGIES

Introduction to Part II
Web services are at the heart of cloud computing. This is because a cloud offers 
various services such as infrastructure services, platform services, and application 
services to the consumer. We will therefore discuss both service technologies as well 
as security issues for services in Part II.

Part II consists of three chapters: 5, 6, and 7. Chapter 5 discusses web services 
and secure web services. In particular, we first discuss what is meant by services. 
Next, we discuss high-level concepts in service-oriented computing. Realizing ser-
vice-oriented information systems through SOA and web services is discussed next. 
We also discuss security issues for services. Chapter 6 discusses semantic web ser-
vices since several of our prototypes for the cloud utilize semantic web technologies. 
Specialized secure web services such as data management services are the subject 
of Chapter 7.
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Chapter 5

Service-Oriented 
Computing and Security

5.1 Overview
As stated in Chapter 1, computing paradigms have evolved over the last six decades. 
In the beginning, computers were used for numerical processing. Later they were 
used to store and manage data in databases where the world was viewed as a col-
lection of tables. Then the migration was to object-oriented computing where the 
world was viewed as a collection of objects. Not only were the databases viewed 
as a collection of objects, objects were also the main unit of computation. More 
recently, the world has evolved into a collection of services. Essentially a consumer 
requests a service from a service provider. The service provider and the consumer 
draw up a contract, the service is provided and the consumer pays for the ser-
vice. Services could be healthcare services, financial services, or telecommunica-
tion services. This has resulted in what has come to be known as service-oriented 
computing or as services computing (see also [ZHAN07] and [ERL05]). In other 
words, service-oriented computing views the world as a collection of services. These 
services are produced by the service provider and utilized by the service consumer. 
Furthermore, services have become the heart and soul of cloud computing since 
cloud computing provides a collection of services to the clients.

Security for service-oriented computing has become a critical issue. For exam-
ple, consider the process of ordering a book from an agency. We go to the cata-
log published by the agency. The agency has to ensure that we are authorized to 
read the information about the books (i.e., the metadata). We place the order. 
The agency will then determine which part of the book we can read, if any. The 
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appropriate parts of the book are then released to us (the consumer). Now, this 
secure service can be implemented in software as follows. The customer checks 
the website of the agency and finds the book and places the order. The website 
will only display the books the customer is authorized to see. The secure order 
management service implemented by the agency takes the order, sends a mes-
sage to the warehouse service and requests the book. The warehouse service then 
finds that the book is in its inventory and sends a message to the order manage-
ment service. The warehouse is where they would invoke the security service and 
then send the appropriate parts of the book to the shipping service. The shipping 
service then ships the book to the customer. If the book has to be displayed elec-
tronically, then appropriate parts of the book may be displayed through the order 
management service. So there is a composition of secure services starting from the 
order management service, the warehouse service, and the shipping service. These 
three services provide the customer with what he wants. All these services have 
to enforce appropriate security controls. In implementing the secure services, we 
need to enforce activation, access control, trust management, and privacy control. 
In addition, the documents that the customer gets must be authentic which means 
integrity has to be maintained.

Services computing is fundamental to cloud computing where the infrastruc-
ture, platform, and software are provided as services by the cloud. Therefore, in this 
chapter we discuss services-oriented computing and the surrounding security issues 
since they are essential for secure cloud computing. In Section 5.2, we will provide 
an overview of service-oriented computing. The key aspects of services computing 
are SOAs, web services (WS), and SOAD. In Section 5.3, we will discuss security 
issues for services computing. The security issues to be discussed include access 
control and identity management and some of the emerging WS security standards 
as well as security models. Figure 5.1 illustrates the concepts in this chapter. The 
concepts, technologies, standards, and protocols discussed in this chapter are being 
utilized to provide cloud services and secure cloud services. Such cloud services will 
be discussed in Parts IV and VI of this book.

Service-oriented
computing and

security

Secure service-
oriented

computing 
Service-oriented

computing

Figure 5.1 Service-oriented computing and security.
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5.2 Service-Oriented Computing
5.2.1 Services Paradigm
To best illustrate the notion of a service, we will use the example of telecom-
munication. We wish to use a telephone service. We then sign up with a service 
provider which could be AT&T or Sprint or some other service provider. We 
know about them through the yellow pages or some advertisement in the news-
paper. We can discuss with them and negotiate for the best service. Once we 
decide on the service provider, then a contract is produced by the service provider. 
Once we sign the contract, we can then use the service provider’s telephone lines 
for telephone communication with our friends, relatives, and business associates. 
Similarly for an email service, the service provider will publish its services, in this 
case either in the yellow pages or on the web. We contact the service provider, 
sign a contract, and then use the email service provided by the service provider. 
In both cases, the service provider will publish its services in some language that 
we understand. We contact the service provider, draw up a contract, and then 
utilize the service.

We are using numerous services in a typical day which include not only the 
telephone service and the email service but also the healthcare service and the 
financial service. With the healthcare service provider, we get consultation about 
our health; our financial service provider manages our money for us and even our 
pastor provides us with a service such as religious service. One can also provide 
data and software as services. In the case of data, the various data centers store 
lots of data and allow consumers to use the data for various purposes. In the case 
of software, some software companies develop software for customer relationship 
management and healthcare management and allow consumers to use their soft-
ware as a service.

Service-oriented computing is essential to implementing the services as soft-
ware. Another example is purchasing an airline ticket. The customer will call the 
airline reservation system, talk to the agent, and the agent books the seat and 
sends the ticket to the customer. With service-oriented computing, the customer 
will book the reservation online; the reservation service will then find a seat and 
assign the seat to the customer. This service can ask the customer if he wants a 
hotel reservation and automatically sends a message to the hotel reservation ser-
vice and books a hotel room for the customer. Then the service sends a message to 
the car rental service for a booking and finally sends a message to the customer. 
Here again the airline reservation service, the hotel reservation service and the 
rental car booking services are comprised into a single service. That is, multiple 
services are composed into a single service. Figure 5.2 illustrates the example of 
a travel service.

Note that while the unit of computation in object-oriented computing is that of 
an object, one could regard the unit of computing for service-oriented computing 
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to be a service. However, the actual implementation of services could be carried 
out using packages or even objects. We believe that service-oriented computing is 
still in its infancy and at the conceptual stage. As we make more progress in this 
field, an appropriate programming language for service-oriented computing may be 
developed. Note that at present, most of the applications in service-oriented com-
puting are web-based applications especially relating to e-business.

5.2.1.1 SOAs and Web Services

SOA is the architecture of the system that implements the services with software 
technology. In this architecture, there are three major components: the service con-
sumer, the service provider, and the service directory. The service publisher publishes 
its service in a standard language with the service directory. The service consumer 
requests the directory to find the service. The directory gives the name and/or 
address of the service provider to the service consumer. The service consumer then 
contacts the service provider. Much of the software on services is implemented with 
web technology. Therefore, the service technology that implements SOA is called 
WS. The service provider published its service (i.e., the web service) on a web-based 
directory. The service consumer queries this directory which then guides the con-
sumer to the service provider. The web-based directory is called UDDI (Universal 
Description, Discovery, and Integration). The language used to publish the service 
is called WSDL (Web Services Description Language). The messages exchanged 
between the three components use a protocol called SOAP. These messages are com-
municated in XML. Figure 5.3 illustrates the implementation of SOA with WS.

5.2.1.2 SOA and Design

Note that with object-oriented information systems, one needs to first identify the 
objects, the object classes, the methods, and the relationship between the objects. 
In addition, the activities are also analyzed and incorporated into the design of the 
system. Such an approach has come to be known as object-oriented analysis and 
design (OOAD) and UML is now the standard OOAD approach. Once the system 
is designed, then an appropriate object language may be selected for the implemen-
tation. Similarly, before we design a service-oriented information system, we need 
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Figure 5.2 Service-oriented computing example.
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to determine the services, how they are composed, how they are involved as well 
as the relationship between services. Such an approach has come to be known as 
service-oriented analysis and design (SOAD).

While OOAD is mature, SOAD is in its infancy. Before we design an infor-
mation system to implement airline reservations, we need to determine what the 
services are. The services may include reserve-airline-seat, reserve-hotel-room, and 
reserve-rental car. Next, the relationships between the services are analyzed. Here 
one could invoke reserve-hotel-room from reserve-airline-seat and invoke reserve-
rental-car, or also reserve-airline-seat. The two services may be invoked in paral-
lel or sequentially. Once the services and the relationships are designed, then the 
service descriptions are specified. Figure 5.4 illustrates the application of SOAD to 
service-oriented information systems design.

Realizing services through WS and SOAs is discussed in Section 5.2.2. SOAD 
is discussed in Section 5.2.3.

5.2.2 SOA and Web Services
In Section 5.2.1, we introduced the notion of services computing (also known 
as  service-oriented computing) and discussed the various aspects of services 
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computing. In this section, we will describe service computing through SOA and 
WS. SOA is the architecture that implements service-oriented computing. WS is 
one way to realize service-oriented computing through the WWW. The most pop-
ular implementation of service-oriented computing is through SOA and WS. WS 
is defined by the various standards that are emerging from organizations such as 
W3C (World Wide Web Consortium) and OASIS.

In this section, we will survey the Standards organizations that are defining WS 
and then describe the SOA paradigm, the protocol stack for WS and an alternative 
way to implement WS which is Restful WS. Next, a popular web service technol-
ogy that resulted in more or less the first cloud implementation, the Amazon web 
service [AMAZON], is discussed. Finally the various specialized services that are 
key to cloud computing will be discussed. We give several references throughout 
this section. These references are essentially various URLs (Universal Resource 
Locator) that describe the standards that are evolving. As we stress throughout this 
book, WS technology is evolving very rapidly. Therefore, the discussions in this 
book could soon be outdated. We urge the reader to keep up with the developments 
of standards organization such as OASIS and W3C. This is one of the main reasons 
we have not delved into the details of the standards. Our goal is to introduce the 
various concepts at a higher level.

Two major standards organizations for SOA and WS are W3C and OASIS. 
W3C has developed standards for XML as well as secure XML, including XML 
encryption and XML signature. In addition, W3C has also developed standards 
for semantic web, RDF, OWL, SWRL, and many others. OASIS has developed 
standards for authentication and authorization for WS including SAML (Security 
Assertions Markup Language) and XACML (eXtensible Access Control Markup 
Language). In addition, WS-Security as well as WS-* Security Framework are 
major security standards developed by OASIS [OASIS].

Another key standards organization is WS-I (web services interoperability). 
Although WS-I does not specify standards, they oversee the standards that are 
being developed. Another consortium relevant to secure WS is Liberty Alliance. 
This consortium has proposed standards for identity management. Organizations 
such as the Object Management Group as well as Open Geospatial Consortium 
have also developed web service-related standards. Figure 5.5 illustrates the various 
standards relevant to SOA and WS.

W3C: World Wide Web Consortium
OGC: Open Geospatial Consortium
OASIS: Organization for the Advancement 

of Structured Information Standards

Figure 5.5 Standards organizations for services.
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As stated in [OASIS], WS refers, to the technologies that allow for making con-
nections. Services are what you connect together using WS. Examples of WS are 
query service and directory service. A service is the endpoint of a connection. Also, 
a service has some type of underlying computer system that supports the connec-
tion offered. The combination of services, internal and external to an organization, 
makes up an SOA.

An SOA supports a collection of services [ERL05]. These services communicate 
with each other. The communication can involve either simple data passing or it 
could involve two or more services coordinating some activity such as planning 
travel. Some means of connecting services to each other is needed. SOAs are not 
new. The first SOA can be considered to be DCOM (distributed component object 
model) and Object Request Brokers (ORBs) based on the CORBA (common object 
request architecture) specification [OMG]. If an SOA is to be effective, we need a 
clear understanding of the term service. A service is a function that is well-defined 
and self-contained, and does not depend on the context or state of other services.

SOA has three major components: a service provider, a service consumer, and 
a directory. The service provider publishes its service on the directory. The service 
consumer requests the directory for a service. The directory sends back the name 
and address of the service. The consumer then sends the request to the service pro-
vider and obtains the service. Now, WS are the most popular way to date which 
implements the SOA paradigm. Next, we will discuss the specific technologies and 
specifications for SOA with WS.

5.2.2.1 WS Model

The early web models were based on the client–server paradigm where the web 
client accesses a web server through the HTTP (Hypertext Transfer Protocol). 
The web server would typically store web pages that the client would request for 
retrieval. This model, while sufficient for displaying web pages, is not sufficient for 
conducting e-business activities on the web. With e-business, multiple corporations 
have to work together to carry out a common goal. In such an environment there 
may be asynchronous communication between the multiple organizations and each 
organization may provide a service to another organization. We need a more power-
ful mechanism to conduct e-business activities.

In the late 1990s and early 2000, we saw both of the second generation of web 
technologies that went beyond the display of web pages and consumers purchasing 
items on the web. Around the same time, the notion of service-oriented comput-
ing was born and the technologies for e-business and service-oriented computing 
merged. This resulted in the invention of WS.

The technology of WS is the most likely connection technology of SOAs. WS 
essentially use XML technology to create a robust connection. A service consumer 
sends a service request message to a service provider. The service provider returns 
a response message to the service consumer. The request and subsequent response 
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connections are defined in some way that is understandable to both the service 
consumer and service provider. A service provider can also be a service consumer. 
The WSDL forms the basis for WS. WSDL uses XML to define messages. The steps 
involved in providing and consuming a service are

 ◾ A service provider describes its service using WSDL. This definition is pub-
lished to a directory of services. The directory could use UDDI. Other forms 
of directories can also be used.

 ◾ A service consumer issues one or more queries to the directory to locate a 
service and determines how to communicate with that service.

 ◾ Part of the WSDL provided by the service provider is passed to the service 
consumer. This tells the service consumer what the requests and responses are 
for the service provider.

 ◾ The service consumer uses the WSDL to send a request to the service provider.
 ◾ The service provider provides the expected response to the service consumer.

The UDDI registry is intended to eventually serve as a means of “discovering” 
WS described using WSDL. The idea is that the UDDI registry can be searched in 
various ways to obtain contact information and the WS available for various orga-
nizations. UDDI registry is a way to keep up-to-date on the WS your organization 
currently uses. Alternative to UDDI is ebXML Directory. All the messages are sent 
using SOAP. (SOAP at one time stood for Simple Object Access Protocol; now, 
the letters in the acronym have no particular meaning.) SOAP essentially provides 
the envelope for sending the WS messages. SOAP generally uses HTTP, but other 
means of connection may be used. Security and authorization are important topics 
with WS.

5.2.2.2 Composition of WS

WS can be composed of multiple WS. For example, a customer may request a 
trip from a travel service. The travel service will then invoke three services: flight 
service, hotel service, and car rental service. WSDL will specify these services and 
register them with UDDI. However, we need a language to specify the flow of the 
services. The language that has been developed for this purpose is Business Process 
Execution Language (BPEL). The specific BPEL that is commonly used is the one 
proposed by IBM and Microsoft and is called BPEL4WS (BPEL for WS).

Now to book the flight, hotel, and car, the order is not important. Therefore, 
BPEL statements will be specified in XML and will issue requests to make flight 
reservations, hotel reservations, and car rental reservations. The WSDL for each of 
these services will then specify the actions of carrying out the services. Now, if the 
order of booking the flight is most important, then BPEL has constructs to specify 
the order of the invocation of the services. For more details of BPEL, we refer the 
reader to [SRIV]. Figure 5.6 illustrates the composition of WS.
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5.2.2.3 WS Protocols

WS are defined through a protocol stack. This stack includes specifications for 
Metadata, Messaging, Transactions and Business Processes, Portal and Presentation, 
Security, Management, and Business Domains. We will focus on some of the lay-
ers of the protocol stack. They are: Metadata, Messaging and Transactions, and 
Business Processes. Figure 5.7 illustrates the protocol stack.

The Metadata protocols include those for Metadata Retrieval (WS-Metadata 
Exchange), Data Service, and Message Description [WSDL], Policy (WS-Policy, 
WS-Policy Assertions) and Publication and Discovery [UDDI], [WSIL]. In 
Section 5.2.2.1, we discussed WSDL and UDDI. WS-Metadata Exchange essen-
tially specifies the metadata that other endpoints need to know to access the web 
service. As stated in [META], “To bootstrap communication with web services this 
specification defines how metadata can be treated as resources for retrieval pur-
poses, how metadata can be embedded in web service endpoint references, and how 
web service endpoints can optionally support a request-response interaction for the 
retrieval of metadata.” WS-Policy provides a policy framework for specifying vari-
ous policies and policy alternatives. As stated in [POLICY], “WS-Policy provides a 
flexible and extensible grammar for expressing the capabilities, requirements, and 
general characteristics of entities in an XML web services-based system. WS-Policy 
defines a framework and a model for the expression of these properties as policies.” 
WS-Policy Assertions specifies a language by which policies can be stated [PA]. 

Web service A Web service B Web service C

Service
requester 

Figure 5.6 Composition of web services.

Choreography/orchestration protocols

Service discovery protocol: UDDI

Service description protocol: WSDL

Messaging protocol: SOAP, XML

Transport protocol: TCP/IP

Figure 5.7 Web services protocol stack.
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As stated in [WSIL], the WS-Inspection Language (WSIL) specification provides 
an XML format for assisting in the inspection of a site for available services and 
a set of rules for how inspection-related information should be made available for 
consumption.

The Messaging protocols include the following: Message Packing [SOAP], 
[MTOM], Reliable Messaging (WS-ReliableMessaging, WS-Reliability), Routing/
Addressing (WS-Addressing, WS-MessageDelivery), Multiple Message Sessions 
(WS-Enumeration, WS-Transfer), and Events and Notification (WS-Events, 
WS-Notification). In Section 5.2.2.1, we discussed SOAP. MTOM (Message 
Transmission and Optimization) provides an optimized mechanism for exchang-
ing messaging between WS and may be used with SOAP. WS-Reliable Messaging 
is an OASIS specification that allows for messages to be exchanged reliably 
between nodes [RELIABILITY]. As stated in [RELIABILITY], WS-Reliability is 
a generic and open model for ensuring reliable message delivery for WS. Essentially 
WS-Reliability and WS-Reliable Messaging are competing specifications with 
much commonality. It is also stated in [RELIABILITY] that WS-Reliable 
Messaging will oust WS-Reliability. WS-Addressing is a transport neutral mecha-
nism to address WS and to identify the endpoints of WS [ADDRESS]. Another 
routing protocol is WS-Message Delivery that presents a “mechanism to deliver 
and correlate messages in the context of message exchange patterns (MEPs), found 
in the service description.” An MEP “describes the pattern of messages required by 
a communications protocol to establish or use a communication channel” [MEP]. 
There are two major message exchange patterns—a request-response pattern, and 
a one-way pattern. For example, the TCP (Transmission Control Protocol) has a 
request-response pattern protocol, and the UDP (User Datagram Protocol) has a 
one-way pattern. WS-Enumeration is a specification that “describes how to enable 
an application to ask for items from a list of data that is held by a web service. In 
this way, WS-Enumeration is useful for reading event logs, message queues, or 
other data collections” [ENUM]. WS-Transfer is a specification defining the trans-
fer of an XML-representation of a WS-addressable resource, as well as creating and 
deleting such resources [ADDRESS]. WS-Eventing is used for a WS (subscriber) 
to register with another web service (subscriptor) to notify it when certain events 
occur [EVENT]. WS-Notification is a collection of specifications that enable mul-
tiple WS to be notified of the occurrence of various events [NOTIFY].

Protocols for Transactions and Business Processing include the follow-
ing: Orchestration (BPEL4WS, WS-CDL), Transaction (WS-Transaction, 
WS-Coordination, WS-CAF) and Asynchronous Services (ASAP). In Section 
5.2.2.2, we discussed BPEL4WS. WS-CDL is the Web Services Choreography 
Description Language. It is stated in [BPEL] that “While BPEL is a programming 
language to specify the behavior of a participant in choreography, it is concerned 
with describing the message interchanges between participants. Participants of 
choreography are peers, there is no center of control.”  Essentially WS-CDL is an 
XML-based language that describes peer-to-peer collaboration between multiple 
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parties/agents [CHORE]. WS-Transaction specifications define mechanisms for 
transactional interoperability between WS domains [TRANS]. WS-Coordination 
describes an extensible framework for providing protocols that coordinate the 
actions of distributed applications [COORD]. WS-CAF which stands for Web 
Services Composite Application Framework (WS-CAF) is an open framework 
developed by OASIS so that applications that contain multiple services are used 
in combination. Such applications are called composite applications [CAF]. ASAP 
(Asynchronous Service Access Protocol) is an OASIS standard which creates an 
extension of SOAP that supports generic asynchronous WS or long-running web 
services [ASAP].

5.2.2.4 Rest

We have discussed the basic components of WS which include HTTP, SOAP, and 
WSDL. However, there is an alternative to designing software systems that is not 
based on HTTP and the WWW. This approach is called REST (Representational 
Transfer Interface). REST is described in its wiki entry as follows [REST]: An 
important concept in REST is the existence of resources (sources of specific infor-
mation), each of which is referenced with a global identifier (e.g., a URI in HTTP). 
To manipulate these resources, components of the network (user agents and origin 
servers) communicate via a standardized interface (e.g., HTTP) and exchange rep-
resentations of these resources (the actual documents conveying the information).

It is also stated in [REST-SOAP], any number of connectors (e.g., clients, serv-
ers, caches, tunnels) can mediate the request, but each does so without “seeing past” 
its own request (referred to as “layering,” another constraint of REST and a com-
mon principle in many other parts of information and networking architecture). 
Thus, an application can interact with a resource by knowing two things: the iden-
tifier of the resource, and the action required—it does not need to know whether 
there are caches, proxies, gateways, firewalls, tunnels, or anything else between it 
and the server actually holding the information. The application does, however, 
need to understand the format of the information (representation) returned (e.g., 
HTML, XML document).

5.2.3 Service-Oriented Analysis and Design
Analysis and design approaches are crucial for good software development. In the 
beginning we had software analysis and design approaches for better software engi-
neering. Then with the explosion of object-oriented software development includ-
ing languages such as Smalltalk, C++, and Java, there came several object-oriented 
analysis and design approaches, also called OOAD. Eventually after much debate, 
UML became the unified approach for OOAD. Today service-oriented computing 
is exploding. Unlike object-oriented programming, service-oriented programming 
does not have its own language. We are using languages such as C, C++, and Java 
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for service-oriented computing. However, the main question is how do we model 
and analyze these services? Is there a unified SOAD methodology? For now, at least 
several approaches are being proposed. We believe that eventually it is very likely 
that there will be a unified approach.

There have been several efforts on defining software lifecycle as well as defin-
ing the lifecycle of objects. For example, in the case of software, the first step is 
to gather requirements, then determine the inputs/outputs, next design the algo-
rithms, then develop the software, test the software, integrate the software into the 
system, conduct system testing, and finally deploy the software. This is not the end 
of the process. The software has to be maintained, the bugs fixed, and support pro-
vided to the customer. This is also the top-down approach to developing software. 
In the bottom-up approach, software modules are developed as needed. Similarly, 
with object software development, in the top-down approach one has to analyze the 
application, determine the objects, the relationships between the objects, develop 
the objects, test the objects, and integrate the objects. The system also has to be 
maintained. In the bottom-up approach, objects are developed as needed.

Similarly, services also have lifecycles. In his book on SOA, Thomas Erl has 
explained the service lifecycle [ERL05]. He has stated three ways to develop ser-
vices: one is the top-down approach, the second is the bottom-up approach, and 
the third is what he called the agile approach. In the top-down approach, one has 
to conduct analysis, then design the services, develop the services, test the services, 
integrate the services, and then maintain the services. In the bottom-up approach, 
services are designed and developed as needed. In the agile approach, an integrated 
approach is used. That is, the application is analyzed and the services are identified. 
However, one does not have to wait until all the services are identified. One then 
develops some of the critical services, then conducts more of the analysis and design 
and then develops some other services. The process continues and is adaptable to 
changes in the applications. Figure 5.8 describes the service lifecycle.

Often, object-oriented analysis methods and UML are taught in SOA classes. 
While one can learn some of the principles behind OOAD, SOAD is not the same 
as OOAD. SOAD is about designing services. Note that objects may be used to 
implement the services. However, the concept of service is not the same as the 

Service
modeling

Service
implementation

Service
specification

Figure 5.8 Service-oriented lifecycle.
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concept of objects. Therefore, it is important to introduce the concept of SOAD if 
one has to design good service-based systems.

The first step is to analyze the application and determine the services that 
describe the applications. The logic encapsulated by each service, the reuse of 
the logic encapsulated by the service, and the interfaces to the service have to be 
identified. It is also desirable for a service to be autonomous. The next step that 
needs to be identified is the relationship between the services including the com-
position of services. In a top-down strategy, one has to identify all the services 
and the relationships before conducting the detailed design and development of 
the services. For large application design, this may not be feasible. In the case of 
bottom-up design, one has to identify services and start developing them. In the 
agile design, both strategies are integrated. In an airline reservation application, 
the services are reserve-airline, reserve-hotel, and reserve-rental car. They can be 
implemented as three independent services, or the reserve-hotel and reserve-rental 
car services can be invoked by the reserve-airline service.

Erl, in his book, [ERL05] makes a strong case for business services. That is, the 
business logic is modeled as services. He further states that such an approach sets the 
stage for orchestration-based SOAs. Orchestration essentially implements workflow 
logic that enables different applications to interoperate with each other. It should be 
noted that orchestrations themselves may be implemented as services. Therefore, the 
orchestration service may be invoked for different applications also implemented as 
services to interoperate with each other. Business services also promote reuse. For 
example, an accounts payable service may be reused by different applications.

The main question is how do you define a service? At the highest level, an entire 
application such as order management can be one service. However, this is not 
desirable. At the other extreme, a business process can be broken into several steps 
and each step can be a service. In the case of order management, the steps include 
(i) search the web for a book store that has the book you want, (ii) compare the price 
of the book at different book stores, (iii) examine the shipping rules and return poli-
cies, (iv) check whether the book stores will accept the credit card you have, (v) select 
a book store, (vi) search for the book, (vi) place the book in the shopping cart, 
(vii) purchase the book by filling out all details, and (viii) wait for confirmation, and 
(ix) check out. Now each step could be a service. But this would mean for a medium-
sized application, there could be hundreds of services. Therefore, the challenge is to 
group steps that carry out some specific task into a service. As Erl states, there are 
two major design principles in a good service design [ERL05]. One is reusability 
and the other is autonomy. Services can also be defined based on the operations that 
are performed. Initially one does not define the explicit service or the operations. 
The services and operations are called candidate services and candidate operations.

Next, examine the service candidates and determine the relationships between 
them. One service may call other services. Two services may be composed to obtain a 
composite service. This would mean identifying the boundaries and the interface and 
make the composition and separations as clean as possible. Dependencies may result 
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in complex service designs. The service operations could be simple operations such 
as performing calculations or complex operations such as invoking multiple services.

Once the candidate services and the service operations are indemnified, the 
next step is to refine the candidates and state the design of the services and the ser-
vice operations. Note that this also depends on whether one follows the top-down, 
bottom-up, or agile strategies. This would result in whether all the services have 
to be defined before the development or one can define some of the services and 
then start the development while other services are still being defined. Details of 
the various methods for SOAD as well as relating to the service-oriented enterprise 
and enterprise modeling are given in [ERL05]. We discuss some of the approaches 
being investigated in the next section.

In the late 1980s and early 1990s, several object-oriented edit methodologies 
were competing. These included Rumbaugh’s OMT and Booch’s and Ivar Jacobson’s 
Use Cases. Then with UML, the various approaches were unified and there is now 
a standard OOAD. However, we do not yet have standards for SOAD. There are 
multiple approaches and as we get a better understanding of SOAD, we expect that 
these various approaches would be unified. Some of the current approaches include 
IBM’s SOAD, called SOMA as well as Services UML, among others. We discuss 
some of these approaches in this section and Figure 5.9 illustrates them. A good 
discussion of service-oriented modeling is discussed in [MODEL], [SURVEY], and 
[SOAD]. Below we will discuss some of the well-known SOAD approaches. More 
details can be found in [THUR10].

5.2.3.1 IBM Service-Oriented Analysis and Design

IBM first coined the term SOAD and then refined it with SOMA. As stated in 
the survey paper by Ramollari et al. on SOAD approaches, IBM’s SOAD proposes 
elements that should be part of a SOAD methodology; hence, it is an abstract 
framework rather than a holistic methodology [IBM]. SOAD builds upon existing, 
proven techniques, such as OOAD. It also introduces SOA-specific techniques, 
such as service conceptualization, service categorization, and aggregation.

IBM SOMA: IBM’s SOMA (service-oriented modeling architecture) can be 
considered to be an implementation of IBM’s SOAD. As stated in [SOMA], SOMA 
implements SOAD through the identification, specification, and realization of ser-
vices, components that realize the service components and flows that can be used 
to compose services. IBM’s approach extends object-oriented component-based 

SOMA: Service oriented modeling architecture
SOMF: Service oriented modeling framework 

UML for services

Figure 5.9 SOaD approaches.
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analysis and design approaches for SOA. It is also stated that SOMA identifies 
services, component boundaries, flows, compositions, and information through 
complementary techniques which include domain decomposition, goal-service 
modeling, and existing asset analysis.

5.2.3.2 Service-Oriented Modeling Framework

Another SOAD approach is SOMF (the Service-Oriented Modeling Framework). 
As stated in [SOAD], SOMF is a service-oriented development lifecycle methodol-
ogy and offers a number of modeling practices and disciplines that contribute to 
a successful service-oriented lifecycle management and modeling. There are four 
sections of the modeling: practices, environments, disciplines, and artifacts.

5.2.3.3 UML for Services

Those who have worked with UML are strongly promoting UML for SOAD. 
IBM’s Rational Rose product has UML-to-SOA Transformation tool as part of it. 
As stated by IBM [IBM], the UML-to-SOA transformation typically accepts the 
UML model as its source and creates domain-specific SOA output.

Much of the work on SOAD has been influenced by OOAD which also includes 
UML-based modeling. SOAD is still in its infancy. Therefore, we believe that just 
like UML won the battle with OOAD, there will very likely be a uniform SOAD 
methodology. Details of UML can be found in [UML].

5.3 Secure Service-Oriented Computing
5.3.1 Secure Services Paradigm
Secure services essentially incorporate security into services technologies. For exam-
ple, what credentials should an agent have to invoke a web service? What creden-
tials should a web service have to invoke another web service? Should all web service 
descriptions be visible to every agent? How can access control be enforced on web 
service descriptions? How can security be incorporated into the SOAs? What are 
the security standards being proposed by W3C and OASIS? We explore answers 
to these questions. For more details on secure services we refer to [BERT06]. More 
recently, an edited book with a collection of papers in secure WS was published 
and this book gives an excellent overview of the emerging standards and research 
directions in the field [GUTI10].

To best illustrate the notion of a secure service we will use the example of 
a credit application. Suppose we want to get our credit report. We will contact 
a service provider that gets credit reports. First, we should have the access to 
read the existence of such a service provider. Once we know about this service 
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provider, we invoke this service provider. The service provider should ensure that 
we have the access to this particular service. Furthermore, it should ensure that 
the information about the credit it retrieves can be read by us. To do this, we 
also have to send some identification information to the service provider. If the 
service is not secure, then anyone can obtain anyone’s credit reports. Similarly, to 
obtain healthcare reports, the secure service provider should ensure that the per-
son requesting the service has the appropriate credentials to read the healthcare 
records. Furthermore, the owner of the healthcare records may enforce various 
privacy policies, in which case the service provider should only release appropri-
ate information to the consumer. In some cases, the consumer may use the ser-
vice provider to purchase information. The service provider can state its privacy 
policies and if the consumer agrees with the policies, private information can be 
released about him/her.

This simple example shows several aspects. One is that the user of the service 
has to be attested by the service provider. The service provider has to be trusted in 
the sense that one does not want to get service from an unreliable provider. The 
service provider has to ensure that the user/consumer has the proper credentials to 
obtain the service and that any information released is something the consumer is 
authorized to read. The service provider also has to ensure that private information 
about a person is not released to the consumer. Essentially, we need confidentiality, 
privacy, trust, and integrity features to be enforced by the WS.

Our focus on SOA implementation will be through WS. Therefore, our realiza-
tion of secure SOA will be through secure WS. The basic SOA is essentially about a 
consumer requesting a service from the UDDI. The UDDI sends the name/address 
of the service. The consumer then gets this service from the service provider. With 
secure SOA, we have to ensure that the communication between the consumer, the 
UDDI, and the service provider is secure. Furthermore, only authorized consumers 
can get the required services. Furthermore, the SOAP messages that are encoded in 
XML have to be secure. XML encryption standard provides confidentiality while 
XML signature standard provides integrity. Both XML encryption and XML sig-
nature are standards provided by W3C.

Security and authorization specifications for WS are based on XML and can be 
found in [OASIS], [XACML], and [SAML]. Various types of controls have been 
proposed including access control, rights, assertions, and protection. We describe 
some of them in the next section. The list of specifications includes the following:

 ◾ eXtensible Access Control Markup Language (XACML)
 ◾ eXtensible Rights Markup Language (XRML)
 ◾ Security Assertion Markup Language (SAML)
 ◾ Service Protection Markup Language (SPML)
 ◾ Web Services Security (WSS)
 ◾ XML Common Biometric Format (XCBF)
 ◾ XML Key Management Specification (XKMS)
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OASIS is a key standards organization promoting security standards for WS. It 
is a not-for-profit, global consortium that drives the development, convergence, and 
adoption of e-business standards. Two prominent standards provided by OASIS are 
XACML and SAML. XACML provides fine-grained control of authorized activi-
ties, the effect of characteristics of the access requestor, the protocol over which the 
request is made, authorization based on classes of activities, and content introspec-
tion. SAML is an XML framework for exchanging authentication and authoriza-
tion information. We will discuss details of secure WS in the ensuing sections.

We were the first to examine secure OOAD based on the OMT model. We 
developed a secure object model, secure dynamic model, and secure functional 
model. Since then, several researchers have developed secure OOAD methodolo-
gies based on objects. With the SOAD approach, the goal is to identify the ser-
vices and the relationships between the services for an application. For example, 
the services for the book order application will include order monument service, 
warehouse service, and shipping service. These services have associated with them 
various security policies. The challenge is to capture the services and the policies in 
an appropriate modeling language.

There is little work on secure service-oriented design and analyses (S-SOAD). 
Later in this chapter, we will make an attempt based on the developments with 
secure OOAD. In particular, we will examine the SOAD principles and examine 
security for SOAD. It should be noted as security for WS as well as SOAD meth-
odologies mature, we will see better approaches for S-SOAD.

Identity management, usually also referred to as federated identity manage-
ment, is closely inter-twined with WS. Users as well as WS have to be authenticated 
before accessing resources. Single sign-on (SSO) is the popular solution where one 
time sign-on gives a user or a service access to the various resources. Furthermore, 
SAML currently provides authentication facilities for WS. However, with regula-
tory requirements for e-business, one needs a stronger mechanism for authentica-
tion and this mechanism has come to be known as identity management.

As discussed in [FED], Federated Identity “describes the technologies, stan-
dards and use cases which serve to enable the portability of identity information 
across otherwise autonomous security domains.” The goal is to ensure that users of 
one domain take advantage of all the technologies offered by another domain in 
a seamless manner. Note that federation is about organizations working together 
to carry out a task (such as B2B operations) or solve a particular problem. While 
the ideas have been around for many years, it is only recently with the emerging 
standards for WS that we can now develop realistic federations. In such federations, 
access to the resources by users has to be managed without burdening the user.

Security standards for services have essentially been developed by W3C and 
Security SIS. Standards for Web Services 1.0 essentially consisted of a service con-
sumer requesting a service from the service provider who then provides the service. 
The XML messages that are exchanged in the SOAP protocols are encrypted and 
signed to provide confidentiality and integrity. The goal is to encrypt the message 
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to provide confidentiality and sign the message to ensure that the message is not 
tampered with. XML Key Management and XML Encryption have played a major 
role in providing confidentiality and integrity of the messages.

Web Services 2.0 has resulted in several additional standards including secure 
messaging, reliability, and identity management. In addition, standards for policy 
management such as WS-Policy, standards for access control such as XACML, and 
standards for security assertions such as SAML have also been developed. We will 
discuss these standards later in this chapter.

For many applications, the access control models are not sufficient. For exam-
ple, in the case of composite WS, one web service, S1, may invoke another web 
service, S2. In such an invocation, S1’s privileges will be enforced and not those of 
the user U who invoked S1. This means that the information that is returned to U 
may be something the user is not authorized to know. To avoid such security com-
promises, a user U may have to delegate its privileges to S1 so that U’s privileges are 
used when S1 invokes S2. Such an invocation is governed by the delegation models 
that are utilized [SHE08].

Another security concern for composite WS is information flow. That is, when 
WS are composed, it is critical that there is no information flow from a high level 
to a low level. Our research focuses on various aspects of WS security including the 
delegation models and information flows for web service composition. We illustrate 
the notion of secure service-oriented computing in Figure 5.10.

5.3.2 Secure SOA and WS
Our approach is to implement SOA through WS; therefore, SOA security essentially 
is about WS security. There are specifications to provide security for Web Services 
1.0. These specifications are WS-Security, XML-Signature, and XML-Encryption. 
WS-* security is the second generation of technologies for SOA security. SSO is a form 
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Figure 5.10  Secure service-oriented computing example.
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of centralized security mechanism that complements the WS-Security  extensions. 
Related specifications for SOA security include the  following: WS-Security, 
WS-SecurityPolicy, WS-Trust, WS-SecureConversation, WS-Federation, XACML, 
Extensible Rights Markup Language, XML Key Management, XML, Signature, 
SAML, .NET Passport, Secure Socket Layer, and WS-I Basic Security Profile. 
Figure 5.11 illustrates the notion of secure WS architecture.

Next, we will provide an overview of both WS and WS-* Security. For details 
on secure SOA, we refer to [BERT06] and [WSS].

5.3.2.1 WS-Security

Before we get into the details of WS-security, we will discuss some of the security 
properties that are needed for WS. They include the following:

Identification: For a service requestor to access a secure service provider, it must 
first provide information that expresses its origin or owner. This is referred to 
as making a claim.

Authentication: A message being delivered to a recipient must prove that the mes-
sage is in fact from the sender that it claims.

Authorization: Once authenticated, the recipient of a message may need to deter-
mine what the requestor is allowed to do.

Single sign-on: User must sign-on one time and have access to all the resources. 
It is supported by SAML, .NET Passport and XACML.

Confidentiality and Integrity: Confidentiality is concerned with protecting the 
privacy of the message content; integrity ensures that the message has not 
been altered.

Transport Level and Message Level Security: Transport level security is provided 
by SSL (securing HTTP); message level confidentiality and integrity are pro-
vided by XML-Encryption and XML-Signature.
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Service
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Figure 5.11 Secure SOa and web services.
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Securing WS mainly requires providing facilities for securing the integrity and 
confidentiality of the messages and ensuring that the service acts only on requests 
in messages that express the claims required by policies. The role of standards 
includes providing a Web Services Security Framework that is an integral part of 
the Web Services Architecture. This framework is a layered and composable set 
of standard specifications. Next, we will briefly describe the various components 
of WS-Security.

XML Encryption: XML Encryption Syntax and Processing is a W3C standard 
and was recommended in 2002. Its goal is to provide confidentiality for appli-
cations that exchange structured data by representing in a standard way digi-
tally encrypted resources, separating encryption information from encrypted 
data, and supporting reference mechanisms for addressing encryption infor-
mation from encrypted data sections and vice versa, providing a mechanism 
for conveying encryption key information to a recipient and providing for the 
encryption of a part or totality of an XML document.

XML Signature: This is a W3C standard and recommended in 2002. XML 
Signature is a building block for many WS security standards (e.g., XKMS 
and WS-Security). Its goal is to represent a digital signature as an XML ele-
ment and process rules for creating this XML element. The signed data items 
can be of different types and granularity (XML documents, XML Elements, 
files containing any type of digital data).

Securing SOAP messages is crucial for WS-Security. SOAP Message Security 
1.0 became an approved OASIS Standard Specification in 2006. Its goal is to pro-
vide single SOAP message integrity and confidentiality by using existing digital 
signature, encryption, and security token mechanisms, provide mechanisms for 
associating security tokens with message content (header and body blocks) and 
support extensibility (i.e., support multiple security token format). Security Token 
is a representation of security-related information (e.g., 9.509 certificates, Kerberos 
tickets and authenticators, mobile device security tokens from SIM cards, user-
name, etc.). Signed Security Token is a security token that contains a set of related 
claims (assertions) cryptographically endorsed by an issuer (Examples: 9.509 cer-
tificates and Kerberos tickets).

So now we come back to WS-Security. What is it? WS-Security enhances 
SOAP messaging to provide quality of protection through: message integrity, mes-
sage confidentiality, and single message authentication. These mechanisms can be 
used to accommodate a wide variety of security models and encryption technolo-
gies. WS-Security also provides a general purpose, extensible mechanism for asso-
ciating security tokens with messages. WS-Security describes how to encode binary 
security tokens (9.509 certificates and Kerberos tickets). Figure 5.12 illustrates WS 
Security.
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5.3.2.2 WS-* Security

WS-* security standard specifications address interoperability aspects. Each stan-
dard specification provides a specific section describing security threats that are 
not addressed by that specification. The framework for WS-* security makes use of 
WS-Security. Implementation of this framework has been carried out by Microsoft 
.NET Framework 2.0 (WSE3.0), SUN Web Services Interoperability Technology 
(WSIT), IBM WebSphere, and Open Software [APAC]. In theory, the framework 
mandates a layered approach where every upper layer standard could/should reuse 
and extend the specification of lower layer standards. In practice, specifications 
released by different organizations are not always compatible. However, they adhere 
to profiles and improve interoperability. It should be noted that the implementa-
tions of different vendors are not always interoperable. Three major components that 
provide security are: WS-Policy, WS-Trust, and WS-Addressing. WS-Addressing 
is a specification of transport-neutral mechanisms that allow web services to com-
municate address information. Below we will discuss WS-Policy and WS-Trust. 
Figure 5.13 illustrates WS*-Security. It should be noted that this stack is continu-
ally evolving. Some of the standards have been adopted while some others are in the 
experimental stages. Still some others are only in the specification stages. Therefore, 
the stage of a particular protocol could change with time.

WS-Policy: Web Services Policy 1.2—Framework (WS-Policy) is a W3C sub-
mission. A Policy is a potentially empty collection of policy alternatives. Alternatives 
are not ordered. A Policy Alternative is a potentially empty collection of policy 
assertions. An alternative with zero assertions indicates no behaviors. Alternatives 
are mutually exclusive (exclusive OR). A Policy Assertion identifies a requirement 
(or capability) of a policy subject. Assertions indicate domain-specific (e.g., security, 
transactions) semantics and are expected to be defined in separate, domain-specific 
specifications.

WS-security: Mechanisms for signing SOAP mes-
sages, encrypting SOAP messages, and attaching 
security tokens

SOAP foundation

XML security: XML signature, XML encryption

Transport level security: SSL/TLS

Network level Security: IPSec

Figure 5.12 WS-security.
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WS-Policy can be considered to be an extensible model for expressing all types 
of domain-specific policy models: transport-level security, resource usage policy, 
even end-to-end business-process level policy. It defines a basic policy, policy state-
ment, and policy assertion models. WS-Policy is also able to incorporate other pol-
icy models such as SAML and XACML. WS-Policy Assertion defines a few generic 
policy assertions. WS-Policy Attachment defines how to associate a policy with a 
service, either by directly embedding it in the WSDL definition or by indirectly 
associating it through UDDI. WS-SecurityPolicy defines security policy assertions 
corresponding to the security claims defined by WS-Security: message integrity 
assertion, message confidentiality assertion, and message security token assertion.

The goal of WS-Policy and WS-PolicyAttachment are to offer mechanisms to 
represent the capabilities and requirements of WS as Policies. The Policy view in 
WS-Policy is as follows: A policy is used to convey conditions on an interaction 
between two web service endpoints. The provider of a web service exposes a policy 
to convey conditions under which it provides the service. A requester might use this 
policy to decide whether or not to use the service.

WS-Trust: As stated in [TRUST], WS-Trust is a WS-* specification and OASIS 
standard that provides extensions to WS-Security. It deals with the issuing, renew-
ing, and validating of security tokens. It also brokers trust relationships between 
participants in a secure message exchange carried out via Secure Conversation. 
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Figure 5.13 WS*-security.
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Security (confidentiality and integrity) is achieved through encryption, digital sig-
natures, and certificates. Ultimately, security depends on the secure management of 
cryptographic keys and security tokens: Key/security token issuance, Key/security 
token transmission, Key/security token storage, and Key/security token exchange. 
More formally, Web Services Trust Language (WS-Trust) was released in 2005 and 
its goal is to enable the issuance and dissemination of credentials among different 
trust domains. WS-Trust defines extensions to WS-Security that provide: methods 
for issuing, renewing, and validating security tokens and ways to establish, assess the 
presence of, and broker trust relationships. The recipient of a WS-Security-protected 
SOAP message has three potential issues with the security token contained within 
the Security header: Format: the format or syntax of the token is not known to the 
recipient; Trust: the recipient may be unable to build a chain-of-trust from its own 
trust anchors (e.g., its X.509 Certificate Authority, a local Kerberos KDC (Key 
Distribution Center), or a SAML Authority to the issuer or signer of the token; 
Namespace: the recipient may be unable to directly comprehend the set of claims 
within the token because of syntactical differences.

Message reliability is provided by WS-ReliableMessaging standard. Message 
security is provided by WS-Security and SecureConversation standards. As 
stated in [CONV], WS-SecureConversation is a Web Services specification, cre-
ated by IBM and others, that works in conjunction with WS-Security, WS-Trust, 
and WS-Policy to allow the creation and sharing of security contexts. The goal of 
WS-SecureConversation is to establish security contexts for multiple SOAP message 
exchanges. This in turn reduces the overhead of key establishment. Conversations 
focus on the public processes in which the participants of a web service engage. WSCL 
is the Web Services Conversation Language. More formally, WS-Conversation pro-
vides secure communication across one or more messages and extends WS-Security 
mechanisms. It slows the authentication of a series of SOAP messages (conversation) 
by establishing and sharing between two endpoints of a security context for a message 
conversation using a series of derived keys to increase security. The security context 
is defined as a new token type that is obtained using a binding of WS-Trust. Security 
Context is an abstract concept that refers to an established authentication state and 
negotiated key(s) that may have additional security-related properties. A security con-
text token (SCT) is a representation of that security context abstract concept, which 
allows a context to be named by a URI and used with WS-Security.

Policy and access control are provided by WS-Policy, XACML, and SAML. 
SAML was developed by the OASIS XML-based Security Services Technical 
Committee (SSTC) and its main goal is to provide authentication and authorization. 
It promotes interoperability between disparate authentication and authorization 
systems. It achieves this by defining an XML-based framework for communicat-
ing security and identity information (e.g., authentication, entitlements, and attri-
bute) between computing entities using different security infrastructures available 
(e.g., Punlic Key Infrastructure (PKI), Kerberos, LDAP, etc.). XACML Version 
2.0 is an OASIS standard. It is a general-purpose access control policy language 
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for managing access to resources. It describes both a policy language and an access 
control decision request/response language. It also provides fine-grained access con-
trol where access control is based on subject and object attributes. It is consistent 
with and building upon SAML.

Security Management is essentially provided by SAML and XKMS. As stated 
by W3C, the XML Key Management Specification (XKMS) comprises of two 
parts: the XML Key Information Service Specification (XKISS) and the XML Key 
Registration Service Specification (XKRSS). As stated in the W3C specification, 
XKISS allows a client to delegate part or all of the tasks required to process XML 
Signature elements to an XKMS service. Essentially XKISS minimizes the complex-
ity of applications using XML Signature by becoming a client of the XKMS service. 
This way, W3C stated that the application is relieved of the complexity and syntax 
of the underlying PKI used to establish trust relationships. W3C also stated that 
XKRSS describes a protocol for registration and subsequent management of public 
key information. The final component we will discuss is identity management. The 
standards for this service are SAML, WS-Federation, and Liberty Alliance.

As stated in [FED], WS-Federation is an Identity Federation specification, 
developed by BEA Systems (now Oracle), IBM, Microsoft, and others. It defines 
mechanisms for allowing disparate security entities to broker information on iden-
tities, identity attributes, and authentication. The Liberty Alliance was formed in 
September 2001 by approximately 30 organizations to establish open standards, 
guidelines, and best practices for identity management.

5.3.3 Secure SOAD
As services technologies explode, we need a way to effectively model applications 
based on services. SOAD approaches were developed for this purpose and IBM is 
one of the leaders in this field. In [THUR10] we discussed service-oriented lifecycle 
and approach for SOAD including SOMA and SOMF. While SOAD works for 
services modeling, we need secure SOAD for modeling secure services. In this sec-
tion, we discuss some preliminary ideas toward developing secure SOAD.

Secure service modeling has benefited a lot from OOAD. OOAD approaches 
were developed in the 1980s and 1990s and evolved from the entity relation-
ship modeling. These approaches include Rumbaugh’s OMT and Booch’s class 
diagrams. We have incorporated security into OMT in [SELL93]. For example, 
we developed an approach for modeling the relationships between objects from 
both dynamic and functional points of view. We also applied the methodology for 
healthcare applications as well as real-time applications [THUR94a], [THUR94b].

As we mentioned in [THUR10], the various OOAD approaches were unified 
in the mid-1990s. Subsequently, UML was developed. UML was applied to secure 
applications by several researchers including the work of Indrakshi Ray [RAY04]. 
Some of the developments were also applied to aspect-oriented modeling and analy-
sis. However, with the emergence of services technologies, UML is now being applied 
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to model services and we expect that this approach will be applied to secure services. 
However, we have to be careful not to artificially model services as objects. Therefore, 
we need a bottom-up approach to model both services and secure services.

Security has been incorporated into the software engineering lifecycle and more 
recently in the object-oriented lifecycle. For example, security engineering deals 
with defining security policies, incorporating security into the design of the system, 
security testing, and maintenance. In the case of object-oriented system lifecycle, 
security considerations will include defining the security policies on objects and the 
activities as well as incorporating security into the design of the object system and 
security testing and maintenance. Similarly, in the case of secure service-oriented 
lifecycle, we need to determine the security policies, the security levels of the ser-
vices and the interactions between the services including the composition of the 
services, incorporating security into the design and development of the services and 
subsequently testing the secure services.

As we have discussed [THUR10], in his book on SOA, Thomas Erl explained 
the service lifecycle. He stated three ways to develop services: one is the top-down 
approach, the second is the bottom-up approach, and the third is what he called the 
agile approach. Security cannot be an afterthought in the design of service. One has 
to consider security in the top-down, bottom-up, and the agile approaches. In the 
top-down approach, one has to conduct analysis, then design the services, develop 
the services, test the services, integrate the services, and then maintain the services. 
Here, security policies have to guide throughout the process. For example, when 
two services are composed, what is the resulting policy on the composed service? In 
the bottom-up approach, services are designed and developed as needed. Therefore, 
as services are designed, security has to be considered. For example, when a new 
service is designed, it should not violate the security policies specified for the prior 
services. In the agile approach, an integrated approach is used. That is, the applica-
tion is analyzed and the services are identified. However, one does not have to wait 
until all the services are identified. Security impact on this agile approach is yet to 
be investigated.

Another aspect when considering security is dynamic policies. That is, security 
policies enforced on the services and service compositions may change with time. 
The challenge is to ensure that there is no security violation when accommodating 
changing policies and security levels. This is also a major challenge in designing 
secure service-oriented systems.

We will consider the SOAD approach that we discussed in Section 5.2 and 
examine the security impact. The first step is to analyze the application and deter-
mine the services that describe the applications. The logic encapsulated by each 
service, the reuse of the logic encapsulated by the service, and the interfaces to 
the service have to be identified. From a security point of view, in defining the 
services we have to consider the security policies. What is the security level of 
the service? What are the policies enforced on the service? Who can have access 
to the service? When do we decompose the service into smaller services so that 
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security is not violated? For example, service A may not have access to service B. 
However, service B may be decomposed into services C and D wherein A has access 
to C and not to D. Now, if A has access both to C and D then the policy that A 
does not have access to B may be violated.

The next step is for the relationship between the services including the composi-
tion of services to be identified. In a top-down strategy, one has to identify all the 
services and the relationships before conducting the detailed design and develop-
ment of the services. For large application design, this may not be feasible. In the 
case of bottom-up design, one has to identify services and start developing them. In 
the agile design, both strategies are integrated. From a security point of view, there 
may be policies that define the relationship between the services. The example we 
gave earlier regarding services A, B, C, and D shows that while A may have access 
to C, A may not have access to D if we are to enforce the policy that A does not have 
access to B. Here access means invoking a particular service.

In [THUR10], we discussed that the business logic could be modeled as ser-
vices. Furthermore, such an approach sets the stage for orchestration-based SOAs. 
Orchestration essentially implements workflow logic that enables different appli-
cations to interoperate with each other. Also we have stated orchestrations them-
selves may be implemented as services. Therefore, the orchestration service may 
be invoked for different applications also implemented as services to interoperate 
with each other. Business services also promote reuse. From a security point of 
view, we have yet to determine who can invoke the business logic and orchestration 
services. A lot of work has gone into security for workflow systems including the 
BFA (Bertino–Ferrari–Atluri) model [BERT99]. Therefore, we need to examine 
the principles in this work for business logic and orchestration services. When a 
service is reused, what happens if there are conflicting policies on reuse? Also we 
have to make sure that there is no security violation through reuse.

Next, we will consider the key points in service modeling discussed in 
[THUR10] and examine the security impact. The main question is how do you 
define a service? At the highest level, an entire application such as order manage-
ment can be one service. However, this is not desirable. At the other extreme, a 
business process can be broken into several steps and each step can be a service. 
The challenge is to group steps that carry out some specific task into a service. 
However, when security is given consideration, then not only do we have to group 
steps that carry out some specific task into service, but we also have to group steps 
that can be meaningfully executed. If security is based on multilevel security, then 
we may want to assign a security level for each service. In this way, the service can 
be executed by someone cleared at an appropriate level. Therefore, the challenge 
is to group steps not only meaningful from a task point of view but also from a 
security point of view.

Next, we must examine the service candidates and determine the relationships 
between them. One service may call other services. Two services may be com-
posed to create a composite service. This would mean identifying the boundaries 
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and the interface and making the composition and separations as clear as possible. 
Dependencies may result in complex service designs. The service operations could 
be simple operations such as performing calculations or complex operations such 
as invoking multiple services. Here again, security may impact the relationships 
between the services. If two services have some relationships between them, then 
both services should be accessible to a group of users or users cleared at a particular 
level. For example, if services A and B are tightly integrated, it may not make sense 
for a service C to have access to A and not to B. If A is about making a hotel reser-
vation and B is about making a rental car reservation, then an airline reservation 
service C should be able to invoke both services A and B.

Once the candidate services and the service operations are identified, the next 
step is to define the candidates and state the design of the services and the service 
operations. Therefore, from a security point of view, we have to define the services 
and service operations that are not only meaningful but also secure. Mapping of 
the candidate service to the actual service has to be carried out according to the 
policies. A high-level view of secure SOAD is illustrated in Figure 5.14.

As we have discussed in Section 5.2, there are multiple SOAD methods. Next, 
we will examine the security impact of the various methods. We believe that we 
make progress toward a uniform SOAD mythology like, for instance, UML; we 
will have a better idea on security for such a methodology.

5.3.3.1 Secure SOMA

As stated in [SOMA], SOMA implements SOAD through the identification, speci-
fication, and realization of services, components that realize the service compo-
nents and flows that can be used to compose services. With secure SOMA, we need 
to identify the policies enforced on the services and the various components. For 
multilevel secure WS, we also need to assign security levels of services. In addition, 
the execution level of services should also be defined.

5.3.3.2 Secure SOMF

As stated in [THUR10], SOMF is a service-oriented development lifecycle meth-
odology and offers a number of modeling practices and disciplines that contribute 
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Figure 5.14 Secure SOaD.
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to successful service-oriented lifecycle management and modeling. The security 
impact on this framework needs to be examined.

5.3.3.3 Secure UML for Services

Secure UML for services essentially developed secure UML for service-oriented 
analysis and modeling. Several efforts on applying UML and other OOAD 
approaches for secure applications have been proposed. We need to extend these 
approaches to secure SOAD. We also need to examine the security impact on 
service-oriented discovery and analysis modeling, service-oriented business inte-
gration modeling, service-oriented logical design modeling, service-oriented 
conceptual architecture modeling, and service-oriented logical architecture 
modeling.

5.3.4 Access Control for WS
Much of our work on WS is based on access control. Access control policies specify 
rules that must be satisfied for subjects to access objects. Several access control poli-
cies have been developed for information systems, including discretionary access 
control policies, mandatory access control policies, and more recently, the role-
based access control policies and usage control policies. One type of access control 
that is being adopted by many applications including the Department of Defense 
is attribute-based access control (ABAC) as such a model is more amenable to open 
systems such as the web environment. Furthermore, the models that are being 
developed by standards organizations such as OASIS are also based on some form 
of attribute-based access control. In this section, we will focus on various stan-
dards for access control and then discuss attribute-based access control. In addi-
tion, some other features such as establishing trust in a web environment as well as 
approaches for inference control based on access control are also discussed. Some 
of the emerging standards for access control for WS are SAML and XACML, 
respectively.

5.3.4.1 Security Assertions Markup Language

[SAML] provides a single point of authorization. It aims to “solve the web single 
sign-on” problem. One identity provider in a group allows access. It has Public/
Private Key Foundations. Those who are providing SAML in their products are: 
Microsoft Passport, OpenID (VeriSign), and Global Login System (Open Source). 
As stated in SAML specifications, its three main components are:

Assertions: SAML has three kinds of assertions. Authentication assertions are 
those in which the user has proven his identity (“John Smith authenticated 
with a password at 9:00am”).
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Attribute assertions contain specific information about the user, such as his 
spending limits (“John Smith is an account manager with a $1000 spending limit 
per one-day travel”). Authorization decision assertions identify what the user can 
do, for example, whether he can buy an item (“John Smith is permitted to buy a 
specified item”).

SAML authority: a system entity that makes SAML assertions (also called 
Identity Provider—IdP—and Asserting Party).

Service provider: a system entity making use of SAML assertions.
Relying party: a system entity that uses received assertions (named also SAML 

requester).
Protocol: defines the way that SAML asks for and assertions, for example, using 

SOAP over HTTP for now, although using other methods in the future.
Binding: details exactly how SAML message exchanges are mapped into SOAP 

exchanges.

SAML addresses one key aspect of identity management and that is how iden-
tity information can be communicated from one domain to another. SAML 2.0 
will be the basis on which Liberty Alliance builds additional federated identity 
applications (such as web service-enabled permissions-based attribute sharing).

SAML profile is another important concept. It defines constraints and/or exten-
sions of the core protocols and assertions in support of the usage of SAML for a 
particular application. It activates interoperability and stipulates how particular 
statements are communicated using appropriate protocol messages over specified 
bindings. (E.g., Web Browser SSO Profile specifies how SAML authentication 
assertions are communicated using the Authentication Query and Response mes-
sages over a number of different bindings in order to enable SSO for a browser 
user.) By agreeing to support a particular SAML profile (as opposed to the complete 
specification set), parties who wish to exchange SAML messages have a much sim-
pler job of achieving interoperability.

Outstanding issues for SAML include performance, federations, and handling 
legacy applications. With respect to performance, there is no support for caching 
and also it has to be implemented over HTTP protocols using SOAP. Furthermore, 
it does not specify encryption and as a result the policies may be compromised. 
With respect to federations, SAML does not specify authentication protocols. 
Furthermore, multiple domains cannot be handled. Therefore, OASIS is examin-
ing federated identity management. SAML does not work with legacy applications 
as it is expensive to retrofit.

5.3.4.2 eXtensible Access Control Markup Language

[XACML] is a general-purpose authorization policy model and XML-based speci-
fication language. It is independent of SAML specification and has triple-based 
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policy syntax: <Object, Subject, Action>. It supports negative authorization. Input/
output to the XACML policy processor is clearly defined as XACML context data 
structure. Input data are referred by XACML-specific attribute designator as well 
as XPath expression.

A policy consists of multiple rules and a set of policies is combined by a higher 
level policy (PolicySet element). XACML combines multiple rules into a single pol-
icy. It permits multiple users to have different roles. It provides separation between 
policy writing and application environment. The goal is to standardize access con-
trol languages. A policy has four main components: a target, a rule-combining 
algorithm identifier, a set of rules, and obligations. The rule is the elementary unit 
of a policy. The main components of a rule are: a target, an effect; permit or deny; 
and a condition. A policy target specifies a set of Resources, Subjects, Actions, and 
the Environment to which it applies.

Some elements of XACML are the following. The users interact with resources. 
Every resource is protected by an entity known as a Policy Enforcement Point 
(PEP). This is where the language is actually used and does not actually determine 
access. PEP sends its request to a Policy Decision Point (PDP). Policies may or may 
not be actually stored here, but have the final say on access. Decision is relayed to 
PEP, which then grants or denies access. In the architecture for XACML, when a 
client makes a resource request upon a server, the PEP is charged with enforcing 
the access control polices. However, in order to enforce the policies, the PEP will 
formalize the attributes describing the requester at the Policy Information Point 
(PIP) and delegate the authorization decision to the PDP. Applicable policies are 
located in a policy store, managed by the PAP (Policy Administration Point), and 
evaluated at the PDP, which then returns the authorization decision. Using this 
information, the PEP can deliver the appropriate response to the client. As stated 
in Section 5.3.4.2, XACML Request is triple-based (Subject, Object, and Action). 
XACML Response is one of the following: Permit, Permit with Obligations, Deny, 
Not Applicable (the PDP cannot locate a policy whose target matches the required 
resource), Indeterminate (an error occurred or some required value was missing).

In summary, the XACML protocol works as follows. The Policy Administration 
Point (PAP) creates security policies and stores these policies in the appropriate 
repository. The Policy Enforcement Point (PEP) performs access control by mak-
ing decision requests and enforcing authorization decisions. The Policy Information 
Point (PIP) serves as the source of attribute values, or the data required for policy 
evaluation. The Policy Decision Point (PDP) evaluates the applicable policy and 
renders an authorization decision. Note that the PEP and PDP might be contained 
within the same application, or might be distributed across different servers.

Outstanding issues of XACML include distributed responsibility and policy 
cross-referencing. With respect to distributed responsibility, what happens when 
the PEP is responsible for multiple objects? What happens when we can compro-
mise the PDP or spoof its communication? How do we guarantee that we refer-
ence the right object? While the system is distributed, a policy is still in only one 
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location. With respect to policy cross-referencing, one policy may access another. 
Typical issues arise as with inheritance and unions/intersections of related work. 
The challenge is to deal with conflicts. Figure 5.15 illustrates the XACML access 
control model for WS.

Attribute-based access control: XACML essentially implements attribute-based 
access control [ABAC]. While password-based access control works well in a closed 
environment, in an open environment such as the web, it is difficult to implement 
such mechanisms. Therefore, the concept of attribute-based access control was devel-
oped in early 2000. With this approach the user will present his credentials. These 
credentials will be issued by some credential authority. The system (or server) will 
validate the user’s credentials with multiple credential authorities if needed. Once 
the credentials are verified, the system will then check the policies for the credentials 
and determine the access that the user has to the resources.

ABAC has been implemented in many systems including DoD’s network cen-
tric enterprise services and the global information grid. ABAC can also be utilized 
to implement RBAC (role-based access control). In this case, a user has credentials 
depending on his or her roles and based on the credentials, the user is granted 
access. The credentials are essentially the user’s attributes. More recently the UCON 
(Usage Control) model has been developed and this model is about controlling the 
usage of a resource as well as controlling access to the resource. For example, in the 
case of a phone card, as one uses the phone card, its value is dominated and access 
is dependent on the value of the phone card which is essentially the amount of 
minutes remaining for usage. What would be desirable is to integrate ABAC with 
UCON so that one has a model which controls access based on attributes of the 
subject/user and the usage of the resource [PARK04].

5.3.5 Digital Identity Management
Identity management, also referred to as federated identity management or digital 
identity management, is closely intertwined with WS. Users as well as WS have to 
be authenticated before accessing resources. Single sign-on is the popular solution 
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Figure 5.15 XaCML access control model.
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where one time sign-on gives a user of services access to the various resources. 
Furthermore, SAML currently provides authentication facilities for WS. However, 
with regulatory requirements for e-business, one needs a stronger mechanism for 
authentication and this mechanism has come to be known as identity management.

Two concepts that are at the foundations of digital identity management are (i) 
SSO and (ii) federated identity management. We discuss these concepts as well as 
the technologies and standards developed for SSO and federated identity manage-
ment. These include the work of Liberty Alliance, the Identity Metasystem and its 
Information Card implementation, Open-ID project, and Shibboleth.

As stated in [SSO], SSO is a property where a user logs in once and gains access 
to all systems possibly in a federation. This way the user has to log in once and 
has access to the resources in the federation or coalition or organization, without 
being prompted to log in again at each of them. Two types of SSO mechanisms 
are Kerberos based and smart card based. With the Kerberos mechanism, Kerberos 
ticket-granting ticket TGT is used to grant credentials. In the smart card-based 
sign-on, the user uses the smart card for sign-on. Enterprise single sign-on (ESSO), 
provides the support for minimizing the number of passwords and user IDs when 
accessing multiple applications.

As stated in [FED], “federated identity,” or the “federation” of identity, describes 
the technologies, standards, and use cases which serve to enable the portability of 
identity information across otherwise autonomous security domains. The use cases 
include typical use cases such as cross-domain, web-based SSO. The various web 
sites are now implementing federated identity management through Open-ID. The 
goal is to ensure that users of one domain take advantage of all the technologies 
offered by another domain in a seamless manner. Note that federation is about 
organizations working together to carry out a task (such as B2B operations) or 
solving a particular problem. While the idea has been around for many years, it 
is only recently with the emerging standards for WS that we can now have secure 
federations. In such federations, access to the resources by users has to be managed 
without burdening the user.

With appropriate federated identity management, users should be able to share 
data across domains, support SSO as well as enable cross domain user attribute 
management. Cross domain SSO is one of the popular techniques for federated 
identity management. However, more recently there are many new techniques that 
are being developed. One of the prominent consortiums for deepening standards 
for federated identity management is the Liberty Alliance. Other efforts include the 
Open ID project as well as Information Card. This section will provide an overview 
of the various developments with identity management.

As stated in [INFO], Identity Metasystem is an “interoperable architecture for 
digital identity that enables people to have and employ a collection of digital identi-
ties based on multiple underlying technologies, implementations, and providers.” 
Essentially with this approach, users can continue to maintain their identities and 
choose the identity system that will work for them so that the system will manage 
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their identities when migrating to different technologies. The roles of the Identity 
Metasystem are identity provider, relying parties, and subjects. Identity providers 
issue digital identities. Relying parties are the ones who require identities such as 
various services. Subjects include the end users and organizations.

Identities are represented using claims which are essentially security tokens. 
With these claims, the identity providers, relying parties, and subjects can carry 
out the operations such as negotiation. WS-Trust and WS-Federation are used to 
obtain claims. The negotiation between the parties is carried out with WS-Security 
Policy and WS-MetadataExchange. The seamless operation expatriated by the user 
is provided by what is called an IdentitySelector client software which may access 
technologies such as Information Cards.

Information Card is an implementation of the Identity Metasystem. As stated 
in [INFO], information cards are personal digital identities that people can use 
online. The information cards are card-shaped pictures and people can use these 
cards to manage their identities. Since it implements the Identity Metasystems, the 
parties involved in the Information Card implementation are the identity provid-
ers, relying parties, and the subject. Identity selectors such as Windows CardSpace 
are used to store and manage the user identities. Information cards support SSO as 
users can sign in at one place and have access to the various resources on the web.

There are two types of information cards. The personal information cards 
enable a user to issue the claims (e.g., name, phone, etc.) and inform the various 
sites. The other type is managed information cards where the identity providers 
make claims about the user.

5.3.5.1 OpenID

As stated in [OPEN], OpenID is an open, decentralized user identification stan-
dard, allowing users to log on to many services with the same digital identity. 
OpenID is essentially a URL and the user is authenticated by their OpenID pro-
vider. Many corporations such as Symantec and Microsoft support OpenID. For 
example, Microsoft provides interoperability between OpenID and its Windows 
CardSpace. OpenID extends the entities of the Identity Metasystem and consists 
of the following:

 ◾ End-user: The person who wants to assert his or her identity to a site.
 ◾ Identifier: The URL chosen by the end-user as their OpenID identifier.
 ◾ Identity provider or OpenID provider: This entity provides the service of regis-

tering OpenID URLs and provides OpenID authentication.
 ◾ Relying party: The site that wants to verify the end-user’s identifier (this is 

essentially the service provider).
 ◾ Server or server-agent: The server that verifies the end-user’s identifier.
 ◾ User-agent: The users access the identity provider or a relying party through 

the user agent (e.g., the browser).
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The use of OpenID is as follows. A user visits a relying party’s (e.g., service pro-
vider) website to request a service. This relying party has an OpenID form which is 
the login for the user. The user would then give his identity which is provided by an 
identity prior to the logic process. From this information the relying party will dis-
cover the identity provider website. As stated in [OPEN], the relying party and the 
identity provider may have a shared secret which is referenced by an association han-
dle and stored by the relying party. The relying party then directs the user’s browser 
to the identity provider so that the user can authenticate with the identity provider, 
which the relying party then stores. The relying party redirects the user’s web browser 
to the identity provider so that the user can authenticate with the provider. Usually 
the identity provider requests a password from the user and then requests the user 
whether he/she wants to trust the relying party. If the user rejects this request, then 
access to the services are denied. If not, the user browser is directed to the relying 
party with the user’s credential. The browser is redirected to the designated return 
page on the relying party website along with the user’s credentials. The relying party 
has to verify that the credential indeed came from the identity provider.

5.3.5.2 Shibboleth

Shibboleth is a distributed web resource access control system that allows federations 
to cooperate together to share web-based resources [SHIB]. It defines a protocol for 
carrying authentication information and user attributes from a home to a resource 
site. The resource site can then use the attributes to make access control decisions 
about the user. This web-based middleware layer uses SAML. Access control is car-
ried out in stages. In stage one, the resource site redirects the user to their home site 
and obtains a handle for the user that is authenticated by the home site. In stage two, 
the resource site returns the handle to the attribute authority of the home site and it 
returns a set of attributes of the user, upon which to make an access control decision.

There are some issues with SSO with Shibboleth. How does the resource site 
know the home site of the user? How does it trust the handle returned? The answer 
is, it is handled by the system trust model. Authentication procedure is as follows. 
When the resource site asks for home site from the user, he selects it from the list 
of trusted sites which are already authenticated by Certificates. Handles are vali-
dated by the SAML signature along with the message. The user selects the home 
site from the list. The home site authenticates the user if he is already registered. 
After the home server authentication, it returns a message with SAML sign to the 
Target Resource Site. The Resource site (if sign matches) then provides a pseud-
onym (handle) for the user and sends an assertion message to the home page to 
find out if the necessary attributes are available with the user. To ensure privacy, 
the system provides a different pseudonym for the user’s identity each time. It needs 
the release attribute policy from the user attributes each time to provide control 
over the authority attributes in the target site. Agreement attribute release policy is 
between the user and the administrator.
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Trust is the heart of Shibboleth. It completely trusts the Target Resource Site 
and the Origin Home Site registered in the federation. The disadvantage of the 
existing Trust Model is that there is no differentiation between authentication 
authorities and attribute authorities. There is a scope of allowing more sophisticated 
distribution of trust, such as static or dynamic delegation of authority. Another 
disadvantage in the existing trust model is it provides only basic access control 
capabilities. It lacks the flexibility and sophistication that many applications have 
to provide access control decisions based on role hierarchies or various constraints 
such as the time of day or separation of duties.

In the basic Shibboleth, target site trusts the origin site to authenticate its users 
and manage their attributes correctly while the original site trusts the target site to 
provide services to its users. Trust is conveyed with digitally signed SAML mes-
sages using target and origin server key pairs. Each site has only one key pair per 
Shibboleth system. Thus, there is only a single point of trust per Shibboleth system. 
Therefore, there is a need for a finer-grained distributed trust model and to be able 
to use multiple origin authorities to issue and sign the authentication and attribute 
assertions. Multiple authorities should be able to issue attributes to users and the 
target site should be able to verify issuer/user bindings. The target should be able 
to state in its policy which of the attribute authorities it trusts to issue and which 
attributes to which groups of users. The target site should be able to decide inde-
pendently of the issuing site which attributes and authorities to trust when making 
its access control decisions. Not all attribute-issuing authorities need be part of the 
origin site. A target site should be able to allow a user to gain access to its resources 
if it has attributes issued by multiple authorities. The trust infrastructure should 
support dynamic delegation of authority, so that a holder of a privilege attribute may 
delegate (a subset of) this to another person without having to reconfigure anything 
in the system. The target site should be able to decide if it really does trust the ori-
gin’s attribute repository, and if not, be able to demand a stronger proof-of-attribute 
entitlement than that conferred by a SAML signature from the sending Web server.

Shibboleth defines various trust models. These models have been implemented 
using X.509. We can look at trust from two different aspects:

 ◾ Distribution of trust in attribute-issuing authorities.
 ◾ Trustworthiness of an origin site’s attribute repository.

Further details of the trust models and their implementations as well as autho-
rization and privacy issues are discussed in [TRUST].

5.3.5.3 Liberty Alliance

The Liberty Alliance was formed to promote standards for identity management. 
It now consists of over a 100 members which include technology developers and 
vendors, as well as consumers. Two major efforts released by this consort are the 
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Liberty Identity Federation (also called identity federation) and Liberty Identity 
Web Services (also called identity WS).

Liberty Identity Federation enables the web users (e.g., e-commerce users) to 
authenticate and sign-on a domain and from there have access to multiple services. 
This is the basis of SAML 2.0. As stated in [LIB], the identity WS standard is 
an open framework for deploying and managing identity-based WS. These WS 
applications include Geo-location, Contact Book, Calendar, Mobile Messaging, 
and Liberty People Service. With these services, one can manage bookmarks, blogs, 
photo sharing, and related social services on the web in a privacy-preserving man-
ner. Privacy and policy management are key aspects of the work of Liberty Alliance. 
It is also stated in [LIB] that more than a billion Liberty-enabled devices have been 
tracked globally. More recent efforts include the Identity Governance Framework 
and the Identity Assurance Framework. The Identity Governance Framework is 
a collection of Standards that supports the storage and management of the iden-
tity. It uses LDAP (Lightweight Directory Access Protocol), SAML, and WS-Trust 
standards. The identity assurance framework supports four identity assurance levels 
and these levels have been determined by the National Institute of Standards and 
Technology. Figure 5.16 illustrates the various identity management technologies.

5.3.6 Security Models for WS
Much of the work on secure WS has focused on access control models. That is, 
access control policies will determine the access that a user has to the resources 
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Figure 5.16 Identity management.
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provided by WS. Several standards such as XACML have been developed based on 
the access control models. However, for many applications, the access control mod-
els are not sufficient. For example, in the case of composite WS, one web service, S1, 
may invoke another web service, S2. In such an invocation, S1’s privileges will be 
enforced and not those of the user U who invoked S1. This means that the informa-
tion that is returned to U may be something the user is not authorized to know. To 
avoid such security compromises, a user U may have to delegate its privileges to S1 
so that U’s privileges are used when S1 invokes S2. Such an invocation is governed 
by the delegation models that are utilized.

Another security concern for composite WS is information flow. That is, 
when WS are composed, it is critical that there is no information flow from a high 
level to a low level. Our research has focused on various aspects of WS security 
including the delegation models and information flows for web service composi-
tion. Therefore in this section, we will provide an overview of our research in WS 
security. In particular, we summarize the work we have reported in our recent 
papers [SHE07], [SHE08], and [SHE09]. In this section, we will present our 
delegation model for WS as well as our information flow in service composition. 
Multilevel security for WS is also discussed. Figure 5.17 illustrates the security 
models for WS.

5.3.6.1 Delegation Model

Access control models specify the access that subjects have on objects. It does not 
specify policies for invoking WS. We need appropriate policies for invoking WS. 
For example, suppose service S1 invokes service S2. Furthermore, suppose S1 does 
not have access to a resource X while S2 has access to resource X. If S2 has to 
access X and returns X to S1, then there is a security violation. This means when 
S2 accesses X on behalf of S1, then S1’s privileges must be passed to S2. In the 
above example, such a policy will work as S2 has additional credentials that do not 
belong to S1. The question is what happens if S2 does not have access to X while S1 
has access to X. If S1’s credentials are passed to S2, then S2 will have access to X. 
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Figure 5.17 Security models for web services.
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However, S2 should not have access to X. As a result, we need to pass the credentials 
that are both common to S1 and S2. In this case, when S1 involves S2, S2 will get 
the credentials that are common to both S1 and S2. This also means that S2 will be 
operating with limited credentials.

We have conducted extensive research on delegation models for WS [SHE07] 
and [SHE08]. We believe that delegations models have to be flexible. In some 
cases, S2 will operate with a limited set of credentials in which case no access 
control policies will be violated. That is, if S1 invokes S2, then S2 will not access 
any resources that are not accessible to S1. However, in some cases S2 may need 
to operate using its full credential. Then S2 has to decide what information is to 
be passed on to S1.

Delegation models get more complicated if there are no overlapping credentials. 
That is, if S1 and S2 do not have any credentials in common, then S1 cannot invoke 
S2. For example, if S1 operates with credentials of a professor and S2 operates 
with the credentials of a secretary and if professor and secretary do not have any 
common credentials then a professor cannot request a secretary to carry out some 
functions. In such a case, the system has to determine how to delegate. Separation 
of duty is an important condition in security models. The challenge is how to bring 
the separation of duty concepts into security models for WS. Combining access 
control models with delegation models for composition of WS as well as chain-
based WS needs substantial research. Note that a chain-based web service is of the 
form S1 invoking S2, S2 invoking S3 and S3 invoking S4. Figure 5.18 illustrates 
the delegation model.

5.3.6.2 Information Flow Model

To understand the information flow models, we need to examine the historical 
models. Back in 1973, the Bell and LaPadula model was developed for access 
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control. While this model prevented a low-level subject from getting high-level 
data directly, it did not prevent illegal information flow. For example, by manipu-
lating the locks in a file, data could be covertly passed from a high-level subject to a 
low-level subject. To prevent this type of flow, Goguen and Meseguer developed the 
noninterference model around 1982. With this model, it was not possible for data 
to flow from a high-level subject to a low-level subject. Essentially, the actions of a 
high-level subject did not interfere with those of a low-level subject. Our research 
applied a similar principle for WS.

There have been many efforts on preventing illegal information flow for WS. 
However, the prior work focused on the following aspects. Each web service satis-
fied security properties. The composition of the WS also satisfied security prop-
erties. However, the information flow between the intermediate services was not 
considered. For example, if web service S1 is composed of WS S2, S3, and S4, while 
the end result was secure, there could still be illegal information flow from S3 to S1. 
Figure 5.19 illustrates the information flow model.

Our approach prevents such information flows. Another assumption made by 
previous models is that the composition of WS was carried out by a trusted pro-
cess. This is not realistic when in the web environment there are multiple security 
domains; therefore, we cannot make such an assumption. Our work does not make 
such an assumption.

Our work on information flow models for WS is detailed in [SHE09]. In par-
ticular, we specify transformation factors which measure how likely it is to infer 
the inputs and logical data of a service from its outputs. This in turn is used to 
determine whether information is flowing illegally from a higher-level service to a 
lower-level service. We also develop protocols so that the composition processes are 
not trusted. We then develop algorithms for collaboratively carrying out security 
validation in a web environment.
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5.3.6.3 Multilevel Secure WS

Much of the security research for WS is based on discretionary security. In particu-
lar, attribute-based access control is enforced in many of the models for WS. Our 
research is focusing on delegation models and information flow models which have 
been influenced by the Goguen and Meseguer model for noninterference.

There is not much work reported on multilevel security for WS. Nevertheless, 
we believe that it is an important aspect. We need to ensure that not only are the 
Bell and LaPadula model’s simple security and the star properties satisfied, but the 
Gouge and Meseguer’s noninterference property is also satisfied. In the Bell and 
LaPadula model, a subject can read from an object if the subject’s security level 
dominates that of the object. A subject writes into an object if the subject’s security 
level is dominated by that of the object. In addition, for WS we also need policies 
for invocation. That is, a service S1 invoked another service S2 if the S1 security 
level of the service description of S1 dominates the security level of the service 
description of S2. However, when S1 invokes S2, S2 will operate at the operating 
level of S1. This way S2 will have all the credentials of S1. Therefore, if the service 
description of S2 dominates that of S1, then S1 cannot invoke S2. For example, if 
service description of S2 is Secret and service description of S1 is Unclassified and 
S1 operates at the Unclassified level then S1 cannot invoke S2. If for example, S1 
is allowed to invoke S2, then S2 must operate at the unclassified level and this is a 
problem since the description of S2 is Secret. Suppose now the service descriptions 
of S1 and S2 satisfied the policies. If, however, S1 operates at Unclassified and S2 is 
allowed to operate at the Secret level, then S2 cannot send any results back to S1 as 
it will violate the star property.

5.4 Summary and Directions
This chapter has provided an overview of the service-oriented computing paradigm 
and security issues for services. As we have stated, services are at the heart and soul 
of cloud computing. This is because cloud computing capabilities are provided as 
services to the customers. First, we discussed the notion of services, SOA and WS, 
the emerging X as a service paradigm and SOAD. Then, we discussed security for 
SOA and WS. In particular, we discussed access control for WS, standards such 
as SAML and XACML and some emerging security models such as models for 
delegation, information flow, and multilevel security. We also discussed identity 
management for WS.

There are several areas for future research and development. While there are 
numerous developments on WS, the application of semantic web technologies 
and securing the WS are major challenges. Furthermore, major initiatives such as 
the global information grid and network centric enterprise services are based on 
WS and SOA. Therefore, securing these technologies as well as making WS more 
intelligent by using the semantic web will be critical for the next-generation web. 
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With respect to SOAD, there is no standard way to model and analyze services as 
well as secure services. We also need an appropriate security model for services. 
ABAC is one such model. We need to examine how ABAC can be integrated 
with UCON. We also need to examine the inference problem in more detail for 
services. Finally, we need to develop standards similar to SAML and XACML to 
include more sophisticated forms of fine-grained access control. As WS explode 
and we carry out more and more transactions on the web and we get involved in 
social networks, it is critical that we protect the identity of individuals as well as 
ensure authorized access. Furthermore, a user may be involved in multiple social 
networks and multiple transactions. The user may have different identities in dif-
ferent systems. Therefore, we need an effective mechanism to manage the numer-
ous identities of possibly billions of users. Research on identity management is just 
beginning. We need a lot more work in this area to include developing appropri-
ate standards. Finally, with respect to security models, while much of the work 
has focused on access control models for WS, we have carried out some work on 
delegation models and information flow models. With the delegation models, the 
idea is for services to delegate its credentials to another service that it invokes for 
execution. With the information flow models, the goal is to ensure that informa-
tion is not passed from a high level to a low level during service composition. 
While access control models for WS are fairly advanced, research in delegation 
models and information flow models is still in its infancy. Our work has explored 
only some initial ideas. We need to formally specify security properties and prove 
that the services are secure with respect to the delegation models and information 
flow models. We also need to examine the integration of access control, delegation, 
and information flow models.

We have given URLs as references for the various web serviced and secure WS 
technologies, standards, and protocols. It should be noted that these URLs could 
change and therefore we urge the reader to check the W3C and OASIS web pages as 
well as the web pages of corporations developing standards such as Microsoft and IBM 
to keep up with the developments. As stated in Section 5.1, cloud computing is usually 
provided as a collection of services to the consumer. Therefore, the topics discussed in 
this chapter form the essence of cloud computing and secure cloud computing.
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Chapter 6

Semantic Web Services 
and Security

6.1 Overview
In the previous chapter, we discussed services computing and secure services com-
puting. While services are becoming an essential aspect of cloud computing, at 
present the services are not semantically enabled. Furthermore, while the current 
web technologies facilitate the integration of information from a syntactic point 
of view, there is still a lot to be done to handle the different semantics of various 
systems and applications. That is, current web technologies depend a lot on the 
“human-in-the-loop” for information management and integration. In this chap-
ter, we will discuss semantic web technologies and how WS could exploit these 
technologies so that they are semantically enabled. Note that we define a cloud that 
utilizes semantic web technologies to be a semantic cloud. Later on in this book we 
discuss several experimental systems that are based on the semantic cloud.

Tim Berners Lee, the father of WWW, realized the inadequacies of current 
web technologies and subsequently strived to make the web more intelligent. His 
goal was to have a web that would essentially alleviate humans from the burden of 
having to integrate disparate information sources as well as to carry out extensive 
searches. He then came to the conclusion that one needs machine-understandable 
web pages and the use of ontologies for information integration. This resulted in the 
notion of the semantic web [LEE01]. The WS that take advantage of semantic web 
technologies are semantic web services.

A semantic web can be thought of as a web that is highly intelligent and 
sophisticated so that one needs little or no human intervention to carry out tasks 
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such as scheduling appointments, coordinating activities, searching for complex 
documents, as well as integrating disparate databases and information systems. 
While much progress has been made toward developing such an intelligent web, 
there is still a lot to be done. For example, technologies such as ontology matching, 
intelligent agents, and markup languages are contributing a lot toward developing 
the semantic web. Nevertheless, one still needs the human to make decisions and 
take actions.

There have been many recent developments on the semantic web. The W3C is 
specifying standards for the semantic web [W3C]. These standards include speci-
fications for XML, RDF, and Interoperability. However, it is also very important 
that the semantic web be secure. That is, the components that constitute the seman-
tic web have to be secure. The components include XML, RDF, and Ontologies. In 
addition, we need secure information integration. We also need to examine trust 
issues for the semantic web. It is therefore important that we need standards for 
securing the semantic web including specifications for secure XML, secure RDF, 
and secure interoperability (see [THUR05]). In this chapter, we will discuss the 
various components of the semantic web and discuss semantic web services.

While agents are crucial to manage the data and the activities on the semantic 
web, usually agents are not treated as part of semantic web technologies by some 
while others consider agents as part of the semantic web. Because the subject of 
agents is vast and there are numerous efforts on developing agents as well as secure 
agents, we do not discuss agents as part of this book. However, we mention agents 
throughout the book as it is these agents that use XML and RDF and make sense 
of the data and understand web pages. Agents act on behalf of the users. Agents 
communicate with each other using well-defined protocols. Various types of agents 
have been developed depending on the tasks they carry out. These include mobile 
agents, intelligent agents, search agents, and knowledge management agents. Agents 
invoke WS to carry out the operations. For details of agents we refer to [HEND01].

As the demand for data and information management increases, there is also a 
critical need for maintaining the security of the databases, applications, and infor-
mation systems. Data and information have to be protected from unauthorized 
access as well as from malicious corruption. With the advent of the web, it is even 
more important to protect the data and information as numerous individuals now 
have access to these data and information. Therefore, we need effective mechanisms 
to secure the semantic web technologies. In particular, we need to secure XML and 
RDF documents as well as other components such as secure ontologies and secure 
web rules.

The organization of this chapter is as follows. In Section 6.2, we will pro-
vide an overview of semantic web technologies. In particular, we will discuss 
the layered architecture for the semantic web as specified by Tim Berners Lee, 
the components such as XML, RDF, ontologies, and web rules and semantic 
web services. Security for semantic web technologies is discussed in Section 6.3. 
This chapter is summarized in Section 6.4. Figure 6.1 illustrates the concepts 
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discussed in this chapter. Much of the discussion of the semantic web is summa-
rized from the book by Antoniou and van Harmelen [ANTO08]. For an up-to-
date specification, see [W3C].

6.2 Semantic Web
6.2.1 Layered Technology Stack
Figure 6.2 illustrates the layered technology stack for the semantic web. This is the 
architecture that was developed by Tim Berners Lee. Essentially the semantic web 
consists of layers where each layer takes advantage of the technologies of the previ-
ous layer. The lowest layer is the protocol layer and this is usually not included in 
the discussion of the semantic technologies. The next layer is the XML layer. XML 
is a document representation language and will be discussed in Section 6.2.2. While 
XML is sufficient to specify syntax, semantics such as “the creator of document D is 
John” is hard to specify in XML. Therefore, the W3C developed RDF which uses 
XML syntax. We describe RDF in Section 6.2.3.

The semantic web community then went further and came up with a specifica-
tion of ontologies in languages such as OWL. Note that OWL addresses the inade-
quacies of RDF. We discuss OWL in Section 6.2.4. To reason about various policies, 

Semantic web
services  and
web security

Secure semantic
web services Semantic web

Figure 6.1 Semantic web services and security.

Logic, proof, and trust

Rules/query

RDF, ontologies

XML, XML schemas

URI, UNICODE

Figure 6.2 technology stack for the semantic web.
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the semantic web community has come up with a web rules language such as SWRL 
(Semantic Web Rules Language) and Rules ML (Rules Markup Language). Rules 
are discussed in Section 6.2.5. Semantic web services are discussed in Section 6.2.6.

6.2.2 eXtensible Markup Language
XML is needed due to the limitations of HTML and complexities of SGML 
(Standard Generalized Markup Language). It is an extensible markup language 
specified by the W3C and designed to make the interchange of structured docu-
ments over the Internet easier. An important aspect of XML used to be Document 
Type Definitions (DTDs) which define the role of each element of the text in a for-
mal model. XML schemas have now become critical to specify the structure. XML 
schemas are also XML documents. This section will discuss various components of 
XML including: statements, elements, attributes, and schemas. The components of 
XML are illustrated in Figure 6.3.

6.2.2.1 XML Statement and Elements

The following is an example of an XML statement that describes the fact that “John 
Smith is a Professor in Texas.” The elements are name and state. The XML state-
ment is as follows:

<Professor>
        <name> John Smith </name>
        <state> Texas </state>
</Professor>

6.2.2.2 XML Attributes

Suppose we want to specify that there is a professor called John Smith who makes 
$60 K. Then we can use either elements or attributes to specify this. The example 
below shows the use of attributes Name and Salary.

XML
namespaces

Xpath
expressions

XML
elements

and attributes 

XML
DTDs

and schemas 

Components
of

XML 

Figure 6.3 Components of XML.
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<Professor
        Name = “John Smith”, Access = All, Read
        Salary = “60K”
        </Professor>

6.2.2.3 XML DTDs

DTDs essentially specify the structure of XML documents. Consider the following 
DTD for Professor with elements Name and State. This will be specified as:

<!ELEMENT Professor Officer (Name, State)>
<!ELEMENT name (#PCDATA)>
<!ELEMENT state (#PCDATA)>
<!ELEMENT access (#PCDATA).>

6.2.2.4 XML Schemas

While DTDs were the early attempts to specify structure for XML documents, 
XML schemas are far more elegant to specify structures. Unlike DTDs, XML 
schemas essentially use the XML syntax for specification. Consider the following 
example:

<ComplexType = name = “ProfessorType”>
        <Sequence>
        <element name = “name” type = “string”/>
        <element name = “state” type = “string”/>
        <Sequence>
</ComplexType>

6.2.2.5 XML Namespaces

Namespaces are used for DISAMBIGUATION. An example is given below.

<CountryX: Academic-Institution
        Xmlns: CountryX = http://www.CountryX.edu/Institution DTD”
        Xmlns: USA = “http://www.USA.edu/Institution DTD”
        Xmlns: UK = “http://www.UK.edu/Institution DTD”
<USA: Title = College
        USA: Name = “University of Texas at Dallas”
        USA: State = “Texas”
<UK: Title = University
        UK: Name = “Cambridge University”
        UK: State = Cambs
</CountryX: Academic-Institution>
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6.2.2.6 XML Federations/Distribution

XML data may be distributed and the databases may form federations. This is illus-
trated in the segment below.

Site 1 document:

<Professor-name>
        <ID> 111 </ID>
        <Name> John Smith </name>
        <State> Texas </state>
</Professor-name>

Site 2 document:

<Professor-salary>
        <ID>  111 </ID>
        <salary>  60K </salary>
</Professor-salary>

6.2.2.7 XML-QL, XQuery, XPath, XSLT

XML-QL and XQuery are query languages that have been proposed for XML. 
XPath is used to specify the queries. Essentially, Xpath expressions may be used to 
reach a particular element in the XML statement. In our research, we have specified 
policy rules as Xpath expressions (see [BERT04]). XSLT is used to present XML 
documents. Details are given in [W3C] as well as in [ANTO08]. Another useful 
reference is [LAUR00].

6.2.3 Resource Description Framework
While XML is ideal to specify the syntax of various statements, it is difficult to 
specify the semantics of a statement with XML. For example, with XML, it is dif-
ficult to specify statements such as:

 ◾ Engineer is a subclass of Employee
 ◾ Engineer inherits all properties of Employee

Note that the above statement specifies the class/subclass and inheritance rela-
tionships. RDF was developed by Tim Berners Lee and his team so that the inade-
quacies of XML could be handled. RDF uses XML syntax. Additional constructs are 
needed for RDF and we discuss some of them. Details can be found in [ANTO08].

RDF is the essence of the semantic web. It provides semantics with the use of 
ontologies to various statements and uses XML syntax. RDF concepts include the 
basic model which consists of resources, properties, and statements, and the con-
tainer model which consists of bag, sequence, and alternative. We discuss some of 
the essential concepts. The components of RDF are illustrated in Figure 6.4.
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6.2.3.1 RDF Basics

The RDF basic model consists of resource, property, and statement. In RDF every-
thing is a resource such as person, vehicle, and animal. Properties describe relation-
ships between resources such as “bought,” “invented,” and “ate.” Statement is a 
triple of the form: (object, property, value). Examples of statements are:

 ◾ Berners Lee invented the semantic web
 ◾ Tom ate the apple
 ◾ Mary brought a dress

Figure 6.5 illustrates a statement in RDF. Here, Berners Lee is the object, 
semantic web is the value, and invented is the property.

6.2.3.2 RDF Container Model

RDF container model consists of bag, sequence, and alternative. As described in 
[ANTO08], these constructs are specified in RDF as follows:

Bag: Unordered container, may contain multiple occurrences
• Rdf: Bag

Seq: Ordered container, may contain multiple occurrences
• Rdf: Seq

Alt: a set of alternatives
• Rdf: Alt

RDF
container

model

RDF
schemas

RDF
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RDF
basic

model

Components
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Figure 6.4 Components of rDF.

Tim Berners
Lee

Semantic
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Figure 6.5 rDF statement.
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6.2.3.3 RDF Specification

As stated in [ANTO08], RDF specifications have been given for Attributes, Types, 
Nesting, Containers, and so on. An example is the following: “Berners Lee is the 
Author of the book Semantic Web.”

The above statement is specified as follows (see also [ANTO08]):

<rdf: RDF
xmlns: rdf = “http://w3c.org/1999/02-22-rdf-syntax-ns#”
xmlns: xsd = “http://- - -
xmlns: uni = “http://- - - -

<rdf: Description: rdf: about = “949352”
<uni: name = Berners Lee </uni:name>
<uni: title> Professor <uni:title>

</rdf: Description>
<rdf: Description rdf: about: “ZZZ”

<uni: bookname> semantic web <uni:bookname>
<uni: authoredby:Berners Lee <uni:authoredby>

</rdf: Description>
</rdf: RDF>

6.2.3.4 RDF Schemas

While XML schemas specify the structure of the XML document and can be con-
sidered to be metadata, RDF schema specifies relationships such as the class/sub-
class relationships. For example, we need RDF Schema to specify statements such 
as engineer is a subclass of employee. The following is the RDF specification for 
this statement.

<rdfs: Class rdf: ID = “engineer”
<rdfs: comment>
The class of Engineers
All engineers are employees
<rdfs: comment>
<rdfs: subClassof rdf: resource = “employee”/>
<rdfs: Class>

6.2.3.5 RDF Axiomatic Semantics

First-order logic is used to specify formulas and inferencing. The following con-
structs are needed:

Built-in functions (first) and predicates (type)
Modus Ponens: From A and If A then B, deduce B

The following example is taken from [ANTO08]:
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EXAMPLE

All Containers are Resources; that is if X is a container, then X is a resource.

Type(?c, Container) → Type(?c, Resource)
If we have Type (A, Container) then we can infer Type (A, Resource)

6.2.3.6 RDF Inferencing

Unlike XML, RDF has inferencing capabilities. While first-order logic provides a 
proof system, it will be computationally infeasible to develop such a system using 
first-order logic. As a result, horn clause logic was developed for logic program-
ming [LLOY87]; this is still computationally expensive. Semantic web is based on 
a restricted logic called Descriptive Logic and details can be found in [ANTO08]. 
RDF uses If then Rules as follows:

IF E contains the triples (?u, rdfs: subClassof, ?v)
and (?v, rdfs: subClassof ?w)
THEN
E also contains the triple (?u, rdfs: subClassOf, ?w)
That is, if u is a subclass of v, and v is a subclass of w, then u is a subclass of w.

6.2.3.7 RDF Query

Like XML Query languages such as X-Query and XML-QL, query languages are 
also being developed for RDF. One can query RDF using XML, but this will be 
very difficult as RDF is much richer than XML. Therefore, RQL has been devel-
oped. RQL is an SQL-like language which has been developed for RDF. It is of 
the form:

Select from “RDF document” where some “condition.”

6.2.3.8 SPARQL Protocol and RDF Query Language

The RDF Data group at W3C has developed a query language for RDF called 
SPARQL which is becoming the standard now for querying RDF documents. We 
are developing SPARQL query processing algorithms for clouds. We have also 
developed query optimizer for SPARQL queries.

6.2.4 Ontologies
Ontologies are common definitions for any entity, person, or thing. Ontologies 
are needed to clarify various terms and therefore they are crucial for machine-
understandable web pages. Several ontologies have been defined and available for 
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use. Defining a common ontology for an entity is a challenge as different groups 
may come up with different definitions. Therefore, we need mappings for mul-
tiple ontologies. That is, these mappings map one ontology to another. Specific 
languages have been developed for ontologies. Note that RDF was developed as 
XML and is not sufficient to specify semantics such as class/subclass relationship. 
RDF is also limited as one cannot express several other properties such as Union 
and Intersection. Therefore, we need a richer language. Ontology languages were 
developed by the semantic web community for this purpose.

OWL (Web Ontology Language) is a popular ontology specification language. 
It is a language for ontologies and relies on RDF. DARPA (Defense Advanced 
Research Projects Agency) developed the early language DAML (DARPA Agent 
Markup Language). The Europeans developed OIL (Ontology Interface Language). 
DAML + OIL combine both and were the starting point for OWL. OWL was 
developed by W3C. OWL is based on a subset of first-order logic and that is 
descriptive logic.

OWL features include: subclass relationship, class membership, equivalence of 
classes, classification and consistency (e.g., x is an instance of A, A is a subclass of 
B, x is not an instance of B).

There are three types of OWL: OWL-Full, OWL-DL, OWL-Lite. Automated 
tools for managing ontologies are called ontology engineering.

Below is an example OWL specification:

Textbooks and Coursebooks are the same
EnglishBook is not a FrenchBook
EnglishBook is not a GermanBook

<owl: Class rdf: about = “#EnglishBook”>
<owl: disjointWith rdf: resource “#FrenchBook”/>
<owl: disjointWith rdf: resource = #GermanBook”/>

</owl:Class>
<owl: Class rdf: ID = “TextBook”>

<owl: equivalentClass rdf: resource = “CourseBook”/>
</owl: Class>

Below is an OWL specification for Property

Englishbooks are read by Students

<owl: ObjectProperty rdf: about = “#readBy”>
<rdfs domain rdf: resource = “#EnglishBook”/>
<rdfs: range rdf: resource = “#student”/>

<rdfs: subPropertyOf rdf: resource = #involves”/>
</owl: ObjectProperty>

Below is an OWL spec for property restriction.

All Frenchbooks are read only by Frenchstudents
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<owl: Class rdf: about = “#”FrenchBook”>
<rdfs: subClassOf>

<owl: Restriction>
<owl: onProperty rdf: resource = “#readBy”>
<owl: allValuesFrom rdf: resource = #FrenchStudent”/>
</rdfs: subClassOf>
</owl: Class>

6.2.5 Web Rules and SWRL

6.2.5.1 Web Rules

RDF is built on XML and OWL is built on RDF. We can express subclass relation-
ships in RDF and additional relationships can be expressed in OWL. However, 
reasoning power is still limited in OWL. Therefore, we need to specify rules and 
subsequently a markup language for rules so that machines can understand and 
make inferences.

Below are some examples as given in [ANTO08].

Studies(X,Y), Lives(X,Z), Loc(Y,U), Loc(Z,U) → DomesticStudent(X)

That is, if John Studies at UTD and John lives on Campbell Road and the loca-
tion of Campbell Road and UTD are Richardson then John is a Domestic student.

Note that Person (X) → Man(X) or Woman(X) is not a rule in predicate logic.

That is if X is a person then X is either a man or a woman cannot be expressed in 
first-order predicate logic. Therefore, in predicate logic we express the above as if X is 
a person and X is not a man then X is a woman and similarly if X is a person and X is 
not a woman then X is a man. That is, in predicate logic, we can have a rule of the form

Person(X) and Not Man(X) → Woman(X)
However, in OWL we can specify the rule if X is a person then X is a man or X 

is a woman.
Rules can be monotonic or nonmonotonic.
Below is an example of a monotonic rule:
→ Mother(X,Y)
Mother(X,Y) → Parent(X,Y)
If Mary is the mother of John, then Mary is the parent of John
Rule is of the form:
B1, B2, …, Bn → A
That is, if B1, B2, …, Bn hold then A holds

In the case of nonmonotonic reasoning, if we have X and NOT X, we do not 
treat them as inconsistent as in the case of monotonic reasoning. For example, as 
discussed in [ANTO08], consider the example of an apartment that is acceptable 
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to John. That is, in general John is prepared to rent an apartment unless the apart-
ment has less than two bedrooms and does not allow pets. This can be expressed 
as follows:

 ◾ → Acceptable(X)
 ◾ Bedroom(X,Y), Y < 2 → NOT Acceptable(X)
 ◾ NOT Pets(X) → NOT Acceptable(X)

The first rule states that an apartment is in general acceptable to John. The sec-
ond rule states that if the apartment has less than two bedrooms, it is not acceptable 
to John. The third rule states that if pets are not allowed, then the apartment is not 
acceptable to John. Note that there could be a contradiction. But with nonmono-
tonic reasoning this is allowed, while it is not allowed in monotonic reasoning.

We need rule markup languages for the machine to understand the rules. The 
various components of logic are expressed in the Rule Markup Language called 
RuleML developed for the semantic web. Both monotonic and nonmonotonic rules 
can be represented in RuleML.

An example representation of Fact Parent(A) that is A is a parent is expressed 
as follows:

<fact>
        <atom>
    <predicate>Parent</predicate>
      <term>
        <const>A</const>
      </term>
    </atom>
</fact>

6.2.5.2 Semantic Web Rules Language

W3C has come up with a new rules language that integrates both OWL and Web 
Rules and this is SWRL. The authors of SWRL state that SWRL extends the 
set of OWL axioms to include Horn-like rules. This way, Horn-like rules can be 
combined with an OWL knowledge base. Such a language will have the representa-
tional power of OWL and the reasoning power of logic programming. We illustrate 
SWRL components in Figure 6.6.

The authors of SWRL (Horrocks et al.) also state that the proposed rules are in 
the form of an implication between an antecedent (body) and consequent (head). 
The intended meaning can be read as: whenever the conditions specified in the 
antecedent hold, then the conditions specified in the consequent must also hold. 
An XML syntax is also given for these rules based on RuleML and the OWL XML 
presentation syntax. Furthermore, an RDF concrete syntax based on the OWL 
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RDF/XML exchange syntax is presented. The rule syntaxes are illustrated with 
several running examples. Finally, we give usage suggestions and cautions.

The following is an SWRL example that we have taken from the W3C specifi-
cation of SWRL [SWRL]. It states that if x1 is the child of x2 and x3 is the brother 
of x2, then x3 is the uncle of x1. For more details of SWRL, we refer the reader to 
the W3C specification [SWRL]. The example uses XML syntax.

<ruleml:imp>
<ruleml:_rlab ruleml:href = “#example1”/>
<ruleml:_body>

<swrlx:individualPropertyAtom swrlx:property=“hasParent”>
<ruleml:var>x1</ruleml:var>
<ruleml:var>x2</ruleml:var>

</swrlx:individualPropertyAtom>
<swrlx:individualPropertyAtom swrlx:property=“hasBrother”>

<ruleml:var>x2</ruleml:var>
<ruleml:var>x3</ruleml:var>

</swrlx:individualPropertyAtom>
</ruleml:_body>
<ruleml:_head>

<swrlx:individualPropertyAtom swrlx:property=“hasUncle”>
<ruleml:var>x1</ruleml:var>
<ruleml:var>x3</ruleml:var>

</swrlx:individualPropertyAtom>
</ruleml:_head>

</ruleml:imp>

6.2.6 Semantic Web Services
Semantic web services utilize semantic web technologies. As we have stated in 
Chapter 5, WS utilize WSDL and SOAP messages which are based on XML. With 
semantic web technologies, one could utilize RDF to express semantics in the mes-
sages as well as with WS description languages. Ontologies could be utilized for 

OWLRule ML

SWRL

Figure 6.6 SWrL components.
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handling heterogeneity. For example, if the words in the messages or service descrip-
tions are ambiguous, then ontologies could resolve these ambiguities. Finally, rule 
languages such as SWRL could be used for reasoning power for the messages as 
well as the service descriptions.

As stated in [SWS], the mainstream XML standards for interoperation of WS 
specify only syntactic interoperability, not the semantic meaning of messages. For 
example, WSDL can specify the operations available through a web service and the 
structure of data sent and received but cannot specify semantic meaning of the data 
or semantic constraints on the data. This requires programmers to reach specific 
agreements on the interaction of WS and makes automatic web service composi-
tion difficult.

Semantic web services are built around semantic web standards for the inter-
change of semantic data, which makes it easy for programmers to combine data 
from different sources and services without losing meaning. WS can be activated 
“behind the scenes” when a web browser makes a request to a web server, which 
then uses various WS to construct a more sophisticated reply than it would have 
been able to do on its own. Semantic web services can also be used by automatic 
programs that run without any connection to a web browser.

Later on in this book we will discuss how semantic web, security, and WS could 
be integrated for semantic web services. Figure 6.7 illustrates various components 
of semantic web services.

6.3 Secure Semantic Web Services
6.3.1 Security for the Semantic Web
We first provide an overview of security issues for the semantic web and then dis-
cuss some details on XML security, RDF security, and secure information integra-
tion, which are components of the secure semantic web. As more progress is made 
on investigating these various issues, we hope that appropriate standards would 
be developed for securing the semantic web. Security cannot be considered in 
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Figure 6.7 Semantic web services.
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isolation. That is, there is no one layer that should focus on security. Security cuts 
across all layers and this is a challenge. That is, we need security for each of the lay-
ers as illustrated in Figure 6.8.

For example, consider the lowest layer. One needs secure TCP/IP, secure sock-
ets, and secure HTTP. There are now security protocols for these various lower 
layer protocols. One needs end-to-end security. That is, one cannot just have secure 
TCP/IP built on untrusted communication layers; we need network security. The 
next layer is XML and XML schemas. One needs secure XML. That is, access must 
be controlled to various portions of the document for reading, browsing, and modi-
fications. There is research on securing XML and XML schemas. The next step is 
securing RDF. Now with RDF not only do we need secure XML, we also need 
security for the interpretations and semantics. For example, under certain contexts, 
portions of the document may be Unclassified while under certain other contexts 
the document may be Classified.

Once XML and RDF have been secured, the next step is to examine security for 
ontologies and interoperation. That is, ontologies may have security levels attached to 
them. Certain parts of the ontologies could be Secret while certain other parts may be 
Unclassified. The challenge is how does one use these ontologies for secure informa-
tion integration? Researchers have done some work on the secure interoperability of 
databases. We need to revisit this research and then determine what else needs to be 
done so that the information on the web can be managed, integrated, and exchanged 
securely. Logic, proof, and trust are at the highest layers of the semantic web. That is, 
how can we trust the information that the web gives us?

We also need to examine the inference problem for the semantic web. Inference 
is the process of posing queries and deducing new information. It becomes a prob-
lem when the deduced information is something the user is unauthorized to know. 
With the semantic web, and especially with data mining tools, one can make all 
kinds of inferences. Recently there has been some research on controlling unau-
thorized inferences on the semantic web. We need to continue with such research 
(see, e.g., [FARK03], [THUR06]).

Logic, proof, and trust with respect to 
security

Security for rules/query

Security for RDF, ontologies

Security for XML, XML schemas

Security for URI, UNICODE

Figure 6.8 Layers for the secure semantic web.
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Security should not be an afterthought. We have often heard that one needs to 
insert security into the system right from the beginning. Similarly, security cannot 
be an afterthought for the semantic web. However, we cannot also make the system 
inefficient if we must guarantee 100% security at all times. What is needed is a 
flexible security policy. During some situations we may need 100% security, while 
during some other situations say 30% security may be sufficient.

6.3.2 XML Security
Various research efforts have been reported on XML security (see, e.g., [BERT02]). 
We briefly discuss some of the key points. The main challenge is whether to give 
access to the entire XML documents or parts of the documents. Bertino et al. have 
developed authorization models for XML. They have focused on access control 
policies as well as on dissemination policies. They also considered push and pull 
architectures. They specified the policies in XML. The policy specification contains 
information about which users can access which portions of the documents. In 
[BERT02], algorithms for access control as well as computing views of the results 
are presented. In addition, architectures for securing XML documents are also dis-
cussed. In [BERT04], the authors go further and describe how XML documents 
may be published on the web. The idea is for owners to publish documents, subjects 
to request access to the documents, and untrusted publishers to give the subjects 
the views of the documents they are authorized to see.

W3C is specifying standards for XML security. The XML security project (see 
[XML1]) is focusing on providing the implementation of security standards for 
XML. The focus is on XML-Signature Syntax and Processing, XML-Encryption 
Syntax and Processing and XML Key Management. W3C also has a number of 
working groups including XML Signature working group (see [XML2]) and XML 
encryption working group (see [XML3]). While the standards are focusing on what 
can be implemented in the near-term, much research is needed on securing XML 
documents.

6.3.3 RDF Security
RDF is the foundation of the semantic web. While XML is limited in provid-
ing machine-understandable documents, RDF handles this limitation. As a result, 
RDF provides better support for interoperability as well as searching and catalog-
ing. It also describes contents of documents as well as relationships between various 
entities in the document. While XML provides syntax and notations, RDF supple-
ments this by providing semantic information in a standardized way.

The basic RDF model has three components: they are resources, properties, 
and statements. Resource is anything described by RDF expressions. It could be a 
web page or a collection of pages. Property is a specific attribute used to describe 
a resource. RDF statements are resources together with a named property plus the 
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value of the property. Statement components are subject, predicate, and object. So 
for example, if we have a sentence of the form “John is the creator of xxx,” then xxx 
is the subject or resource, property, or predicate is “creator” and object or literal is 
“John.” There are RDF diagrams very much like say ER diagrams or object dia-
grams to represent statements. It is important that the intended interpretation be 
used for RDF sentences. This is accomplished by RDF schemas. Schema is sort of a 
dictionary and has interpretations of various terms used in sentences.

More advanced concepts in RDF include the container model and statements 
about statements. The container model has three types of container objects and 
they are Bag, Sequence, and Alternative. A bag is an unordered list of resources or 
literals. It is used to mean that a property has multiple values but the order is not 
important. A sequence is a list of ordered resources. Here, the order is important. 
Alternative is a list of resources that represent alternatives for the value of a prop-
erty. Various tutorials in RDF describe the syntax of containers in more detail.

RDF also provides support for making statements about other statements. For 
example, with this facility one can make statements of the form “The statement A is 
false” where A is the statement “John is the creator of X.” Again one can use object-
like diagrams to represent containers and statements about statements. RDF also 
has a formal model associated with it. This formal model has a formal grammar. 
For further information on RDF we refer to the excellent discussion in the book by 
Antoniou and van Harmelen [ANTO08].

Now to make the semantic web secure, we need to ensure that RDF docu-
ments are secure. This would involve securing XML from a syntactic point of 
view. However, with RDF, we also need to ensure that security is preserved at 
the semantic level. The issues include the security implications of the concepts 
resource, properties, and statements. That is, how is access control ensured? How 
can statements and properties about statements be protected? How can one pro-
vide access control at a finer grain of granularity? What are the security properties 
of the container model? How can bags, lists, and alternatives be protected? Can 
we specify security policies in RDF? How can we resolve semantic inconsistencies 
for the policies? How can we express security constraints in RDF? What are the 
security implications of statements about statements? How can we protect RDF 
schemas? These are difficult questions and we need to start research to provide 
answers. XML security is just the beginning. Securing RDF is much more chal-
lenging (see also [CARM04]).

6.3.4 Security and Ontologies
Ontologies are essentially representations of various concepts in order to avoid 
ambiguity. Numerous ontologies have been developed. These ontologies have been 
used by agents to understand the web pages and conduct operations such as the 
integration of databases. Furthermore, ontologies can be represented in languages 
such as RDF or special languages such as OWL.
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Now, ontologies have to be secure. That is, access to the ontologies has to be 
controlled. This means that different users may have access to different parts of 
the ontology. On the other hand, ontologies may be used to specify security poli-
cies just as XML and RDF have been used to specify the policies. That is, we will 
describe how ontologies may be secured as well as how ontologies may be used to 
specify the various policies.

6.3.5 Secure Query and Rules Processing
The layer above the Secure RDF layer is the Secure Query and Rules processing 
layer. While RDF can be used to specify security policies (see, e.g., [CARM04]), 
the web rules language being developed by W3C is more powerful to specify 
complex policies. Furthermore, inference engines are being developed to process 
and reason about the rules (e.g., the Pellet engine developed at the University of 
Maryland). One could integrate ideas from the database inference controller that 
we have developed (see [THUR93]) with web rules processing to develop an infer-
ence or privacy controller for the semantic web.

The query-processing module is responsible for accessing the heterogeneous 
data and information sources on the semantic web. Researchers are examining ways 
to integrate techniques from web query processing with semantic web technologies 
to locate, query, and integrate the heterogeneous data and information sources. We 
need to examine the security impact of query processing.

6.3.6 Privacy and Trust for the Semantic Web
Privacy is about protecting information about individuals. Furthermore, an indi-
vidual can specify say to a web service provider the information that can be released 
about him or her. Privacy has been discussed a great deal in the past especially when 
it relates to protecting medical information about patients. Social scientists as well 
as technologists have been working on privacy issues. However, privacy has received 
enormous attention during the past year. This is mainly because of the advent of 
the web, the semantic web, counter-terrorism, and national security. For example, 
in order to extract information about various individuals and perhaps prevent and/
or detect potential terrorist attacks, data mining tools are being examined. We have 
heard much about national security versus privacy in the media. This is mainly due 
to the fact that people are now realizing that to handle terrorism, the government 
may need to collect data about individuals and mine the data to extract informa-
tion. Data may be in relational databases or it may be text, video, and images. This 
is causing a major concern with various civil liberties unions (see [THUR02]). 
Closely related to privacy is anonymity. Some argue that it is more important to 
maintain anonymity.

With the web and the semantic web, there is now an abundance of data about 
individuals that one can obtain within seconds. The data could be structured data 



Semantic Web Services and Security  ◾  135

© 2010 Taylor & Francis Group, LLC

or could be multimedia data such as text, images, video, and audio. Information 
could be obtained through mining or just from information retrieval. Data mining 
is an important tool in making the web more intelligent. That is, data mining may 
be used to mine the data on the web so that the web can evolve into the semantic 
web. However, this also means that there may be threats to privacy. Therefore, 
one needs to enforce privacy controls on databases and data mining tools on the 
semantic web. This is a very difficult problem. In summary, one needs to develop 
techniques to prevent users from mining and extracting information from data 
whether they are on the web or on networked servers. Note that data mining is a 
technology that is critical for analysts so that they can extract patterns previously 
unknown. However, we do not want the information to be used in an incorrect 
manner. For example, based on information about a person, an insurance company 
could deny insurance or a loan agency could deny loans. In many cases, these deni-
als may not be legitimate. Therefore, information providers have to be very careful 
in what they release. Also, data mining researchers have to ensure that privacy 
aspects are addressed.

While little work has been reported on privacy issues for the semantic web, we 
are moving in the right direction. As research initiatives are started in this area, 
we can expect some progress to be made. Note that there are also social and politi-
cal aspects to consider. That is, technologists, sociologists, policy experts, counter-
terrorism experts, and legal experts have to work together to develop appropriate 
data mining techniques as well as to ensure privacy. Privacy policies and standards 
are also urgently needed. That is, while the technologists develop privacy solutions, 
we need the policy makers to work with standards organizations so that appropri-
ate privacy standards are developed. W3C has made a good start with P3P (the 
platform for privacy preferences).

The challenge is to provide solutions to enhance national security but at the 
same time ensure privacy. There is now research at various laboratories on privacy 
enhanced/sensitive/preserving data mining (e.g., Agrawal at IBM Almaden, Gehrke 
at Cornell University and Clifton at Purdue University, see for example [AGRA00], 
[CLIF02], [GEHR02]). The idea here is to continue with mining but at the same 
time ensure privacy as much as possible. For example, Clifton has proposed the use 
of the multi-party security policy approach for carrying out privacy sensitive data 
mining. While there is some progress, we still have a long way to go. Some useful 
references are provided in [CLIF02] (see also [EVFI02]).

We give some more details on our approach. Note that one mines the data 
and extracts patterns and trends. The privacy constraints determine which patterns 
are private and to what extent. For example, suppose one could extract the names 
and healthcare records. If we have a privacy constraint that states that names and 
healthcare records are private, then this information is not released to the general 
public. If the information is semi-private, then it is released to those who have a 
need to know. Essentially, the inference controller approach we have discussed is 
one solution to achieving some level of privacy. It could be regarded to be a type 
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of privacy-sensitive data mining. In our research study we have found many chal-
lenges to the inference controller approach that we have developed (see [THUR93]). 
These challenges will have to be addressed when handling privacy constraints (see 
also [THUR04]). Figure 6.9 illustrates privacy controllers for the semantic web. As 
illustrated, there are data mining tools on the web that mine the web databases. The 
privacy controller should ensure privacy-preserving data mining. Ontologies may 
be used by the privacy controllers. For example, there may be ontology specifica-
tion for privacy constructs. Furthermore, XML may be extended to include privacy 
constraints. RDF may incorporate privacy semantics. We need to carry out more 
research on the role of ontologies for privacy control.

Much of the work on privacy-preserving data mining focuses on relational data. 
We need to carry out research on privacy-preserving semantic web data mining. We 
need to combine techniques for privacy-preserving data mining with techniques for 
semantic web data mining to obtain solutions for privacy-preserving semantic web 
data mining.

Recently there has been much work on trust and the semantic web (see the 
research by Finin et al. [DENK03], [KAGA03]). The challenges include how do 
you trust the information on the web? How do you trust the sources? How do you 
negotiate between different parties and develop contracts? How do you incorporate 
constructs for trust management and negotiation into XML and RDF? What are 
the semantics for trust management?

Researchers are working on protocols for trust management. Languages for 
specifying trust management constructs are also being developed. Also there is 
research on the foundations of trust management. For example, if A trusts B and 
B trusts C, then can A trust C? How do you share the data and information on the 
semantic web and still maintain autonomy. How do you propagate trust? For exam-
ple, if A trusts B at say 50% of the time and B trusts C 30% of the time, then what 
value do you assign for A trusting C? How do you incorporate trust into semantic 
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Figure 6.9 Privacy controller for the semantic web.
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interoperability? What is the quality of service primitives for trust and negotiation? 
That is, for certain situations one may need 100% trust while for certain other situ-
ations, 50% trust may suffice (see also [YU03]).

Another topic that is being investigated is trust propagation and propagating 
privileges. For example, if you grant privileges to A, what privileges can A transfer 
to B? How can you compose privileges? Is there an algebra and calculus for the 
composition of privileges? Much research still needs to be done here. One of the 
layers of the semantic web is Logic, Proof, and Trust. Essentially this layer deals 
with trust management and negotiation between different agents and examining 
the foundations and developing logics for trust management.

6.3.7 Secure Semantic Web and WS
Integration of WS and the semantic web results in semantic web services. That is, 
WS to the WWW are semantic web services to the semantic web. Tim Finin and his 
team have discussed an architecture for semantic web services [BURS05]. They have 
described the inadequacies of WS and discussed the need for semantic web services. 
They state that current technologies allow the usage of WS. In particular, current WS 
support syntactic information descriptions as well as syntactic support for service dis-
covery, composition, and execution. They argue that we need semantically marked-
up content and services and therefore we need to develop semantic web services. 
They then define an architecture called the semantic web service architecture which 
consists of a set of architectural and protocol abstractions that serves as a foundation 
for semantic web service technologies. These technologies support the following:

 ◾ Dynamic service discovery
 ◾ Service engagement
 ◾ Service process enactment, community support services
 ◾ Quality of service

Service discovery is the process of identifying candidate services by clients. 
Matchmakers connect the service requesters to the providers. Ontologies may be 
needed to specify the services. Service engagement specified the agreements between 
the requester and the provider. Therefore, contract negotiation is carried out dur-
ing this phase. Once the service is ready to be initiated, the service enactment 
phase begins. As stated in [SHIB], during this phase the requester determines the 
information necessary to request performance of service and appropriate reaction 
to service success or failure. This will also include interpreting the responses and 
carrying out transitions, Community management services support authentication 
and security management. Quality of service provides support for negotiation as 
well as tradeoffs between security and timely delivery of the data.

Security cuts across all these services. Note that while the community manage-
ment service specially calls for authentication and security management, security 
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services are needed for service discovery, engine segment, and enactment. For 
example, not all services can be discovered. This will depend on the sensitivity of 
the service and the security credentials possessed by the requester. Therefore, secu-
rity specifications for XML, RDF, and OWL have to be examined for semantic web 
service descriptions. Figure 6.10 illustrates secure semantic web services.

6.4 Summary and Directions
This chapter first provided an overview of semantic web technologies and the notion of 
semantic web services. In particular, we discussed Tim Berners Lee’s technology stack. 
Then we discussed XML, RDF, and ontologies as well as WS for the semantic web. 
Finally, we discussed semantic WS and how they can make use of semantic web tech-
nologies. Note that just like WS are at the heart of the cloud, semantic web services are 
at the heart of the semantic cloud. As stated earlier, a semantic cloud is a cloud that uti-
lizes semantic web technologies. That is, they provide a collection of semantic services.

Next, we provided an overview of the semantic web and discussed security stan-
dards. We first discussed security issues for the semantic web. We argued that secu-
rity must cut across all the layers. Next, we provided some more details on XML 
security, RDF security, secure information integration, and trust. If the semantic 
web is to be secure, we need all of its components to be secure. We also described 
some of our research on access control and dissemination of XML documents. 
Next, we discussed privacy for the semantic web.

There is still a lot of work to be carried out on semantic web services. Much of 
the development of WS has focused on XML technologies. We need to develop 
standards for using RDF for WS. For example, we need to develop RDF-like lan-
guages for WS descriptions. Research on semantic web services is just beginning. 
Secure semantic web services essentially integrate semantic web services technolo-
gies and security technologies.

Much research also needs to be done with respect to securing the semantic web. 
We need to continue with the research on XML security. We must start examining 
security for RDF. This is more difficult as RDF incorporates semantics. We need to 
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examine the work on security constraint processing and context-dependent security 
constraints and see if we can apply some of the ideas for RDF security. Finally, we 
need to examine the role of ontologies for secure information integration. We have 
to address some hard questions such as how do we integrate security policies on the 
semantic web? How can we incorporate policies into ontologies? We also cannot 
forget about privacy and trust for the semantic web. That is, we need to protect the 
privacy of individuals and at the same time ensure that the individuals have the 
information they need to carry out their functions. Finally, we need to formalize 
the notions of trust and examine ways to negotiate trust on the semantic web. We 
have a good start and are well on our way to building the semantic web. Security 
must be considered at the beginning and not as an afterthought.

Standards play an important role in the development of the semantic web. W3C 
has been very effective in specifying standards for XML and RDF. We need to 
continue with the developments and try as much as possible to transfer the research 
to the standards efforts. We also need to transfer the research and standards to 
commercial products. The next step for the semantic web standards efforts is to 
examine security, privacy, quality of service, integrity, and other features such as 
secure query services. As we have stressed, security and privacy are critical and must 
be investigated while the standards are being developed.

We have provided an overview of semantic web and secure semantic web ser-
vices as cloud services need to utilize semantic web services if they want to pro-
vide machine-understandable services. Furthermore, several of the experimental 
systems that we have designed for the cloud and secure cloud have utilized semantic 
web technologies. We call such cloud services to be semantic cloud services. These 
experimental systems will be discussed in Parts IV, VI, and VII.
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Chapter 7

Specialized Web Services 
and Security

7.1  Overview
While Chapter 4 discussed some of the basic concepts in data, information, and 
knowledge management, Chapter 5 discussed security for WS, and Chapter 6 dis-
cussed semantic WS and security, in this chapter, we discuss specialized WS and 
associated security issues. Specialized WS include services for data and information 
as well as knowledge management, WS for activity management such as infor-
mation interoperability and e-commerce, and WS for domain industries such as 
healthcare and finance.

We first discuss some details of specialized WS such as WS for data manage-
ment, information management, knowledge management, and activity manage-
ment. We also discuss domain WS and the notions of software and data as a service. 
Then, we discuss security for each of these topics. For example, we discuss the secu-
rity impact on WS for data, information, and knowledge, and activity management 
as well as secure domain WS and security for software and data as a service. We also 
integrate the semantic web technologies discussed in Chapter 6 for specialized WS.

The organization of this chapter is as follows. In Section 7.2, we will discuss 
specialized WS such as WS for data, information, and knowledge, and activity man-
agement. Security for specialized WS will be discussed in Section 7.3. This chapter 
concludes with Section 7.4. Figure 7.1 illustrates the concepts discussed in this chap-
ter. As we have discussed earlier, WS are at the heart of cloud computing. Therefore, 
WS for data, information, knowledge, and activity management are the essence of 
cloud data, information, knowledge, and activity management. For example, the 
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cloud data management services (e.g., query services) will utilize the data manage-
ment services that we discuss in this chapter. Parts III and V will discuss WS for 
cloud data, information, knowledge, and activity management. Experimental sys-
tems related to such cloud-based WS are discussed in Parts IV, V, and VII.

7.2  Specialized Web Services
7.2.1  Overview
In Section 7.2, we will discuss various types of specialized WS. These include WS 
for data, information, and knowledge management as well as domain WS. These 
WS use the standards discussed in Chapter 5 such as SOAP, XML, UDDI, and 
WSDL.

The organization of this section is as follows. WS for data management will be 
discussed in Section 7.2.2. WS for complex data management such as geospatial 
data management will be discussed in Section 7.2.3. WS for information man-
agement will be discussed in Section 7.2.4. WS for knowledge management will 
be discussed in Section 7.2.5. WS for activity management such as e-commerce 
and information sharing will be discussed in Section 7.2.6. Domain WS will be 
discussed in Section 7.2.7. Some emerging WS will be discussed in Section 7.2.8.

7.2.2  Web Services for Data Management
The various data management functions may be invoked as WS. For example, the 
query WS will include the composition of multiple WS such as the query modifica-
tion services and the query optimization service. The query service will invoke the 
storage service to retrieve the data from the storage. The transaction service will 
execute the transaction.

Semantic web technologies may also be utilized by the WS to produce semantic 
WS. First of all, policies (e.g., administrative and integrity) may be expressed in 
languages such as XML and RDF. This is one of the significant contributions of the 
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semantic web. Now, databases may also consist of XML and RDF documents. For 
example, products such as those by Oracle Corporation now have the capability of 
managing XML and RDF documents. Therefore, we need to apply data manage-
ment techniques for managing XML and RDF documents.

Semantic web technologies have applications in heterogeneous database integra-
tion. For example, ontologies are needed for handling semantic heterogeneity. XML 
is now being used as the common data representation language. With respect to 
data warehousing, XML and RDF may be used to specify the policies. Furthermore, 
ontologies may be used for data transformation to bring the data into the warehouse. 
Ontologies have applications in data mining as they clarify various concepts to facili-
tate data mining. On the other hand, the vast quantities of data on the web will have 
to be mined to extract information to guide the agents to understand the web pages. 
In summary, in every aspect of data management, WS and semantic web technolo-
gies have applications. Figure 7.2 illustrates the WS for data management.

7.2.3  Web Services for Complex Data Management
Multimedia and geospatial data management operations such as querying can be 
invoked as WS. Furthermore, XML is being extended for multimedia and geospa-
tial data. For example, SMIL (Synchronized Multimedia Integration Language) is 
a markup language for video while Voice is a markup language for audio data. The 
access control policies specified in XML and RDF or more descriptive languages 
such as REI can be enforced on video data represented in SMIL. Organizations 
such as OGC have specified GML. OGC specifies geospatial standards that rely on 
GML as the data layer encoding. OWL-S provides a semantic-rich application-level 
platform to encode the web service metadata using descriptive logic. OGC is moni-
toring innovative ways to integrate these two methods as part of their geospatial 
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semantic web interoperability experiment. Figure 7.3 illustrates the WS for com-
plex data management (e.g., geospatial data management). Here, service providers 
publish the services in GML or GRDF (geospatial RDF, which is a language that 
we have designed) and the client will obtain the location of the service from the 
directory and subsequently obtain the service from the service provider.

We have extended the RDF to develop GRDF for geospatial data. We are 
using ontologism specified in GRDF for handling semantic heterogeneity. This 
ontologism is then used for semantic interoperability. Our details of GRDF can 
be found in [ALAM06]. On top of GRDF we have developed geospatial ontolo-
gies. These ontologies are described in [THUR07]. Our team (Thuraisingham, 
Ashraful, Subbiah, and Khan) have developed a system called DAGIS that reasons 
with the ontologies and answers queries. This system is described in [THUR07]. It 
is a framework that provides a methodology to realize the semantic interoperability, 
both at the geospatial data encoding level and for the service framework. DAGIS is 
an integrated platform that provides the mechanism and architecture for building 
geospatial data exchange interfaces using the OWL-S service ontology. Coupled 
with the geospatial domain-specific ontology for automatic discovery, dynamic 
composition, and invocation of services, DAGIS is a one-stop platform to fetch and 
integrate geospatial data. The data encoding is in GRDF and provides the ability 
to reason out the payload data by the DAGIS or client agents to provide intelligent 
inferences. DAGIS at the service level and GRDF at the data encoding layer pro-
vide a complete unified model for realizing the vision of geospatial semantic web. 
The architecture also enhances the query response for the client queries posed to the 
DAGIS interface. Figure 7.4 illustrates the DAGIS architecture.

Other efforts on WS for geospatial data include GeoRSS, an application of geo-
spatial semantic web technologies, which we will discuss in this section. As stated 
in [OGC], GeoRSS is simple proposal for geo-enabling, or tagging, “really simple 
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syndication” (RSS) feeds with location information. GeoRSS proposes a standard-
ized way in which the location is encoded with enough simplicity and descriptive 
power to satisfy most needs to describe the location of the web content. GeoRSS 
is also intended to be a lightweight way to express geography in other XML-based 
formats—including XHTML.

7.2.4  Web Services for Information Management
WS may be invoked for the various information management applications. For 
example, data mining and data warehousing operations may be implemented as 
WS. Similarly, the information retrieval operation as well as the digital library 
management operation may also be invoked as WS. As in the case of data manage-
ment, semantic web technologies such as XML, RDF, and OWL can be used to 
represent various administrative and integrity policies.

Semantic web technologies have also been applied for information management, 
especially for digital library management. A significant direction in applying seman-
tic web for digital libraries has been provided by Studer and his team [STUD]. They 
state that “Typical usage scenarios for Semantic Technologies in Digital Libraries 
include among others user interfaces and human–computer interaction (displaying 
information, allowing for visualization and navigation of large information collec-
tions), user profiling (taking into account the overall information space), personal-
ization (balancing between individual and community-based personalization), user 
interaction.” They describe their SEKT project that attempts to solve many of the 
challenges. They further state that while there will be several digital libraries, with 
the use of ontologies and semantic web technologies, it will be possible to provide a 
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consistent view of the digital libraries. We will summarize some of the prominent 
semantic web technologies they have discussed in their paper that are useful for 
digital libraries. They are ontologies, ontology editors, annotation tools, and infer-
ence engines. More details with example can be found in [THUE10]. Figure 7.5 
illustrates the WS for information management.

7.2.5  Web Services for Knowledge Management
Various knowledge management operations such as creating and managing intellec-
tual property, storing and managing the expertise in a corporation, and maintain-
ing the corporate website may be invoked as WS. These WS may utilize semantic 
web technologies.

Semantic web technologies have many applications in knowledge management. 
For example, we need ontologies to capture and represent knowledge and reason 
about the knowledge. In his article on the semantic web and knowledge man-
agement, Paul Warren gives an example on how “a political scientist, Sally, who 
wants to research the extent to which British Prime Minister Tony Blair’s stance 
on Zimbabwe has changed over a year and what factors might have caused that 
change.” He further states that “in the world of the Semantic Web, Sally could 
search for everything written by Blair on this topic over a specific time period. She 
could also search for transcripts of his speeches. Information markup wouldn’t stop 
at the article or report level but would also exist at the article section level. So, Sally 
could also locate articles written by political commentators that contain transcripts 
of Blair’s speeches” [WARR06].

Now, knowledge management also has applications for building the semantic 
web. For example, prior knowledge captured as a result of knowledge management 
can be used by agents to better understand the web pages. Figure 7.6 illustrates the 
WS for knowledge management.
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7.2.6  Web Services for Activity Management
In Chapter 4, we discussed activity management, including e-commerce, informa-
tion sharing, and information interoperability. In this section, we discuss WS for 
activity management. Figure 7.7 illustrates the relationship between WS and activ-
ity management. We will discuss the details for each activity.

7.2.6.1  E-Business

WS and semantic web have been applied to e-business in multiple directions. One is 
developing specialized markup languages such as Electronic Business using eXten-
sible Markup Language (ebXML) for e-business applications, another is semantic 
e-business where e-business processes make use of semantic web technologies, and 
the third is applying WS to invoke e-business applications.

As stated in [EBXM], ebXML “is a family of XML-based standards spon-
sored by OASIS and UN/CEFACT (between the United Nations Centre for Trade 
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Facilitation and Electronic Business) whose mission is to provide an open, XML-
based infrastructure that enables the global use of electronic business information 
in an interoperable, secure, and consistent manner by all trading partners.” The 
initial goal of this project was to specify XML standards for business processes. 
These standards include collaboration protocol agreements, core data components, 
messaging, registries, and repositories.

Ontologies have also been developed for e-commerce applications specified in 
languages such as RDF, RDF-S, OWL, and OWL-S. For example, in the Obelix 
project, a very good description of e-business and ontologies is provided. The 
authors state that a problem with e-commerce is the vague ideas that lack precise 
description. They then discuss their approach based on requirements engineering 
and they define ontologies for e-commerce.

More details of this project are given in [OBEL]. It is stated that “OBELIX 
is the first ontology-based e-business system of its kind in the world to provide 
smart, scalable integration and interoperability capabilities.” They also state that 
this project “incorporates ontology management and configuration, an e-business 
application server and ontology-based e-application tools as well as an e-business 
library.” OBELIX is a European Commission project and the goal is to automate 
e-business services in a semantic web environment that has come to be called 
semantic e-business.

Some interesting efforts on semantic e-business are being carried out by the 
group at the University of North Carolina Greensboro. They have stated that 
semantic e-business is about organizations collaboratively designing business pro-
cesses that utilize knowledge of the corporation [SING06]. It essentially integrates 
semantic web technologies with business process management and knowledge 
management. The business processes utilize knowledge management to improve 
their efficiency and utility and uses semantic web technologies such as ontologies 
for better understanding.

Semantic commerce that is more or less semantic e-business is being also 
investigated. For example, researchers at HP Labs in Bristol present a lifecycle of 
a business-to-business e-commerce interaction, and show how the semantic web 
can support a service description language that can be used throughout this life-
cycle. They show that by using DAML + OIL, they were able to develop a service 
description language that is useful not only to represent advertisements but also to 
implement matchmaking queries, negotiation proposals, and agreements [TRAS].

7.2.6.2  Collaboration and Workflow

Semantic web technologies can also be applied for workflow and collaborative appli-
cations. For example, the Workflow Management Coalition has developed two 
languages. The first being Wf-XML (Workflow XML) and as stated in [WFMC], 
“Wf-XML extends the ASAP (Asynchronous Service Access Protocol by OASIS) 
model to include BPM (Business Process Management) and workflow interchange 
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capabilities.” This coalition has also developed XPDL (XML Process Definition 
Language). As stated in [WFMC], “XPDL provides a framework for implementing 
business process management and workflow engines, and for designing, analyzing, 
and exchanging business processes.”

While the markup languages we have discussed here are comparable to XML 
for text, these languages have been extended with ontologies to provide semantics 
for multimedia, workflow, and collaborative computing applications. For example, 
RDF-based languages have been developed by researchers in Scotland for collab-
orative and workflow applications [CHEN04].

7.2.6.3  Information Integration

While semantic web technologies were developed for machine-understandable web 
pages and XML in particular was developed for document exchange on the web, 
these technologies have extensive use for information interoperability. Syntactic het-
erogeneity such as data model heterogeneity was a major issue in the 1990s. Various 
communities were discussing the development of common object models and 
extended relational models for common data representation [THUR97]. However, 
since the development of XML, it is the language of choice for global data repre-
sentations. Many organizations, including the Department of Defense (DoD), are 
using XML and XML schemas to publish the metadata for the individual databases. 
This has been a significant development toward the common data model.

While XML is ideal for representing syntax, we need RDF and OWL-like lan-
guages for representing semantics. Therefore, RDF-based languages are being used 
to handle semantic heterogeneity. For example, ontologies are specified to define 
various terms as well as to represent common semantics or to distinguish between 
different semantics. These ontologies are then used for information interoperability 
and to understand the various terms between different organizations.

7.2.6.4  Other Activities

Organizations may invoke WS for information sharing as well as for social net-
working and supply chain management. For example, organization A may invoke 
one web service to place relevant information into the shared space and another 
web service to retrieve information placed by another organization. An organiza-
tion may request parts from a supplier by invoking a web service. That web service 
may invoke other WS to request additional parts.

Semantic web technologies may also be used for information sharing, social 
networking, and supply chain management. For example, the information to be 
shared may be represented in XML, RDF, or OWL. A framework based on seman-
tic web technologies may be used as a platform for information sharing. In the case 
of social networking, the first ontologies may be extracted from the data to form 
the social networks. These ontologies may be mined to extract patterns. A good 
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example of a semantic web-based social network is FOAF (Friend Of A Friend) that 
is specified in RDF.

7.2.7  Domain Web Services
In this section, we will discuss WS for the domain industries, including defense, 
homeland security, and healthcare. Figure 7.8 illustrates the various industries that 
we will explore.

7.2.7.1  Defense

One of the earliest domains to utilize WS is the defense and intelligence domain. 
Under the management of Dr. Jim Handler, the DAML program at DARPA 
developed technologies for the DoD. While security was not a consideration in 
that program, an ontology language called DAML was developed. This program 
worked closely with the W3C to develop technologies for machine-understandable 
web pages. DAML was then integrated with the European standard called OIL 
(Ontology Interface Language) to develop DAML + OIL. While the United States 
and Europe together developed DAML + OIL, the W3C developed OWL for 
ontologies. As we have mentioned earlier, OWL evolved from RDF, DAML, and 
OIL. In addition to representation of the data, reasoning about the data was also a 
focus for the DAML program.

About the time the DAML program was carried out in the late 1990s and 
early 2000s, the DoD was involved with the development of the GCCS (Global 
Command and Control System) program. Under this program, the DII COE 
(Defense Information Infrastructure Common Operating Environment) was devel-
oped. The DII COE essentially consisted of several working groups, including those 
for distributed computing systems, multimedia, and data management. However, 
with the emergence of WS, the DoD began to invest heavily in network-centric enter-
prise services (NCES) for network-centric operations. This then led to the develop-
ment of the Global Information Grid, which was essentially the infrastructure for 
NCES. This infrastructure is based on service-oriented architecture and WS. Much 
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of the development is influenced by XML and ontologies. Furthermore, communities 
of interest (COI) have been formed and these communities have developed common 
ontologies for their applications. WS also play a major role for applications in home-
land security. For example, the use of semantic web technologies and WS for enforc-
ing RFID (radio frequency identification) tags have been explored in [PALI04].

7.2.7.2  Healthcare and Life Sciences

W3C hosted a workshop in October 2004 to bring together researchers in life sci-
ences to determine how semantic web technologies can be utilized. Today, several 
efforts are being focused on developing ontologies, WS, and markup languages for 
healthcare and life sciences applications. For example, ontologies are used to specify 
drugs and various medical terms. For example, Jonathan Borden, who is part of the 
W3C Web Ontology Working Group, has specified XML for healthcare applica-
tions [BORD]. He states that his goal is to use ontologies and markup languages 
to answer questions such as “Of all the patients I operated on for brain tumors 
between 1997–2000, matching severity of pathology and matching clinical status 
and who have the P53 mutation, did PCV chemotherapy improve the cure rate in 
five years?” He then illustrates how XML, RDF, and OWL could be utilized to 
effectively answer these questions.

Ontologies have been developed for electronic healthcare records as well as for 
several items in life sciences [KREM]. For example, the authors state in [LIFE], 
that “Contemporary life science research includes components drawn from physics, 
chemistry, mathematics, medicine, and many other areas, and all of these dimen-
sions, as well as fundamental philosophical issues, must be taken into account in 
the construction of a domain ontology.” They then describe how to go about devel-
oping domain ontologies for life sciences.

7.2.7.3  Finance

Financial domains include any domain that has to deal with finance, including 
banking and trading, insurance, and investment management. Almost all of these 
activities are now being carried out electronically. We now have electronic trading, 
electronic banking, and electronic insurance management among others. In this 
section, we will examine the applications of trustworthy semantic webs for finan-
cial domains.

Several groups are developing WS and semantic web technologies for financial 
domains. For example, the group in Madrid has done some very good research on 
applying the semantic “ontology-based platform that provides (a) the integration 
of contents and semantics in a knowledge base that provides a conceptual view on 
low-level contents, (b) an adaptive hypermedia-based knowledge visualization and 
navigation system and (c) semantic search facilities” [CAST]. Furthermore, they 
have developed a topology of economic and financial information. Another group 
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in Belgium is developing ontologies for financial security fraud detection. They 
have used ontology-based knowledge engineering in projects to detect financial 
security fraud. In particular, they have developed a fraud forensic ontology from 
regulation and laws [ZHAO].

In addition, to specific projects such as the work in Madrid and Belgium to 
develop ontologies and semantics for financial data management, XML is being 
used extensively for financial services. This is now considered the norm for finance. 
As stated in [XML], “the Financial Services industry is creating a variety of stan-
dard XML formats to meet their special needs.” The list of standards being devel-
oped include the following:

Interactive Financial Exchange (IFX) and Open Financial Exchange (OFX), 
which address consumer and other forms of retail banking.

Financial Information eXchange (FIX) is emerging as a standard communica-
tions protocol for equity trading data.

FIX Markup Language (FIXML) uses XML to express business messages for 
the FIX protocol.

Financial products Markup Language (FpML) is an XML-based interchange 
format for transactions in financial derivative markets.

Market Data Definition Language (MDDL) is a consortium standard for the 
definition and communication of market data in XML, including data 
required to analyze, trade, and account for market value in the handling of 
financial instruments.

eXtensible Business Reporting Language (XBRL) is an “XML-based specifica-
tion for the preparation and exchange of financial reports and data.” It is 
developed by a global consortium of organizations and institutions.

7.2.7.4  Telecommunication

Another domain application for WS is telecommunication. Corporations such as 
Ericsson, Nokia, and AT&T are developing WS for this industry. Parlay X is such 
an effort by the Parlay group. As stated in the Wiki article, “The Parlay Group is 
a technical industry consortium (founded 1998) that specifies APIs (Application 
Programming Interface) for the telephone network. These APIs enable the creation 
of services by organizations both inside and outside of the traditional carrier envi-
ronment.” In 2003, this group developed a new set of WS called Parlay X that is a 
simpler set of APIs to be used by developers. As stated in [TELE], “The Parlay X web 
services include Third-Party Call Control (3PCC), location and simple payment.”

An interesting and useful survey on WS for the telecommunications industry 
is presented in [TELE]. The article states that the telecommunication industry has 
been in a flux over the recent years due to regulatory changes, competition, and 
progress in technology. The authors make a strong case for the use of WS for this 
industry and explain event-driven architectures and developments with Parlay X.
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7.2.8  Emerging Web Services

7.2.8.1  X as a Service

What is becoming increasingly popular is using X as a service. X could be data, 
software platform, infrastructure, or anything of interest. With data as a service, an 
organization can utilize a data provider to obtain data and invoke data as a service. 
In the case of software, an organization can obtain a compiler, an operating system, 
or an application as a service from a service provider. In this section, we will elabo-
rate on each of these services. In general, X as a service is denoted by XaaS.

7.2.8.2  Data as a Service

Data as a service has been provided for quite a while. For example, corporations 
such as Choice Point and Acxiom manage data for various corporations in the 
financial and medical industries. These data services may include data security and 
privacy services and data quality and cleansing services. Figure 7.9 illustrates the 
data as a service model. We will refer to data as a service as DaaS, although DaaS 
has also been used for desktop as a service.

Integrating data services with web service technology is a recent concept. As 
stated in [DATA], once you move past novelty WS that echo a string you sent or 
perform, say, a mathematical computation, services are facilitating either the inser-
tion or retrieval of data. Whether you want to retrieve customer and product data 
via a service request or you want to be able to expose supply chain operations to 
key business partners, folding your data access layer into your SOA architecture is 
key. WSO2 Data Services provide a convenient and well-engineered mechanism for 
service-orienting your data.

The WSO2 Enterprise Service Bus enables the loose-coupling of services, con-
necting systems in a managed virtualized manner that allow administrators to con-
trol and direct communication without disrupting existing applications. WSO2 
has many components and the data server component essentially provides data 
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services, including smashups such as integrating various data sources, database 
management, and related services.

Another concept that is evolving is using database management as a service. 
Sharad Mehrotra and his team at the University of California at Irvine, together 
with researchers at IBM, Purdue University, and The University of Texas at Dallas 
are working on this concept. The idea is to explore a new paradigm for data manage-
ment in which a third-party service provider hosts “database as a service,” provid-
ing its customers seamless mechanisms to create, store, and access their databases at 
the host site. Such a model alleviates the need for organizations to purchase expen-
sive hardware and software, deal with software upgrades, and hire professionals for 
administrative and maintenance tasks, which are taken over by the service provider. 
Mehrotra’s team has developed and deployed a database service on the Internet, 
called NetDB2, which is in constant use. In a sense, data management models sup-
ported by NetDB2 provide an effective mechanism for organizations to purchase 
data management as a service, thereby freeing them to concentrate on their core 
businesses. An interesting direction is to combine the WS concept that is present in 
WSO2 data services with the research being carried out by Mehrotra and his team 
to incorporate more advanced data management services into the standards.

7.2.8.3  Software as a Service

Another concept that is really exploding is the software as a service model, also 
referred to as SaaS. As stated in [SOFT], software as a service is a model of software 
deployment whereby a provider licenses an application to customers for use as a 
service on demand. The SaaS software vendors may host the application on their 
own web servers or download the application to the consumer device, disabling it 
after use or after the on-demand contract expires. The on-demand function may 
be handled internally to share licenses within a firm or by a third-party application 
service provider (ASP) sharing licenses between firms. Figure 7.10 illustrates SaaS.

It is also stated that SaaS can also take advantage of service-oriented archi-
tecture to enable software applications to communicate with each other. Each 
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software service can act as a service provider, exposing its functionality to other 
applications via public brokers, and can also act as a service requester, incorporat-
ing data and functionality from other services. Enterprise resource planning (ERP) 
software providers leverage SOA in building their SaaS offerings; an example is 
SAP Business ByDesign from SAP AG.

There are also those who are skeptical of SaaS as they state that this could be 
quite expensive and there is lot of hype. Therefore, the trade-off a corporation has 
to make is whether to build the software, purchase the software, or license it as part 
of the SaaS model, among other choices. There is still a lot to do before we see SaaS 
becomes a common trend. More details on such services offered via the cloud will 
be discussed in Part III of this book.

7.2.8.4  Other X as a Service

There are several other types of X as a service. These include desktop as a service, 
network as a service, platform as a service, and infrastructure as a service. We discuss 
two such services. As stated in the Wiki definition, “platform as a service (PaaS) is 
the delivery of a computing platform and solution stack as a service. It often goes 
further with the provision of a software development platform that is designed for 
cloud computing at the top of the cloud stack.” This way an organization can invoke 
the service and obtain the hardware and software stack and deploy applications. In 
the case of infrastructure as a service (IaaS), the Wiki definition states the follow-
ing: “Infrastructure as a Service (IaaS) is the delivery of computer infrastructure 
(typically a platform virtualization environment) as a service. These virtual infra-
structure stacks are an example of the Everything as a Service trend and shares 
many of the common characteristics. Rather than purchasing servers, software, data 
center space, or network equipment, clients instead buy those resources as a fully 
outsourced service. The service is typically billed on a utility computing basis and 
amount of resources consumed (and therefore the cost) will typically reflect the level 
of activity. It is an evolution of web hosting and virtual private server offerings.”

7.2.8.4.1  Amazon Web Services

As stated in the web pages of Amazon web services (AWS) [AMAZON], since early 
2006, AWS has provided companies of all sizes with an infrastructure WS platform 
in the cloud. With AWS, you can requisition compute power, storage, and other 
 services—gaining access to a suite of elastic IT infrastructure services as your business 
demands them. With AWS you have the flexibility to choose whichever development 
platform or programming model makes the most sense for the problems you are try-
ing to solve. You pay only for what you use, with no up-front expenses or long-term 
commitments, making AWS the most cost-effective way to deliver your application to 
your customers and clients. And, with AWS, you can take advantage of Amazon.com’s 
global computing infrastructure that is the backbone of Amazon.com’s retail business.
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AWS has several components, including database (called SimpleDB), storage 
(Amazon S3), and cloud (Amazon EC2). We will describe one such component as dis-
cussed in [AMAZON]. The details of other components are also given in the Amazon 
website. Amazon SimpleDB is a web service providing the core database functions of 
data indexing and querying. This service works in close conjunction with Amazon 
Simple Storage Service (Amazon S3) and Amazon Elastic Compute Cloud (Amazon 
EC2), collectively providing the ability to store, process, and query data sets in the 
cloud. It is also stated that Amazon WS provides both SOAP protocol and REST.

WS for Grids and Clouds Grid essentially consists of a collection of comput-
ers utilized to execute various applications. The goal is to optimize resource usage 
and schedule the machines for various tasks. The grid concept has been extended 
recently into clouds where there is a virtual computing space that consists of numer-
ous virtual machines that are mapped into the physical machines. Such a concept 
is known as virtualization. Information Week [MART08] reports that cloud com-
puting represents a new way, in some cases a better and cheaper way, of deliver-
ing enterprise IT. Often, grids and clouds are used interchangeably. However, in 
general, while grid focuses on scheduling resources, cloud focuses on delivering an 
efficient computing platform for an enterprise.

WS play a major role in grid and cloud computing. The Globus Alliance was 
formed with the goal to develop the Open Grid Services Architecture (OGSA). As 
stated in [GLOB], OGSA “represents an evolution towards a Grid system architec-
ture based on web services concepts and technologies.” The Globus Alliance has 
released a series of toolkits, the most recent of which is the Globus Toolkit 3.0. It 
consists of an “open source collection of Grid services that follow OGSA archi-
tectural principles. The Globus Toolkit also offers a development environment for 
producing new Grid services that follow OGSA principles.”

The WS for cloud computing include AWS discussed in the previous section, 
Google apps, and Salesforce.com CRM. These clouds may utilize grid computing 
paradigms such as resource scheduling. It is expected that service virtualization will 
play a major role in cloud computing. In a recent article, it is stated that “Service vir-
tualization is the ability to create a virtual service from one or more predefined ser-
vice files. Service files are usually generated as a Web Service Description Language 
(WSDL) file by service containers running business application developed in Java, 
.NET, PHP type programming languages.” The author further states that the ser-
vices may include outsourced services such as Saas, PaaS, or IaaS or in-house ser-
vices. More details will be given in Part III when we discuss cloud technologies.

7.3  Secure Specialized Web Services
7.3.1  Overview
In Section 7.3, we will discuss various types of secure specialized WS. This will 
include WS for secure data, information and knowledge management, as well 
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as secure domain WS. These WS use the security standards for WS discussed in 
Chapter 5 such as secure SOAP, XML, UDDI, and WSDL.

The organization of this section is as follows. The WS for secure data manage-
ment will be discussed in Section 7.3.2. The WS for secure complex data manage-
ment such as geospatial data management will be discussed in Section 7.3.3. The 
WS for secure information management will be discussed in Section 7.3.4. The WS 
for secure knowledge management will be discussed in Section 7.3.5. The WS for 
secure activity management such as secure e-commerce and AIS will be discussed 
in Section 7.3.6. Secure domain WS will be discussed in Section 7.3.7. Some emerg-
ing secure WS will be discussed in Section 7.3.8. For more details on data and 
applications security, refer to [THUR05].

7.3.2  Web Services for Secure Data Management
The various secure database system functions may be invoked as WS. For example, 
the query manager, transaction management, and metadata manager may be exe-
cuted as WS. Therefore, to query a database, the query service has to be invoked. 
This service may invoke the query translation service and the query optimization 
service. It may also invoke the metadata service to extract appropriate metadata. 
Security service may be invoked to check for access control policies.

Next, semantic web technologies may be utilized to develop semantic web ser-
vice for secure data management. First of all, the security policies may be expressed 
in languages such as XML and RDF. Semantic web technologies, including the 
reasoning engines, may be applied to handle the inference and privacy problems. 
For example, languages such as RDF and OWL may be used to specify the policies 
and then inference controllers could be developed based on descriptive logic-based 
engines such as Pellet to determine whether security violations via inference occur.

In summary, in every aspect of secure data management, WS as well as seman-
tic web technologies have applications. However, data management techniques and 
data mining techniques can also be applied to manage and mine the data on the 
web to facilitate agents to understand the web pages. Figure 7.11 illustrates WS for 
secure data management.

7.3.3  Web Services for Secure Complex Data Management

7.3.3.1  Secure Geospatial Data Management

Much of our discussion has been influenced by our collaborative research with 
Bertino at Purdue University and Gertz at the University of California Davis 
[BERT08]. This research is also influenced by some of our earlier research on secu-
rity constraint processing and securing multimedia data [THUR95], [THUR90]. 
Atluri has also done some interesting research on geospatial data management and 
security [ATLU04], [DAMI07].
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Geospatial data are more complex than relational data. For example, we can 
classify the pixels as well as classify the points and lines that make up the geospatial 
data. We can define policies based on content, context, and time. For example, 
the location and the image taken together could be classified, while individually 
they could be unclassified. Furthermore, the location and image could be classified 
at or until a particular time and after that it could be declassified. For example, 
satellite imagery taken over, say, Iraq could be classified for six months from the 
day the image was captured and unclassified after that. Bertino and her team have 
developed policy languages for geospatial data and a security model that they call 
Geo-RBAC, which integrates RBAC with geospatial data.

While there is a clear need for enforcing confidentiality policies for geospa-
tial data, privacy remains a challenge. What does it mean to preserve privacy for 
geospatial data? Today, we have the capability to carry out surveillance as well as 
capture the images in, say, Google Maps. Therefore, we cannot expect the image 
of our house to remain private as the image is out there. However, the fact that it 
is my house could be private. We need to study the issues on privacy management 
for geospatial data. For our semantic web research, our goal is to develop geospatial 
WS that can utilize representation technologies such as GML and GRDF so that 
we get machine-understandable web pages. However, to secure a geospatial seman-
tic web, we need to integrate geospatial semantic web technologies with secure geo-
spatial data management technologies. This will be the subject of the next section. 
Figure 7.12 illustrates security for geospatial data management.

Geospatial data may be in the form of streams. What are the security policies 
for stream data? Closely related to geospatial information systems are motion data-
bases where the data are not residing in one place. The data changes continually 
and this data must be captured and managed. Geospatial data may emanate from 
a variety of sources and therefore the data have to be integrated possibly through 
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the web and by other means. Information integration has many security challenges. 
Some work in this area has been reported in [BERT08].

We are developing a set of policies for geospatial information systems. Data 
representation will be based on GML developed by OGC. The policy will include 
access control such as role-based and usage control, as well as trust, integrity, tempo-
ral constraints, data currency, data quality, and data provenance. Subsequently, we 
are designing and developing secure geospatial WS that demonstrate the interoper-
ability with respect to security. We will examine security violations via inference for 
geospatial information systems. For example, inferencing techniques for intelligent 
data fusion have been developed. By fusing the data, security constraints may be 
violated. We are adapting the various techniques proposed to handle security for 
relational data to the handling of security for fused images. Data ownership and 
the need for profitability require an organization to safeguard its information bank 
from others. The technical complexity increases several fold when the organizational 
domain consists of data that is more than text or numbers. One such instance is 
geospatial WS that cater to queries that need information security beyond the level 
of a traditional RBAC mechanism. Safeguarding geospatial data requires fine granu-
larity of access privileges, which makes RBAC a nonoptimal solution. Our goal is to 
harness the axiomatic framework provided through OWL to define policy assertions 
for potential clients and let the inference engine do the housekeeping.

Not all data housed by the geospatial agencies are considered public in nature. 
For instance, the data might contain critical information about people the exposure 
of which would jeopardize their privacy. The problem is exacerbated in a data inte-
gration environment because of the lack of a coherent security framework. If the 
trend toward on-the-fly data integration continues, WS providers would very soon 
perform complicated services that require embedding or combining geospatial data 
with other kinds of data. However, without an appropriate security architecture in 
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place, there will be reluctance by clearinghouses to serve data liberally. In turn, the 
quality and effectiveness of the data are affected as the clients procure only partial 
information.

We have distinguished between two kinds of security that are most prevalent 
in WS and that form the foundations of semantic WS architecture as well. The first 
kind deals with the general authorization procedures of WS users and any subse-
quent execution of over-the-wire security criteria. The current set of standardized 
protocols for this kind of data security includes encryption methods, digital signa-
ture verification, certification generation and exchange, WS secure exchange, and 
so on. The second kind involves organizational protection of data from intruders or 
bona fide clients without proper access privileges. The most widely used defensive 
mechanism employed in this regard is various forms of access control languages. 
We are developing a semantic-rich, ontology-based access control solution for geo-
spatial data that can have a beneficial bearing on the surge in geospatial data inte-
gration across the world.

The security for geospatial data can be compartmentalized into different logi-
cal segments based on the layer of application. Our work concentrates on secure 
access of geospatial resources by clients or other WS in the context of dynamic 
composition. In line with the vision of the semantic web, we are developing a 
modular access control in a language that makes the development of reasoning-
enabled enforcement engines feasible. In contrast to the XML-based standards and 
first-order logic-based access controls, we define the axioms in OWL-DL and the 
emphasis on policy reuse. In our previous experience with policy-centric access con-
trol languages, it was observed that defining policies for resources on an individual 
basis is not well suited for integrated GIS applications. If fine-grained resource 
access is allowed, it amasses policies in policy files that must be navigated by the 
decision or enforcement module, thus degenerating overall query processing time. 
Our architecture is illustrated in Figure 7.13.

To improve policy decision time, our access control language keeps the collec-
tion of asserted rules as a separate unit. Then, client identities can link to appro-
priate rules to be applied on the client. The modular use of policies by referencing 
them minimizes rule duplications. Another important characteristic is the shifting 
of rule navigation from policies to client identities. The geospatial semantic web 
service agent in our framework accepts users with established identities or anony-
mous users.

To develop a secure geospatial semantic web, we need to incorporate security 
across the entire semantic web technology framework. Organizations such as OGC 
are examining security assertions to be specified in GML. In addition, organiza-
tions such as OASIS are developing GEO-XACML. We are developing security 
assertions to be specified in GRDF, which we call Secure GRDF. We are focusing 
on extending the secure DAGIS framework into a secure geospatial semantic web. 
DAGIS also has a responding component that is based on GRDF and can reason 
about the security policies.
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7.3.3.2  Secure Multimedia Data Management

The functions for secure multimedia data management include secure query pro-
cessing and secure storage management. These functions may be offered as WS. 
Consider the query operation. The query WS will examine the access control rules 
and security constraints and modify the query accordingly. For example, if the fact 
that the existence of Operation X is classified, then this query cannot be sent to 
an unclassified multimedia data collector such as a video camera to film the event. 
Similarly, the update processor also examines the access control rules and computes 
the level of the multimedia data to be inserted or modified. Security also has an 
impact on multimedia editing and browsing. When one is browsing multimedia 
data, the system must ensure that the user has the proper access to browse the link 
or access the data associated with the link. In the case of multimedia editing, when 
objects at different levels are combined to form a film, then the film object has to 
be classified accordingly. One may need to classify the various frames or assign the 
high watermark associated with the levels of the individual objects that compose 
the film. Furthermore, when films are edited (such as deleting certain portions of 
the film), one needs to recompute the level of the edited object.

Next, consider the storage manager function implemented as a web service. The 
storage service has to ensure that access is controlled to the multimedia database. 
The storage manager may also be responsible for partitioning the data according 
to the security levels. The security impact of access methods and indexing strategy 
for multimedia data are yet to be determined. Numerous index strategies have been 
developed for multimedia data, including those for text, images, audio, and video. 
We need to examine the strategies and determine the security impact. Another 
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issue is the synchronization between storage and presentation of multimedia data. 
For example, we need to ensure that the video is displayed smoothly and that there 
are no bursts in traffic. There could be malicious programs manipulating the stor-
age and presentation managers so that information is covertly passed from a higher-
level process to lower-level processes.

7.3.4  Web Services for Secure Information Management
As in the case of data management, semantic web technologies such as XML, RDF, 
and OWL can be used to represent security policies, including confidentiality, pri-
vacy, and trust policies for data warehouses, information retrieval streams, and 
digital libraries. Furthermore, the reasoning engines based on, say, descriptive logic 
such as Pellet can be used to infer unauthorized conclusions via inference for data 
warehouse as well as information retrieval systems. Semantic web technologies can 
also be used to represent the nontextual data. For example, SMIL is a markup 
language for video while VoiceML is a markup language for audio data. The access 
control policies specified in, say, XML, RDF, or a more descriptive language such as 
REI can be enforced on video data represented in SMIL. Data mining techniques 
may be applied not only to relational databases but also to text, voice, video, and 
audio databases as well as to digital libraries. With data mining, there are privacy 
and security concerns. For example, data mining makes it possible to inference sen-
sitive associations. Therefore, privacy-preserving data mining not only on relational 
databases but also on XML, RDF, and OWL data remains a challenge.

WS have applications in secure information management including secure 
data warehousing, secure data mining, secure information retrieval, and secure 
digital library management. For example, secure data warehouse management may 
be invoked as a web service. The secure warehouse manager service provider will 
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register its services with the directory. The user who requests warehouse services 
will invoke the appropriate services. Figure 7.14 illustrates WS and semantic web 
for secure information management.

7.3.5  Web Services for Secure Knowledge Management
In an earlier section, we discussed the relationship between WS and knowledge 
management. That is, knowledge management services such as finding an expert 
and sharing a presentation can be provided as WS. Secure knowledge manage-
ment includes enforcing appropriate security models for knowledge management. 
For example, various access control models and information sharing models have 
been proposed for secure knowledge management. These security services can be 
provided as secure WS.

Semantic web technologies can also be applied to reason about the security 
policies for knowledge management as well as reason about the knowledge so that 
unauthorized inferences may be prevented. With respect to security, in the example 
by Warren discussed in Section 7.2.5, confidentiality, privacy, and trust policies will 
determine the extent to which Sally trusts the articles and has access to the articles 
in putting together her report on Tony Blair’s speeches. Figure 7.15 illustrates the 
relationships between secure knowledge management and semantic web.

7.3.6  Secure Web Services for Activity Management
Figure 7.16 illustrates secure WS for activity management. We will discuss each 
activity (e.g., secure e-commerce, secure collaboration, and secure information 
sharing) in the following sections.

7.3.6.1  Secure E-Commerce

As stated earlier, e-commerce is about organizations carrying out business 
transactions such as sales of goods and business agreements as well as consum-
ers purchasing items from merchants electronically. There have been numerous 
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developments on e-commerce and some discussions on the initial progress that 
were reported in [THUR00]. Owing to the fact that e-commerce may involve 
millions of dollars in transactions between businesses or credit card purchases 
between consumers and businesses, it is important that the e-commerce systems 
be secure. Examples of such systems include e-payment systems and supply chain 
management systems.

There has been some work on secure e-commerce as well as secure supply chain 
management (see, e.g., [GHOS98] and [ATAL03]). In the case of e-payment sys-
tems, the challenges include identification and authentication of consumers and 
businesses as well as tracing the purchases made by consumers. For example, it 
would be entirely possible for someone to masquerade as a consumer, use the con-
sumer’s credit card and make purchases electronically. Therefore, one solution 
proposed is for a consumer to have some credentials when he or she makes some 
purchases. These credentials, which may be some random numbers, could vary 
with each purchase. This way the malicious process that masquerades as the con-
sumer may not have the credential and therefore may not be able to make the 
purchases. There will be a problem if the credentials are also stolen. Various encryp-
tion techniques are being proposed for secure e-commerce (see [HASS00]). That 
is, in addition to possessing credentials, the information may be encrypted, say, 
with the public key of the business, and only the business could get the actual 
data. Similarly, the communication between the business and the consumer is 
also encrypted. When transactions are carried out between businesses, the parties 
involved will have to possess certain credentials so that the transactions are car-
ried out securely. Note that while much progress has been made on e-commerce 
transactions as well as secure e-commerce transactions, incorporating techniques 
for secure database transaction management with e-commerce is still not mature. 
Some work has been reported in [RAY00].
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7.3.6.2  Secure Supply Chain Management

Secure supply chain management is also a key aspect of secure e-commerce. Here, 
the idea is for organizations to provide parts to other corporations for, say, manu-
facturing or other purposes. Suppose a hospital wants to order surgical equipment 
from a corporation; then there must be some negotiations and agreements between 
the hospital and the corporation. The corporation X may request some of its parts 
from another corporation Y and may not want to divulge the information that it is 
manufacturing the parts for, say, hospital A. Such sensitive information has to be 
protected. Supply chain management is useful in several areas of manufacturing for 
many domains, including medical, defense, and intelligence. Some of the informa-
tion exchanged between the organizations may be highly sensitive, especially for 
military and intelligence applications. There needs to be a way to protect such sensi-
tive information. Since the transactions are carried out on the web, a combination 
of access control rules and encryption techniques are being proposed as solutions 
for protecting sensitive information for supply chain management.

We have been hearing of e-commerce only since about the mid-1990s and this 
has been due to the explosion of the web. While much progress has been made on 
developing information technologies such as databases, data mining, and multime-
dia information management for e-commerce, there is still a lot to do on security. 
In addition, the information about various individuals will also have to be kept pri-
vate. Many of the security technologies we have discussed in this book, including 
secure web data management and secure semantic web, will be applicable for secure 
e-commerce. For example, the semantic web can be used as a vehicle to carry out 
e-commerce functions. By having machine-understandable web pages, e-commerce 
can be automated without having a human in the loop. This means that it is critical 
that the semantic web be secure. As we make progress for secure web information 
management technologies, we can vastly improve the security of e-commerce trans-
actions. E-commerce applications may be invoked as WS.

7.3.6.3  Secure Workflow and Collaboration

As stated earlier, collaboration technologies are important for e-commerce as orga-
nizations carry out transactions with each other. Workflow is about a process that 
must be followed from start to finish in carrying out an operation such as mak-
ing a purchase. The steps include initiating the agreement, transferring funds, and 
sending the goods to the consumer. Because collaboration and workflow are part 
of many operations such as e-commerce and knowledge management, we need 
secure workflow and secure collaboration. There has been a lot of work by Bertino 
et al. on this topic. Most notable among the developments is the BFA model (see 
[BERT99]) for secure workflow management systems. Some work on secure collab-
orative systems was initially proposed in [DEMU93]. Since then several ideas have 
been developed (see IFIP Conference Series on Database Security). In this section, 
we will provide an overview of secure workflow and collaboration.
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In the case of secure workflow management systems, the idea is for users to have 
the proper credentials to carry out the particular task. For example, in the case of 
making a purchase for a project, only a project leader could initiate the request. A 
secretary then types the request. Then, the administrator has to use his/her credit 
card and make the purchase. The mailroom has the authority to make the deliv-
ery. Essentially, what we have proposed is a role-based access control model for 
secure workflow. There have been several developments on this topic (see SACMAT 
Conference Proceedings). Various technologies such as Petri nets have been inves-
tigated for secure workflow system (see [HUAN98]).

Closely related to secure workflow is secure collaboration. Collaboration is 
much broader than workflow. While workflow is about a series of operations that 
have to be executed serially or in parallel to carry out a task, collaboration is about 
individuals working together to solve a problem. Object technologies in general and 
distributed object management technologies in particular are being used to develop 
collaboration systems. Here, the individual and the resources in the environment 
are modeled as objects. Communications between the individuals and resources are 
modeled as communication between the objects. This communication is carried 
out via object request brokers. Therefore, security issues discussed for object request 
brokers apply for secure collaboration. For example, should all parties involved be 
given the same access to the resources? If the access to resources is different, then 
how can the individuals work together and share data?

Workflow and collaboration are about organizations or groups working 
together toward a common goal such as designing a system or solving a problem. 
Collaboration technologies are important for e-commerce as organizations carry 
out transactions with each other.

Trust and negotiation systems also play an important role in workflow and col-
laboration systems. For example, how can the parties trust each other in solving a 
problem? If A gives some information to B, can B share the information with C even 
if A and C do not communicate with each other? Similar questions were asked when 
we discussed secure federations. Also, secure data management technologies are nec-
essary to manage the data for workflow and collaboration applications. While much 
progress has been made, there is still a lot to do especially with the developments on 
the semantic web and emerging technologies such as peer to peer data management.

In Chapter 5, we discussed WS for complex activities such as workflow, chore-
ography, and orchestration. Security for such activities is in its infancy. For exam-
ple, what are the security issues in invoking the WS that comprise a workflow 
application? What are the security issues for orchestration and choreography? What 
are the security issues for WS composition?

7.3.6.3.1  Secure Information Interoperability

There are several challenges for integrating information, especially in a heteroge-
neous environment. One is schema heterogeneity where system A is based on a 
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relational system and system B is based on an object system. That is, when the 
two systems are based on different models, we need to resolve the conflicts. One 
option is to have a common data model. This means that the constructs of both 
systems have to be transformed into the constructs of the common data model. 
When we consider security properties, we have to ensure that the policies enforced 
by the individual systems are maintained. Multiple schemas are integrated to form, 
say, a federated schema for a secure federated database system. Essentially, we have 
adopted Sheth and Larson’s schema architecture for a secure federated environ-
ment. Some of the security challenges in integrating heterogeneous schemas are dis-
cussed in [THUR94]. We assume that each component exports a certain schema to 
the federation. Then, these schemas are integrated to form a federated policy. In a 
secure environment, we need to ensure that the security properties of the individual 
systems are maintained throughout the federation. In the next section, we will dis-
cuss security policy integration issues.

Next, we will focus on policy integration. Initial investigation of security policy 
integration for federated databases was reported in [THUR94]. Here, we assumed 
that heterogeneous database systems had to be integrated to form a secure federated 
database system. Our approach is very similar to the approach taken by Sheth and 
Larson for schema integration [SHET90]. In the case of policy integration, each 
system exports security policies to the federation. We assume that the component 
systems have more stringent access control requirements for foreign users. That is, 
export policies may have access control rules in addition to the rules enforced by 
the local system. The challenge is to ensure that there is no security violation at the 
federation level.

Semantic heterogeneity occurs when an entity is interpreted differently at dif-
ferent sites or different entities are interpreted to be the same object. For example, 
the term “speed” could be in miles/h in node 1 and in node 2 it could be km/day. 
Another example is John Smith could be Smith John at node 1 and John K Smith at 
node 2. In both cases, the same entity is interpreted differently. On the other hand, 
John Smith at node 1 could really be John J. Smith and at node 2 he is John K. Smith. 
They are both different people but mistakenly they are considered to be the same.

Semantic heterogeneity is one of the major challenges for data integration as 
well as information interoperability. They occur not only in relational databases but 
also in object databases, multimedia databases, and even geospatial databases. For 
example, when heterogeneous geospatial databases are integrated, each database 
could have different ways of representing the same coordinate system. Various solu-
tions for handling heterogeneity have been proposed since the 1990s, although it is 
only recently with the use of semantic web technologies that we have a good handle 
on the problem.

WS may be invoked for integrating heterogeneous databases. That is, the agent 
acting on behalf of the user may invoke a web service for integration. This web 
service may utilize ontologies for handling semantic heterogeneity to carry out its 
operation. Therefore, to have secure information interoperability, we need a secure 
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WS. The research on WS for secure information interoperability is just beginning. 
Some of the challenges include privacy-preserving ontology alignment and security 
policy integration for WS. Figure 7.17 illustrates aspects of WS for secure informa-
tion interoperability.

7.3.6.3.2  Assured (Secure) Information Sharing

Assured (secure) information sharing (AIS) is about organizations sharing informa-
tion but at the same time enforcing policies and procedures so that the data are 
integrated and mined to extract nuggets. For example, data from the various data 
sources at multiple security levels as well as from different services and agencies, 
including the Air Force, Navy, Army, Local, State, and Federal agencies, have to be 
integrated so that the data can be mined, patterns and information extracted, rela-
tionships identified, and decisions made. The databases would include, for example, 
military databases that contain information about military strategies, intelligence 
databases that contain information about potential terrorists and their patterns of 
attack, and medical databases that contain information about infectious diseases 
and stock piles. Data could be structured or unstructured, including geospatial/
multimedia data. Data also need to be shared between healthcare organizations 
such as doctors’ offices, hospitals, and pharmacies. Unless the data are integrated 
and the big picture is formed, it will be difficult to inform all the parties concerned 
about the incidences that have occurred. While the different agencies have to share 
data and information, they also need to enforce appropriate security and integrity 
policies so that the data do not get into the hands of unauthorized individuals. 
Essentially, the agencies have to share information but at the same time maintain 
security and integrity requirements. A coalition consists of a set of organizations, 
which may be agencies, universities, and corporations that work together in a peer-
to-peer environment to solve problems such as intelligence and military operations, 
as well as healthcare operations. Coalitions are usually dynamic in nature. That is, 
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Figure 7.17 Web services for secure information interoperability.
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members may join and leave the coalition in accordance with the policies and pro-
cedures. A challenge is to ensure the secure operation of a coalition. We assume that 
the members of a coalition, which are also called its partners, may be trustworthy, 
untrustworthy, or partially (semi) trustworthy. Various aspects of coalition data 
sharing are discussed in the Markle report [MARK03].

There is also an urgent need for multiple organizations to share data and at the 
same time enforce security policies. These policies include policies for confidential-
ity, privacy, and trust. For example, patient data may be shared by multiple orga-
nizations, including hospitals, levels of government, and agencies. It is important 
to maintain the privacy of patient data. However, it is also important that there 
are no unnecessary access controls so that information sharing is prohibited. One 
needs flexible policies so that during emergency situations, it is critical that all of 
the data are shared for effective decisions to be made. During normal operations, 
it is important to maintain confidentiality and privacy. In addition, trust policies 
ensure that data are shared between trusted individuals. The standard efforts in this 
area include RBAC [SAND96] as well as P3P (platform for privacy preferences).

There are two types of conflicting requirements: one is security versus data shar-
ing. The goal of data sharing is for organizations to share as much data as possible so 
that the data are mined and nuggets are obtained. However, when security policies 
are enforced, not all of the data are shared. The other type of conflict is between 
real-time processing and security. The war fighter will need information at the right 
time. If it is even, say, 5 min late, the information may not be useful. This means 
that if various security checks are to be performed, then the information may not 
reach the war fighter on time.

WS play a major role in information sharing. For example, an organization A 
may invoke a web service to obtain information from another organization B. This 
web service may invoke another web service to determine what the incentives are 
for the organization B to share the information. In the case of AIS, the organiza-
tion B may also examine the security policies to determine whether the information 
can be shared. We are building an AIS lifecycle and service-oriented architecture is 
central to our approach. Details are discussed in Appendix D.

7.3.6.3.3  Secure Social Networking

Social networks have exploded in recent years. We now have Facebook, Friendster, 
and Twitter among others. Social networks are being mined to extract useful infor-
mation so that better services can be provided to the members. In addition, the 
mined information can also be used to help counterterrorism and law enforcement. 
At the same time, it is important to protect the privacy of law-abiding citizens.

There has been much interest recently on securing social networks as well as 
developing privacy-preserving techniques for social networks. For example, how 
can the members reveal the right amount of information so that their privacy is 
enforced? Should the system provide some feedback to the members that they are 



170  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

revealing too much information? WS may be invoked to manage the social net-
works. For example, a member may invoke a web service to post information on the 
network. These WS have to ensure appropriate security and privacy policies.

7.3.6.3.4  Secure Supply Chain Management

Security for supply chain management and logistics is receiving a lot of attention. 
With respect to logistics, a major goal is the secure movement of the objects. When 
items have to be moved from location A to B, the items have to be secured both physi-
cally and digitally. RFID technologies are being used to track the objects for logistics 
and supply chain management. It is critical that the RFID technologies be secure.

With respect to supply chain, there are also additional security considerations. 
For example, a product may be manufactured using several components. These 
components may come from different parts of the world and may be compromised. 
It is critical that the product be secure even if the components may be compro-
mised. This is a very challenging problem. As discussed in Section 7.2, WS may be 
invoked to carry out supply chain management as well as logistics operations. These 
WS have to be secure to ensure secure supply chain management.

7.3.7  Secure Domain Web Services

7.3.7.1  Defense

The DoD is adopting the services technologies and the global information grid 
based on the service-oriented architecture paradigm. Much of the development is 
influenced by XML and ontologies. As we have stated, WS also play a major role for 
applications in homeland security. For many of the domain applications, the focus 
has been on implementation of attribute-based access control based on XACML 
security standards. The goal is for the user to present his/her credentials and request 
resources. The system would then make a decision as to whether the user can access 
the resources based on the policies enforced and the credentials of the user. This is 
essentially the function of the Policy Decision Point. Then the Policy Enforcement 
Point will enforce the access request.

7.3.7.2  Healthcare and Lifecycles

As stated earlier, semantic web technologies have played a major role in the devel-
opment of healthcare information technologies. For example, ontologies have been 
developed for electronic healthcare records as well as for several items in life sci-
ences. The major security challenge for healthcare information systems involves 
privacy. The goal is to ensure the privacy of the patient records. Typically, patients 
would determine what information they want to protect and under what condi-
tions. When an organization requests data about patients, the organization will 
specify what its policies are. If the policies are in agreement with what the patient 
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has specified, then the information is released to the organization. W3C standards 
such as P3P may be utilized to enforce privacy. Furthermore, the entire operation 
could be implemented as WS.

7.3.7.3  Finance

Since financial domains involve money, confidentiality is critical for financial data. 
While it is difficult to get healthcare data due to patient privacy, we are finding 
that it is almost impossible to obtain financial data such as credit card data to con-
duct research. Several groups are developing WS and semantic web technologies 
for financial domains. As we have stated, the group in Madrid has done some very 
good research on applying the semantic “ontology-based platform that provides (a) 
the integration of contents and semantics in a knowledge base that provides a con-
ceptual view on low-level contents, (b) an adaptive hypermedia-based knowledge 
visualization and navigation system and (c) semantic search facilities” [CAST]. The 
challenge we have is to integrate the security and privacy policies to protect finan-
cial data as well as the customer information into these semantic web technologies. 
WS will then execute the financial operations.

7.3.7.4  Other Domains

Security for domains such as telecommunications has been studied extensively. For 
example, WS for mobile applications, including cell phones and tablets, are being 
proposed. Furthermore, security efforts for the telecommunication and mobile 
computing domains are exploding. Secure WS for such domains are also being 
investigated. Figure 7.18 illustrates WS for various secure domain applications.

7.3.8  Emerging Secure Web Services

7.3.8.1  Security for X as a Service

The concept of X as a service, where X may be data, software, or some other concept 
such as a platform, operating system, compiler, or infrastructure, is becoming very 
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Figure 7.18 Secure domain web services.
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popular. In the services computing world, everything becomes a service, including 
data as well as real-world services, such as healthcare and finance.

Security for data as a service has been investigated in recent years. With the 
explosion of outsourcing of jobs, many data-oriented jobs are being outsourced; 
therefore, protecting sensitive aspects of data is critical. Furthermore, when data 
are utilized as a service from service providers, it is important that the data be of 
high quality and not be corrupted. With respect to software, it is important that 
the software that is being utilized as a service is error-free and is not infected with 
worms and viruses. Figure 7.19 illustrates the notion of providing security for X as 
a service. More details on this topic will be discussed throughout this book.

7.3.8.2  Security for Amazon Web Services

AWS has provided companies of all sizes with an infrastructure WS platform in 
the cloud. With AWS, one can requisition computing power, storage, and other ser-
vices. AWS provides database components called SimpleDB, which provide data-
base functions such as querying. Amazon uses SOAP protocols for communication 
between the client and the service provider. Therefore, all of the security issues that 
pertain to SOAP are relevant. Furthermore, cloud computing security issues are 
also relevant to these discussions. In the case of cloud, the security concerns include 
enforcing appropriate access control policies as well as the secure storage of the data 
at multiple locations. Recently, researchers are exploring the scrutiny issues related 
to virtualization in a cloud. More details of cloud computing security issues will be 
discussed in Part V.

Our research is focusing on implementing access control and encryption for 
AWS. The data that is being stored in the Amazon environment is encrypted for 
protection. On top of that, we are also implementing role-based access control in 
this environment. We are also implementing XACML in the cloud environment 
and more details will be given in the next section. More details on this topic can be 
found in [PRAN09].
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Figure 7.19 Security for X as a service.
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7.3.8.3  Secure Web Services for Cloud and Grid

There is a critical need to securely store, manage, share, and analyze massive amounts 
of complex (e.g., semistructured and unstructured) data to determine patterns and 
trends to improve the quality of healthcare, better safeguard the nation, and explore 
alternative energy. The emerging cloud computing model attempts to address the 
growth of web-connected devices, and handle massive amounts of data. Google has 
now introduced the MapReduce framework for processing large amounts of data 
on commodity hardware. Apache’s HDFS is emerging as a superior software com-
ponent for cloud computing combined with integrated parts such as MapReduce. 
The need to augment human reasoning, interpreting, and decision-making abili-
ties has resulted in the emergence of the semantic web, which is an initiative that 
attempts to transform the web from its current, merely human-readable form to a 
machine-processable form. This in turn has resulted in numerous social networking 
sites with massive amounts of data to be shared and managed.

We are conducting extensive research in cloud computing and secure cloud 
computing [HAML10]. Much of the discussions of cloud computing and secure 
cloud computing are based on this research. Figure 7.20 illustrates a secure cloud 
based on Hadoop and MapReduce.

7.4  Summary and Directions
In this chapter, we discussed various types of specialized WS. First, we discussed 
WS for data management and complex data management. Then, we discussed WS 
for information management and knowledge management. Next, we discussed 
WS for activity management. This was followed by a discussion of domain WS. 
Then, we discussed some emerging WS, including the paradigm of “X as a service.” 
Next, we described security for emerging WS, including security for WS for data, 
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information, and knowledge, and activity management. We also discussed security 
for domain WS as well as for AWS and clouds. We have also examined security for 
X as a service.

We believe that much of the future research on WS as well as on secure WS will 
be on the topics we have discussed in this chapter. This is partly due to the fact that 
WS and secure WS are the essence of cloud computing and secure cloud comput-
ing. Cloud computing technologies are exploding due to the need for processing 
and analyzing massive amounts of data. The remainder of this book will be devoted 
to cloud computing and secure cloud computing.
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Conclusion to Part II

Part II provided an overview of web services and secure web services. Web services 
are at the heart of cloud computing as the cloud provides a collection of services to 
the consumer.

Chapter 5 provided an overview of the service-oriented computing paradigm 
and security issues for services. First, we discussed the notion of services, SOA and 
web services, the emerging X as a service paradigm, and SOA and design. Then, 
we discussed security for SOA and web services. In particular, we discussed access 
control for web services, standards such as SAML and XACML and some emerg-
ing security models such as models for delegation, information flow, and multilevel 
security. We also discussed identity management for web services.

Chapter 6 provided an overview of semantic web technologies and the notion 
of semantic web services. In particular, we discussed Tim Berners Lee’s technol-
ogy stack for the semantic web as well as XML, RDF, ontologies, and web rules. 
We also discussed semantic web services and how they can make use of semantic 
web technologies. As stated in Chapter 6, semantic web services are at the heart of 
semantic cloud computing.

Chapter 7 discussed various types of specialized web services. First, we dis-
cussed web services for data management and complex data management. Then, we 
discussed web services for information management and knowledge management. 
Next, we discussed web services for activity management. This was followed by a 
discussion of domain web services. Then, we discussed some emerging web services 
including the paradigm of “X as a Service.”
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IIICLOUD 
COMPUtING 
CONCEPtS

Introduction to Part III
Now that we have provided an overview of web services we are now ready to intro-
duce cloud computing and provide an overview of the various concepts, functions, 
technologies, products, and standards relating to cloud computing. We will also 
show how the concepts discussed in Part II on web services, semantic web services, 
and specialized web services may be applied to provide cloud services.

Part III consists of five chapters: 8, 9, 10, 11, and 12. We provide an overview of 
cloud computing concepts in Chapter 8. Cloud computing functions are discussed 
in Chapter 9. Cloud data management, which is a main focus of our research and 
development, is discussed in Chapter 10. Some specialized cloud services such as 
mobile clouds as well as cloud applications are discussed in Chapter 11. Finally, 
cloud computing service providers, products, and frameworks are the subjects of 
Chapter 12.
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Chapter 8

Cloud Computing 
Concepts

8.1 Overview
The emerging cloud computing model attempts to address the growth of web- 
connected devices, and handle massive amounts of data. Google has now introduced 
the MapReduce framework for processing large amounts of data on commod-
ity hardware. Apache’s HDFS is emerging as a superior software component for 
cloud computing combined with integrated parts such as MapReduce [HDFS], 
[DEAN04]. Clouds such as HP’s Open Cirrus Testbed are utilizing HDFS. This in 
turn has resulted in numerous social networking sites with massive amounts of data 
to be shared and managed. For example, we may want to analyze multiple years of 
stock market data statistically to reveal a pattern or to build a reliable weather model 
based on several years of weather and related data. To handle such massive amounts 
of data distributed at many sites (i.e., nodes), scalable hardware and software compo-
nents are needed. The cloud computing model has emerged to address the explosive 
growth of web-connected devices, and handle massive amounts of data. It is defined 
and characterized by massive scalability and new Internet-driven economics.

In this chapter, we will discuss some preliminaries in cloud computing. In this part 
we will discuss some of the technologies such as Hadoop and MapReduce. We will 
first introduce what is meant by cloud computing. While various definitions have been 
proposed, we will adopt the definition provided by NIST. This will be followed by a 
service-based paradigm for cloud computing. In particular, we will elaborate on some 
of the discussions in Chapter 5 (i.e., web services). Next, we will discuss the various key 
concepts including virtualization and data storage in the cloud.
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The organization of this chapter is as follows. Cloud computing preliminaries 
will be discussed in Section 8.2. Virtualization will be discussed in Section 8.3. 
Cloud storage and data management issues will be discussed in Section 8.4. This 
chapter concludes with Section 8.5. Figure 8.1 illustrates the components addressed 
in this chapter. We will also point out the applicability of the concepts discussed in 
Part II to the concepts discussed in Part III.

8.2 Preliminaries in Cloud Computing
As stated in [CLOUD], cloud computing delivers computing as a service while in 
traditional computing it is provided in the form of a product. Therefore, users pay 
for the services based on a pay-as-you-go model. The services provided by a cloud 
may include hardware, systems, data, and storage. The users of the cloud need not 
know where the software and data are located; that is, the software and data ser-
vices provided by the cloud are transparent to the user. [NIST] has defined cloud 
computing to be the following:

Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, applications, and services) 
that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.

The cloud model is composed of multiple deployment models and service mod-
els. These models are described next.

8.2.1 Cloud Deployment Models
There are multiple deployment models for cloud computing. These include the public 
cloud, community cloud, hybrid cloud, and the private cloud. In a public cloud, the 
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service provider typically provides the services over the WWW that can be accessed 
by the general public. Such a cloud may provide free services or pay-as-you-go ser-
vices. In a community cloud, a group of organizations get together and develop a 
cloud. These organizations may have a common objective to provide features such as 
security and fault tolerance. The cost is shared among the organizations. Furthermore, 
the cloud may be hosted by the organizations or by a third party. A private cloud is a 
cloud infrastructure developed specifically for an organization. This could be hosted 
by the organization or by a third party. Hybrid cloud consists of a combination of 
public and private clouds. This way in a hybrid cloud an organization may use the 
private cloud for highly sensitive services while it may use the public cloud for less 
sensitive services and take advantage of what the WWW has to offer. Kantarcioglu 
and his colleagues have stated that the hybrid cloud is the deployment model of the 
future [KHAD12]. Figure 8.2 illustrates the cloud deployment models.

8.2.2 Service Models
As stated earlier, cloud computing provides a variety of services. These include 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a 
Service (SaaS), and Data as a Service (DaaS). In IaaS, the cloud provides a collec-
tion of hardware and networks for use by the general public or organizations. The 
users install operations systems and software to run the applications. The users will 
be billed according to the resources they utilize for their computing. In PaaS, the 
cloud provider will provide to their users the systems software such as operating 
systems (OSs) and execution environments. The users will load their applications 
and run them on the hardware and software infrastructures provided by the cloud. 
In SaaS, the cloud provider will provide the applications for the users to run. These 
applications could be say billing applications, tax computing applications, and sales 
tools. The cloud users access the applications through cloud clients. In the case of 
DaaS, the cloud provides data to the cloud users. Data may be stored in data cen-
ters that are accessed by the cloud users. Note that while DaaS is used to denote 
Desktop as a Service, more recently it denotes Data as a Service. Figure 8.3 illus-
trates the services models. Note that all the service-oriented concepts, technologies 
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and standards discussed in Chapter 5 can be applied to develop the cloud services 
such as infrastructure, platform, software, applications, and data services.

8.3  Virtualization
Virtualization essentially means creating something virtual and not actual. It could 
be hardware, software, memory, and data. The notion of virtualization has existed 
for decades with respect to computing. Back in the 1960s, the concept of virtual 
memory was introduced. This virtual memory gives the application program the 
illusion that it has contiguous working memory. Mapping is developed to map the 
virtual memory to the actual physical memory.

Hardware virtualization is a basic notion in cloud computing. This essen-
tially creates virtual machines hosted on a real computer with an OS. This means 
while the actual machine may be say an IBM PC (personal computer) running a 
Windows OS, through virtualization it may provide a SUN Solaris machine run-
ning Linux to the users. The actual machine is called the host machine while the 
virtual machine is called the guest machine.

Other types of virtualization include OS level virtualization, storage virtualiza-
tion, and data/database virtualization. OS level virtualization is closely tied to hard-
ware virtualization. In this type of virtualization, multiple virtual environments are 
created within a single OS. The virtual machine monitor, also known as the hypervi-
sor, is the software that runs the virtual machine on the host computer. In storage 
virtualization, the logical storage is abstracted from the physical storage. Mappings 
have to be provided from the logical storage to the physical storage. In data/database 
virtualization, the data are abstracted from the underlying databases. A user has the 
illusion that he is working with his own database. Multiple such virtual databases 
may be created. The virtual databases have to be mapped to the physical database. It 
should be noted that while some have distinguished between data virtualization and 
database virtualization, we have used the terms interchangeably. In network virtual-
ization, virtual networks are created. The virtual networks have to be mapped to the 
physical network. Figure 8.4 illustrates the various types of virtualization.
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As we have stated earlier, at the heart of cloud computing is the notion of hyper-
visor or the virtual machine monitor. Hardware virtualization techniques allow 
multiple OSs (called guests) to run concurrently on a host computer. These multiple 
OSs share virtualized hardware resources. Hypervisor is not a new term; it was first 
used in the mid-1960s in the IBM 360/65 machines. There are different types of 
hypervisors; in one type, the hypervisor runs on the host hardware and manages the 
guest OSs. Both VMware and XEN which are popular virtual machines are based 
on this model. In another model, the hypervisor runs within a conventional OS 
environment. Virtual machines are also incorporated into embedded systems and 
mobile phones. Embedded hypervisors have real-time processing capability. We 
will provide more details of hypervisors such as XEN and VMware in Chapter 9. 
Some details of virtualization are provided in [VIRTUAL].

8.4 Cloud Storage and Data Management
In a cloud storage model, the service providers store massive amounts of data for cus-
tomers in data centers. Those who require storage space will lease the storage from 
the service providers who are the hosting companies. The actual location of the data 
is transparent to the users. What is presented to the users is virtualized storage; the 
storage managers will map the virtual storage with the actual storage and manage 
the data resources for the customers. A single object (e.g., the entire video database 
of a customer) may be stored in multiple locations. Each location may store objects 
for multiple customers. Figure 8.5 illustrates cloud storage management.

Visualizing cloud storage has many advantages. The users need not pur-
chase expensive storage devices. The data could be placed anywhere in the cloud. 
Maintenance such as backup and recovery are provided by the cloud. The goal is 
for users to have rapid access to the cloud. However, due to the fact that the owner 
of the data does not have complete control of his data, there are serious security 
concerns with respect to storing data in the cloud.

A database that runs on the cloud is a cloud database manager. There are mul-
tiple ways to utilize a cloud database manager. In the first model, for users to run 
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databases on the cloud, a VirtualMachine Image must be purchased. The database 
is then run on the virtual machines. The second model is the Database as a Service 
model; the service provider will maintain the databases. The users will make use 
of the database services and pay for the service. An example is the Amazon rela-
tional database service which is a SQL database service and has a MySQL interface 
[AMAZON]. A third model is the cloud provider hosting a database on behalf of 
the user. The users can either utilize the database service maintained by the cloud 
or they can run their databases on the cloud. A cloud database must optimize its 
query, storage, and transaction processing to take full advantage of the services 
provided by the cloud. Figure 8.6 illustrates cloud data management. Note that the 
specialized services discussed in Chapter 6 may be utilized to develop cloud data 
management services. These services may include cloud query service and cloud 
transaction service.
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8.5 Summary and Directions
This chapter has introduced the notion of the cloud and discussed aspects of vir-
tualization. In particular, aspects of hardware virtualization, OS virtualization, 
network virtualization, and database virtualization were discussed. We also dis-
cussed the various service models and deployment models for the cloud and pro-
vided a brief overview of cloud functions such as storage management and data 
management.

All the  remaining Chapters in this part will provide more details on cloud 
computing concepts. In particular, we will provide some details of cloud functions 
as well as the products and prototypes of cloud computing systems. These chapters 
will lay the foundations for the discussion of security issues for the cloud as well as 
the experimental systems that we have developed.
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Chapter 9

Cloud Computing 
Functions

9.1 Overview
In Chapter 8, we provided an overview of the various concepts in cloud computing. 
This included a discussion of the deployment models, service models, as well as a 
discussion of virtualization, storage and data management in the cloud. In fact, 
virtualization, storage and data management can be regarded to be cloud comput-
ing functions. In this chapter, we will elaborate on the cloud computing functions.

Our approach to the discussion of the functions will be to examine the general 
functions of a computing system and then examine the impact of the cloud. These 
functions are those of OSs, storage systems, database systems, information man-
agement systems, knowledge management systems, and networking systems. The 
functions will be best illustrated using our cloud computing framework.

The organization of this chapter is as follows. Our cloud computing frame-
work will be discussed in Section 9.2. OSs functions including virtualization are 
discussed in Section 9.3. Cloud networks will be discussed Section 9.4. Cloud data 
and storage management functions will be discussed in Section 9.5. Application 
functions will be discussed in Section 9.6. Other aspects such as policy manage-
ment, backup, and recovery will be discussed in Section 9.7. This chapter is sum-
marized in Section 9.8.

It should be noted that policy management is only briefly discussed in this 
chapter. Details of policy management will be provided when we give a detailed 
discussion of securing the cloud in Part V. Furthermore, the concepts, standards, 
and technologies discussed in Part II such as web services and specialized data 
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services may be utilized to provide the cloud services such as cloud infrastructure 
services and cloud data management services. The functions discussed in this chap-
ter are illustrated in Figure 9.1.

9.2 Cloud Computing Framework
Our cloud computing framework that is based on the cloud computing functions 
is illustrated in Figure 9.2. We have defined a layered framework. At the lowest 
level is the networking layer and at the highest level is the applications layer. The 
applications could be any type of application, including healthcare, financial or 
defense and intelligence. The applications that we have hosted on the cloud are 
social networking, insider threat analysis, malware detection, information sharing, 
and ontology management. We will describe these applications in later chapters. 
Other applications may include information and knowledge management.

The core layers of the cloud framework are the OSs/virtualization layer, the 
storage layer, and the data management layer which also includes data mining 
functions. The OS/virtualization layer is the layer that carries out virtualization as 
well as memory management, scheduling, and interprocess communication man-
agement. The storage layer will manage the storage of massive amounts of data in 
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the cloud. We consider the distributed file systems such as Hadoop to be part of 
the storage layer that will manage the distributed storage. Hadoop goes hand in 
hand with Google’s MapReduce for analysis tasks. The data management layer will 
carry out cloud query processing, cloud transactions management, cloud metadata 
management, and cloud data mining.

Policy management, which is an aspect of security management, as well as 
back-up and recovery are also functions of cloud computing. Security has to be 
incorporated into each layer. Furthermore, the systems have to be recovered in case 
of failure. We will discuss security in later chapters. In the remaining sections of 
this chapter, we will discuss each of the other functions that we have discussed in 
this section. We will elaborate on cloud data management in Chapter 10 and cloud 
applications in Chapter 11.

9.3 Cloud OSs and Hypervisors
Essentially the cloud consists of a collection of machines. Each machine (or com-
puter or node) has its own OS which is called the host OS. However, to enhance the 
computational power of the cloud, a node may have a virtual machine (VM) moni-
tor which is also called a hypervisor. Through the hypervisor, the user is provided 
with the support of many virtual OSs called the guest OSs. Figure 9.3 illustrates 
the hypervisor concept.

In his articles for the Cloud Security Alliance, Chris Benton defined virtualiza-
tion as follows: Virtualization provides the ability to emulate hardware via software 
[VIRT]. The article further states that some form of OS still needs to be booted 
from the hardware. This may be a full OS such as Linux, or it may be a stripped 
down system specific for virtualization. In each case, the OS is first booted and 
then the hypervisor (i.e., the VM monitor) is loaded. The hypervisor emulates spe-
cific hardware configurations for guest OSs. That is, when a guest OS is loaded into 
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a VM, the hardware that hosts this guest is then simulated through the hypervisor, 
not the actual hardware. Ultimately of course, the multiple VMs will have to be 
mapped to one physical machine and this is the challenge for the hypervisor.

It should be noted that while virtualization is desirable in a cloud, it is not 
necessary. While many clouds utilize virtualization, especially the IaaS cloud, the 
SaaS-based clouds sometimes do not provide virtualization. Many cloud deploy-
ments include a virtualization component. While this is a common technique, 
Benton states that one can view a cloud as a house where the multiple users rent the 
house (i.e., the cloud). The house may have a basement (i.e., hypervisor), but it is not 
necessary for a house to have a basement.

There are two types of models for virtualization. One is host-based and the 
other is bare metal. Systems such as VMware and XEN provide host-based virtual-
ization. That is, the hypervisor runs on the host OS. While the tools developed for 
applications can be used for the hypervisor, the hypervisor code may be large which 
is not good from a security point of view. In the bare metal case, the OS supports 
the virtualization. This way, while there may not be well-developed tools for the 
hypervisor, the code can be kept to a minimum. For more details on virtualization, 
we refer to [BARH03] and [VM].

9.4 Cloud Networks
In this section, we will discuss networking for the cloud. Many of the discus-
sions about the cloud focus on virtualization and systems aspects. It is generally 
assumed that the commercial networks are sufficient to host the cloud. However, 
there are some efforts on architecting the network for the cloud. For example, in 
their paper on networking for the cloud, the authors state that a well-designed net-
work to support a cloud architecture should address several challenges [BORO11]. 
These include routing optimization, reliability, and latency in WAN (Wide Area 
Networks) performance and security. We focus on the first two aspects.

With respect to routing optimization, the authors state that a key challenge for 
enterprises to consider is how the network can recognize, scale, and prioritize video 
as it is delivered through the cloud [BORO11]. In private and hybrid cloud envi-
ronments, the network should be adaptable for delivering the optimal experience 
based on parameters such as user location, device type, or reachability. With respect 
to reliability and latency in WAN performance, the challenge is giving consistent, 
high-quality performance to applications when they are delivered from the cloud 
with maximum reliability and minimum latency.

Like system and data virtualization, network virtualization is also being explored 
in cloud computing. As stated in [BORO11], network virtualization is the process 
of combining hardware and software network resources and network functional-
ity into a single, software-based administrative entity, a virtual network. Network 
virtualization involves platform virtualization, often combined with resource 
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virtualization. Network virtualization is categorized as either external, combining 
many networks, or parts of networks, into a virtual unit, or internal, providing 
network-like functionality to the software containers on a single system. Analogous 
to the notion of the VM monitor (i.e., the hypervisor) for system virtualization, the 
virtual network monitor handles network virtualization. Vendors such as Cisco 
are now providing virtualization capabilities for networks. More work remains to 
be done on integrating virtualized networks into a cloud environment. Figure 9.4 
illustrates cloud networking issues.

9.5 Cloud Data and Storage Management
There is some recent research on cloud data management. We will discuss details 
in Chapter 10. In this section, we will summarize the challenges with respect to 
data management functions such as query processing, transaction management, 
storage, metadata management, and data mining. Details on security will be pro-
vided in Part V.

Some work has been carried out on the cloud query processor. For example, we 
have implemented a cloud query processor using Hadoop, MapReduce, and Hive 
technologies. We have also implemented cloud query processing for semantic web 
data. Our implementations will be discussed in Part IV. The challenge is to come 
up with appropriate query optimization strategies for query processing. This will 
depend on how the data are stored across the nodes in the cloud. Kantarcioglu 
has investigated cloud query processing issues. In this work, he stated that one of 
the major challenges for cloud query processing is Dynamic Resource Allocation 
[OKTA12].
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Some work has been carried out on transaction processing in the cloud. Most 
notable is that of Johannes Gehrke [GEHR11]. He stated that a major challenge in 
cloud data management is scaling and access. While lock-based implementations 
were dominant in traditional information access systems such as database systems 
and search engines, there has been an emergence of cloud-based systems based on 
Optimistic Concurrency Control (OCC).

With respect to cloud storage, the challenge is coming up with appropriate stor-
age strategies for the cloud. How should the data be fragmented across the differ-
ent nodes in the cloud? How can data virtualization be exploited to give optimum 
storage? Kantarcioglu and Mehrotra have developed interesting storage schemes for 
a hybrid cloud [OKTA12]. They state that an emerging trend in cloud computing 
is that of hybrid cloud wherein in-house capabilities/resources at the end-user site 
are seamlessly integrated with the cloud services to create a powerful cost-effective 
data processing solution.

Metadata management in the cloud includes not only information about the 
data and the resources in the cloud, it also includes information about the user 
accounts, usage patterns, SLAs and other cloud-specific information. Much work 
is required for coming up with appropriate models to store and manage the cloud 
metadata.

Cloud data mining is becoming an important area especially with the emergence 
of Big Data Analytics. Data mining algorithms have been enhanced with respect to 
performance with parallel data mining. The challenge is to implement these paral-
lel data mining techniques on the cloud. Note that the difference between parallel/
distributed databases and the cloud databases is that with the cloud, the data could 
be migrated for better resource utilization. Therefore, the data mining algorithms 
should take into account the location migration of the data. Figure 9.5 illustrates 
cloud data and storage management issues. Some interesting papers on data man-
agement in the cloud have been presented in [DMC12].
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9.6 Cloud applications
The cloud functions are needed to host the various applications on the cloud. 
These applications may be domain applications such as healthcare and finance or 
IT applications such as information and knowledge management and social net-
works. In later parts of this book, we will discuss some of the applications we have 
developed that utilize the cloud. Our applications focus mainly on cloud data and 
information management. Figure 9.6 illustrates cloud applications. Some of these 
applications will be discussed in Chapter 11.

Next, we will discuss some examples. A healthcare organization may use a 
cloud to integrate the numerous data sources. These data sources may be stored in 
the cloud. The cloud may carry out operations such as ontology alignment (where 
multiple ontologies that refer to the same concept are integrated) and other data-
intensive operations. A social network also may be hosted on the cloud. The cloud 
would provide computational resources to integrate and mine the data in the social 
networks. We will give examples of how we have used the cloud for applications 
such as social network management and query processing in Part IV. Cloud appli-
cations will also be discussed in Chapter 12.

9.7 Cloud Policy Management, Back-Up, and recovery
Our framework also illustrates cloud policy management, back-up, and recov-
ery. Policy management components will enforce the various policies across all 
the layers. These policies could be security policies or other types of policies such 
as administration policies. Various standards have been developed to specify and 
enforce the policies (e.g., SAML, XACML, WS-Security).

Back-up and recovery are important functions that the cloud service provider has 
to carry out. The cloud has to be up and running for the customers. Therefore, the 
SLAs have to specify how long the cloud will be taken down for maintenance. 
Also, to manage disasters the cloud data has to be backed up and possibly replicated. 
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Some of the challenges will be discussed when we address cloud security. Figure 9.7 
illustrates cloud policy management, back-up, and recovery issues.

9.8 Summary and Directions
This chapter has discussed various aspects of cloud computing functions. First, we 
presented a framework for cloud computing. This framework consists of a network 
layer, a virtualization layer, a storage layer, a data management layer, and an appli-
cations layer. We discussed the functions of each layer. We also discussed policy 
management, back-up, and recovery issues for the cloud.

Since cloud data management is our area of expertise, in the next chapter 
we will discuss cloud data management. We will discuss cloud applications in 
Chapter 11. Details of some of the prototypes we have developed for cloud data 
management and applications will be provided in Part IV. In Part V, we will discuss 
security issues for the cloud. In particular, we will discuss security for each layer of 
our cloud framework.
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Chapter 10

Cloud Data Management

10.1  Overview
Database systems technology has advanced a great deal during the past four decades 
from the legacy systems based on network and hierarchical models to relational and 
object-oriented database systems based on client–server architectures. Database 
systems can also now be accessed via the web and data management services have 
been implemented as web services. We consider a database system to include both 
the DBMS and the database (see also the discussion in [DATE90]). The DBMS 
component of the database system manages the database. The database contains 
persistent data. That is, the data are permanent even if the application programs 
go away.

In Chapter 9, we discussed cloud functions which included cloud data manage-
ment functions. In this chapter, we will elaborate on cloud data management. Since 
this topic is still in its infancy, we will discuss various data management functions 
and how they may be implemented in a cloud. It should be noted that the notion 
of “Big Data” is increasing in popularity. That is, there are massive amounts of data 
in the range of exabytes and beyond that have to be processed. Many believe that 
cloud computing will play a major role in the big data initiatives.

The organization of this chapter is as follows. In Section 10.2, we discuss 
the relational data model and its implementation on the cloud. In Section 10.3, 
various types of architectures for database systems are described. These include 
an architecture for a centralized database system, schema architecture, as well 
as functional architecture. We then discuss data management architectures on 
the cloud. Database system functions are discussed in Section 10.4. These func-
tions include query processing, transaction management, metadata management, 
and storage management, maintaining integrity, and fault tolerance. Note that 
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security will be the subject of several later chapters in the book and therefore we 
will not discuss security in this chapter. For each of the functions, the impact 
of the cloud will be discussed. Data mining will be the subject of Section 10.5 
together with a discussion of cloud data mining. In Section 10.6, we discuss 
information management in the cloud. Specifically we discuss semantic web data 
management in the cloud. This chapter concludes with Section 10.7. It should 
be noted that the specialized web services discussed in Chapter 7 may be uti-
lized for cloud data management services including cloud storage services, cloud 
query services, and cloud transaction services. Commercial cloud data manage-
ment products will be discussed in Chapter 21. Figure 10.1 illustrates the topics 
addressed in this chapter.

10.2  relational Data Model
In general, the purpose of a data model is to capture the universe that is represented 
as accurately, completely, and naturally as possible [TSIC82]. In this section, we 
discuss the essential points of the relational data model, as it is the most widely used 
model today. With the relational model [CODD70], the database is viewed as a col-
lection of relations. Each relation has attributes and rows. For example, Figure 10.2 
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illustrates a database with two relations, EMP and DEPT. EMP has four attributes: 
SS#, Ename, Salary, and D#. DEPT has three attributes: D#, Dname, and Mgr. 
EMP has three rows, also called tuples, and DEPT has two rows. Each row is 
uniquely identified by its primary key. For example, SS# could be the primary key 
for EMP and D# for DEPT. Another key feature of the relational model is that 
each element in the relation is an atomic value such as an integer or a string. That 
is, complex values such as lists are not supported.

Various operations are performed on relations. The SELECT operation selects 
a subset of rows satisfying certain conditions. For example, in the relation EMP, 
one may select tuples where the salary is more than 20 K. The PROJECT operation 
projects the relation onto some attributes. For example, in the relation EMP, one 
may project onto the attributes Ename and Salary. The JOIN operation joins two 
relations over some common attributes. A detailed discussion of these operations is 
given in [DATE90] and [ULLM88].

Various languages to manipulate the relations have been proposed. Notable 
among these languages is the ANSI (American National Standards Institute) 
Standard SQL (Structured Query Language). This language is used to access and 
manipulate data in relational databases. There is wide acceptance of this standard 
among DBMS vendors and users. It supports schema definition, retrieval, data 
manipulation, schema manipulation, transaction management, integrity, and secu-
rity. Other languages include the relational calculus first proposed in the INGRES 
project at the University of California at Berkeley [DATE90]. Another important 
concept in relational databases is the notion of a view. A view is essentially a virtual 
relation and is formed from the relations in the database.

The challenge we are faced with today is to come up with an appropriate ver-
sion of the relational model for the cloud. Vendors such as Oracle are building 
cloud-based relational database systems. Systems such as MySQL are being imple-
mented in the cloud. Amazon has developed the DynamoDB database. As stated 
by Amazon, DynamoDB is a fully managed, NoSQL database service that provides 
fast and predictable performance with seamless scalability. With a few clicks in the 
AWS (Amazon Web Services) Management Console, customers can launch a new 
Amazon DynamoDB database table, scale up or down their request capacity for 
the table without downtime or performance degradation, and gain visibility into 
resource utilization and performance metrics. Researchers are investigating ways to 
host such a database in the cloud. In addition, special purpose data models devel-
oped specifically for the cloud are also being explored.

10.3  architectural Issues
This section describes architectures for a database system and examines the impact 
of the cloud. First, we illustrate a centralized architecture for a database system. 
Then, we describe a distributed database architecture. Figure 10.3 is an example 
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of a centralized architecture. Here, the DBMS is a monolithic entity and manages 
a database, which is centralized. Functional architecture illustrates the functional 
modules of a DBMS. The major modules of a DBMS include the query processor, 
transaction manager, metadata manager, storage manager, integrity manager, and 
security manager. The functional architecture of the DBMS component of the cen-
tralized database system architecture (of Figure 10.3) is illustrated in Figure 10.4.

Although many definitions of a distributed database system have been given, 
there is no standard definition. Our discussion of distributed database system con-
cepts and issues has been influenced by the discussion in [CERI84]. A distributed 
database system includes a DDBMS, a distributed database, and a network for 
interconnection. The DDBMS manages the distributed database. A distributed 
database is data that is distributed across multiple databases. Our choice archi-
tecture for a distributed database system is a multi-database architecture, which is 
tightly coupled. This architecture is illustrated in Figure 10.5. We have chosen such 
an architecture as we can explain the concepts for both homogeneous and heteroge-
neous systems based on this approach. In this architecture, the nodes are connected 
via a communication subsystem and local applications are handled by the local 
DBMS. In addition, each node is also involved in at least one global application, 
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so there is no centralized control in this architecture. The DBMSs are connected 
through a component called the Distributed Processor (DP). In a homogeneous 
environment, the local DBMSs are homogeneous while in a heterogeneous environ-
ment, the local DBMSs may be heterogeneous.

Distributed database system functions include distributed query processing, 
distributed transaction management, distributed metadata management, and 
enforcing security and integrity across the multiple nodes. The DP is an essen-
tial component of the DDBMS. It is this module that connects the different local 
DBMSs. That is, each local DBMS is augmented by a DP. The modules of the 
DP are illustrated in Figure 10.6. The components are the Distributed Metadata 
Manager (DMM), the Distributed Processor (DQP), the Distributed Transaction 
Manager (DTM), the Distributed Security Manager (DSP), and the Distributed 
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Integrity Manager (DIM). DMM manages the global metadata. The global meta-
data includes information on the schemas, which describe the relations in the 
distributed database, the way the relations are fragmented, the locations of the 
fragments, and the constraints enforced. DQP is responsible for distributed query 
processing; DTM is responsible for distributed transaction management; DSM is 
responsible for enforcing global security constraints; and DIM is responsible for 
maintaining integrity at the global level. Note that the modules of DP communi-
cate with their peers at the remote nodes. For example, the DQP at node 1 com-
municates with the DQP at node 2 for handling distributed queries.

The challenge faced by researchers is to come up with a suitable architecture for 
the cloud. For example, in the centralized architecture case, all the data can be hosted 
on one server. The processing could be distributed across multiple servers. Such an 
approach will not take full advantage of the capabilities provided by the cloud. In the 
distributed database case, each fragment of the database could be stored on a server. 
While this may take better advantage of the cloud, it does not take advantage of 
resource utilization. A cloud database architecture must use resource utilization effec-
tively and store the data to maximize performance. Several database vendors including 
IBM, Oracle, and Microsoft are exploring architectures for cloud data management.

10.4  DBMS Functions
10.4.1  Overview
The functional architecture of a DBMS was illustrated in Figure 10.4 (see also 
[ULLM88]). The functions of a DBMS carry out its operations. A DBMS essen-
tially manages a database, and it provides support to the user by enabling him to 
query and update the database. Therefore, the basic functions of a DBMS are query 
processing and update processing. In some applications such as banking, queries and 
updates are issued as part of transactions. Therefore, transaction management is also 
another function of a DBMS. To carry out these functions, information about the 
data in the database has to be maintained. This information is called the metadata. 
The function that is associated with managing the metadata is metadata manage-
ment. Special techniques are needed to manage the data stores that actually store the 
data. The function that is associated with managing these techniques is storage man-
agement. To ensure that the above functions are carried out properly and that the 
user gets accurate data, there are some additional functions. These include security 
management, integrity management, and fault management (i.e., fault-tolerance).

This section focuses on some of the key functions of a DBMS. These are query 
processing, transaction management, metadata management, storage manage-
ment, maintaining integrity, and fault-tolerance. We discuss each of these func-
tions in Sections 10.4.2 through 10.4.7. In Section 10.4.6, the impact of the cloud 
will also be discussed. Figure 10.7 illustrates the concepts discussed in this section.
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10.4.2  Query Processing
Query operation is the most commonly used function in a DBMS. It should be 
possible for users to query the database and obtain answers to their queries. There 
are several aspects to query processing. First of all, a good query language is needed. 
Languages such as SQL are popular for relational databases. Such languages are 
being extended for other types of databases. The second aspect is techniques for 
query processing. Numerous algorithms have been proposed for query processing 
in general and for the JOIN operation in particular. Also, different strategies are 
possible to execute a particular query. The costs for the various strategies are com-
puted, and the one with the least cost is usually selected for processing. This process 
is called query optimization. Cost is generally determined by the disk access. The 
goal is to minimize disk access in processing a query.

The users pose a query using a language. The constructs of the language have 
to be transformed into the constructs understood by the database system. This pro-
cess is called query transformation. Query transformation is carried out in stages 
based on the various schemas. For example, a query based on the external schema 
is transformed into a query on the conceptual schema. This is then transformed 
into a query on the physical schema. In general, rules used in the transformation 
process include the factoring of common subexpressions and pushing selections 
and projections down in the query tree as much as possible. If selections and projec-
tions are performed before the joins, then the cost of the joins can be reduced by a 
considerable amount.

Figure 10.8 illustrates the modules in query processing. The user interface man-
ager accepts queries, parses the queries, and then gives them to the query trans-
former. The query transformer and query optimizer communicate with each other 
to produce an execution strategy. The database is accessed through the storage 
manager. The response manager gives responses to the user.

Some work has been carried out on cloud query processing. For example, we 
have implemented a cloud query processor using Hadoop, MapReduce, and HIVE 
technologies. Our implementation will be discussed in Part IV. The challenge is to 
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come up with appropriate optimization strategies for query processing. This will 
depend on how the data are stored across the nodes in the cloud. Researchers have 
also examined column-oriented databases for the cloud and state that this gives bet-
ter performance. In such a database, the relations are fragmented according to the 
columns, that is, a table corresponding to each column of a relation. Researchers at 
Composite Software have taken advantage of data virtualization to develop efficient 
query algorithms for the cloud. They state that the strategies that data virtualiza-
tion uses to achieve efficient and optimal query execution include: cost-based query 
plan evaluation and selection, rule-based query plan modifications, data source 
capability analysis, join algorithm variety and configuration, selection pooling and 
propagation, unnecessary operation pruning, pipelined results streaming, parallel 
scan execution and retrieval, blocking operator pre-processing, and redundant scan 
multiplexing. Essentially to take advantage of the cloud, parallel query processing 
has to be fully utilized [COMP].

Kantarcioglu et al. have investigated cloud query processing issues. In their 
work they have stated that one of the major challenges for cloud query process-
ing is Dynamic Resource Allocation [OKTA12]. Unlike the traditional environ-
ments, cloud infrastructures generally allow applications to dynamically increase or 
decrease the amount of computation resources. This may have an important impact 
on how query processing and optimization are done. For example, if we have qual-
ity of service constraints for answering a query, we may dynamically add new com-
putational resources to process more data. At the same time, we may reduce the 
used computational resources once we do not need them. Clearly, this dynamic 
allocation has some cost associated with it. For example, on Amazon EC2, using 
more machines means one will pay more for those machines. In addition, loading 
the images of those machines and moving necessary data to those newly initiated 
machines will take some time. Therefore, such costs should be considered when 
the query optimization is done. To address these issues, the authors have modified 
the existing query optimization techniques to include dynamic resource allocation 
costs under quality service constraints.
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10.4.3  Transaction Management
A transaction is a program unit that must be executed in its entirety or not executed 
at all. If transactions are executed serially, then there is a performance bottleneck. 
Therefore, transactions are executed concurrently. Appropriate techniques must ensure 
that the database is consistent when multiple transactions update the database. That is, 
transactions must satisfy the ACID (Atomicity, Consistency, Isolation, and Durability) 
properties. The major aspects of transaction management are serializability, concur-
rency control, and recovery. We discuss them briefly in this section. For a detailed 
discussion of transaction management we refer to [KORT86] and [BERN87].

Serializability: A schedule is a sequence of operations performed by multiple 
transactions. Two schedules are equivalent if their outcomes are the same. A serial 
schedule is a schedule where no two transactions are executed concurrently. An 
objective in transaction management is to ensure that any schedule is equivalent to 
a serial schedule. Such a schedule is called a serializable schedule. Various condi-
tions for testing the serializability of a schedule have been formulated for a DBMS.

Concurrency Control: Concurrency control techniques ensure that the database 
is in a consistent state when multiple transactions update the database. Three popu-
lar concurrency control techniques which ensure the serializability of schedules are 
locking, time-stamping, and validation (which is also called optimistic concur-
rency control).

Recovery: If a transaction aborts due to some failure, then the database must be 
brought to a consistent state. This is transaction recovery. One solution to handling 
transaction failure is to maintain log files. The transaction’s actions are recorded 
in the log file. So, if a transaction aborts, then the database is brought back to a 
consistent state by undoing the actions of the transaction. The information for the 
undo operation is found in the log file. Another solution is to record the actions of 
a transaction but not make any changes to the database. Only if a transaction com-
mits should the database be updated. This means that the log files have to be kept 
in stable storage. Various modifications to the above techniques have been proposed 
to handle the different situations.

When transactions are executed at multiple data sources, then a protocol called 
two-phase commit is used to ensure that the multiple data sources are consistent. 
Figure 10.9 illustrates the various aspects of transaction management.

Some work has been carried out on transaction processing in the cloud. Most 
notable is that of Johannes Gehrke. He has stated that a major challenge in cloud 
data management is scaling and access [GEHR11]. While lock-based implementa-
tions were dominant in traditional information access systems such as database sys-
tems and search engines, there has been an emergence of cloud-based systems based 
on Optimistic Concurrency Control (OCC). However, we do not know whether 
lock-based or OCC-based information access is superior in the cloud; there are no 
systematic scientific studies that can give cloud system designers a clear indication 
of the various tradeoffs. Gehrke and his colleagues are investigating a novel cloud 
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architecture based on locking and OCC that can scale smoothly as transaction 
rates increase, whose resource footprint is proportional to the load on the system, 
and that seamlessly integrates with the cloud query manager and enables different 
levels of isolation across queries and transactions.

10.4.4  Storage Management
The storage manager is responsible for accessing the database. To improve the 
efficiency of query and update algorithms, appropriate access methods and index 
strategies have to be enforced. That is, in generating strategies for executing query 
and update requests, the access methods and index strategies that are used need 
to be taken into consideration. The access methods used to access the database 
would depend on the indexing methods. Therefore, creating and maintaining an 
appropriate index file is a major issue in DBMS. By using an appropriate indexing 
mechanism, the query processing algorithms may not have to search the entire 
database. Instead, the data to be retrieved could be accessed directly. Consequently, 
the retrieval algorithms are more efficient. Figure 10.10 illustrates an example of an 
indexing strategy where the database is indexed by projects.

Much research has been carried out on developing appropriate access meth-
ods and index strategies for relational database systems. Some examples of index 
strategies are 10-Trees and Hashing [DATE90]. Current research is focusing on 
developing such mechanisms for object-oriented database systems with support for 
multimedia data as well as for web database systems, among others.

The challenge to developers and researchers is coming up with appropriate stor-
age strategies for the cloud. How should the data be fragmented across the differ-
ent nodes in the cloud? How can data virtualization be exploited to give optimum 
storage? Kantarcioglu and Mehrotra have developed interesting storage schemes for 
a hybrid cloud. [OKTA12]. They state that an emerging trend in cloud comput-
ing is that of hybrid cloud wherein in-house capabilities/resources at the end-user 
site are seamlessly integrated with cloud services to create a powerful cost-effective 
data processing solution. Hybrid cloud solutions offer similar benefits to cloud 
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computing, for example, ability to exploit public resources when high throughput 
is important on a pay-as-you-use model (instead of the capital expense of creating 
an infrastructure for peak loads in-house). Yet, they provide opportunities to better 
control costs (e.g., minimize cloud resources being used if local resources suffice) 
and to better manage data privacy and confidentiality (e.g., exercise control on 
what information and processing is exposed to the public cloud). For instance, an 
end-user can run mission-critical tasks that depend upon sensitive information on 
the private cloud while outsourcing routine tasks to the public cloud. Kantarcioglu 
and his colleagues are exploring information management challenges in the context 
of hybrid clouds and propose novel solutions to address those challenges.

Kantarcioglu and Mehrotra state that information management in hybrid 
clouds may exploit public resources in several ways. For instance, one could parti-
tion the query workload between public and private systems to maximize system 
throughput by exploiting inter-query parallelism. One may further exploit inherent 
parallelism afforded by a hybrid cloud even in the context of a given query (intra-
query parallelism) even though such a strategy may incur additional network costs. 
While considering various strategies in hybrid cloud architecture, we also need to 
consider costs and resource constraints. Cloud service providers typically support 
competitive cost models and provide different SLAs for data storage and processing 
for end-users. For example, AWS provides a tiered pricing model where the more 
data and processing services are used, the cheaper their prices become. AWS also 
provides SLAs for Elastic Compute Cloud (EC2) or Simple Storage Service (S3) 
that return to a user between 10% and 25% of their monthly fee if Amazon fails to 
meet their commitment of at least 99% up time. Similar tiered pricing models and 
SLAs are also provided by other cloud service providers such as Microsoft Windows 
Azure and Google App Engine. An information management system that leverages 
such hybrid cloud architectures opens several key challenges. The first question 
is, “How to store information in a hybrid cloud?” A good solution must take into 
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account the chosen data representation strategy, the monetary cost associated with 
storage infrastructure and the query workload characteristics. The second issue is 
that of efficient query processing in this distributed architecture. They are exploring 
the issues by developing appropriate storage models for the hybrid cloud.

10.4.5  Metadata Management
Metadata describes the data in the database. For example, in the case of the rela-
tional database illustrated in Figure 10.2, metadata would include the following 
information: the database has two relations, EMP and DEPT; EMP has four attri-
butes and DEPT has three attributes; and so on. One of the main issues is develop-
ing a data model for metadata. In our example, one could use a relational model 
to model the metadata also. The metadata relation REL shown in Figure 10.11 
consists of information about relations and attributes.

In addition to information about the data in the database, metadata also 
includes information on access methods, index strategies, security constraints, and 
integrity constraints. One could also include policies and procedures as part of the 
metadata. Once the metadata is defined, the issues include managing the metadata. 
What are the techniques for querying and updating the metadata? Since all of the 
other DBMS components need to access the metadata for processing, what are the 
interfaces between the metadata manager and the other components? Metadata 
management is fairly well understood for relational database systems. The current 
challenge is in managing the metadata for more complex systems such as digital 
libraries and web database systems.

Metadata management in the cloud includes not only information about the 
data and the resources in the cloud, it also includes information about the user 
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accounts, usage patterns, SLAs, and other cloud-specific information. Much work is 
needed on coming with appropriate models to store and manage the cloud metadata.

10.4.6  Database Integrity
Concurrency control and recovery techniques maintain the integrity of the data-
base. In addition, there is another type of database integrity and that is enforcing 
integrity constraints. There are two types of integrity constraints enforced in data-
base systems: application-independent integrity constraints and application-specific 
integrity constraints. Integrity mechanisms also include techniques for determin-
ing the quality of the data. For example, what is the accuracy of the data and that 
of the source? What are the mechanisms for maintaining the quality of the data? 
How accurate is the data on output? For a discussion of integrity based on data 
quality, we refer to [DQ]. Note that data quality is very important for mining 
and warehousing. If the data that is mined is not good, then one cannot rely on 
the results. Application-independent integrity constraints include the primary key 
constraint, the entity integrity rule, referential integrity constraint, and the vari-
ous functional dependencies involved in the normalization process (see the discus-
sion in [DATE90]). Application-specific integrity constraints are those constraints 
that are specific to an application. Examples include “an employee’s salary can-
not decrease” and “no manager can manage more than two departments.” Various 
techniques have been proposed to enforce application-specific integrity constraints. 
For example, when the database is updated, these constraints are checked and the 
data are validated. The aspects of database integrity are illustrated in Figure 10.12.

Some work on database integrity in the cloud has been carried out based on 
data provenance and lineage. For example, the data in the cloud may come from 
multiple sources over a time period. Therefore, maintaining the provenance of the 
data is essential. Other challenges include enforcing appropriate integrity con-
straints. That is, how can the integrity constraints be enforced on the data in the 
cloud that has to deal with data virtualization? Much research is needed on data 
integrity in the cloud.
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10.4.7  Fault Tolerance
The previous two sections discussed database integrity and security. A closely related 
feature is fault tolerance. It is almost impossible to guarantee that the database will 
function as planned. In reality, various faults could occur. These could be hardware 
faults or software faults. As mentioned earlier, one of the major issues in transaction 
management is to ensure that the database is brought back to a consistent state in 
the presence of faults. The solutions proposed include maintaining appropriate log 
files to record the actions of a transaction in case its actions have to be retraced.

Another approach to handling faults is checkpointing. Various checkpoints are 
placed during the course of database processing. At each checkpoint it is ensured 
that the database is in a consistent state. Therefore, if a fault occurs during pro-
cessing, then the database must be brought back to the last checkpoint. This way 
it can be guaranteed that the database is consistent. Closely associated to check-
pointing are acceptance tests. After various processing steps, the acceptance tests 
are checked. If the techniques pass the tests, then they can proceed further. Some 
aspects of fault tolerance are illustrated in Figure 10.13.

Ensuring that the cloud operates continuously is one of the major challenges to the 
cloud service providers. The SLAs usually specify how the cloud is operated and how 
long it will be down for maintenance. Therefore, ensuring that the cloud databases are 
backed up and developing appropriate solutions for fault tolerance is crucial. This topic 
will also be discussed further in Part VIII when we address trustworthy clouds.

10.5  Data Mining
Data mining is the process of posing various queries and extracting useful informa-
tion, patterns, and trends often previously unknown from large quantities of data 
possibly stored in databases. Essentially, for many organizations, the goals of data 
mining include improving marketing capabilities, detecting abnormal patterns, 
and predicting the future based on past experiences and current trends. There is 
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clearly a need for this technology. There are large amounts of current and historical 
data being stored. Therefore, as databases become larger, it becomes increasingly 
difficult to support decision making. In addition, the data could be from multiple 
sources and multiple domains. There is a clear need to analyze the data to sup-
port planning and other functions of an enterprise. Various terms have been used 
to refer to data mining. These include knowledge/data/information discovery and 
knowledge/data/information extraction. Note that some define data mining to be 
the process of extracting previously unknown information while knowledge dis-
covery is defined as the process of making sense out of the extracted information.

Some of the data mining techniques include those based on statistical reason-
ing techniques, inductive logic programming, machine learning, fuzzy sets, and 
neural networks, among others. The data mining outcomes include classification 
(finding rules to partition data into groups), association (finding rules to make 
associations between data), and sequencing (finding rules to order data). Essentially 
one arrives at some hypothesis, which is the information extracted, from examples 
and patterns observed. These patterns are observed from posing a series of queries; 
each query may depend on the responses obtained from the previous queries posed. 
There have been several developments in data mining. A discussion of the various 
tools is given in [KDN]. A good discussion of the outcomes and techniques are 
given in [AGRA93] and [BERR97].

Data mining is an integration of multiple technologies. These include data 
management such as database management, data warehousing, statistics, machine 
learning, decision support, and others such as visualization and parallel computing. 
There are a series of steps involved in data mining. These include getting the data 
organized for mining, determining the desired outcomes to mining, selecting tools 
for mining, carrying out the mining, pruning the results so that only the useful 
ones are considered further, taking actions from the mining, and evaluating the 
actions to determine benefits.

While several developments have been made, there are also many challenges. 
For example, due to the large volumes of data, how can the algorithms determine 
which technique to select and what type of data mining to do? Furthermore, the 
data may be incomplete and/or inaccurate. At times there may be redundant infor-
mation, and at times there may not be sufficient information. It is also desirable to 
have data mining tools that can switch to multiple techniques and support multiple 
outcomes. Some of the current trends in data mining include mining web data, 
mining distributed and heterogeneous databases, and privacy-preserving data min-
ing where one ensures that one can get useful results from mining and at the same 
time maintain the privacy of the individuals. Figure 10.14 illustrates the various 
aspects of data mining.

Cloud data mining is becoming an important area especially with the emergence 
of Big Data Analytics. Data mining algorithms have been enhanced with respect to 
performance with parallel data mining. The challenge is to implement these paral-
lel data mining techniques on the cloud. Note that the difference between parallel/
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distributed databases and the cloud databases is that with the cloud, the data could 
be migrated for better resource utilization. Therefore, the data mining algorithms 
should take into account the location migration of the data.

10.6  Other aspects
The explosion of the users on the web and the increasing number of WWW servers 
with large quantities of data are rapidly advancing database management on the web. 
For example, the heterogeneous information sources have to be integrated so that 
users access the servers in a transparent and timely manner. The need to augment 
human reasoning, interpreting, and decision-making abilities has resulted in the 
emergence of the Semantic Web, which is an initiative that attempts to transform 
the web from its current, merely human-readable form, to a machine processable 
form. Semantic web technologies have emerged to manage the massive amounts of 
data on the web and the cloud. These technologies include XML, RDF, and OWL.

We have developed experimental systems for managing semantic web data in 
the cloud. We have also developed query optimizers for semantic web data. These 
query optimizers have been implemented on the cloud. In addition, we are inves-
tigating social networks to be managed in the cloud. Our experimental work on 
query processing in the cloud with semantic web data will be discussed in Part IV. 
Semantic clouds are clouds that utilize semantic web technologies such as manag-
ing massive amounts of semantic web data as well as executing policies represented 
in semantic web languages. Semantic web services concepts discussed in Chapter 6 
may be utilized to provide semantic cloud services to the consumer.
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Clouds are also suitable for providing knowledge management services. 
Increasingly, knowledge is aggregated from online analysis of a variety of sources 
such as organizational data, large-scale surveillance or survey data, and social data 
streams. Typically, the datasets analyzed are very large. Additionally, they are typi-
cally collected by different groups within an organization, managed by different 
management and access policies, and maintained in different types for data reposi-
tory (e.g., relational databases, RDF stores). Furthermore, they are distributed 
across multiple sites, each supported by its own compute clusters. Owing to the size 
of the data and the governance policies associated with it, taking the approach of 
warehousing all the data in a single location is impractical. Furthermore, knowl-
edge management applications for a corporation, such as expert finder, may need to 
store massive amounts of data and perform extensive computations. Therefore, such 
operations may be outsourced to a cloud.

Cloud also has an impact on other aspects that we have discussed in Chapter 
7 such as activity management. Activity management such as collaboration and 
workflow as well as e-business may be carried out in the cloud. However since 
e-business applications may contain sensitive data such as credit card information, 
security in the cloud is of utmost importance to conduct successful e-business and 
other applications that need to handle sensitive data. For such applications, the 
hybrid cloud seems to be a suitable approach where the sensitive data are stored in 
the private cloud while the nonsensitive data are stored in the public cloud.

Our interest is on addressing distributed querying of data across multiple, 
diverse processing clusters, specifically in support of large data analytics. We are 
specifically examining groups of clusters in a closed world, such as within a sin-
gle organization, as opposed to general distributed query processing on the web. 
Query processing across clusters containing very large data stores is not supported 
with any current technology. Currently, there is no common way to summarize 
or catalog the data in a cluster in a way that can facilitate it being discovered by a 
distributed query processor. The existence of relatively slow network connections 
between clusters mandates the use of data-communication-efficient strategies for 
accessing and combining the data in the various sites efficiently. Finally, while there 
exists efficient mechanisms for reassembling distributed queries within the con-
text of SQL, the distributed clusters are not necessarily relational databases, so it 
is necessary to develop different strategies for putting together fragments of data 
retrieved from nonrelational data sources. The research challenges include query 
decomposition and optimization as well as response assembly.

10.7  Summary and Directions
This chapter has discussed various aspects of data management systems and exam-
ined the impact of the cloud. In particular, aspects of cloud query processing, cloud 
transaction management, and cloud storage management are discussed. We also 
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discussed information management, knowledge management, and activity man-
agement in the cloud. The concepts discussed in Chapter 7 on specialized services 
for data, information, knowledge, and activity management may be applied for 
cloud data information, knowledge, and activity management. Furthermore, we 
also discuss how semantic web services may be provided by semantic clouds.

As stated earlier, many of the applications in areas such as healthcare, finance, 
and defense need to handle sensitive data. Therefore, incorporating security into 
the cloud will be critical. In Parts V and VI of this book, we will discuss security 
for the cloud as well as the experimental secure cloud systems that we have devel-
oped. We will also discuss security for cloud data management functions. In the 
next chapter, we will discuss cloud applications which include cloud services for 
social networks as well as knowledge management and domain applications. We 
will also discuss some specialized cloud such as multimedia clouds and mobile 
clouds. Cloud products will be discussed in Chapter 12.
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Chapter 11

Specialized Clouds, 
Services, and applications

11.1 Overview
We previously discussed cloud computing concepts, functions, and products. We 
also discussed in more detail cloud data management functions. We discussed 
cloud data management products as well as cloud frameworks. In addition, we 
provided an overview of cloud service providers. Our discussions on cloud comput-
ing concepts included the cloud deployment models as well as the cloud service 
models. That is, we essentially discussed the general cloud computing concepts. We 
also included a discussion of some of the general functions such as query processing 
networking and applications management.

In this chapter, we explore some of the specialized services and applications of 
the cloud. For example, in recent years, the use of mobile devices such as mobile 
phones, laptops, and more recently, the smartphone have exploded. These devices 
initially focused on some simple applications such as sending and receiving emails as 
well as making phone calls. Today these devices are being used for highly sophisti-
cated applications such as photo sharing, video messaging, and performing process-
intensive computations. There is an urgent need for these smartphone applications 
to access cloud for both storage and processing. The data may be streaming video 
data. Therefore, some specialized clouds are emerging. These include the mobile 
cloud and the multimedia cloud. In addition, the cloud is being used for a variety 
of applications in a number of fields.

In this chapter, we will provide an overview of some of the specialized clouds. 
In Section 11.2, we will discuss both the mobile cloud and the multimedia cloud. 
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In Section 11.3, we will discuss cloud applications such as healthcare, defense, and 
intelligence, finance, and social networking. Section 11.4 concludes this chapter. It 
should be noted that some of the specialized services we discussed in Chapter 7 may 
be utilized to provide cloud application services. These include knowledge manage-
ment, social networks, and domain application services. Figure 11.1 illustrates the 
concepts discussed in this chapter.

11.2 Specialized Clouds
In this section we will discuss specialized clouds as illustrated in Figure 11.2.

11.2.1 Mobile Clouds
As stated in [MCC], mobile cloud computing is the usage of cloud computing in 
combination with mobile devices. Mobile devices such as the iPhone and Android 

Cloud
applications

Specialized
clouds

Specialized
clouds, services,
and applications

Figure 11.1 Concepts of this chapter.

Specialized
clouds

Mobile
clouds

Multimedia
clouds

Figure 11.2 Specialized clouds.



Specialized Clouds, Services, and Applications  ◾  219

© 2010 Taylor & Francis Group, LLC

have web-browsing capabilities. As a result, mobile cloud computing gives oppor-
tunities for mobile network providers such as Vodafone, Orange, and Verizon. For 
example, Verizon has made major acquisitions (e.g., Terremark and CloudSwitch) 
to enhance their mobile computing offerings.

Mobile cloud computing also enables the users of smartphones to store their data 
in a cloud. For example, one of the pioneering developments with respect to mobile 
computing is the Android OS. As stated in [ANDROID], Android is a Linux-based 
OS for mobile devices such as smartphones and tablet computers. It is developed 
by the Open Handset Alliance, led by Google, and other companies. Other nota-
ble smartphone devices include Apple’s iPhone and iPad. Amazon Web Services 
(AWS) is making it possible for developers to directly integrate mobile applications 
for Apple’s iPhone, iPad, and iPod Touch, and also apps for Android-based smart-
phones, with its cloud. As stated in [AWS], Amazon’s aim is to make it easier for 
developers to build mobile applications that take advantage of its cloud-based ser-
vices. Essentially with this capability, developers can integrate their applications with 
Amazon’s cloud-based Simple Storage Service (S3), the SimpleDB database and send 
messages using Simple Notification Service (SNS) and Simple Queue Service (SQS).

Other cloud OSs include Alibaba, which a China-based company has released 
for its smartphones called Aliyun. Alibaba stated that Aliyun is the first cloud OS 
for smartphone. However, in an article by IBM developers [IBM], it is stated that 
the Android OS is ideal for cloud computing with its Linux-based architecture. 
They state that cloud computing, where portable devices complement powerful 
servers, requires an OS that maximizes what the server architects and programmers 
can do on a small client machine. Android is such an OS.

Smart phones, mobile OSs and especially mobile clouds are in their infancy. It 
will take some time for the industry to mature and we will see winners emerge in 
this market. Nevertheless, mobile cloud is expected to be one of the major devel-
opments in cloud computing in the near future with billions of users with smart-
phones (note that just in the fourth quarter of 2011, there were close to 160 million 
in worldwide sales).

11.2.2 Multimedia Clouds
Another type of specialized cloud that is emerging is the multimedia cloud. In a 
keynote lecture, Dr. Wenwu Zhu at Microsoft Research Asia introduced several 
options in multimedia cloud, including Multimedia-aware Cloud (Media Cloud) 
and Cloud-aware Multimedia (Cloud Media) [ZHU11]. He states that the Media 
Cloud addresses how cloud can perform distributed multimedia processing and 
storage as well as provide Quality of Service (QoS) provisioning for multimedia ser-
vices while Cloud Media addresses how multimedia services and applications can 
optimally utilize cloud computing resources to achieve better Quality of Experience 
(QoE). The example applications he considers are eHealth Monitoring, Photosynth, 
and Free Viewpoint Video.
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Researchers in Denmark have developed a system called i5cloud that they con-
sider to be a mobile multimedia cloud. They state that the goal of their mobile 
multimedia cloud (i5Cloud) is to provide IaaS and PaaS for diverse services and 
applications in the domain of (mobile) multimedia and large-scale social network 
analysis. Their IaaS provides virtualization and utilizes Sun Solaris Container. The 
PaaS contains the streaming manager. Between the applications services layer and 
the platform later, they have the multimedia services layer that includes collabora-
tive multimedia services and video services.

Essentially a multimedia cloud not only provides storage capabilities for massive 
amounts of multimedia data, including video, audio, animation, maps, photos, and 
text, it can also provide real-time streaming of multimedia data to the users of the 
data. The users could be desktop users or users of mobile devices. Therefore, the 
challenge is to integrate cloud computing services with mobile computing services 
and multimedia computing services. Just like a decade ago, the goal was to inte-
grate the web with the mobile web and the multimedia web, while the challenge 
today is to develop a mobile multimedia cloud.

11.3 Cloud applications
Cloud can be utilized for any application including defense and intelligence, 
healthcare and finance, accounting, and many more. They can also be utilized for 
IT applications, including cyber security, knowledge management, social comput-
ing, and other data and process-intensive applications. We will discuss each of the 
applications. Figure 11.3 illustrates the applications.

Defense and Intelligence: Massive amounts of data are being collected about vari-
ous combat operations, as well as surveillance and reconnaissance operations. These 
data have to be processed rapidly so that appropriate decisions are made on time. 
Cloud computing can be used not only to store the massive amounts of data, but 
also to process the data (such as mine the data) so that the results can be sent to 
the decision makers. The major challenge is the security of the operation. Much of 
the data may be highly classified. Furthermore, the processing cannot be tampered 
with. Therefore, such data has to be managed and processed by a private cloud.
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Healthcare: Massive amounts of data including patient data and administrative 
data are collected for storage and processing. The patient data may be analyzed 
to determine the conditions of the patients so that the physicians can then deter-
mine the appropriate medications to administer. Privacy is of utmost important for 
patient data. In addition, security of operation is also critical. Here again one needs 
a private cloud to store and process the data.

Finance: Banks could outsource the financial processing of their data. For exam-
ple, customer account management and straight through processing applications 
may be outsourced to a cloud. However, the customer data have to be encrypted 
which means it cannot be stored on a public cloud. Also critical banking operations 
cannot be outsourced to a public cloud as any error could be catastrophic to the 
bank.

Social networking: Here, an organization such as Facebook can host its massive 
social network on a cloud. Owing to the fact that the information that is entered 
by an individual is in general not considered to be private, such social networks 
could utilize a public cloud. However, there are privacy concerns. This is because 
Facebook has the notion of friends where one may only want to share informa-
tion with friends. This means that one could hack into a public cloud and extract 
information about Facebook users. This is a topic that is being debated quite a bit 
these days.

Knowledge Management: A corporation can outsource its knowledge management 
operations to a cloud service provider. That is, all the relevant information that is 
needed to enhance the organization’s business strategy is stored in a cloud. The infor-
mation is analyzed using techniques such as data mining so that the senior manage-
ment is notified of any changes that is needed to be made. Here again, confidentiality 
is an issue. An organization will not want its secrets and intellectual property to be 
made public. Therefore, the organization may employ a private cloud for its use.

In summary, many of the applications that utilize the cloud need to be secure, 
ensure the privacy of the individuals and in many cases ensure the confidentiality 
of the data. Therefore, private cloud seems to be most appropriate for many such 
applications. However, private clouds are expensive to host and implement. One 
would like to take advantage of the public cloud as much as possible. Therefore, 
to use a public cloud, security is critical. Another option is to use a hybrid cloud. 
That is, use the public cloud for nonsensitive applications and a private cloud for 
sensitive applications.

11.4 Summary and Directions
In this chapter, we have discussed two main topics: specialized cloud and cloud 
applications. In particular, we discussed mobile cloud and specialized clouds as well 
as applications such as defense, finance, social networks, and knowledge manage-
ment. We essentially examined some of the specialized web services discussed in 
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Chapter 7 and applied them to provide cloud application service. Our experimental 
cloud systems as well as applications will be discussed in Parts IV, VI, and VII. 
These include cloud-based malware detection, cloud-based insider threat detection, 
and cloud-based social networking. We will also discuss secure query processing in 
the cloud.

Note that Chapters 10 and 11 have discussed the data management and appli-
cation layers of the framework were discussed in Chapter 9. We briefly discussed 
the other layers of the framework such as virtualization, storage, and the network 
layers. In Chapter 12, we discuss the various cloud products that are being offered. 
Security issues for the topics discussed in Part III will be provided in Part V.
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Chapter 12

Cloud Service Providers, 
Products, and 
Frameworks

12.1 Overview
Numerous cloud service providers have emerged since around 2007. Notable among 
them are Amazon web services, Google’s app engine, Microsoft’s azure, proof-
point, rightscale, salesforce.com, sun’s open cloud platform, and workday [AWS], 
[GOOG], [WIND]. In addition, numerous cloud products have emerged not only 
from service providers such as Amazon, Google, and Microsoft, but also from 
vendors such as oracle, VMWARE and IBM [IBM] [ORAC1], [ORAC2], [VM]. 
Cloud frameworks have also emerged. These include storm, Hadoop/Mapreduce, 
and HIVE [HIVE], [HADOOP], [STORM]. Research prototypes such as XEN 
hypervisor are also being commercialized [BARH03].

Grouping the products is a difficult task as service providers also market prod-
ucts. For example, Amazon’s Elastic Computer Cloud (EC2) works in conjunction 
with Amazon Simple Storage Service (Amazon S3), Amazon Relational Database 
Service (Amazon RDS), Amazon SimpleDB, and Amazon Simple Queue Service 
(Amazon SQS) to provide solutions for computing, query processing, and storage 
across a wide range of applications. Therefore, we have combined the offerings by 
service providers such as Amazon, Microsoft, and Google, products such as Oracle 
Enterprise Edition, IBM SmartCloud, VMware, and XEN as well as frameworks 
such as Hadoop, MapReduce, Storm, and Hive and discussed them as products. 
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It should be noted that we have only selected the service providers, products, and 
frameworks that we are most familiar with and those that we have examined in our 
work. Describing all of the service providers, products, and frameworks is beyond 
the scope of this book.

The organization of this chapter is as follows. In Section 12.2, we will describe 
the various cloud service providers: Amazon, Microsoft, and Google, producers 
such as those by Oracle, IBM, VMware, and Citrix (i.e., XEN) as well as frame-
works such as Hadoop, MapReduce, Storm, and Hive. This chapter is summarized 
in Section 12.3. Figure 12.1 illustrates the concepts discussed in this chapter.

12.2  Cloud Service Providers, Products, and 
Frameworks

12.2.1 Cloud Service Providers
This section discusses the cloud service providers as illustrated in Figure 12.2.

Amazon Elastic Compute Cloud (Amazon EC2) as stated in [AWS], Amazon 
Elastic Compute Cloud (Amazon EC2) is a web service that provides resizable 
compute capacity in the cloud. Its web service interface allows one to obtain 
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and configure capacity. It provides the user with complete control of his/her 
computing resources. It also enables one to pay only for capacity used. Finally, 
it provides developers the tools to build failure-resilient applications. Amazon 
EC2 presents a virtual computing environment and allows the user to access 
web service interfaces to launch instances with a variety of OSs, load them with 
custom application environment, and manage the network’s access permissions, 
and run images.

The services provided by this cloud are the following:

Elasticity: Amazon EC2 enables one to increase or decrease capacity within 
minutes.

Control: The user has control of his/her instances.
Flexibility: The user has the choice of multiple instance types, OSs, and software 

packages.
Integration with Amazon Web Services (AWS): Amazon EC2 works in conjunc-

tion with Amazon Simple Storage Service (Amazon S3), Amazon Relational 
Database Service (Amazon RDS), Amazon SimpleDB, and Amazon Simple 
Queue Service (Amazon SQS) to provide solutions for computing, query pro-
cessing, and storage across a wide range of applications.

Reliability: Amazon EC2 offers a highly reliable environment where replacement 
instances can be commissioned.

Security: Amazon EC2 has mechanisms for securing the user’s computer 
resources.

The features of Amazon EC2 include the following:

 ◾ Amazon Elastic Block Store: Amazon Elastic Block Store (EBS) offers persis-
tent storage for Amazon EC2 instances. Amazon EBS provides off-instance 
storage that persists independently from the life of an instance.

 ◾ Multiple Locations: Amazon EC2 provides the ability to place instances in 
multiple locations. Amazon EC2 locations are composed of Regions and 
Availability Zones.

 ◾ Elastic IP Addresses: Elastic IP addresses are static IP addresses designed 
for dynamic cloud computing. An Elastic IP address is associated with an 
account, not a particular instance, and the account owner controls that 
address until it is explicitly released.

 ◾ Amazon Virtual Private Cloud: Amazon VPC is a secure and seamless bridge 
between a company’s existing IT infrastructure and the AWS cloud. Amazon 
VPC enables enterprises to connect their existing infrastructure to a set of 
isolated AWS compute resources via a Virtual Private Network (VPN) con-
nection, and to extend their existing management capabilities such as secu-
rity services, firewalls, and intrusion detection systems to include their AWS 
resources.
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 ◾ Amazon Cloud Watch: Amazon CloudWatch is a web service that provides moni-
toring for AWS cloud resources and applications. It provides a user with visibility 
into resource utilization, operational performance, and overall demand patterns.

 ◾ Auto Scaling: Auto Scaling allows a user to automatically scale his/her Amazon 
EC2 capacity up or down according to conditions defined.

 ◾ Elastic Load Balancing: Elastic Load Balancing automatically distributes 
incoming application traffic across multiple Amazon EC2 instances. It 
enables fault-tolerance in the applications.

 ◾ High-Performance Computing (HPC) Clusters: Customers with complex com-
putational workloads such as tightly coupled parallel processes can achieve 
the same high compute and network performance provided by custom-built 
infrastructure.

 ◾ VM Import/Export: VM Import/Export enables one to easily import VM 
images from the existing environment to Amazon EC2 instances and export 
them back at any time.

 ◾ AWS Marketplace: AWS Marketplace is an online store that helps a customer 
to find, buy, and quickly deploy software that runs on AWS.

12.2.1.1 Windows Azure

As stated in [WIND], Windows Azure is an open and flexible cloud platform that 
enables a customer to quickly build, deploy, and manage applications across a global 
network of Microsoft-managed datacenters. One can build applications using any 
language, tool, or framework and can integrate public cloud applications with an 
existing IT environment. It is stated in [WIND] that Windows Azure delivers a 
99.95% monthly SLA and enables one to build and run highly available applications 
without focusing on the infrastructure. It provides automatic OS and service patch-
ing, built-in network load balancing and resiliency to hardware failure. It supports 
a deployment model that enables one to upgrade an application without downtime.

Windows Azure enables one to use any language, framework, or tool to build 
applications. Features and services are exposed using open REST protocols. The 
Windows Azure client libraries are available for multiple programming languages, and 
are released under an open source license. It is also stated in [WIND] that Windows 
Azure enables one to easily scale the applications to any size. It is an automated self-
service platform that allows the customer to provision resources within minutes. 
Customers can grow or shrink resource usage and pay for only the resources utilized.

With Windows Azure, data can be stored using relational SQL databases, 
NoSQL table stores, and unstructured blob stores, and can also optionally use 
Hadoop and business intelligence services for data mining. Windows Azure’s dis-
tributed caching allows a customer to reduce latency. Furthermore, each compute 
instance is a VM that isolates a customer from other customers. Once compute 
resources are assigned to customer application, Windows Azure automatically han-
dles network load balancing and failover to provide continuous availability.
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The components of Windows Azure include SQL Azure and Windows Azure 
Storage. As stated in [WIND], SQL Azure is a highly available and scalable cloud 
database service built on SQL Server technologies. With SQL Azure, develop-
ers do not have to install, setup, or manage any database. High availability and 
fault-tolerance is built-in and no physical administration is required. SQL Azure 
is a managed service that is operated by Microsoft and has a 99.9% monthly 
SLA. SQL Azure provides a full featured relational database and enables different 
types of applications including business applications and business intelligence. As 
stated in [WIND], Windows Azure Storage provides secure, scalable and easily 
accessible storage services that remain highly available and durable. The Storage 
service supports multiple storage formats such as structured and unstructured 
data, NoSQL databases, and queues. Storage is a managed service and has a 
99.9% monthly SLA. Other components of Azure include those for networking, 
business intelligence, content delivery, and security. More details can be found 
in [MATH09].

12.2.1.2 Google App Engine

As stated in [GOOG], the Google App Engine enables the customer to use web 
applications on Google’s infrastructure. App Engine applications are easy to build, 
easy to maintain, and easy to scale as traffic and data storage needs grow. With 
App Engine, there are no servers to maintain; one uploads his/her application and 
it runs on the cloud. Google App Engine supports apps written in several program-
ming languages. With App Engine’s Java runtime environment, one can build apps 
using standard Java technologies, including the JVM, Java servlets, and the Java 
programming language. App Engine also features two dedicated Python runtime 
environments. With App Engine, a customer pays only for the usage.

As stated in [GOOG], App Engine includes the following features:

 ◾ Dynamic web serving, with full support for common web technologies
 ◾ Persistent storage with queries, sorting, and transactions
 ◾ Automatic scaling and load balancing
 ◾ APIs for authenticating users and sending email using Google Accounts
 ◾ A fully featured local development environment that simulates Google App 

Engine on your computer
 ◾ Task queues for performing work outside of the scope of a web request
 ◾ Scheduled tasks for triggering events at specified times and regular intervals

The App Engine environment provides a range of options for data storage 
including the following:

 ◾ App Engine Datastore provides a NoSQL schemaless object datastore, with a 
query engine and atomic transactions.
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 ◾ GoogleCloudSQL provides a relational SQL database service for an App 
Engine application, based on MySQL.

 ◾ GoogleCloudStorage provides a storage service for objects and files up to tera-
bytes in size, accessible from Python and Java applications.

More details of the Apps Engine can be found in [MATH09].

12.2.2 Cloud Products
This section discusses cloud products as illustrated in Figure 12.3.

12.2.2.1 Oracle Enterprise Manager

It is stated in [ORAC1] that Oracle Enterprise Manager is Oracle’s integrated enter-
prise IT management product line, and provides a cloud lifecycle management 
solution. It enables a customer to set up, manage, and support enterprise clouds. 
It is also stated in [ORAC1] that Oracle Enterprise Manager is Oracle’s premiere 
cloud management solution. It provides self-service provisioning balanced against 
centralized, policy-based resource management, integrated chargeback and capac-
ity planning and visibility of the physical and virtual environment from applica-
tions to disk. Essentially, the Enterprise Manager provides Database as a Service 
Cloud for users in an enterprise.

As stated in [ORAC2], Oracle Cloud Management Pack for Oracle Database 
delivers capabilities spanning the entire Database cloud lifecycle. It lets cloud 
administrators identify pooled resources, configure role-based access, define the 
service catalog, and the related chargeback plans. It allows cloud users to request 
database services, and consume them on-demand. It also allows users to scale up 
and down their platforms to adapt to changes in workload. Finally, it lets both par-
ties understand the costs of the service delivered, and establishes accountability for 
consumption of resources.

It is stated in [ORAC1], that Enterprise Manager has associated with it an out-
of-box self-service portal that allows developers, testers, DBAs, and other self-service 
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users to log on and request new Single Instance (SI) and Real Application Clusters 
(RAC) databases, as well as perform lifecycle operations such as start/stop, status, 
and health monitoring on them. One can also deploy Virtual Assemblies contain-
ing databases on an Oracle VM virtualized server infrastructure. The portal pro-
vides access to a service catalog which lists various published service templates for 
standardized database configuration and versions. The users can review their past 
and outstanding requests, resource quotas, current utilization as well as chargeback 
information for the databases they own. The portal also allows users to automati-
cally backup their databases on a daily basis or take on-demand backups. Users can 
restore the database to any of these backups. The self-service portal is the user’s view 
into the cloud.

Oracle has also released a number of cloud products that complement the 
enterprise manager including the Oracle File Systems. In addition, Oracle has 
announced that it will release a suite of cloud-based products including customer 
relationship management for the cloud.

12.2.2.2 IBM Smart Cloud

As stated in [IBM], SmartCloud is the IBM vision for cloud computing. IBM 
SmartCloud Foundation infrastructure offerings include servers, storage, and vir-
tualization components for building your private and hybrid cloud computing envi-
ronment. It provides infrastructure-as-a-service solution that allows quick cloud 
deployment. It also provides automated provisioning, parallel scalability, integrated 
fault-tolerance, and a foundation for more advanced cloud capabilities.

IBM SmartCloud Provisioning provides:

 ◾ A low-cost, easy-to-use private cloud solution that can be deployed within 
hours.

 ◾ Reliable, nonstop operation capable of automatically tolerating and recover-
ing from software and hardware failures.

 ◾ Rapid scalability to meet business growth with near-instant deployment of 
hundreds of VMs.

 ◾ Low-touch infrastructure that helps reduce errors, enhance security and com-
pliance, and increase administrator productivity.

IBM SmartCloud Monitoring monitors the health and performance of a private 
cloud infrastructure, including environments containing both physical and virtual-
ized components. This solution provides the tools needed to assess current capacity 
and model expansion, as needed.

Associated with SmartCloud are a suite of tools for integration among multiple 
clouds, data management, and security. For example, IBM’s DB2.9 is a database 
server for managing relational and XML data and is suited for cloud deployments.
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12.2.2.3 Hypervisor Products

Several hypervisor products have been released since the late 1990s. One of the 
early hypervisors was the product by VMware. It started off as a Stanford University 
Research project that was then commercialized. Essentially, VMware developed one 
of the early virtualization software for the cloud. As stated in [VM], VMware soft-
ware provides a completely virtualized set of hardware to the guest OS. VMware 
software virtualizes the hardware for a video adapter, a network adapter, and hard 
disk adapters. The host provides pass-through drivers for guest USB, serial, and 
parallel devices. Thus, VMware VMs are portable between computers because 
every host looks nearly identical to the guest. VMware provides desktop virtualiza-
tion, server virtualization, cloud virtualization, and applications. Its desktop prod-
uct suite includes VMwareWorkstation and VMwareFusion. Its server products 
include VMwareESX and VMotion. Its cloud products include VMwarevCloud. 
Its application products include VMware vFabric tc Server.

Another notable hypervisor product is XEN. Like VMware, it started as a 
research project at the University of Cambridge, England and is marketed through 
Citrix. XEN Hypervisor runs just on top of the hardware and traps all calls by VMs 
to access the hardware. Domain 0 (Dom0) is a modified version of Linux that is 
used to manage the other VMs. Domain U (DomU) is the user domain in XEN. 
DomU is where all of the untrusted guest OSs reside. DomU is broken into two 
parts: Para-virtualized Domains (PV) and Hardware Assisted Virtualized Machine 
(HVM) Domains. A Para-virtualized domain is a modified OS which is aware that 
it is a VM and can achieve near-native performance. HVM Domain is a VM that 
runs OSs that have not been modified to work with Dom0. PVs are given read-only 
access to memory and any updates are controlled by the hypervisor. HVMs are 
given a shadow page table because they do not know how to work with noncon-
tiguous physical address spaces. I/O (input/output) management is controlled by 
Dom0. PVs share memory with Dom0 through which they can pass messages.

There are several white papers and articles on both VMware and XEN. Details 
can be found in [MATH09]. We will discuss security details of these hypervisors 
in Chapter 17.

12.2.3 Cloud Frameworks
This section discusses the cloud service providers as illustrated in Figure 12.4. We 
have utilized these frameworks in our experimental work. Our experimental sys-
tems will be discussed in Part IV.

12.2.3.1 Hadoop, MapReduce Framework

As stated in [AWS], Apache Hadoop is a software framework that supports data-
intensive distributed applications under a free license. It enables applications to 
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work on numerous machines and generates massive amounts of data. Hadoop was 
derived from Google’s MapReduce and GoogleFileSystem (GFS) papers. Hadoop 
is written in Java.

Hadoop consists of the Hadoop Common, which provides access to the file 
systems supported by Hadoop. For effective scheduling of work, every Hadoop-
compatible file system should provide location awareness: the name of the rack where 
a worker node is. Hadoop applications can use this information to run work on the 
node where the data is, and, failing that, on the same rack/switch, so reducing back-
bone traffic. HDFS uses this when replicating data, to try to keep different copies of 
the data on different racks. The goal is to reduce the impact of a rack power outage 
or switch failure so that even if these events occur, the data may still be readable.

A small Hadoop cluster will include a single master and multiple worker 
nodes. The master node consists of a JobTracker, TaskTracker, NameNode, and 
DataNode. A slave or worker node acts as both a DataNode and TaskTracker, 
though it is possible to have data-only worker nodes, and compute-only worker 
nodes; these are normally only used in nonstandard applications. In a larger clus-
ter, the HDFS is managed through a dedicated NameNode server to host the 
file system index, and a secondary NameNode that can generate snapshots of the 
namenode’s memory structures. This prevents file system corruption and reduces 
loss of data.

HDFS is a distributed, scalable, and portable file system written in Java for 
the Hadoop framework. Each node in a Hadoop instance typically has a single 
datanode; a cluster of datanodes form the HDFS cluster. Above the file systems 
comes the MapReduce engine, which consists of one JobTracker, to which client 
applications submit MapReduce jobs. The JobTracker pushes work out to available 
TaskTracker nodes in the cluster, striving to keep the work as close to the data as 
possible. With a rack-aware file system, the JobTracker knows which node contains 
the data, and which other machines are nearby. If the work cannot be hosted on 
the actual node where the data reside, priority is given to nodes in the same rack. 
This reduces network traffic on the main backbone network. If a TaskTracker fails 
or times out, that part of the job is rescheduled.

We have used the Hadoop/MapReduce framework in all of our cloud imple-
mentations to be discussed in later chapters. That is, many of our prototypes 
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232  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

including cloud data managers and social networks are hosted on the Hadoop/
MapReduce framework.

12.2.3.2 Storm

Storm is an open source distributed real-time computation system. Storm is similar 
to Hadoop in the sense that it provides users with a general framework for perform-
ing computations in real time, much like Hadoop provides users with a general 
framework for performing batch processing operations. Storm provides the follow-
ing key properties: (i) Support for a broad range of use cases such as stream process-
ing and continuous computation; (ii) Storm is scalable and has the ability to process 
massive numbers of messages per second; (iii) Storm guarantees that every message 
will be processed and thereby ensures that there is no data loss; (iv) Storm clusters are 
easily manageable and extremely robust; (v) Storm ensures fault-tolerance by auto-
matically reassigning tasks that fail during execution; and (vi) Storm’s components 
are programming language agnostic and therefore can be utilized by nearly anyone.

A Storm cluster is made up of two kinds of nodes: the master node and the 
worker nodes. The master node runs a daemon called “Nimbus” that is responsible 
for distributing code around the cluster, assigning tasks to machines and monitor-
ing for failures. Every worker node runs a daemon called “Supervisor” that lis-
tens to the work assigned to it by Nimbus and starts/stops worker processes to 
accomplish this work. The coordination between Nimbus and Supervisors is done 
through a Zookeeper cluster.

Storm uses the concept of a “topology” to perform real-time computation. 
A Storm topology is analogous to a MapReduce job, however, a key difference is 
that a MapReduce job eventually finishes while a topology runs forever or until it is 
killed. A topology is a directed graph of spouts and bolts that are connected together 
with stream groupings. Note that the stream is the core abstraction in Storm and 
represents an unbounded sequence of tuples that is created and processed in a par-
allel fashion using a distributed cluster. A spout acts as a source of streams for a 
topology and usually reads tuples from an external source and emits them into the 
topology. A bolt is used to perform the desired processing within a topology such 
as initiating connections with a database, performing operations such as filtering, 
aggregations, and joins. A stream grouping defines how a stream that is being input 
to a particular bolt is partitioned between that bolt’s tasks. Finally, Storm guaran-
tees that every spout tuple will be fully processed by the topology and also provides 
several configurations for customizing the behavior of the nimbus, supervisors, and 
running topologies.

12.2.3.3 HIVE

Hive is an open source system by Apache. As stated in [HIVE], Hive is a data ware-
house system for Hadoop that facilitates easy data summarization, ad-hoc queries, 
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and the analysis of large datasets stored in Hadoop compatible file systems. Hive 
provides a mechanism to project structure onto this data and query the data using 
a SQL-like language called HiveQL. At the same time, this language also allows 
traditional map/reduce programmers to plug in their custom mappers and reducers 
when it is inconvenient or inefficient to express this logic in HiveQL. That is, Hive 
supports data queries in an SQL-like language that are converted into map/reduced 
tasks, which are then executed by the Hadoop framework. Using HDFS as data 
storage, Hive inherits all of Hadoop’s fault tolerance and scalability, and the ability 
to handle huge data sets.

As stated in [HIVE], the major difference between a Hive query language and 
an SQL query is that a Hive query executes on a Hadoop cluster (instead of a plat-
form that uses expensive hardware for large data sets). This allows Hive to scale to 
handle massive data sets. The internal execution of the Hive query is via a series of 
automatically generated MapReduce jobs.

Hive is the foundation through which Hive queries are executed. It consists 
of three major components: (i) Hadoop Cluster, (ii) Metadata Store, and (iii) 
Warehouse Director. The Hadoop cluster is the cluster of inexpensive commodity 
computers on which the large data set is stored and all processing is performed. The 
Metadata Store is the location in which the description of the structure of the large 
datasets is kept. The Warehouse Directory is the storage location that Hive uses to 
store/cache working files.

One of the notable implementations of Hive is that from the developers at 
Facebook. In an article [THUS09], Facebook developers have described the Hive 
as, an open-source data warehousing solution built on top of Hadoop. They state 
that in Facebook, the Hive warehouse contains tens of thousands of tables and 
stores over 700 terabytes of data and is being used extensively for both reporting 
and ad-hoc analyses by more than 200 users per month. We have utilized Hive 
extensively in our implementations of cloud query processing. We will discuss our 
implementation in Chapter 22.

12.3 Summary and Directions
In this chapter we have discussed various cloud service providers, products, and 
frameworks. These include service providers such as Amazon, Microsoft and 
Google, products such as Oracle, IBM, VMware, and XEN and frameworks such 
as Hadoop, MapReduce, Storm, and Hive. Note that we have selected these ser-
vice providers, products, and frameworks as we are familiar with them and have 
utilized them in our work. There are many more good service providers, products, 
and frameworks for clouds, but discussing all of them are beyond the scope of this 
book. An overview is also given in [MATH09].

Part III has essentially provided information on some of the key concepts 
in cloud computing, including deployment and service models, functions, and 
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applications. Some details of how we have used the various products, frameworks, 
and services will be discussed in Part IV. Security issues for the cloud as well as 
our experimental secure cloud computing systems will be the subject of Parts V, 
VI, VII, VIII, and IX. In particular, we will discuss security for the various cloud 
services, products, and frameworks.
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Conclusion to Part III

While Part II discussed web services which are at the heart of cloud computing, in 
Part III we provided an overview of cloud computing concepts, technologies, and 
products. We also showed how the concepts in Part II on web services, semantic 
web services, and specialized web services may be utilized to provide cloud services 
to the consumer.

Chapter 8 introduced the notion of the cloud and discussed aspects of virtu-
alization. In particular, aspects of hardware virtualization, operating system virtu-
alization, network virtualization, and data virtualization were discussed. We also 
discussed the various service models and deployment models for the cloud.

Chapter 9 discussed various aspects of cloud computing functions. First, we 
presented a framework for cloud computing. This framework consists of a network 
layer, a virtualization layer, a storage layer, a data management layer, and an appli-
cations layer. We discussed the functions of each layer. We also discussed policy 
management, back-up, and recovery issues for the cloud.

Chapter 10 discussed various aspects of data management systems and exam-
ined the impact of the cloud. In particular, aspects of cloud query processing, cloud 
transaction management, and cloud storage management were discussed. We also 
discussed information management, knowledge management, and activity man-
agement in the cloud.

Chapter 11 discussed two main topics: specialized cloud and cloud applications, 
In particular, we discussed mobile cloud and specialized clouds as well as cloud 
applications such as defense, finance, social networks, and knowledge management.

Chapter 12 discussed various cloud service providers, products, and frame-
works. These include service providers such as Amazon, Microsoft, and Google, 
products such as Oracle, IBM, VMware, and XEN, and frameworks such as 
Hadoop, MapReduce, Storm, and Hive.
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IVEXPErIMENtaL 

CLOUD COMPUtING 

SYStEMS

Introduction to Part IV
Now that we have provided an overview of cloud computing, we will describe some 
experimental cloud computing systems that we have developed. This will give the 
reader a better understanding of how we have utilized technologies such as Hadoop, 
MapReduce, and Storm that we discussed in Part III in developing our prototypes.

Part IV consists of three chapters: 13, 14, and 15. Chapter 13 discusses our pro-
totype system on semantic web-based cloud query processing. Chapter 12 discusses 
our work on hosting social networks on the cloud. Chapter 15 discusses multiple 
prototypes that we have developed, including cloud computing for social networks, 
cloud computing for semantic web data storage, and cloud computing for ontology-
based query processing.
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Chapter 13

Experimental Cloud 
Query Processing System

13.1 Overview
As mentioned previously, cloud computing is an emerging paradigm in the IT and 
data processing communities. Enterprises utilize cloud computing services to out-
source data maintenance, which can result in significant financial benefits. Businesses 
store and access data at remote locations in the cloud. As the popularity of cloud 
computing grows, the service providers face ever-increasing challenges. They have 
to maintain large quantities of heterogeneous data while providing efficient infor-
mation retrieval. Thus, the key emphasis for cloud computing solutions is scalabil-
ity and query efficiency. Semantic web technologies are being developed to present 
data in a standardized way such that such data can be retrieved and understood by 
both humans and machines. Historically, web pages were published in plain HTML 
(Hypertext Markup Language) files, which are not suitable for reasoning. Instead, the 
machine treats these HTML files as a bag of keywords. Researchers are developing 
semantic web technologies that have been standardized to address such inadequacies. 
The most prominent standards are the RDF [W3b], SPARQL (SPARQL Protocol 
and RDF Query Language) Protocol, and RDF Query Language [W3c] (SPARQL). 
RDF is the standard for storing and representing data and SPARQL is a query lan-
guage to retrieve data from an RDF store. Cloud computing systems can utilize the 
power of these semantic web technologies to provide the user with the capability to 
efficiently store and retrieve data for data-intensive applications.

Semantic web technologies could be especially useful for maintaining data in 
the cloud. These technologies provide the ability to specify and query heteroge-
neous data in a standardized manner. Moreover, via the Web Ontology Language 
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(OWL) ontologies, different schemas, classes, data types, and relationships can be 
specified without sacrificing the standard RDF/SPARQL interface. Conversely, 
cloud computing solutions could be of great benefit to the semantic web commu-
nity. Semantic web data sets are growing exponentially. More than any other arena, 
in the web domain, scalability is paramount. At the same time, high-speed response 
time is also vital in the web community. This is because there are a large number of 
clients (i.e., users) accessing massive amounts of web data. We believe that the cloud 
computing paradigm offers a solution that can achieve both these goals.

The existing commercial tools and technologies do not scale well in cloud com-
puting settings. Researchers have started to focus on these problems recently. They 
are proposing systems built from the scratch. In [WANG10], researchers propose an 
indexing scheme for a new distributed database [COMP], which can be used as a 
cloud system. When it comes to semantic web data such as RDF, we are faced with 
similar challenges. With storage becoming cheaper and the need to store and retrieve 
large amounts of data, developing systems to handle billions of RDF triples requiring 
tera- and even petabytes of disk space is no longer a distant prospect. Researchers are 
already working on billions of triples [NEWM08], [ROHL07]. Competitions are 
being organized to encourage researchers to build efficient repositories [CHAL]. At 
present, there are just a few frameworks (e.g., RDF-3X [NEUM08], Jena [CARR04], 
Sesame [OPEN], BigOWLIM [KIRY05]) for semantic web technologies, and these 
frameworks have limitations for large RDF graphs. Therefore, storing a large number 
of RDF triples and efficiently querying them is a challenging and important problem.

In this chapter, we discuss a query processing system that functions in the cloud 
and manages a large number of RDF triples. The organization of this chapter is 
as follows. Our approach is discussed in Section 13.2. In Section 13.3, we discuss 
related work. In Section 13.4, we discuss our system architecture. In Section 13.5, 
we discuss how we answer a SPARQL query. In Section 13.6, we present the results 
of our experiments. Finally, in Section 13.7, we draw some conclusions and discuss 
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areas we have identified for improvement in the future. The contents of this chapter 
are illustrated in Figure 13.1. A more detailed discussion of the concepts, architec-
tures, and experiments are provided in [HUSA11a] and [HUSA11b].

13.2 Our approach
A distributed system can be built to overcome the scalability and performance prob-
lems of current semantic web frameworks. Databases are being distributed to pro-
vide such scalable solutions. However, to date, there is no distributed repository for 
storing and managing RDF data. Researchers have only recently begun to explore 
the problems and technical solutions that must be addressed to build such a dis-
tributed system. One promising line of investigation involves making use of readily 
available distributed database systems or relational databases. Such database sys-
tems can use a relational schema for the storage of RDF data. SPARQL queries can 
be answered by converting them to SQL first [CHEB07], [CHON05], [CYGA05]. 
Optimal relational schemas are being probed for this purpose [ABAD07]. The 
main disadvantage with such systems is that they are optimized for relational data. 
They may not perform well for RDF data, especially because RDF data are sets 
of triples [W3a] (an ordered tuple of three components called subject, predicate, 
and object), which form large directed graphs. In a SPARQL query, any number 
of triple patterns (TPs) [W3e] can join on a single variable [W3d], which makes a 
relational database query plan complex. Performance and scalability will remain a 
challenging issue due to the fact that these systems are optimized for relational data 
schemata and transactional database usage.

Yet another approach is to build a distributed system for RDF from scratch. Here, 
there will be an opportunity to design and optimize a system with specific application 
to RDF data. However, this approach is highly customized and it will be difficult to 
adapt to new standards. Instead of starting with a blank slate, we built a solution with 
a generic distributed storage system that utilizes a cloud computing platform. We 
then tailored the system and schema specifically to meet the needs of semantic web 
data. Finally, we built a semantic web repository using such a storage facility.

Hadoop [HADOa] is a distributed file system where files can be saved with rep-
lication. It is an ideal candidate for building a storage system. Hadoop features high 
fault tolerance and great reliability. In addition, it also contains an implementation of 
the MapReduce [DEAN04] programming model, a functional programming model 
that is suitable for the parallel processing of large amounts of data. Through partition-
ing data into a number of independent chunks, MapReduce processes run against 
these chunks, making parallelization simpler. Moreover, the MapReduce program-
ming model facilitates and simplifies the task of joining multiple triple patterns.

In this chapter, we will describe a schema to store RDF data in Hadoop, and 
we will detail a solution to process queries against these data. In the preprocessing 
stage, we process RDF data and populate files in the distributed file system. This 
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process includes partitioning and organizing the data files and executing diction-
ary encoding. We will then detail a query engine for information retrieval. We will 
specify exactly how SPARQL queries will be satisfied using MapReduce program-
ming. Specifically, we must determine the Hadoop “jobs” that will be executed to 
solve the query. We will present a greedy algorithm that produces a query plan with 
the minimal number of Hadoop jobs. This is an approximation algorithm using 
heuristics, but we will prove that the worst case has a reasonable upper bound. 
Finally, we will utilize two standard benchmark data sets to run experiments. We 
will present results for data sets ranging from 0.1 to more than 6.6 billion triples. 
We will show that our solution is exceptionally scalable. We will also show that our 
solution outperforms the leading state-of-the-art semantic web repositories, using 
standard benchmark queries on very large data sets. Our contributions are listed 
below and illustrated in Figure 13.2. More details are given in [HUSA11a].

 1. We designed a storage scheme to store RDF data in HDFS [HADOb].
 2. We developed an algorithm that is guaranteed to provide a query plan whose 

cost is bounded by the log of the total number of variables in the given SPARQL 
query. It uses summary statistics for estimating join selectivity to break ties.

 3. We built a framework that is highly scalable and fault tolerant and supports 
data-intensive query processing.

 4. We demonstrated that our approach performs better than Jena for all queries. 
It performed better than BigOWLIM and RDF-3X for complex queries with 
large result sets.

13.3 related Work
MapReduce, though a programming paradigm, is rapidly being adopted by research-
ers. This technology is becoming increasingly popular in the community that handles 
large amounts of data. It is the most promising technology to solve the performance 
issues researchers are facing in cloud computing. In [ABAD09a], the author discusses 
how MapReduce can satisfy most of the requirements to build an ideal cloud DBMS. 
Researchers and enterprises are using MapReduce technology for web indexing, 
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searches, and data mining. In this section, we will first investigate the research related 
to MapReduce. Next, we will discuss works related to the semantic web.

Google uses MapReduce for web indexing, data storage, and social network-
ing [CHAN06]. Yahoo! uses MapReduce extensively in its data analysis tasks 
[OLST08]. IBM has successfully experimented with a scale-up scale-out search 
framework using MapReduce technology [MORE07]. In a recent work [SISM10], 
they have reported how they integrated Hadoop and System R. Teradata did a simi-
lar work by integrating Hadoop with a parallel DBMS [XU10].

Researchers have used MapReduce to scale up classifiers for mining petabytes of 
data [MORE08]. They have worked on data distribution and partitioning for data 
mining, and have applied three data mining algorithms to test the performance. 
Data mining algorithms are being rewritten in different forms to take advantage of 
the MapReduce technology. In [CHU07], researchers rewrite well-known machine 
learning algorithms to take advantage of multicore machines by leveraging 
MapReduce programming paradigm. Another area where this technology is being 
successfully used is simulation [MCNA07]. In [ABOU09], researchers reported an 
interesting idea of combining MapReduce with existing relational database tech-
niques. These works differ from our research in that we use MapReduce for seman-
tic web technologies. Our focus is on developing a scalable solution for storing RDF 
data and retrieving them with SPARQL queries.

In the semantic web arena, there has not been much work done with MapReduce 
technology. We have found two related projects: the BioMANTA [ITEE] project 
and the Scalable, High-Performance, Robust, and Distributed (SHARD) project 
[CLOU]. BioMANTA proposes extensions to RDF molecules [DING05] and 
implements a MapReduce-based molecule store [NEWM08]. They use MapReduce 
to answer the queries. They have queried a maximum of four million triples. Our 
work differs in the following ways: First, we have queried one billion triples. Second, 
we have devised a storage schema that is tailored to improve the query execution 
performance for RDF data. We store RDF triples in files based on the predicate of 
the triple and the type of the object. Finally, we also have an algorithm to determine 
a query processing plan whose cost is bounded by the log of the total number of vari-
ables in the given SPARQL query. By using this, we can determine the input files of 
a job and the order in which they should be run. To the best of our knowledge, we 
are the first ones to come up with a storage schema for RDF data using flat files in 
HDFS, and a MapReduce job determination algorithm to answer a SPARQL query.

SHARD is an RDF triple store using the Hadoop Cloudera distribution. This 
project shows initial results demonstrating Hadoop’s ability to improve scalability 
for RDF data sets. However, SHARD stores its data only in a triple store schema. 
It currently does no query planning or reordering, and its query processor will not 
minimize the number of Hadoop jobs. There has been significant research into 
semantic web repositories, with particular emphasis on query efficiency and scal-
ability. In fact, there are too many such repositories to fairly evaluate and discuss 
each. Therefore, we will pay attention to semantic web repositories that are open 
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source or available for download, and which have received favorable recognition in 
the semantic web and database communities.

In [ABAD09b] and [ABAD07], researchers reported a vertically partitioned 
DBMS for storage and retrieval of RDF data. Their solution is a schema with a 
two-column table for each predicate. Their schema is then implemented on top 
of a  column-store relational database such as CStore [STON05] or MonetDB 
[BONC06]. They observed performance improvement with their scheme over tradi-
tional relational database schemes. We have leveraged this technology in our predi-
cate-based partitioning within the MapReduce framework. However, in the vertical 
partitioning research, only small databases (<100 million) were used. Several papers 
[SIDI08], [MCGL09], [WEIS08] have shown that the performance of the vertical 
partitioning method is drastically reduced as the data set size is increased.

Jena [CARR04] is a semantic web framework for managing RDF data. True to 
its framework design, it allows integration of multiple solutions for persistence. It also 
supports inference through the development of reasoners. However, Jena is limited 
to a triple store schema. In other words, all data are stored in a single three- column 
table. Jena has very poor query performance for large data sets. Furthermore, any 
change to the data set requires complete recalculation of the inferred triples.

BigOWLIM [KIRY05] is among the fastest and most scalable semantic web 
frameworks available. However, it is not as scalable as our framework and requires 
very high end and costly machines. It requires expensive hardware (a lot of main 
memory) to load large data sets and it has a long loading time. As our experiments 
show, it does not perform well when there is no bound object in a query. However, 
the performance of our framework is not affected in such a case.

RDF-3X [NEUM08] is considered the fastest existing semantic web repository. 
In other words, it has the fastest query times. RDF-3X uses histograms, summary sta-
tistics, and query optimization to enable high-performance semantic web queries. As 
a result, RDF-3X is generally able to outperform any other solution for queries with 
bound objects and aggregate queries. However, RDF-3X’s performance degrades 
exponentially for unbound queries, and queries with even simple joins if the selec-
tivity factor is low. This becomes increasingly relevant for inference queries, which 
generally require unions of subqueries with unbound objects. Our experiments show 
that RDF-3X is not only slower for such queries but it also often aborts and cannot 
complete the query. For example, consider the simple query “Select all students.” This 
query in LUBM (Lehigh Benchmark) requires us to select all graduate students, select 
all undergraduate students, and combine the results together. However, there are a 
very large number of results in this union. While both subqueries complete easily, 
the union will abort in RDF-3X for LUBM (data set 30,000) with 3.3 billion triples.

RDF Knowledge Base (RDFKB) [MCGL10] is a semantic web repository 
using a relational database schema built upon bit vectors. RDFKB achieves better 
query performance than RDF-3X or vertical partitioning. However, RDFKB aims 
to provide knowledge base functions such as inference forward chaining, uncer-
tainty reasoning, and ontology alignment. RDFKB prioritizes these goals ahead of 
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 scalability. RDFKB is not able to load LUBM (30,000) with three billion triples, so 
it cannot compete with our solution for scalability.

Hexastore [WEIS08] and BitMat [ATRE08] are the main memory data struc-
tures optimized for RDF indexing. These solutions may achieve exceptional perfor-
mance on hot runs, but they are not optimized for cold runs from persistent storage. 
Furthermore, their scalability is directly associated with the quantity of the main 
memory RAM available. These products are not available for testing and evaluation.

In our previous work [HUSA09], [HUSA10], we developed a greedy and an 
exhaustive search algorithm to generate a query processing plan. However, the exhaus-
tive search algorithm was expensive and the greedy one was not bounded and its theo-
retical complexity was not defined. In this chapter, we present a new greedy algorithm 
with an upper bound. Also, we did observe scenarios in which our old greedy algo-
rithm failed to generate the optimal plan. The new algorithm is able to obtain the 
optimal plan in each of these cases. The Join Executer component runs the jobs using 
the MapReduce framework. It then relays the query answer from Hadoop to the user.

13.4 architecture
Our system architecture is illustrated in Figure 13.3. It essentially consists of a 
SPARQL query optimizer and a RDF data manager implemented in the cloud. 
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Figure 13.3 System architecture.
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The operational architecture is illustrated in Figure 13.4. It consists of two com-
ponents. The left side of Figure 13.4 depicts the data preprocessing component 
while the right side shows the query answering component. We have three subcom-
ponents for data generation and preprocessing. We convert RDF/XML [W3f] to 
N-Triples [W3a] serialization format using our N-Triples Converter component. 
The Predicate Split (PS) component takes the N-Triples data and splits it into predi-
cate files. The predicate files are then fed into the Predicate Object Split (POS) 
component, which splits the predicate files into smaller files based on the type of 
objects. These steps are described below.

13.4.1 Data Generation and Storage
For our experiments, we use the LUBM [GUO05] data set. It is a benchmark data 
set designed to enable researchers to evaluate a semantic web repository’s perfor-
mance [GUO04]. The LUBM data generator generates data in RDF/XML serial-
ization format. This format is not suitable for our purpose because we store data in 
HDFS as flat files and so to retrieve even a single triple, we would need to parse the 
entire file. Therefore, we convert the data to N-Triples to store the data because with 
that format we have a complete RDF triple (subject, predicate, and object) in one 
line of a file, which is very convenient to use with MapReduce jobs. The processing 
steps to go through to get the data into our intended format are described in the 
following sections.

Figure 13.4 Operational architecture.
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13.4.2 File Organization
We do not store the data in a single file because in the Hadoop and MapReduce 
Framework, a file is the smallest unit of input to a MapReduce job and in the 
absence of caching, a file is always read from the disk. If we have all the data in one 
file, the whole file will be input to jobs for each query. Instead, we divide the data 
into multiple smaller files. The splitting is done in two steps, which we discuss in 
the following sections.

13.4.3 Predicate Split
In the first step, we divide the data according to the predicates. This division imme-
diately enables us to cut down the search space for any SPARQL query that does 
not have a variable predicate. For such a query, we can just pick a file for each 
predicate and run the query on these files only. For simplicity, we name the files 
with predicates, for example, all the triples containing a predicate p1:pred go into 
a file named p1-pred. However, in case we have a variable predicate in a triple pat-
tern [W3e] and if we cannot determine the type of the object, we have to consider 
all files. If we can determine the type of the object, then we consider all files hav-
ing that type of the object. We discuss more on this in Section 13.5. In real-world 
RDF data sets, the number of distinct predicates is in general not a large number 
[STOC08]. However, there are data sets having many predicates. Our system per-
formance does not vary in such a case because we just select files related to the 
predicates specified in a SPARQL query.

13.4.4 Split Using Explicit-Type Information of Object
In the next step, we work with the explicit-type information in the rdf_type file. 
The predicate rdf:type is used in RDF to denote that a resource is an instance of a 
class. The rdf_type file is first divided into as many files as the number of distinct 
objects the rdf:type predicate has. For example, if in the ontology, the leaves of 
the class hierarchy are c1, c2, . . ., cn then we will create files for each of these leaves 
and the file names will be like type_c1, type_c2, . . ., type_cn. Note that the object 
values c1, c2, . . ., cn are no longer needed to be stored within the file as they can 
be easily retrieved from the file name. This further reduces the amount of space 
needed to store the data. We generate such a file for each distinct object value of 
the predicate rdf:type.

13.4.5 Split Using Implicit-Type Information of Object
We divide the remaining predicate files according to the type of the objects. Not 
all the objects are URIs (uniform resource identifier); some are literals. The liter-
als remain in the file named by the predicate; no further processing is required for 
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them. The type information of a URI object is not mentioned in these files but they 
can be retrieved from the type_*files. The URI objects move into their respective 
file named as predicate_type. For example, if a triple has the predicate p and the 
type of the URI object is ci, then the subject and object appear in one line in the file 
p_ci. To do this split, we need to join a predicate file with the type_*files to retrieve 
the type information.

Our MapReduce framework, described in Section 13.5, has three subcompo-
nents in it. It takes the SPARQL query from the user and passes it to the Input 
and Plan Generator. This component selects the input files, by using our algo-
rithm described in Section 13.5, decides how many MapReduce jobs are needed, 
and passes the information to the Join Executer component that runs the jobs 
using the MapReduce framework. It then relays the query answer from Hadoop 
to the user.

13.5 Mapreduce Framework
13.5.1 Overview
The MapReduce framework is at the heart of our cloud computing efforts. We will 
discuss MapReduce in various chapters of this book as it relates to the contents of 
that chapter. In this section, we discuss how we answer SPARQL queries with our 
MapReduce framework component.

Section 13.5.2 discusses our algorithm to select input files for answering the 
query. Section 13.5.3 describes the cost estimation needed to generate a plan to 
answer a SPARQL query. It introduces few terms that we use in the following 
discussions. We also describe the ideal model that we should follow to estimate the 
cost of a plan, and introduce the heuristics-based model we use in practice. Section 
13.5.4 presents our heuristics-based greedy algorithm to generate a query plan that 
uses the cost model introduced in Section 13.5.3. We face tie situations to gener-
ate a plan in some cases. In Section 13.5.5 we discuss how we handle these special 
cases. Section 13.5.6 shows how we implement a Join in a Hadoop MapReduce job 
by working through an example query.

13.5.2 Input Files Selection
Before determining the jobs, we select the files that need to be input to the jobs. We 
have some query rewriting capability that we apply at this step of query processing. 
We take the query submitted by the user and iterate over the triple patterns. We 
may encounter the following cases:

 1. In a triple pattern, if the predicate is a variable, we select all the files as input 
to the jobs and terminate the iteration.
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 2. If the predicate is rdf:type and the object is concrete, we select the type file 
having that particular type. For example, for the LUBM query 9 (Listing 
1), we could select file type_Student as part of the input set. However, this 
brings up an interesting scenario. In our data set, there is actually no file 
named type_Student because Student class is not a leaf in the ontology 
tree. In this case, we consult the LUBM ontology [LEHI] to determine 
the correct set of input files. We add the files type_GraduateStudent, type_
UndergraduateStudent, and type_ResearchAssistant as GraduateStudent, 
UndergraduateStudent, and ResearchAssistant are the leaves of the subtree 
rooted at node Student.

 3. If the predicate is rdf:type and the object is a variable, then if the type of the 
variable is defined by another triple pattern, we select the type file having that 
particular type. Otherwise, we select all type files.

 4. If the predicate is not rdf:type and the object is a variable, then we need 
to determine if the type of the object is specified by another triple pattern 
in the query. In this case, we can rewrite the query eliminate some joins. 
For example, in LUBM Query 9 (Listing 1), the type of Y is specified as 
Faculty and Z as Course and these variables are used as objects in last three 
triple patterns. If we choose files advisor_Lecturer, advisor_PostDoc, advi-
sor_FullProfessor, advisor_AssociateProfessor, advisor_AssistantProfessor, 
and advisor_ VisitingProfessor as part of the input set, then the triple 
pattern in line 2 becomes unnecessary. Similarly, triple pattern in line 
3 becomes unnecessary if files takesCourse_Course and takesCourse_
GraduateCourse are chosen. Hence, we get the rewritten query shown in 
Listing 2. However, if the type of the object is not specified, then we select 
all files for that predicate.

 5. If the predicate is not rdf:type and the object is concrete, then we select all 
files for that predicate.

 Listing 1. LUBM Query 9
 SELECT ?X ?Y ?Z WHERE {
 ?X rdf:type ub:Student.
 ?Y rdf:type ub:Faculty.
 ?Z rdf:type ub:Course.
 ?X ub:advisor ?Y.
 ?Y ub:teacherOf ?Z.
 ?X ub:takesCourse ?Z}

 Listing 2. Rewritten LUBM Query 9
 SELECT ?X ?Y ?Z WHERE {
 ?X rdf:type ub:Student.
 ?X ub:advisor ?Y.
 ?Y ub:teacherOf ?Z.
 ?X ub:takesCourse ?Z}
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13.5.3 Cost Estimation for Query Processing
We run Hadoop jobs to answer a SPARQL query. In this section, we discuss how 
we estimate the cost of a job. However, before doing that, we introduce some defini-
tions that we will use later:

Definition 13.1

Triple Pattern, TP: A triple pattern is an ordered set of subject, predicate, and object 
that appears in a SPARQL query WHERE clause. The subject, predicate, and object 
can be either a variable (unbounded) or a concrete value (bounded).

Definition 13.2

Triple Pattern Join, TPJ: A triple pattern join is a join between two TPs on a variable.

Definition 13.3

MapReduceJoin, MRJ: A MapReduceJoin is a join between two or more triple pat-
terns on a variable.

Definition 13.4

Job, JB: A job JB is a Hadoop job where one or more MRJs are done. JB has a set of 
input files and a set of output files.

Definition 13.5

Conflicting MapReduceJoins, CMRJ: Conflicting MapReduceJoins is a pair of MRJs 
on different variables sharing a triple pattern.

Definition 13.6

Nonconflicting MapReduceJoins, NCMRJ: Nonconflicting MapReduceJoins is a pair 
of MRJs either not sharing any triple pattern or sharing a triple pattern and the 
MRJs are on the same variable.
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An example will illustrate these terms better. In Listing 3, we show LUBM 
Query 12. Lines 2, 3, 4, and 5 each have a triple pattern. The join between TPs in 
lines 2 and 4 on variable ?X is an MRJ. If we do two MRJs, one between TPs in 
lines 2 and 4 on variable ?X and the other between TPs in lines 4 and 5 on variable 
?Y, there will be a CMRJ as TP in line 4 (?X ub:worksFor ?Y) takes part in two 
MRJs on two different variables ?X and ?Y. This type of join is called CMRJ because 
in a Hadoop job, more than one variable of a TP cannot be a key at the same time 
and MRJs are performed on keys. An NCMRJ, shown would be one MRJ between 
triple patterns in lines 2 and 4 on variable ?X and another MRJ between triple pat-
terns in lines 3 and 5 on variable ?Y. These two MRJs can make up a JB.

 Listing 3. LUBM Query 12
 SELECT ?X WHERE {
 ?X rdf:type ub:Chair.
 ?Y rdf:type ub:Department.
 ?X ub:worksFor ?Y.
 ?Y ub:subOrganizationOf http://www.U0.edu}

13.5.3.1 Ideal Model

To answer a SPARQL query, we may need more than one job. Therefore, in an ideal 
scenario, the cost estimation for processing a query requires individual cost estima-
tion of each job that is needed to answer that query. A job contains three main 
tasks, which are reading, sorting, and writing. We estimate the cost of a job based 
on these three tasks. For each task, a unit cost is assigned to each triple pattern it 
deals with. In the current model, we assume that the costs for reading and writing 
are the same.
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where
MIi = Map Input phase for job i
MOi = Map Output phase for job i
RIi = Reduce Input phase for job i
ROi = Reduce Output phase for job i
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Equation 13.1 is the total cost of processing a query. It is the summation of the 
individual costs of each job and only the map phase of the final job. We do not con-
sider the cost of the reduce output of the final job because it would be the same for 
any query plan as this output is the final result that is fixed for a query and a given 
data set. A job essentially performs a MapReduce task on the file data. Equation 
13.2 shows the division of the MapReduce task into subtasks. Hence, to estimate 
the cost of each job, we will combine the estimated cost of each subtask.

Map Input (MI) phase. This phase reads the triple patterns from the selected 
input files stored in the HDFS. Therefore, we can estimate the cost for the MI phase 
to be equal to the total number of triples in each of the selected files.

Map Output (MO) phase. The estimation of the MO phase depends on the type of 
query being processed. If the query has no bound variable (e.g., [?X ub:worksFor?Y]), 
then the output of the map phase is equal to the input. All of the triple patterns 
are transformed into key-value pairs and given as output. Therefore, for such a 
query, the MO cost will be the same as the MI cost. However, if the query involves 
a bound variable (e.g., [?Y ub:subOrganizationOf <http://www.U0.edu>]), then, 
before making the key-value pairs, a bound component selectivity estimation can 
be applied. The resulting estimate for the triple patterns will account for the cost of 
the MO phase. The selected triples are written to a local disk.

Reduce Input (RI) phase. In this phase, the triples from the MO phase are read 
via HTTP and then sorted based on their key values. After sorting, the triples with 
identical keys are grouped together. Therefore, the cost estimation for the RI phase 
is equal to the MO phase. The number of key-value pairs that are sorted in the RI 
phase is equal to the number of key-value pairs generated in the MO phase.

Reduce Output (RO) phase. The RO phase deals with performing the joins. 
Therefore, it is in this phase that we can use the join triple pattern selectivity sum-
mary statistics to estimate the size of its output. Below, we discuss in detail about 
the join triple pattern selectivity summary statistics needed for our framework.

However, in practice, the above discussion is applicable for the first job only. For 
subsequent jobs, we lack both the precise knowledge and the estimate of the num-
ber of triple patterns selected after applying the join in the first job. Therefore, for 
these jobs, we can take the size of the RO phase of the first job as an upper bound 
on the different phases of the subsequent jobs.

Equation 13.3 shows a very important postulation. It illustrates the total cost 
of an intermediate job, when i < n, includes the cost of the RO phase in calculating 
the total cost of the job.

13.5.3.2 Heuristic Model

In this section, we show that the ideal model is not practical or cost effective. There 
are several issues that make the ideal model less attractive in practice. First, the 
ideal model considers simple abstract costs, namely, the number of triples read and 
written by the different phases ignoring the actual cost of copying, sorting, and so 
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on, these triples, and the overhead for running jobs in Hadoop. But incorporat-
ing these costs accurately in the model is a difficult task. Even making reasonably 
good estimation may be nontrivial. Second, to estimate intermediate join outputs, 
we need to maintain comprehensive summary statistics. In a MapReduce job in 
Hadoop, all the joins on a variable are joined together. For example, in the rewrit-
ten LUBM Query 9 (Listing 2), there are three joins on variable X. When a job is 
run to do the join on X, all the joins on X between triple patterns 1, 2, and 4 are 
done. If there were more than three joins on X, all will still be handled in one job. 
This shows that to gather summary statistics to estimate join selectivity, we face an 
exponential number of join cases. For example, between triple patterns having p1, 
p2, and p3, there may be 23 types of joins because in each triple pattern, a variable 
can occur either as a subject or as an object. In the case of the rewritten Query 9, 
it is a subject–subject–subject join between 1, 2, and 4. There can be more types 
of join between these three, for example, subject–object–subject, object–subject–
object, and so on. That means, between P predicates, there can be 2p type of joins 
on a single variable (ignoring the possibility that a variable may appear both as a 
subject and as an object in a triple pattern). If there are P predicates in the data set, 
the total number of cases for which we need to collect summary statistics can be 
calculated by the formula

 2 2 22
2

3
3× + × + + ×C C CP P P

P
P�

In the LUBM data set, there are 17 predicates. So, in total, there are 129,140,128 
cases, which is a large number. Gathering summary statistics for such a large num-
ber of cases would be very much time and space consuming. Hence, we took an 
alternate approach.

We observe that there is significant overhead for running a job in Hadoop. 
Therefore, if we minimize the number of jobs to answer a query, we get the fastest 
plan. The overhead is incurred by several disk I/O and network transfers that are an 
integral part of any Hadoop job. When a job is submitted to the Hadoop cluster, at 
least the following set of actions take place:

 1. The Executable file is transferred from the client machine to the Hadoop 
JobTracker [WIKIa].

 2. The JobTracker decides which TaskTrackers [WIKIb] will execute the job.
 3. The Executable file is distributed to the TaskTrackers over the network.
 4. Map processes start by reading data from HDFS.
 5. Map outputs are written to disks.
 6. Map outputs are read from disks, shuffled (transferred over the network to 

TaskTrackers, which would run Reduce processes), sorted, and written to disks.
 7. Reduce processes start by reading the input from the disks.
 8. Reduce outputs are written to disks.
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These disk operations and network transfers are expensive operations even for a 
small amount of data. For example, in our experiments, we observed that the over 
head incurred by one job is almost equivalent to reading a billion triples. The reason 
is that in every job, the output of the map process is always sorted before feeding 
the reduce processes. This sorting is unavoidable even if it is not needed by the user. 
Therefore, it would be less costly to process several hundred million more triples 
in n jobs, rather than processing several hundred million less triples in n + 1 jobs.

To further investigate, we did an experiment where we used the query shown 
in Listing 4. Here, the join selectivity between TPs 2 and 3 on ?Z is the highest. 
Hence, a query plan generation algorithm that uses selectivity factors to pick joins 
would select this join for the first job. As the other TPs 1 and 4 share variables 
with either TP 2 or 3, they cannot take part in any other join; moreover, they do 
not share any variables so the only possible join that can be executed in this job is 
the join between TPs 2 and 3 on ?X. Once this join is done, the two joins left are 
between TP 1 and the join output of the first job on variable ?X and between TP 4 
and the join output of the first job on variable ?Y. We found that the selectivity of 
the first join is greater than the latter. Hence, the second job will do this join and 
TP 4 will again not participate. In the third and last job, the join output of the 
second job will be joined with TP 4 on ?Y. This is the plan generated using join 
selectivity estimation. But the minimum job plan is a two-job plan where the first 
job joins TPs 1 and 2 on ?X and TPs 3 and 4 on ?Y. The second and final job joins 
the two join outputs of the first job on ?Z. The query runtimes we found are given 
in [HUSA11a].

 Listing 4. Experiment Query
 ?S1 ub:advisor ?X.
 ?X ub:headOf ?Z.
 ?Z ub:subOrganizationOf ?Y.
 ?S2 ub:mastersDegreeFrom ?Y

For each data set, we found that the two-job plan is faster than the three-job 
plan even though the three-job plan produced less intermediate data because of the 
join selectivity order. We can explain this by an observation we made in another 
small experiment. We generated files of sizes 5 and 10 MB containing random 
integers. We put the files in HDFS. For each file, we first read the file by a program 
and recorded the time needed to do it. While reading, our program reads from 
one of the three available replica of the file. Then, we ran a MapReduce job that 
rewrites the file with the numbers sorted. We utilized MapReduces sorting to have 
the sorted output. Note that when it writes the file, it writes three replications of 
it. We found that the MapReduce job, which does reading, sorting, and writing, 
takes 24.47 times longer to finish for 5 MB. For 10 MB, it is 42.79 times. This 
clearly shows how the write and data transfer operations of a MapReduce job are 
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more expensive than a simple read from only one replica. Because of the number of 
jobs, the three-job plan is doing much more disk read and write operations as well 
as network data transfers and as a result is slower than the two-job plan even if it is 
reading less input data.

Because of these reasons, we do not pursue the ideal model. We follow the 
practical model, which is to generate a query plan having minimum possible jobs. 
However, while generating a minimum job plan, whenever we need to choose a join 
to be considered in a job among more than one joins, instead of choosing randomly, 
we use the summary join statistics. This is described in Section 13.5.4. More details 
of our experimental results with the charts are provided in [HUSA11a].

13.5.4 Query Plan Generation
In this section, we first define the query plan generation problem, and show that 
generating the best (i.e., least cost) query plan for the ideal model as well as for 
the practical model is computationally expensive. Then, we will present a heu-
ristic and a greedy approach to generate an approximate solution to generate the 
best plan.

RUNNING EXAMPLE

We will use the following query as a running example in this section:

 Listing 5. Running Example
 SELECT ?V,?X,?Y,?Z WHERE{
 ?X rdf:type ub:GraduateStudent
 ?Y rdf:type ub:University
 ?Z ?V ub:Department
 ?X ub:memberOf ?Z
 ?X ub:undergraduateDegreeFrom ?Y}

To simplify the notations, we will only refer to the TPs by the variable in that 
pattern. For example, the first TP (?X rdf:type ub:GraduateStudent) will be repre-
sented as simply X. Also, in the simplified version, the whole query would be repre-
sented as follows: {X,Y,Z,XZ,XY}. We will use the notation join(XY,X) to denote a 
join operation between the two TPs XY and X on the common variable X.

Definition 13.7

(The Minimum Cost Plan Generation Problem). (Bestplan Problem). For a given 
query, the Bestplan problem is to generate a job plan so that the total cost of the 
jobs is minimized. Note that Bestplan considers the more general case where each 
job has some cost associated with it (i.e., the ideal model).
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EXAMPLE

Given the query in our running example, two possible job plans are as follows:
Plan1. job X XY XZ1 = { , , },
resultant TPs = {YZ, YZ}. job Y YZ2 = { , },
resultant TPs = {Z, Z}. job Z Z3 = { , }. Total cost = +cost job cost job( ) ( ).1 2

Plan 2. job XZ Z1 = { , } and join XY Y( , ) 
resultant TPs = ={ , , }. ( , , ).X X X job join X X X2

Total cost = +cost job cost job( ) ( ).1 2

The Bestplan problem is to find the least cost job plan among all possible job 
plans. Next, we define some related terms and discuss the complexity of our approach.

Definition 13.8

(Joining Variable). A variable that is common in two or more triple patterns. For 
example, in the running example query, X,Y,Z are joining variables, but V is not.

Definition 13.9

(Complete Elimination). A join operation that eliminates a joining variable. 
For example, in the example query, Y can be completely eliminated if we join 
(XY,Y ).

Definition 13.10

(Partial Elimination). A join operation that partially eliminates a joining variable. 
For example, in the example query, if we perform join(XY,Y ) and join(X,ZX ) in the 
same job, the resultant triple patterns would be {X,Z,X}. Therefore, Y will be com-
pletely eliminated but X will be partially eliminated. So, the join(X,ZX ) performs 
a partial elimination.

Definition 13.11

(E-Count(v)). E-count(v) is the number of joining variables in the resultant tri-
ple pattern after a complete elimination of variable v. In the running example, 
join(X,XY,XZ) completely eliminates X, and the resultant triple pattern (YZ) has 
two joining variables Y and Z. So, E-count(X ) = 2. Similarly, E-count(Y ) = 1 and 
E-count(Z) = 1.
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13.5.4.1 Computational Complexity of Bestplan

It can be shown that generating the least cost query plan is computationally expen-
sive since the search space is exponentially large. At first, we formulate the problem 
and then show its complexity.

13.5.4.1.1 Problem Formulation

We formulate Bestplan as a search problem. Let G V E= ( , ) be a weighted directed 
graph, where each vertex v Vi ∈  represents a state of the triple patterns, and each edge 
e v v Ei i i∈ ∈( , )

1 2  represents a job that makes a transition from state vi1 to state vi2. 
v0 is the initial state, where no joins have been performed, that is, the given query. Also, 
vgoal is the goal state, which represents a state of the triple pattern where all joins have 
been performed. The problem is to find the shortest weighted path from v0 to vgoal .

For example, in our running example query, the initial state 
v X Y Z XY XZ0 = { , , , , }, and the goal state, vgoal = ∅, that is, no more triple pat-
terns left. Suppose the first job (job1) performs join X XY XZ( , , ). Then, the resultant 
triple patterns (new state) would be v Y Z YZ1 = { , , }, and job1 would be represented 
by the edge ( , )v v0 1 . The weight of edge ( , )v v0 1  is the cost of job cost job1 1= ( ), where 
the cost is the given cost function. Figure 13.4 shows the partial graph for the 
example query.

13.5.4.1.2 Search Space Size

Given a graph G = (V, E), Dijkstra’s shortest path algorithm can find the shortest 
path from a source to all other nodes in O V log V E( | |)+  time. However, for 
Bestplan, it can be shown that in the worst case, V K≥ 2 , where K is the total num-
ber of joining variables in the given query. Therefore, the number of vertices in the 
graph is exponential, leading to an exponential search problem. In [HUSA11a], we 
have shown that the worst-case complexity of the Bestplan problem is exponential 
in K, the number of joining variables in the given query.

13.5.4.2 Relaxed Bestplan Problem and Approximate Solution

In the Relaxed Bestplan problem, we assume uniform cost for all jobs. Although 
this relaxation does not reduce the search space, the problem is reduced to finding 
a job plan having the minimum number of jobs. Note that this is the problem for 
the practical version of the model.

Definition 13.12

(Relaxed Bestplan Problem). The Relaxed Bestplan problem is to find the job plan 
that has the minimum number of jobs.
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Next, we show that if joins are reasonably chosen, and no eligible join operation 
is left undone in a job, then we may set an upper bound on the maximum number 
of jobs required for any given query. However, it is still computationally expen-
sive to generate all possible job plans. Therefore, we resort to a greedy algorithm 
(Algorithm 1) that finds an approximate solution to the Relaxed Bestplan problem 
but is guaranteed to find a job plan within the upper bound.

Definition 13.13 (Early Elimination Heuristic). The early elimination heuristic 
makes as many complete eliminations as possible in each job.

This heuristic leaves the fewest number of variables for join in the next job. 
To apply the heuristic, we must first choose the variable in each job with the least 
E-count. This heuristic is applied in Algorithm 1.

Algorithm 1: Relaxed-Bestplan (Query Q)

1: Q ← Remove non − joining variables(Q)
2: while doQ ≠ Empty
3: J ← 1//Total number of jobs
4: U u uK= …{ } ←1, ,  All variables sorted in non-decreasing order of their E-counts
5:  JobJ ← Empty //List of join operations in the
 //current job
6: tmp ← Empty //Temporarily stores resultant 
 //triple patterns
7: for doi to K= 1
8: if thenCan Eliminate Q u truei− =( , )
 //complete or partial elimination possible
9: tmp tmp Join result TP Q ui← −∪ ( ( , ))
10: Q Q TP Q ui← − ( , )
11: Job Job join TP Q uJ J i← ∪ ( ( , ))
12: end if
13: end for
14: Q Q tmp← ∪
15: J ← J + 1
16: end while
17: return Job JobJ{ , , }1 1… −

Description of Algorithm 1. The algorithm starts by removing all the nonjoin-
ing variables from the query Q. In our running example, Q = {X,Y,VZ,XY,XZ}, 
and removing the nonjoining variable V makes Q = {X,Y,Z,XY,XZ}. In the while 
loop, the job plan is generated, starting from Job1. In line 4, we sort the variables 
according to their E-count. The sorted variables are U = {Y,Z,X}, since Y and Z 
have E-count = 1 and X has E-count = 2. For each job, the list of join opera-
tions is stored in the variable JobJ , where J is the ID of the current job. Also, a 
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temporary variable tmp is used to store the resultant triples of the joins to be 
performed in the current job (line 6). In the for loop, each variable is checked 
to see if the variable can be completely or partially eliminated (line 8). If yes, we 
store the join result in the temporary variable (line 9), update Q (line 10), and 
add this join to the current job (line 11). In our running example, this results 
in the following operations: Iteration 1 of the for loop: u Y1 = ( ) can be com-
pletely eliminated. Here, TP(Q,Y ), the triple patterns in Q containing Iteration 
3 of the for loop: u X3 = ( ) cannot be completely or partially eliminated since 
there is no other TP left to join with it. Therefore, when the for loop terminates, 
we have job join Y XY join Z XZ1 = ( ) ( ){ }, , , , and Q X X X= { }, , . In the second 
iteration of the while loop, we will have { { , , }job X X X2 = . Since after this join, 
Q becomes Empty, the while loop is exited. Finally, { , }job job1 2  are returned from 
the algorithm.

In [HUSA11a], we have proved that for any given query Q, containing K join-
ing variables and N triple patterns, Algorithm Relaxed-Bestplan (Q) generates a job 
plan containing at most J jobs, where
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13.5.5 Breaking Ties by Summary Statistics
We frequently face situations where we need to choose a join for multiple join 
options. These choices can occur when both query plans (i.e., join orderings) 
require the minimum number of jobs. For example, the query shown in Listing 6 
poses such a situation.

 Listing 6. Query Having Tie Situation
 ?X rdf:type ub:FullProfessor.
 ?X ub:advisorOf ?Y.
 ?Y rdf:type ub:ResearchAssistant.

The second triple pattern in the query makes it impossible to answer and solve 
the query with only one job. There are only two possible plans: we can join the first 
two triple patterns on X first and then join its output with the last triple pattern on 
Y or we can join the last two patterns first on Y and then join its output with the 
first pattern on X. In such a situation, instead of randomly choosing a join variable 
for the first job, we use join summary statistics for a pair of predicates. We select 
the join for the first job, which is more selective to break the tie. The join summary 
statistics we use are described in [STOC08].
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13.5.6 MapReduce Join Execution
In this section, we discuss how we implement the joins needed to answer the 
SPARQL queries using the MapReduce framework of Hadoop. Algorithm 1 deter-
mines the number of jobs required to answer a query. It returns an ordered set 
of jobs. Each job has associated input information. The Job Handler component 
of our MapReduce framework runs the jobs in the sequence they appear in the 
ordered set. The output file of one job is the input of the next. The output file of the 
last job has the answer to the query.

 Listing 7. LUBM Query 2
 SELECT ?X, ?Y, ?Z WHERE {
 ?X rdf:type ub:GraduateStudent.
 ?Y rdf:type ub:University.
 ?Z rdf:type ub:Department.
 ?X ub:memberOf ?Z.
 ?Z ub:subOrganizationOf ?Y.
 ?X ub:undergraduateDegreeFrom ?Y}

Listing 7 shows LUBM Query 2, which we will use to illustrate the way we do 
a join using map and reduce methods. The query has six triple patterns and nine 
joins between them on the variable X, Y, and Z.

Our input selection algorithm selects files type_GraduateStudent, type_
University, type_Department, all files having the prefix memberOf, all files having 
the prefix subOrganizationOf, and all files having the prefix underGraduateDegree-
From as the input to the jobs needed to answer the query.

The query plan has two jobs. In job 1, triple patterns of lines 2, 5, and 7 are 
joined on X and triple patterns of lines 3 and 6 are joined on Y. In job 2, triple pat-
tern of line 4 is joined with the outputs of previous two joins on Z and also the join 
outputs of job 1 are joined on Y.

The input files of job 1 are type_GraduateStudent, type_University, all files 
having the prefix memberOf, all files having the prefix subOrganizationOf, and 
all files having the prefix underGraduateDegreeFrom. In the map phase, we first 
tokenize the input value, which is actually a line of the input file. Then, we check 
the input file name and, if the input is from type_GraduateStudent, we output a 
key-value pair having the subject URI prefixed with X# the key and a flag string 
GS# as the value. The value serves as a flag to indicate that the key is of type 
GraduateStudent. The subject URI is the first token returned by the tokenizer. 
Similarly, for input from file type_University, output a key-value pair having the 
subject URI prefixed with Y# the key and a flag string U# as the value. If the 
input from any file has the prefix memberOf, we retrieve the subject and object 
from the input line by the tokenizer and output a key-value pair having the 
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subject URI prefixed with X# the key and the object value prefixed with MO# 
as the value. For input from files having the prefix subOrganizationOf, we out-
put key-value pairs making the object prefixed with Y# the key and the subject 
prefixed with SO# the value. For input from files having the prefix underGraduate 
DegreeFrom, we output key-value pairs making the subject URI prefixed with 
X# the key and the object value prefixed with UDF# the value. Hence, we make 
either the subject or the object a map output key based on which we are join-
ing. This is the reason why the object is made the key for the triples from files 
having the prefix subOrganizationOf because the joining variable Y is an object 
in the triple pattern in line 6. For all other inputs, the subject is made the key 
because the joining variables X and Y are subjects in the triple patterns in lines 
2, 3, 5, and 7.

In the reduce phase, Hadoop groups all the values for a single key and for each 
key provides the key and an iterator to the values collection. Looking at the prefix, 
we can immediately tell if it is a value for X or Y because of the prefixes we used. In 
either case, we output a key-value pair using the same key and concatenating all the 
values to make a string value. So, after this reduce phase, the join on X is complete 
and the join on Y is partially complete.

The input files of job 2 are type_Department file and the output file of job 
1, job1.out. Like the map phase of job 1, in the map phase of job 2, we also 
tokenize the input value, which is actually a line of the input file. Then, we check 
the input file name and, if the input is from type_Department, we output a key-
value pair having the subject URI prefixed with Z# the key and a flag string D# 
as the value. If the input is from job1.out, we find the value having the prefix 
Z#. We make this value the output key and concatenate the rest of the values to 
make a string and make it the output value. Basically, we make the Z# values 
the keys to join on Z.

In the reduce phase, we know that the key is the value for Z. The values col-
lection have two types of strings. One has X values, which are URIs for graduate 
students and also Y values from which they got their undergraduate degree. The Z 
value, that is, the key, may or may not be a subOrganizationOf the Y value. The 
other types of strings have only Y values that are universities and of which the Z 
value is a suborganization. We iterate over the values collection and then join the 
two types of tuples on Y values. From the join output, we find the result tuples that 
have values for X, Y, and Z.

13.6 results
Before we present our evaluation result, we first present the benchmark data sets 
with which we experimented with, the alternative repositories we evaluated for 
comparison, and our detailed experimental setup.
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13.6.1 Data Sets, Frameworks, and Experimental Setup

13.6.1.1 Data Sets

In our experiments with SPARQL query processing, we use two synthetic data sets: 
LUBM [GUO05] and SP2B [SCHM09]. The LUBM data set generates data about 
universities by using an ontology [LEHI]. It has 14 standard queries. Some of the 
queries require inference to an answer. The LUBM data set is very good for both 
inference and scalability testing. For all LUBM data sets, we used the default seed. 
The SP2B data set is good for scalability testing with complex queries and data 
access patterns. It has 16 queries most of which have complex structures.

13.6.1.2 Baseline Frameworks

We compared our framework with RDF-3X [NEUM08], Jena [JENA], and 
BigOWLIM [ONTO]. RDF-3X is considered the fastest semantic web framework 
with persistent storage. Jena is an open source framework for semantic web data. It 
has several models that can be used to store and retrieve RDF data. We chose Jena’s 
in-memory and SDB models to compare our framework with. As the name suggests, 
the in-memory model stores the data in the main memory and does not persist data. 
The SDB model is a persistent model and can use many off-the-shelf database man-
agement systems. We used MySQL database as SDB’s backend in our experiments. 
BigOWLIM is a proprietary framework that is the state-of-the-art significantly fast 
framework for semantic web data. It can act both as a persistent and as a nonpersis-
tent storage. All of these frameworks run in a single machine setup.

13.6.1.3 Experimental Setup

Hardware: We have a 10-node Hadoop cluster that we use for our framework. 
Each of the nodes has the following configuration: Pentium IV 2.80 GHz pro-
cessor, 4 GB main memory, and 640 GB disk space. We ran Jena, RDF-3X, and 
BigOWLIM frameworks on a powerful single machine having 2.80 GHz quad 
core processor, 8 GB main memory, and 1 TB disk space.

Software: We used hadoop-0.20.1 for our framework. We compared our frame-
work with Jena-2.5.7, which used MySQL 14.12 for its SDB model. We used 
BigOWLIM version 3.2.6. For RDF-3X, we utilized version 0.3.5 of the source code.

13.6.2 Evaluation
We present performance comparison between our framework, RDF-3X, Jena 
In-Memory and SDB models, and BigOWLIM. More details are found in [HUSA11a]. 
We used three LUBM data sets: 10,000, 20,000, and 30,000, which have more than 
1.1, 2.2, and 3.3 billion triples, respectively. The initial population time for RDF-3X 
took 655, 1756, and 3353 min to load the data sets, respectively. This shows that the 
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RDF-3X load time is increasing exponentially. LUBM (30,000) has three times as 
many triples as LUBM (10,000), yet it requires more than five times as long to load.

For evaluation purposes, we chose LUBM Queries 1, 2, 4, 9, 12, and 13 to be 
reported in this work. These queries provide a good mixture and include simple and 
complex structures, inference, and multiple types of joins. They are representatives 
of other queries of the benchmark and so reporting only these covers all types of 
variations found in the queries we left out and also saves space. Query 1 is a simple 
selective query. RDF-3X is much faster than HadoopRDF for this query. RDF-3X 
utilizes six indexes [NEUM08] and these six indexes actually make up the data set. 
The indexes provide RDF-3X a very fast way to look up triples, similar to a hash table. 
Hence, a highly selective query is efficiently answered by RDF-3X. Query 2 is a query 
with complex structures, low selectivity, and no bound objects. The result set is quite 
large. For this query, HadoopRDF outperforms RDF-3X for all three data set sizes. 
RDF-3X fails to answer the query at all when the data set size is 3.3 billion triples. 
RDF-3X returns memory segmentation fault error messages and does not produce 
any query results. Query 4 is also a highly selective query, that is, the result set size is 
small because of a bound object in the second triple pattern but it needs inferencing 
to answer it. The first triple pattern uses the class Person, which is a superclass of many 
classes. No resource in the LUBM data set is of type Person, rather, there are many 
resources that are its subtypes. RDF-3X does not support inferencing, so we had to 
convert the query to an equivalent query having some union operations. RDF-3X 
outperforms HadoopRDF for this query. Query 9 is similar in structure to Query 
2 but it requires significant inferencing. The first three triple patterns of this query 
use classes that are not explicitly instantiated in the data set. However, the data set 
includes many instances of the corresponding subclasses. This is also the query that 
requires the largest data set join and returns the largest result set out of the queries 
we evaluated. RDF-3X is faster than HadoopRDF for 1.1 billion triples data set but 
it fails to answer the query at all for the other two data sets. Query 12 is similar to 
Query 4 because it is selective and has inferencing in one triple pattern. RDF-3X beats 
HadoopRDF for this query. Query 13 has only two triple patterns. Both of them 
involve inferencing. There is a bound subject in the second triple pattern. It returns 
the second largest result set. HadoopRDF beats RDF-3X for this query for all data 
sets. RDF-3X’s performance is slow because the first triple pattern has very low selec-
tivity and requires low selectivity joins to perform inference via backward chaining.

These results lead us to some simple conclusions. RDF-3X achieves the best 
performance for queries with high selectivity and bound objects. However, 
HadoopRDF outperforms RDF-3X for queries with unbound objects, low selectiv-
ity, or large data set joins. RDF-3X cannot execute the two queries with unbound 
objects (Queries 2 and 9) for a 3.3 billion triples data set. This demonstrates that 
HadoopRDF is more scalable and handles low selectivity queries more efficiently 
than RDF-3X.

We also compared our implementation with the Jena In-Memory model and the 
SDB models and BigOWLIM. Owing to space and time limitations, we performed 
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these tests only for the LUBM Queries 2 and 9 from the LUBM data set. We chose 
these queries because they have complex structures and require inference. It is to 
be noted that BigOWLIM needed 7 GB of Java heap space to successfully load the 
billion triples data set. We ran BigOWLIM only for the largest three data sets as we 
are interested in its performance with large data sets. For each set, we obtained the 
results for the Jena In-Memory model, the Jena SDB model, our Hadoop implemen-
tation, and BigOWLIM, respectively. At times, the query could not complete or it 
ran out of memory. In most of the cases, our approach was the fastest. For Query 2, 
the Jena In-Memory model and the Jena SDB model were faster than our approach, 
giving results in 3.9 and 0.4 s, respectively. However, as the size of the data set grew, 
the Jena In-Memory model ran out of memory space. Our implementation was 
much faster than the Jena SDB model for large data sets. For example, for 110 mil-
lion triples, our approach took 143.5 s as compared to about 5000 s for the Jena SDB 
model. We found that the Jena SDB model could not finish answering Query 9. The 
Jena In-Memory model worked well for small data sets but became slower than our 
implementation as the data set size grew and eventually ran out of memory.

For Query 2, BigOWLIM was slower than us for the 110 and 550 million data 
sets. For 550 million data sets, it took 22693.4 s, which is very high compared to 
its other timings. For the billion triple data sets, BigOWLIM was faster. It should 
be noted that our framework does not have any indexing or triple cache, whereas 
BigOWLIM exploits indexing, which it loads into the main memory when it starts. 
It may also prefetch triples into the main memory. For Query 9, our implementa-
tion is faster than BigOWLIM in all experiments.

It should be noted that our RDF-3X queries and HadoopRDF queries were 
tested using cold runs. What we mean by this is that the main memory and the file 
system cache were cleared prior to execution. However, for BigOWLIM, we were 
forced to execute hot runs. This is because it takes a significant amount of time 
to load a database into BigOWLIM. Therefore, we will always easily outperform 
BigOWLIM for cold runs. So, we actually tested BigOWLIM for hot runs against 
HadoopRDF for cold runs. This gives a tremendous advantage to BigOWLIM, yet 
for large data sets, HadoopRDF still produced much better results. This shows that 
HadoopRDF is much more scalable than BigOWLIM, and provides more efficient 
queries for large data sets.

The final tests we have performed are an in-depth scalability test. For this, we 
repeated the same queries for eight different data set sizes, all the way up to 6.6 billion.

In our experiments, we found that Query 1 is simple and requires only one 
join; thus, it took the least amount of time among all the queries. Query 2 is one 
of the two queries having the greatest number of triple patterns. Even though it has 
three times more triple patterns, it does not take thrice the Query 1 answering time 
because of our storage schema. Query 4 has one less triple pattern than Query 2, but 
it requires inferencing. As we determine inferred relations on the fly, queries requir-
ing inference take longer times in our framework. Queries 9 and 12 also require 
inferencing. The details are given in [HUSA11a].
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As the size of the data set grows, the increase in time to answer a query does 
not grow proportionately. The increase in time is always less. For example, there are 
10 times as many triples in the data set of 10,000 universities than 1000 universi-
ties, but for Query 1, the time only increases by 3.76 times and for query 9 by 7.49 
times. The latter is the highest increase in time, yet it is still less than the increase 
in the size of the data sets. Owing to space limitations, we do not report query 
runtimes with PS schema here. We found that the PS schema is much slower than 
the POS schema.

13.7 Summary and Directions
We have presented a framework capable of handling massive amounts of RDF 
data. Since our framework is based on Hadoop, which is a distributed and highly 
fault-tolerant system, it inherits these two properties automatically. The framework 
is highly scalable. To increase the capacity of our system, all that needs to be done 
is to add new nodes to the Hadoop cluster. We have proposed a schema to store 
RDF data, an algorithm to determine a query processing plan, whose worst case 
is bounded, to answer a SPARQL query and a simplified cost model to be used by 
the algorithm. Our experiments demonstrate that our system is highly scalable. 
If we increase the data volume, the delay introduced to answer a query does not 
increase proportionally. The results indicate that for very large data sets (over one 
billion triples), HadoopRDF is preferable and more efficient if the query includes 
low selectivity joins or significant inference. Other solutions may be more efficient 
if the query includes bound objects that produce high selectivity.

In the future, we would like to extend the work in multiple directions. First, 
we will investigate a more sophisticated query model. We will cache statistics for 
the most frequent queries and use dynamic programming to exploit the statistics. 
Second, we will evaluate the impact of the number of reducers, the only para meter 
of a Hadoop job specifiable by user, on the query runtimes. Third, we will investigate 
indexing opportunities and further usage of binary formats. Finally, we will handle 
more complex SPARQL patterns, for example, queries having OPTIONAL blocks.
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Chapter 14

Social Networking on the 
Cloud

14.1 Overview
This chapter describes a cloud-based system called SNODSOC (stream-based 
novel class detection for social network analysis) that we are developing to detect 
evolving patterns and trends in social blogs. SNODSOC extends our powerful 
data mining system called SNOD (stream-based novel class detection) for detect-
ing classes of blogs. We also describe SNODSOC++, which is an extended version 
of SNODSOC for detecting multiple novel classes.

Social media such as Facebook, Twitter, and YouTube have become the most pop-
ular ways for groups to communicate and share information with each other. Social 
media communication differs from traditional data communication in many ways. 
For example, with social media communication, it is possible to exchange numerous 
messages in a very short period of time, Furthermore, the communication messages 
(e.g., blogs and tweets) are often abbreviated and difficult to follow. To understand 
the motives, sentiments, and behavior of the various social media groups, some of 
them malicious, tools are needed to make sense out of the social network communi-
cation messages often represented as graphs. To address this need, we have designed 
a semantic framework for analyzing stream-based social media communication data.

We have developed a powerful machine learning tool called SNOD. SNOD is a 
unique data stream classification technique that can classify and detect novel classes 
in data streams. SNOD has been successfully applied on NASA’s Aviation Safety 
Reporting System (ASRS) data set. SNOD has many potential applications such as 
analyzing social networks, credit card fraud detection, blogs and tweets detection, 
and text stream classification. We utilized SNOD to develop a sophisticated social 
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network analysis system called SNODSOC. Mining blogs and twitter messages 
can be modeled as a data stream classification problem. SNODSOC analyzes social 
network data such as blogs and twitter messages. We are implementing SNODSOC 
utilizing our cloud computing framework. Owing to the massive amounts of social 
media data that has to be processed, a cloud-based implementation is needed for 
scalability and performance.

In addition to SNODSOC, we are also developing tools for location extraction 
(LOCEXT), concept/entity extraction (ENTEXT), and ontology construction 
(ONTCON). These tools are being integrated to develop a semantic framework 
for analyzing social media communication data. The integrated system is called 
SNODSOC++. Figure 14.1 illustrates our framework.

This chapter is organized as follows. Section 14.2 discusses the foundational tech-
nologies that we have used to develop scalable solutions for SNODSOC, LOCEXT, 
ENTEXT, and ONTCON. These include SNOD as well as our preliminary tools 
for location extraction, entity extraction, ontology construction, as well as cloud 
query processing. SNODSOC will be discussed in Section 14.3. SNODSOC++ 
will be discussed in Section 14.4. Cloud-based social network analysis (SNA) is 

SNODSOC++

SNODSOC

LOCEXT ENTEXT

ONTCON

Figure 14.1 Framework. (From abrol,S., Khan, L., Khadilkar, V., Cadenhead, t. 
Design and implementation of SNODSOC: Novel class detectionfor social net-
work analysis, Proceedings of the 2012 International Conference on Intelligence 
and Security Informatics, p. 215–220. © (2012) IEEE. With permission.)
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Figure 14.2 Social networking on the cloud. (From abrol,S., Khan, L., Khadilkar, 
V., Cadenhead, t. Design and implementation of SNODSOC: Novel class detection-
for social network analysis, Proceedings of the 2012 International Conference on 
Intelligence and Security Informatics, p. 215–220. © (2012) IEEE. With permission.)
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discussed in Section 14.5. Related work is discussed in Section 14.6. This chapter 
concludes with Section 14.7. Figure 14.2 illustrates the contents of this chapter.

14.2  Foundational technologies for SNODSOC 
and SNODSOC++

In this section, we describe the several tools that we have developed that form the 
basis for the components illustrated in Figure 14.1. These components are discussed 
in Section 14.3.

14.2.1 SNOD
SNOD uses our data stream learning algorithms to detect novel classes [MASU11a], 
[MASU11b], [MASU12], [MASU10]. Three major challenges in data stream clas-
sification are infinite stream length, concept-drift, and concept-evolution. SNOD 
addresses the infinite stream length and concept-drift problems by applying a hybrid 
batch-incremental process, which is carried out as follows. The data stream is divided 
into equal-sized chunks and a classification model is trained from each chunk.

An ensemble of L such models is used to classify the unlabeled data. When a 
new model is trained from a data chunk, it replaces one of the existing models in 
the ensemble. In this way, the ensemble is kept current. The infinite stream length 
problem is addressed by maintaining a fixed-sized ensemble, and the concept-drift 
is addressed by keeping the ensemble current. SNOD solves the concept-evolution 
problem by automatically detecting novel classes in the data stream. To detect a 
novel class, it first builds a decision boundary around the training data. During the 
classification of unlabeled data, it first identifies the test data points that are outside 
the decision boundary. Such data points are called filtered outliers (F-outliers); they 
represent data points that are well separated from the training data. If a sufficient 
number of F-outliers are found that show strong cohesion among themselves (i.e., 
they are close together), the F-outliers are classified as novel class instances.

Figure 14.3 summarizes the SNOD algorithm proposed by [MASU11a]. A classi-
fication model is trained from the last labeled data chunk. This model is used to update 
the existing ensemble. The latest data point in the stream is tested by the ensemble. If 
it is found to be an outlier, it is temporarily stored in a buffer. Otherwise, it is classified 
immediately using the current ensemble. The temporary buffer is processed periodi-
cally to detect whether the instances in the buffer belong to a novel class.

14.2.2 Location Extraction
We will discuss some of our prior work on location extraction and social network anal-
ysis. Our first related work, MapIt [ABRO09], uses an efficient algorithm and heu-
ristics to identify and disambiguate the correct location from the unstructured text 
present in Craigslist advertisements. The major challenge associated with geo-parsing 
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(determining geographic coordinates of textual words and phrases that occur in unstruc-
tured content) is the resolution of ambiguity. There are two types of ambiguities that 
exist: geo/nongeo and geo/geo ambiguities. Geo/nongeo ambiguity is the case of a place 
name having another, nongeographic meaning, for example, Paris might be the capital 
of France or might refer to the socialite Paris Hilton. Geo/geo ambiguity arises from 
the two having the same name but different geographic locations. For example, Paris 
is the capital of France and is also a city in Texas. Smith et al. report that 92% of all 
names occurring in their corpus are ambiguous. MapIt resolves this ambiguity by using 
a nine-point heuristic algorithm that goes beyond the previous work to identify the 
location up to the street level with 85% accuracy. We have developed a fully functional 
prototype and tested on real data set collected from the Craigslist website.

In our second related work [CHAN11], we use a probabilistic framework (PDF) 
to estimate the city-level Twitter user location for each user. The probabilities are 
based on the contents of the tweet messages with the aid of reply-tweet messages 
generated from the interaction between different users in the Twitter social network. 
The use of reply-tweet messages provides better association of words with the user 
location, thus reducing the noise in the spatial distribution of terms. We also provide 
the top K list of most probable cities for each user. We find that our estimation of the 
user location is within 100 miles of the actual user location 22% of the time, as com-
pared to the previous work that had an accuracy of about 10%, using a similar PDF.

14.2.3 Entity/Concept Extraction and Integration
We have developed a machine learning approach to entity and relation extraction. 
In particular, we investigated two types of extensions to existing machine learning 
approaches.
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Figure 14.3 SNOD algorithm.
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14.2.3.1 Linguistic Extensions

These extensions are concerned with incorporating additional linguistic knowl-
edge sources into the existing machine learning framework for entity and rela-
tion extraction. First, we examined how the information is derived from the fixed 
ontology (and can be profitably integrated with the learned classifiers for making 
classification decisions). We represented such information as features for training 
classifiers; we also classified an entity or relation directly using the available ontolo-
gies and resorted to the learned classifiers only if the desired information is absent 
from the ontologies.

14.2.3.2 Extralinguistic Extensions

While supervised machine learning approaches reduce a system’s reliance on ontol-
ogy, the performance of a learning-based system depends heavily on the avail-
ability of a large amount of annotated data, which can be expensive to obtain. 
Consequently, we developed three extralinguistic extensions that aim to improve 
the robustness of an extraction system in the face of limited annotated data. They 
are (i) combining knowledge-based and learning-based approaches to entity extrac-
tion and relation extraction, (ii) incorporating domain adaptation techniques, and 
(iii) automatically generating additional training data.

14.2.3.3 Entity Integration

Once entities and relations are extracted from free text, they have to be integrated 
to create a combined semantic representation. During entity extraction, some 
extracted entities may be erroneous/irrelevant and some extracted ones relevant. 
Hence, we discarded irrelevant entities and keep relevant ones. Next, we consoli-
dated the entities that will come from multiple documents. It is possible that an 
entity may have multiple references in various documents that refer to the same 
entity in real life. We solved the following two relevant challenges: (1) remove irrel-
evant entities in a document generated by information extraction techniques and 
(2) consolidate the extracted entities among documents so that we can establish a 
“same as” relationship between entities that are indeed the same entity.

14.2.4 Ontology Construction
We are developing a potentially powerful and novel approach for the automatic 
construction of domain-dependent ontologies based on the work discussed in 
[KHAN02]. The crux of our approach is the development of a hierarchy, and the 
concept selection from generic ontology for each node in the hierarchy. For devel-
oping a hierarchy, we have modified the existing self-organizing tree algorithm 
(SOTA) that constructs a hierarchy from top to bottom.
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Next, we need to assign a concept for each node in the hierarchy. For this, we 
deploy two types of strategy and adopt a bottom-up concept assignment mechanism. 
First, for each cluster consisting of a set of documents, we assign a topic based on a 
modified Rocchio algorithm for topic tracking. However, if multiple concepts are can-
didates for a topic, we propose an intelligent method for arbitration. Next, to assign 
a concept to an interior node in the hierarchy, we use WordNet, a linguist ontology. 
Descendant concepts of the internal node will also be identified in WordNet. From 
these identified concepts and their hypernyms, we can identify a more generic con-
cept that can be assigned as a concept for the interior node [MCGL10] [ALIP10].

14.2.5 Cloud Query Processing
As discussed in Chapter 13, we have developed a SPARQL query processing system on 
the cloud. Essentially, we have developed a framework to query RDF data stored over 
Hadoop. We used the Pellet reasoner to reason at various stages. We carried out real-
time query reasoning using the pellet libraries coupled with Hadoop’s MapReduce 
functionalities. Our RDF query processing is composed of two main steps: (1) the 
preprocessing and (2) the query optimization and execution (Figure 14.4).

14.2.5.1 Preprocessing

To execute a SPARQL query on RDF data, we carried out data preprocessing steps 
and stored the preprocessed data in HDFS. A separate MapReduce task was written 

Figure 14.4 Cloud query processing.
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to perform the conversion of RDF/XML data into N-Triples as well as for prefix 
generation. Our storage strategy is based on predicate splits [HUSA11].

14.2.5.2 Query Execution and Optimization

We have developed a SPARQL query execution and optimization module for 
Hadoop. As our storage strategy is based on predicate splits, first, we examine the 
predicates present in the query. Second, we examine a subset of the input files that 
are matched with predicates. Third, SPARQL queries generally have many joins in 
them and all of these joins may not be possible to perform in a single map-reduce 
job. Therefore, we have developed an algorithm that decides the number of jobs 
required for each kind of query. As part of optimization, we applied a greedy strat-
egy and cost-based optimization to reduce the query processing time [HUSA11].

14.3 Design of SNODSOC
14.3.1 Overview of the Modules
Internet social media services, such as microblogging and social networking, which 
are offered by platforms such as Twitter, have seen a phenomenal growth in their 
user bases. This microblogging phenomenon has been discussed as early as the mid-
2000s noting that users use the service to talk about their daily activities and to seek 
or share information. This growth has spurred an interest in using the data provided 
by these platforms for extracting various types of information. We have designed the 
following tools for social network analysis (as illustrated in Figure 14.1).

 a. Trend analysis, including SNODSOC
 b. Geographic location extraction of the users from the blogs and tweets 

(LOCEXT)
 c. Message categorization and entity extraction (ENTEXT)
 d. Ontology construction (ONTCON)

These tools will form the framework for SNODSOC++ that will carry out 
sophisticated social network analysis. In particular, we developed a set of techniques 
that will facilitate (a) emerging trend analysis; (b) geographic location extraction; 
(c) message categorization and entity extraction; and (d) ontology construction. The 
mentioned extraction process will be time consuming. Hence, we are exploiting a 
cloud-computing solution to speed up the extraction process. The extracted knowl-
edge can be used to provide users with personalized services, such as local news, 
local advertisements, application sharing, and so on. With more than 200 million 
accounts on Twitter in diverse geographical locations, the short messages, or tweets, 
form a huge data set that can be analyzed to extract such geographic information.
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14.3.2 SNODSOC and Trend Analysis
Twitter has emerged as not only a major form of social networking, but also as a 
new and growing form of communication. Twitter continues to increase both its 
number of users and its number of tweets. Tweets quickly reflect breaking news 
stories. Often, the first source of news about a natural disaster, a crime, or a politi-
cal event is tweets. Twitter also serves as the communication mechanism for groups 
and community organizations. Twitter has had significant impact in political 
events and protest groups.

Recently, Twitter communications were credited for their significant influence 
in the toppling of political regimes in Egypt and Libya. Twitter can provide a way 
for individuals to communicate without depending on traditional media outlets. 
This new paradigm of communication via Twitter services provides new challenges 
for stream data mining. Tweets flow in a continuous stream. Our goal is to decipher 
and monitor the topics in these tweets as well as detect when trends emerge. This 
includes general changes in topics such as sports or fashion and it includes new, 
quickly emerging trends such as deaths or catastrophes. This is a challenging prob-
lem to correctly associate tweet messages with trends and topics. These challenges 
are best addressed with a streaming model due to the continuous and large volume 
of incoming messages.

At the heart of our system is the classification model of SNOD (Figure 14.5). To 
build this model, we can use K-NN approach or multilabel text classification. This 
model will be incrementally updated with feature data obtained from new twitter 
messages. When a new message (i.e., tweet) is chosen as a training example, it will 
be analyzed and its features will be recorded. This recorded data will be stored in a 
temporal database that will hold the data for a batch of N messages at a time. When 
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Figure 14.5 Classification model.
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a batch of data has been processed, it will be discarded, and a new batch will be 
stored. Each batch of data will undergo a feature extraction and selection phase. The 
selected features will be used to compute feature vectors (one vector per message). 
These vectors will be used to update the existing classification model using an incre-
mental learning technique. When an unknown executable appears in the system, at 
first its runtime and network behavior will be monitored and recorded. This data 
will then undergo a similar feature extraction phase, but no feature selection will be 
needed here because the same features selected in the training/update phase will be 
used to build the feature vector. This feature vector will be classified using the clas-
sification model. Based on the class label, appropriate measures will be taken.

14.3.2.1 Novel Class Detection

The feature extraction and categorization process discussed above generates fea-
ture vectors for fixed-sized training data. To cope with the ever-growing volume of 
tweets, we must extend this to a data stream framework. Our data stream classi-
fier [MASU11a, MASU10, MASU11b, MASU12] can handle massive volumes of 
training and test data, as well as concept-drift, novel classes, and feature-evolution 
in the stream. Recall that we assume that the data stream is divided into equal-
sized chunks. The heart of this system is an ensemble L of M classifiers {L1,. . ., 
LM}. When a new unlabeled executable (test instance) arrives, the ensemble is used 
to classify the instance. If the test instance is identified as outlier, it is temporarily 
stored in a buffer buf for further inspection. Otherwise, if it is not outlier, then it 
is classified as either benign or malicious. The buffer is periodically checked to see 
if a novel class has appeared. If a novel class is detected, the instances belonging to 
the novel class are identified and tagged accordingly. As soon as a new labeled data 
chunk arrives, it is used to train a classifier L′. Then, the existing ensemble is updated 
by choosing the best M classifiers from the M + 1 classifiers L ∪ {L′} based on their 
accuracies on the latest labeled data chunk Dn (see Algorithm A).

The central concept of our novel class detection technique is that the data points 
belonging to a common class should be closer to each other (cohesion) and should 
be far apart from the data points belonging to other classes (separation). When the 
buf is examined for novel classes, we look for strong cohesion among the outliers 
in buf, and large separation between the outliers and training data. If such strong 
cohesion and separation is found, we declare it a novel class. When the true labels of 
the novel class instances are revealed by human experts, these instances are used as 
training data, and a new model is trained. Finally, the existing ensemble is updated 
with that model. Therefore, the ensemble of models is continuously enriched with 
new classes. Algorithm A summarizes the technique.

Creating decision boundary during training: The training data are clustered 
using K-means and the summary of each cluster is saved as a pseudopoint. Then the 
raw training data are discarded. These pseudopoints form a decision boundary for 
the training data.
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14.3.2.2 Storing the Cluster Summary Information

For each cluster, we store the following summary information in a pseudopoint 
data structure: (i) weight w: the total number of points in the cluster, (ii) cen-
troid μ, (iii) radius r: the distance between the centroid and the farthest data 
point in the cluster, and (iv) mean distance μd: the mean distance from each 
point to the cluster centroid. Thus, notation w(h) denotes the weight value of a 
pseudopoint h, and so on. After computing the cluster summaries, the raw data 
are discarded and only the pseudopoints are stored in memory. Any pseudopoint 
having too few (less than three) instances is considered as noise and is also dis-
carded. Thus, the memory requirement for storing the training data becomes 
constant, namely, O(K ).

Outlier detection and filtering: Each pseudopoint h corresponds to a hyper-
sphere in the feature space having center μ(h) and radius R(h). The portion of the 
feature space covered by a pseudopoint h is the pseudopoint’s region RE(h). The 
union of the regions of all pseudopoints in classifier Li is the decision boundary for 
the training data of Li. The decision boundary for the ensemble of classifiers L is 
the union of the decision boundaries of all classifiers in the ensemble. The decision 
boundary plays an important role in novel class detection. It defines the physical 
boundary of existing class instances.

Each test instance is first tested to see if it is outside the decision boundary of 
the existing class instances. To compute this, we find the nearest pseudopoint from 
the test instance in each classifier. If the test instance is outside the radius of each of 
the pseudopoints in all the classifiers, it is considered as an outlier. We refer to any 
test instance outside the decision boundary as an F-outlier.

Algorithm A: Stream-based Novel Class Detection
Input: L: Current ensemble of best M classifiers
x: an unknown instance to be classified
Output: Class label of x or detection of novel class

1. outlier ← detectOutlier(x, L)
2. if (outlier = false) then
3. classify(x, L) //classify as benign or malicious
4. else buf ⇐ x //save in outlier buffer
5: if time to check buf then
found ← DetectNovelClass(buf, L)
6: if found then {Y ← Novel_instances(Dn);} //tag novel instances
//if a new labeled chunk Dn is ready for training
7: L′ ← Train-new-model(Dn)
8: L ← Update(L,L ◽ ,Dn)
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Novel class detection: We perform several computations on the F-outliers to 
detect the arrival of a new class. For every F-outlier x, we define its λc-neighborhood 
λc(x) to be the set of N-nearest neighbors of x belonging to class c. Here, N is a user-
defined parameter. For example, neighborhood λ+(x) is the set of N instances of 
class c+ nearest x. Similarly, λo(x) refers to the set of N F-outliers nearest x.

Using this neighborhood information, we compute the N-neighborhood 
Silhouette Coefficient (N-NSC) metric as follows: Let a(x) be the average distance 
from an F-outlier x to the instances in λo(x), and let bc(x) be the average distance 
from x to the instances in λc(x) (where c is an existing class). Let bmin(x) be the mini-
mum bc(x) for all classes c. Then, metric N – NSC(x) is given by

 
N NSC x

b x a x
b x a x− = −( ) ( ) ( )

max( ( ), ( ))
min

min

According to this definition, the value of N-NSC is between −1 and +1. It is 
actually a unified measure of cohesion and separation. A negative value indicates 
that x is closer to the other classes (less separation) and farther away from its own 
class (less cohesion). We declare a new class if for all the classifiers Li, there are at 
least N ′ (>N) F-outliers whose N-NSC is positive.

It should be noted that the larger the value of N, the greater the confidence with 
which we can decide whether a novel class has arrived. However, if N is too large, then 
we may also fail to detect a new class if the total number of instances belonging to the 
novel class in the corresponding data chunk is ≤N. Therefore, it will be important to 
determine an optimal value of N through experimental testing on realistic data sets.

Novel Class Detection with Feature-Evolution: The feature space that represents 
a data point in the stream may change over time; we call these phenomena “fea-
ture-evolution” [LIN11, GOYA09]. For example, consider a text stream where each 
data point is a tweet message, and each word is a feature. Since it is impossible to 
know which words will appear in the future, the complete feature space is unknown. 
Besides, it is customary to use only a subset of the words as the feature set because 
most of the words are likely to be redundant for classification. Therefore at any given 
time, the feature space is defined by the useful words (i.e., features) selected using 
some selection criteria. Since in the future, new words may become useful and old 
useful words may become redundant, the feature space changes dynamically. To 
cope with feature-evolution, the classification model should be able to correctly clas-
sify a data point having a different feature space than the feature space of the model. 
The following example demonstrates the feature-evolution in two continuous data 
chunks. In the ith chunk, the key feature set is {runway, climb}, and in the (i + 1)th 
chunk, the key feature set is {runway, clear, ramp}. Apparently, the key feature set 
in two different chunks is different, while the new key features come with the novel 
class emerged in (i + 1)th chunk. If we use the feature set of the ith chunk to test 
the instances of the (i + 1)th chunk, we might not be able to detect the novel class.



280  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

Most of the existing data stream classification techniques assume that the fea-
ture space of the data points in the stream is static. As seen in the above example, 
this assumption may be impractical for some data streams, such as text stream. Our 
technique will consider the dynamic nature of the feature space and provide an 
elegant solution for classification and novel class detection when the feature space is 
dynamic. If the feature space is dynamic, then we would have different feature sets 
in different data chunks. As a result, each model in the ensemble would be trained 
on different feature sets. Besides, the feature space of the test instances would also 
be different from the feature space of the models. When we need to classify an 
instance, we need to come up with a homogeneous feature space for the model and 
the test instances. There are three possible alternatives: (i) Lossy fixed conversion 
(or Lossy-F conversion in short): Here, we use the same feature set for the entire 
stream, which had been selected for the first data chunk (or first n data chunks). 
This will make the feature set fixed, and therefore all the instances in the stream, 
whether training or testing, will be mapped to this feature set. We call this a lossy 
conversion because future models and instances may lose important features due to 
this conversion; (ii) Lossy local conversion (or Lossy-L conversion in short): In this 
case, each training chunk, as well as the model built from the chunk, will have its 
own feature set selected using the feature extraction and selection technique. When 
a test instance is to be classified using a model Mi, the model will use its own fea-
ture set as the feature set of the test instance. This conversion is also lossy because 
the test instance might lose important features as a result of this conversion; and 
(iii) Lossless homogenizing conversion (or Lossless conversion in short): Here, each 
model has its own selected set of features. When a test instance x is to be classified 
using a model Mi, both the model and the instance will convert their feature sets 
to the union of their feature sets. We call this conversion “loss-less homogenizing” 
since both the model and the test instance preserve their dimensions (i.e., features), 
and the converted feature space becomes homogeneous for both the model and 
the test instance. Therefore, no useful features are lost as a result of the conversion. 
Since an instance may not have a fixed predetermined feature vector and due to the 
text we end up with variable-length high-dimensional features. Therefore, we apply 
feature selection to select the best features for each chunk and apply the above-
mentioned techniques to make a homogeneous feature space. To tackle sparsity, we 
are examining the following option. To track topics/trends in a continuous stream 
having short messages, we are examining a hybrid model based on the combina-
tion of a foreground model and a background model. The foreground model will 
capture “what’s happening right now” based on the ensemble-based technique as 
described above and a background model will combat data sparsity [LIN11].

14.3.3 Content-Driven Location Extraction
Twitter allows its users to specify their geographical location as user informa-
tion (Meta-Data). This location information is manually entered by the user or 
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updated with a GPS-enabled device. The feature to update the user location with a 
 GPS-enabled device has not been adopted by a significant number of users [CHEN10]. 
Hence, this geographic location data for most users may be missing or incorrect. There 
are several drawbacks to relying on a user’s manual update of the location.

 1. Users may have incorrect geographic location data. For example, a Twitter 
user may enter his/her location as “Krypton.” This may not be the name of a 
real geographic location.

 2. Users may not always have a city-level location. Users can input location 
names vaguely, such as the name of a state (e.g., Arizona) or the name of a 
country (e.g., United States). These location names cannot be directly used in 
determining the city-level location of the user.

 3. Users may have multiple locations. If a user travels to different locations, 
he/she might mention more than one location in the Meta-Data of his/her 
Twitter page. This makes it very difficult to determine their current, singular 
city-level geographic location.

 4. Users may have incomplete location data. A user may have specified an 
ambiguous name that may refer to different locations. For example, if a user 
specifies a location such as “Washington,” this name can be related to a state 
name or a city name (Washington DC). These types of ambiguous names 
make it difficult to determine the exact user location.

Therefore, the reliability of such data for determining a city-level geographic 
location of a user is low. To overcome this problem of sparsely available geo-location 
information of users, we evaluate the Twitter user’s city-level geographic location 
based purely on his/her tweet content along with the content of the related reply-
tweet messages. We use a PDF that considers a distribution of terms used in the 
tweet messages of a certain conversation containing reply-tweet messages, initiated 
by the user. Our tool is built on our foundational work discussed in Section 14.2.

14.3.3.1 Motivation

On Twitter, users can post microblogs known as tweets, which can be read by other 
users. Along with this microblogging service, Twitter also provides a social network-
ing service where a user (follower) can “follow” another user ( followee). Each edge 
of the social network is formed by this “follow” relationship. As a follower, a user 
receives all the tweets posted by the followee, and in turn can reply to these tweets 
with a reply-tweet. This reply-tweet is received by the followee from the follower. 
This forms the basis of a conversation between two different users. Huberman et al. 
[HUBE09] analyzed more than 300 thousand users and found that reply-tweets 
and directed tweets constitute about 25.4% of all posts on Twitter. This shows that 
the reply-tweet feature is used widely among Twitter users. (Figure 14.6 illustrates 
an example tweet).
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Our intuition is that a conversation between users can be related to a set of top-
ics such as weather, sports, and so on, including certain location-specific topics such 
as an event related to a city or a reference to a specific place or an entity in a city. 
We assume this set of topics remains constant during a conversation. When a user 
posts a tweet message, it can be seen as the start of a conversation. This conversation 
can continue when another user posts a reply-tweet to the original tweet. Without 
detailing the topic of the reply-tweet, it can be assumed that the topic is the same as 
the original tweet message. Under this assumption, any content of the reply-tweet 
can be related back to the topic of the original tweet message. For example, consider 
the tweet messages exchanged by two users in Figure 14.6. A user posts a tweet 
message, and another user replies back with a reply-tweet message. Note that the 
topic of conversation remains the same during the conversation. So, by combining 
the above assumption, with the use of tweet content that may have location-specific 
data, we should obtain a better result than if we considered tweets in isolation, or if 
we just relied on user-specified location.

14.3.3.2 Challenges: Proposed Approach

The use of pure tweet content for estimating the Twitter user location, along with 
the above-mentioned intuition, presents some challenges. These challenges are 
based on the semantic complexities of the natural language used in tweets. Some 
users may use nonstandard vocabulary in their tweets. Users from a city may refer 
to the same location-specific entity with different names. For example, a user from 

Figure 14.6 Example tweet.
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Los Angeles can refer to the name of the city as LA, L.A., City of Los Angeles, and 
so on. Users may also refer to different locations with the same name. For example, 
a user from New York can refer to 6th Street as a street name in New York, whereas 
a user from Austin may refer to the street with the same name in Austin. These 
examples can dilute the spatial distribution of the terms.

The tweets do not always contain location-specific terms. They may contain 
many general words from a natural language, as users tweet about general topics. 
Hence, the content of the tweets are considered noisy.

A tweet can have terms referencing to multiple locations. This reduces the abil-
ity to estimate a specific location of the user. When considering a conversation, the 
topic of a conversation may not remain the same throughout the conversation, as 
assumed. A change of topic in a reply-tweet may result in multiple location-specific 
terms or dilution of the spatial distribution of terms. Taking note of these chal-
lenges, we propose two approaches to extract city-level home location of a user from 
his messages or blog.

In the first approach, we use a PDF to estimate the city-level Twitter user location 
for each user. The probabilities are based on the contents of the tweet messages with 
the aid of reply-tweet messages generated from the interaction between different users 
in the Twitter social network. The use of reply-tweet messages provides better associa-
tion of words with the user location, thus reducing the noise in the spatial distribution 
of terms. We also provide the top K list of most probable cities for each user.

As noted earlier, extracting geographic location-specific information from the 
tweet content alone is challenging. With the social interaction model, we use the 
content of the tweets in any interaction between users to determine the probability 
distribution of terms used during the conversation. In the second approach, we 
examine a user-centric location mining approach that looks to identify a single 
city-level home location of a particular user from his messages. Unlike the first 
approach, which is specific to messages originating from social interactions, this 
approach is a more general approach that works for all social media, including 
Twitter, blogs, and so on.

Social interactions–probability distribution model (PDM): In this probability dis-
tribution technique, each user can be assumed to belong to a particular city. Hence, 
the tweets of the user can be assumed to be related to a particular city, specifically the 
geographical location of the user who posted the tweet, that is, the terms occurring 
in the user’s tweet can be assigned as terms related to the user’s city. This forms the 
basic distribution of terms for the set of cities considered in the complete data set. The 
probability distribution of term t over the entire data set, for each city c, is given as

 p(t|c) = |{t|t  ∈ terms ∧ t occurs in city c}|/|t|

A probability distribution matrix of size n × m is formed, where n is the size of 
the term list, that is, the size of the dictionary, and m is the total number of cities 
in the data set that is considered for evaluation.
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Reply-based probability distribution model (RBPDM): In the basic probabil-
ity distribution calculation of PDM, the terms used by a user in his/her tweet 
is assigned to a city to which the user belongs. It does not consider the relation 
between different tweet messages.

Twitter offers a feature to tag another user in a tweet called a reply tag. This tag 
directs the message to the user who is addressed in the tweet. With this in mind, a 
tweet message can be classified into three different types:

 1. The first type of tweet message is a general message that a user typically posts 
on Twitter. These tweet messages do not contain any reply tag. The terms 
used in this type of tweet message can be used to form a direct relation with 
that of the user’s city in evaluating the spatial distribution of terms.

 2. The second kind of tweet message is one that contains the reply tag address-
ing a user. This type of message is called a reply-tweet. This message is used 
generally to reply to a certain tweet posted by another user. The reply-tweet 
message will be directed to the user who is being replied to, that is, to the user 
who had posted the original tweet message. This tweet will generally contain 
the reply tag at the beginning of the tweet message.

 3. The third type of tweet message is one that has a reply tag but may not be a 
reply-tweet. It may be a tweet message that may be directed to a user but need 
not be a reply to a tweet from that user. This message may contain the reply 
tag in between the tweet words. It can also be a re-tweet where users repost the 
tweet message of a user so that his/her followers can receive the tweet message.

The relationship between two tweet messages occurs when the reply tag in a 
tweet is taken into consideration. The reply-tweet will have a direct relationship 
with the original tweet that generated the reply-tweet message from a user. The 
PDM distribution ignores all relationships between tweet messages. The relation-
ship between two tweet messages occurs when the reply tag in a tweet is taken 
into consideration. The reply-tweet will have a direct relationship with the original 
tweet that generated the reply-tweet message from a user. Here, we consider this 
relationship between different tweet messages while calculating the probability 
distribution of terms from the data set. This relationship forms the basis of a con-
versation between different users, that is, a tweet message and its reply messages 
can be considered as a dialogue between the users. Hence, with the application of 
the assumption that the topic of a conversation is to remain constant in the reply-
tweet messages, the terms used in the conversation can be related to the topic of 
the conversation. The conversation may involve location-specific terms related to 
the topic. Instead of plainly assigning the terms used in a tweet to the user who 
posts the tweet, the terms occurring in the complete conversation can be assigned 
to the user who initiated the conversation since the initiator may initiate a con-
versation topic involving his/her geographic location. Thus, when a reply-tweet is 
encountered in the data set, we assign the terms involved in the tweet to the user 
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to which the tweet is addressed rather than to the user who posted the reply-tweet 
message. With this assignment of terms to different users, we evaluate the prob-
ability distribution that does not ignore recognizing the different types of tweet 
messages and the relationship between them. Hence, the social structure of the 
network is considered while estimating the geographic location of a user in the 
Twitter social network.

Term Distribution Estimator: Using the distribution of terms across the cities 
considered in the data set, the probability of a city c given a term t can be calculated 
based on maximum likelihood estimation.

 p(c|t) = max∀c∈cities p(t|c)

The probability estimate of the user u being located in the city c is the total 
probability of the terms extracted from the user tweet for the city c, that is
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Using this equation, the probability estimation matrix is obtained as mentioned 
previously, which has size p × q, where p is the size of the user list being considered 
and q is the size of the city list being considered in the data set. The city-level geo-
graphic location estimation can be obtained by considering the city with the high-
est probability for that user. A list of top k estimated cities can also be obtained by 
sorting the probability estimation matrix for each user, and listing the top k most 
probable cities from it.

14.3.3.3 Using Gazetteer and Natural Language Processing

Before running the actual algorithm (see Algorithm B), we need to perform prepro-
cessing of data, which initially involves using an external dictionary such as the urban 
dictionary to understand slang words and replace them with appropriate phrases to 
obtain grammatically correct sentences. After this, we remove all those words from 
the messages that are not references to geographic locations (Figure 14.7).

For this, we use Part of Speech (POS) tagger for English. The POS tagger iden-
tifies all the proper nouns from the text and terms them as keywords {K1, K2, . . ., 
Kn}. In the next step, the TIGER (Topologically Integrated Geographic Encoding 
and Referencing system) data set is searched for identifying the city names from 
among them. The TIGER data set is an open source gazetteer consisting of topo-
logical records and shape files with coordinates for cities, counties, zip codes, street 
segments, and so on for the entire United States.

We search the TIGER gazetteer for the concepts {C1, C2, . . ., Cn} pertaining to 
each keyword. Now, our goal for each keyword would be to pick out the right con-
cept among the list, in other words, disambiguate the location. For this, we use a 
weight-based disambiguation method. We assign the weight to each concept based 
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on the occurrence of its terms in the text (phase 1). Specific concepts are assigned 
a greater weight as compared to the more general ones. We check for correlation 
between concepts, in which one concept subsumes the other (phase 2). In that 
case, the more specific concept gets the boosting from the more general concept. 
If a more specific concept Ci is part of another Cj, then the weight of Cj is added 
to that of Ci.

Algorithm B: Location Identification (User_Messages)
Input: UM: All Messages of User
Output: Vector (C, S): Concepts and Score vector

 1: for each keyword, Ki //Phase 1
 2:   for each Cj ∈ Ki  //Cj - City Concept
 3:    for each Tf ∈ Cj
 4:      type = Type (Tf)
 5:      If (Tf occurs in UM) then SCj = SCj + Stype
 6: for each Ki //Phase 2
 7:   for each Cj ∈ Ki
 8:   for Tf  ∈ Cj, Ts ∈ CL
 9:     If (Tf  = Ts) and (Cj ≠ CL) then
 10:      type = Type (Tf)

Figure 14.7 Using gazetteer and natural language processing approach.
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 11:      SSj = SCj + Stype
 12: return (C, S)

For example, city carries 15 points, state 10, and a country name carries 5 
points. For the keyword “Dallas,” consider the concept of {City} Dallas/{State} 
Texas/{Country} USA. The concept gets 15 points because Dallas is a city name, 
and it gets an additional 10 points if Texas is also mentioned in the text. In phase 2, 
we consider the relation between two keywords. Considering the previous example, 
if {Dallas, Texas} are the keywords appearing in the text, then among the various 
concepts listed for “Dallas” would be {City} Dallas/{State} Texas/{Country} USA 
and one of the concepts for “Texas” would be {State} Texas/{Country} USA. Now, 
in phase 2, we check for such correlated concepts, in which one concept subsumes 
the other. In that case, the more specific concept gets the boosting from the more 
general concept. Here, the above-mentioned Texas concept boosts up the more 
specific Dallas concept. After the two phases are complete, we reorder the concepts 
in descending order of their weights. Next, each concept is assigned a probability 
depending on their individual weights.

Once the city-level location has been identified, the algorithm will next focus on 
identifying micro-level locations that may be mentioned in the text (blogs, tweets, 
etc.). For this, we would use geospatial proximity and context-based disambigua-
tion algorithm, which uses a rich Point of Interest (POI) database (the Foursquare 
Venue data set is an example) to identify potential micro-level places such as cof-
fee shops, schools, restaurants, places of worship, and so on. The algorithm would 
return a list of places, which match that particular keyword and are located in the 
city determined by us previously. Now, our goal for each keyword would be to pick 
out the right concept among the list, in other words, identify the correct POI the 
user is referring to. For this, we use a two-phase disambiguation process. The first 
phase consists of context-based scoring. Each POI entry in the gazetteer is associ-
ated with tags, and by using Wordnet Semantic Similarity measure, we compute 
the similarity between the message and the POI entry. This serves the purpose of 
disambiguating the correct POI based on the type of place the user might be refer-
ring to. After which, in phase 2, we simply boost the scores based on the proximity 
of each POI candidate to previously determined POIs for that particular user. So, 
if for a user, there are multiple Starbucks coffee shops returned in the Los Angeles 
area, the algorithm would choose the Starbucks closer to his comfort zone (prob-
ably his home or office).

14.3.4 Categorization
A major objective of our work is to extract entities from tweets and categorize the 
messages. Then, we provide semantic representation of the knowledge buried in the 
tweets. This would enable an analyst to interact more directly with the hidden knowl-
edge. We build on the foundational work discussed in Section 14.2 for categorization.
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Entity Extraction Entities are basic elements in knowledge representation. We 
have developed techniques to recognize several important entities in the messages, 
including event, location, people, organization, and so on. Entity extraction has 
been extensively studied in the literature. The most effective methods tend to cast 
the problem as a classification problem and apply supervised learning methods. 
We adopt the same strategy and leverage the many tools that are publicly available 
to perform this task. We start with using FEX (available at http://l2r.cs.uiuc.edu/
cogcomp/asoftware.php?skey=FEX) for feature extraction and BBR (available at 
http://www.stat.rutgers.edu/~madigan/BBR/) for logistic regression to recognize 
interesting entities in the tweets. We have successfully used FEX and BBR to rec-
ognize names in NASA ASRS reports [AHME10a].

While some existing algorithms and tools are available for us to use, a major 
challenge we have to solve is to create labeled data for training. Labeling data is in 
general an expensive process. We propose to study two strategies for solving this 
problem: (1) we adopt a bootstrapping approach, in which we would first rely on 
linguistic rules to recognize easy-to-recognize instances of a given type of entity 
and then use the rule-based recognizer to generate training data for supervised 
learning; and (2) we apply domain adaptation techniques based on some existing 
work to leverage training data that already exists in other related domain (e.g., 
news domain); these techniques can effectively avoid overfitting when we reuse 
some existing training data. Since the extracted entities are meant to be used for 
data mining, we expect that we can tolerate some errors in entity recognition. In 
case we need to further improve accuracy, we explore possibilities to manually label 
some examples. The strategies discussed above can help generate the most promis-
ing positive examples for labeling. In general, active learning can be applied to 
selecting examples for users to judge.

Multi-Label Text Classification: The classification of social communication data 
and related messages plays an important role in such data analysis. To find a clas-
sification technique that is well suited for social media data, we first need to find 
out how such data is different from its nontext counterpart. First of all, messages in 
such data sets are usually written nonformally. These include very high and sparse 
dimensionality, as the dimension or feature space consists of all the distinct words 
appearing in the vocabulary of the corresponding natural language.

The second difference that we consider is its increasing tendency to associate 
with multiple classes for classification. Text data sets can be binary, multiclass, or 
multilabel in nature. For the binary and multiclass categories, only a single class 
label can be associated with a document and the class label association is mutually 
exclusive. However, in case of multilabel data, more than one class label can be 
associated with a message at the same time.

In multilabeled data classification, class labels can co-occur and the frequency 
with which different class labels co-occur indicates that the class labels are not 
independent of each other. Also, not all class label combinations occur in the data 
set. Hence, making an assumption that class labels are independent is inherently 
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incorrect during the classification process. For example, in the ASRS NASA data 
set, we consider a total of 21 classes. There are class label combinations that can 
never occur together. For instance, given the label for two attributes, Aircraft equip-
ment problem: Critical and Less severe and Conflict: Less Severe and Critical, we know 
that the labels Aircraft equipment problem: Critical and Conflict: Less Severe can 
never occur together, which is apparent from their names. However, an Aircraft 
equipment problem: Critical and Conflict: Critical classes can co-occur. During clas-
sification, considering the probability of such varying co-occurrence can, to some 
extent, allow us to generate clusters where such class label pairs do not co-occur.

To categorize tweets, we exploit text classification. For this, we use SISC algo-
rithm [AHME09, AHME10a, AHME10b] that uses subspace clustering in conjunc-
tion with K-NN approach along with a semisupervised learning approach, under 
small or limited amount of labeled training data sets. To correctly interpret the 
multilabel property of such data, fuzzy clustering can perform this interpretation in 
a more meaningful way. In fact, the notion of fuzzy subspace clustering matches that 
of text data, that is, having high and sparse dimensionality and multilabel property. 
Subspace clustering allows us to find clusters in a weighted hyperspace [FRIG04] 
and can aid us in finding documents that form clusters in only a subset of dimen-
sions. SISC [AHME09] is one such algorithm that we use in our experiments.

14.3.5 Ontology Construction
Ontology is a collection of concepts and their interrelationships, which can collec-
tively provide an abstract view of an application domain [KHAN02]. There are two 
distinct problem/tasks for an ontology-based model: one is the extraction of semantic 
concepts from the keywords and the other is the actual construction of the ontology. 
With regard to the first problem, the key issue is to identify appropriate concepts 
that describe and identify messages (as described before). In this way, it is important 
to make sure that irrelevant concepts will not be associated and matched, and that 
relevant concepts will not be discarded. With regard to the second problem, we would 
like to construct the ontology automatically. Here, we address these two problems 
together by proposing a new method for the automatic construction of the ontology.

We build on the foundation work discussed in Section 14.2 for ontology con-
struction. Our method constructs ontology automatically in a bottom-up fashion. 
For this, we first construct a hierarchy using some clustering algorithms. Recall 
that if documents are similar to each other in content, they will be associated with 
the same concept in ontology. Next, we need to assign a concept for each node in 
the hierarchy. As stated earlier, for this, we deploy two types of strategies and adopt 
a bottom-up concept assignment mechanism. First, for each cluster consisting of 
a set of documents, we assign a topic based on a modified Rocchio algorithm for 
topic tracking. However, if multiple concepts are candidates for a topic, we propose 
an intelligent method for arbitration. Next, to assign a concept to an interior node 
in the hierarchy, we use WordNet, a linguist ontology. Descendant concepts of the 
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internal node will also be identified in WordNet. From these identified concepts 
and their hypernyms, we can identify a more generic concept that can be assigned 
as a concept for the interior node.

With regard to the hierarchy construction, we construct ontology automati-
cally. For this, we rely on a SOTA that constructs a hierarchy from top to bot-
tom. We modify the original algorithm, and propose an efficient algorithm that 
constructs hierarchy with better accuracy as compared to hierarchical agglomera-
tive clustering algorithm [LUO04]. To illustrate the effectiveness of the method of 
automatic ontology construction, we have explored our ontology construction in 
the text documents. The Reuters21578 text document corpus has been used. We 
have observed that our modified SOTA outperforms agglomerative clustering in 
terms of accuracy. The main contributions of this work will be as follows:

 1. We propose a new mechanism that can be used to generate ontology auto-
matically to make our approach scalable. For this, we modify the existing 
SOTA that constructs a hierarchy from top to bottom.

 2. Furthermore, to find an appropriate concept for each node in the hierarchy 
we developed an automatic concept selection algorithm from WordNet, lin-
guistic ontology.

Figure 14.8 illustrates an example of ontology construction.

14.4 toward SNODSOC++
We are examining the integration of multiple tools to develop SNODSOC++. Note 
that SNODSOC is based on SNOD and has several limitations. First, SNOD does 

Supervisor

Supervisor

Supervisor

Supervisor

Supervisor

Zookeeper

Zookeeper

Zookeeper

Zookeeper

Figure 14.8 Ontology construction.
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not consider the feature-evolution problem (to be explained shortly), which occurs 
because of the dynamic nature of the stream. Second, if more than one novel class 
appears in the stream, SNOD cannot detect them. Third, SNOD does not address the 
problem of high-dimensional feature spaces, which may lead to higher training and 
classification error. Finally, SNOD does not apply any optimizations for feature extrac-
tion and classification. Therefore, we are developing a practical and robust blogs and 
tweets detection tool, which we call SNODSOC. To develop SNODSOC++ from 
SNODSOC, we first need to extend SNOD to SNOD++. That is, we propose to 
enhance SNOD into SNOD++, which is more practical and robust than SNOD. In 
addition to addressing the infinite-length, concept-drift, and concept-evolution prob-
lems, SNOD++ addresses feature-evolution and multiple novel classes, as well as apply-
ing subspace clustering and other optimizations, all of which improve the robustness, 
power, and accuracy of the algorithm. All of the tools that we have developed (e.g., 
LOCEXT, ONTCON, and ENTEXT) are being integrated with SNODSOC in the 
development of SNODSOC++. SNODSOC++ will essentially combine SNODSOC 
with the semantic knowledge extracted from the tweets and blogs.

14.4.1 Benefits of SNOD++
SNODSOC++ will be useful in social network analysis applications, including 
detecting reactively adaptive blogs and tweets. SNODSOC++ will be capable of 
handling massive volumes of training data and will also be able to cope with con-
cept-drift in the data. These attributes make it more practical and robust than blogs 
and tweets detectors that are trained with static data. Furthermore, it can be used 
in detecting one or more novel classes of blogs and tweets. Also, recall that existing 
blogs and tweets detection techniques may fail to detect completely new patterns, 
but SNODSOC++ should be able to detect such novel classes and raise an alarm. 
The blogs would be later analyzed and characterized by human experts. In par-
ticular, SNODSOC++ will be more robust and useful than SNODSOC because 
SNODSOC++ will be capable of detecting multiple novel blogs and tweets in the 
stream, and will also exhibit a much higher classification accuracy and a faster 
training time because of its robustness to higher feature dimensions and application 
of distributed feature extraction and selection.

14.5 Cloud-Based Social Network analysis
As previously stated, cloud computing is growing in popularity as a design model 
for enabling extreme scalability for data-intensive applications. In the cloud com-
puting paradigm, data storage and retrieval operations are performed in parallel 
over clusters of commodity hardware. Cloud computing solutions have been used 
in production at major industry leaders such as Google, Amazon, and Facebook. 
Our goal is to integrate multiple social networks and analyze the data in the cloud 
as illustrated in Figure 14.9.
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To develop scalable SNODSOC and SNODSOC++, we are using Twitter 
Storm, which is a distributed, fault-tolerant, real-time computation system, 
at GitHub under the Eclipse Public License 1.0. Storm is a real-time processing 
system developed by BackType, which is now under the Twitter umbrella. It can 
be thought to be the Hadoop of real-time processing. That is, it does for real-time 
processing what Hadoop does for batch processing.

14.5.1 Stream Processing
Storm can be used to process a stream of new data and update databases in real time. 
Unlike the standard approach of doing stream processing with a network of queues 
and workers, Storm is fault-tolerant and scalable. A Storm cluster is superficially similar 
to a Hadoop cluster. Whereas on Hadoop you run “MapReduce jobs,” on Storm you 
run “topologies.” “Jobs” and “topologies” themselves are very different; one key differ-
ence is that a MapReduce job eventually finishes, whereas a topology processes mes-
sages forever (or until you kill it). There are two kinds of nodes on a Storm cluster: the 
master node and the worker nodes. The master node runs a daemon called “Nimbus” 
that is similar to Hadoop’s “JobTracker.” Nimbus is responsible for distributing code 
around the cluster, assigning tasks to machines, and monitoring for failures.

Each worker node runs a daemon called the “Supervisor.” The supervisor listens 
for work assigned to its machine and starts and stops worker processes as necessary 
based on what Nimbus has assigned to it. Each worker process executes a subset 
of a topology; a running topology consists of many worker processes spread across 
many machines. All coordination between Nimbus and the Supervisors is done 
through a Zookeepercluster. Additionally, the Nimbus and Supervisor daemons 
are fail-fast and stateless; all state is kept in Zookeeper or on local disk. This means 
you can kill −9 Nimbus or the Supervisors and they will start back up like nothing 
happened. This design leads to Storm clusters being incredibly stable. We have had 
topologies running for months without requiring any maintenance.

Analysis

Integration

Cloud Hadoop/
MapReduce SNA 2

e.g., LinkedIn 

SNA 4 
e.g., X 

SNA 1
e.g., twitter

SNA 3
e.g., facebook

Figure 14.9 Cloud-based social network analysis.
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14.5.2 Twitter Storm for SNODSOC
A data loading module will add Twitter user data into a cloud-based semantic web 
database. For this part, a vocabulary of terms that Twitter uses will be created. This 
vocabulary is the simplest way of moving into the semantic web world; a vocabulary 
is the least expressive of all semantic web languages but is the most efficient in terms 
of processing. The idea is to build such vocabularies for all other data sources we wish 
to use such as Google Plus, LinkedIn, and so on, and then perform a certain amount 
of automated integration of data based on these vocabularies. To perform complex 
reasoning over the data, which is our eventual goal, we later refine these vocabularies 
into more complicated ontologies that are far more expressive but require a longer pro-
cessing effort. Twitter Storm would provide a framework for near real-time processing 
of tweets and other social media messages for entity extraction, location mining, and 
more importantly novel class detection. Our SPARQL query processor discussed in 
Section 14.2 is being examined for querying the semantic web database. At present, 
we are implementing SNODSOC using the Twitter Storm framework. We are also 
developing a second social network system using the Twitter Storm framework and 
the latter system is called StormRider. StormRider will be discussed in Chapter 15.

14.6 related Work
Other works that have influenced our approach include those of Goyal et al., Katakis 
et al., Lin et al., Markou et al., Smith et al., Spinosa et al., Frigui et al., Backstrom 
et al., and Wenerstrom et al. ([GOYA09] [KATA06] [LIN11] [MARK03] [SMIT01] 
[SPIN08] [WENE06] [BACK08] [FRIG04]).

Many tools exist for entity extraction and location identification from web pages 
and other structured text. Although the details of some of these detection strategies 
are proprietary, it is well known that all of them use standard natural language pro-
cessing or machine learning techniques that assume that the text is structured and 
consists of complete sentences with correct grammar. Our work on the other hand 
focuses on unstructured text consisting of slangs and incomplete sentences that are 
usually associated with the social media. With regard to cloud-based stream min-
ing and novel class detection framework, to the best of our knowledge, there is no 
significant commercial competition for a cloud-centric trend detection tool. The 
current work on trend detection (TwitterMonitor and Streaming Trend Detection 
in Twitter by James Benhardusis) is primitive and makes use of a keyword-based 
approach instead of choosing feature vectors. Additionally, since we have taken a 
modular approach to the creation of our tools, we can iteratively refine each com-
ponent (novel class detection for trend analysis, entity extraction, scalability on 
cloud, and ontology construction) separately. All the frameworks and tools that we 
are using for the development of the SNODSOC++ are open source and have been 
extensively used in our previous research and hence our tools will be able to accom-
modate any changes to the platform.
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14.7 Summary and Directions
This chapter has described the design of SNODSOC. SNODSOC will be a great 
asset to the analysts who have to deal with billions of blogs and messages. For 
example, by analyzing the behavioral history of a particular group of individuals, 
analysts will be able to predict behavioral changes in the near future and take nec-
essary measures. This line of research will stimulate a new branch of social network 
analysis technology and inspire a new field of study. We have also discussed how 
cloud computing may be used to implement SNODSOC.

New blogs swarm the cyberspace every day. Analyzing such blogs and updat-
ing the existing classification models is a daunting task. Most existing behavior-
profiling techniques are manual, which require days to analyze a single blog sample 
and extract its behavioral profile. Even existing automated techniques have been 
tested only on a small sample of training data. By integrating our approach with 
a cloud computing framework, we overcome this barrier and will provide a highly 
scalable behavior modeling tool, thereby achieving higher accuracy in detecting 
new patterns. Furthermore, no existing profiling (manual or automated) technique 
addresses the evolving characteristics of blogs and messages. Therefore, our product 
will have a tremendous advantage over other behavior-based products by quickly 
responding to the dynamic environment.

While SNODSOC is a considerable improvement over currently available 
SNA tools, the underlying SNOD technology has some limitations. For example, 
SNOD lacks the ability to detect multiple novel classes emerging simultaneously. 
Since blogs and messages could have multiple concurrent evolutions, we need a 
system that can detect multiple novel classes. Therefore, we are extending SNOD to 
achieve a more powerful detection strategy (SNOD++) that addresses these limita-
tions. Our goal is to develop a fully functional and robust blog analysis system called 
SNODSOC++. We believe that SNODSOC++ will be a novel for social network 
analysis due to the fact that it can handle dynamic data, changing patterns, and 
dynamic emergence of novel classes. We will utilize our cloud computing frame-
work to develop SNODSOC++. Based on the initial experiments with the SNOD 
technology, we believe that both SNODSOC and SNODSIC++ will provide a 
high degree of accuracy, be scalable and operate in real time. SNODSOC++ will 
also integrate the tools LOCEXT, ENTEXT, and ONTCON so that highly accu-
rate and evolving patterns and trends can be detected with the semantic knowledge 
extracted. Finally, using our cloud computing framework, we can develop scalable 
solutions for mining social network data.

Securing social networks is also one of our our major goals. We have carried 
out some investigation on security and privacy for social networks [CARM11]. Our 
systems have to be implemented on the cloud. A first step toward such an imple-
mentation is to develop assured information sharing capabilities in the cloud. We 
discuss some of our experimental systems in this area in Part VII.
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Chapter 15

Experimental Semantic 
Web-Based Cloud 
Computing Systems

15.1 Overview
In this chapter, we describe three additional experimental cloud computing systems 
that utilize semantic web technologies. The first system, called Jena-HBase, is a 
storage system for RDF triples. The second system, called StormRider, uses the 
Storm framework for hosting social networks in the cloud. StormRider also uses 
Jena-HBase in its implementation. The third system is an ontology-driven query 
processing system that utilizes the MapReduce framework. We describe the moti-
vation behind the three systems.

First, the lack of scalability is one of the most significant problems faced by 
single-machine RDF data stores. The advent of cloud computing has paved the way 
for a distributed ecosystem of RDF triple stores that can potentially allow up to a 
planet-scale storage along with distributed query processing capabilities. Toward 
this end, we present Jena-HBase, a HBase backed triple store that can be used with 
the Jena framework. Jena-HBase provides end users with a scalable storage and 
querying solution that supports all features from the RDF specification.

Second, the focus of online social media providers today has shifted from 
“content generation” toward finding effective methodologies for “content stor-
age, retrieval and analysis” in the presence of evolving networks. Toward this end, 
we present StormRider, a framework that uses the existing cloud computing and 
semantic web technologies to provide application programmers with automated 
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support for these tasks, thereby allowing a richer assortment of use cases to be 
implemented on the underlying evolving social networks.

Third, in view of the need for a highly distributed and federated architecture, 
a robust query expansion has great impact on the performance of information 
retrieval. We determine ontology-driven query expansion terms using different 
weighting techniques. For this, we consider each individual ontology and user 
query keywords to determine the basic expansion terms (BETs) using a number of 
semantic measures including betweenness measure (BM) and semantic similarity 
measure (SSM). We develop a Map/Reduce distributed algorithm for calculating 
all the shortest paths in the ontology graph. Map/Reduce algorithm will consider-
ably improve the efficiency of BET calculation for large ontologies.

The organization of this chapter is as follows. We discuss Jena-HBase that is 
discussed in Section 15.2. StormRider is discussed in Section 15.3. The ontology-
driven query processing tool implemented with MapReduce is discussed in Section 
15.4. Section 15.5 concludes this chapter. The contents of this chapter are illustrated 
in Figure 15.1.

15.2  Jena-HBase: a Distributed, Scalable, and Efficient 
rDF triple Store

The simplest way to store RDF triples comprises a relation/table of three columns, 
one each for subjects, predicates, and objects. However, this approach suffers from the 
lack of scalability and abridged query performance, as the single table becomes long 
and narrow when the number of RDF triples increases [ERET09]. The approach is 
not scalable since the table is usually located on a single machine. The cloud com-
puting paradigm has made it possible to harness the processing power of multiple 
machines in parallel. Tools such as Hadoop and HBase provide advantages such as 

Experimental semantic
web-based cloud

computing systems

Federated
query

expansion
Jena-Hbase StormRider

Figure 15.1 Experimental semantic web-based cloud computing systems. 
(adapted from Khadilkar, V., M. Kantarcioglu, and B. thuraisingham, Stormrider: 
Harnessing “Storm” for social networks. technical report, 543–544, 2012. http://
www.utdallas.edu/vvk072000/research/Stormrider/tech-report.pdf)
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fault tolerance and optimizations for real-time queries. In this section, we present 
Jena-HBase, a HBase backed triple store that can be used with the Jena framework 
along with a preliminary experimental evaluation of our prototype.

Our work focuses on the creation of a distributed RDF storage framework, 
thereby mitigating the scalability issue that exists with single-machine systems. 
The motivation to opt for Jena is its widespread acceptance, and its built-in support 
for manipulating RDF data as well as developing ontologies. Further, HBase was 
selected for the storage layer for two reasons: (i) HBase is a column-oriented store and 
in general, a column-oriented store performs better than row-oriented stores; and (ii) 
Hadoop comprises HDFS, a distributed file system that stores data, and MapReduce, 
a framework for processing the data stored in HDFS. HBase uses HDFS for data 
storage but does not require MapReduce for accessing data. Thus, Jena-HBase does 
not require the implementation of a MapReduce-based query engine for executing 
queries on RDF triples. In contrast, the existing systems that use a MapReduce-based 
query engine for processing RDF data are optimized for query performance; how-
ever, currently, they are unable to support all features from the RDF specification. 
Our motivation with Jena-HBase is to provide end users with a cloud-based RDF 
storage and querying API that supports all features from the RDF specification.

Jena-HBase provides the following: (a) a variety of custom-built RDF data stor-
age layouts for HBase that provide a trade-off in terms of query performance/stor-
age; and (b) support for reification, inference, and SPARQL processing through the 
implementation of appropriate Jena interfaces. Figure 15.2 presents an overview of 
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Figure 15.2 Jena-HBase architecture. (adapted from Khadilkar, V., M. Kantarcioglu, 
P. Castagna, and B. thuraisingham, Jena-HBase: a distributed, scalable and effcient 
rDF triple store. technical report, 2012. http://www.utdallas.edu/~vvk072000/
research/Jena-HBase-Ext/tech-report.pdf)
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the architecture employed by Jena-HBase. Jena-HBase uses the concept of a store to 
provide data manipulation capabilities on the underlying HBase tables. A store rep-
resents a single RDF dataset and can be composed of several RDF graphs, each with 
its own storage layout. A layout uses several HBase tables with different schemas to 
store RDF triples; each layout provides a trade-off in terms of query performance/
storage. All operations on an RDF graph are implicitly converted into operations 
on the underlying layout. These operations include (a) formatting a layout, that is, 
deleting all triples while preserving tables (Formatter block); (b) loading–unload-
ing triples into a layout (Loader block); (c) querying a layout for triples that match 
a given (S, P, O) pattern (Query Runner block); and (d) the additional operations 
include the following: (i) Maintaining an HBase connection (Connection block) 
and (ii) Maintaining configuration information for each RDF graph (Config block).

We have performed benchmark experiments using SP2Bench (noninference 
queries) [POTA09] and LUBM (inference queries) [BRAN01] to determine the 
best layout currently available in Jena-HBase, as well as to compare the perfor-
mance of the best layout with Jena TDB. We have compared Jena-HBase only with 
Jena TDB and not with other Hadoop-based systems for the following reasons: (i) 
Jena TDB gives the best query performance of all available Jena storage subsystems, 
and (ii) The available Hadoop-based systems do not implement all features from the 
RDF specification. As part of the procedure to determine the best layout, we ran 
both benchmarks over several graph sizes and our results are given in [KHAD12a], 
[KHAD12b]. Since LUBM contains inference queries, we used the Pellet Reasoner 
(v2.3.0) to perform inferencing.

15.3  Stormrider: Harnessing “Storm” for Social 
Networks

The rise of social media applications has turned the once privileged realm of web 
authoring and publishing into a commonplace activity. This has led to an explosion 
in the amount of user-generated content online. The main concern for social media 
providers is no longer “content generation” but finding effective methodologies for 
“content storage, retrieval and analysis.” There has been a significant amount of 
research (see, e.g., [ERET09]) that addresses this issue. However, the existing work 
views a network as a series of snapshots, where a snapshot represents the state of a 
network in a given time period. Therefore, different network operations need to be 
individually performed over each snapshot. In reality, online social networks are 
continuously evolving entities and therefore, network operations should be auto-
matically performed as they evolve. Moreover, viewing the problem from this per-
spective allows us to create a solution that supports advanced, real-world use cases 
such as the following: (a) Tracking the neighborhood of a given node. This use 
case is relevant in law enforcement, for example, to track the activities of potential 
criminals/terrorists; and (b) Being able to store and access the prior snapshots of 
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a network for auditing and verification tasks. Such a use case is relevant in health 
care, for example, in tracing the medical history of a patient.

In this section, we present StormRider, a framework that uses a combination 
of cloud-based and semantic web-based tools to allow for the storage, retrieval, and 
analysis of the evolving social networks. In addition, users can perform these opera-
tions on networks of their choice by creating custom-built implementations of the 
interfaces provided in StormRider. The StormRider framework makes use of the 
following existing tools as the basic building blocks: (i) The Storm framework allows 
StormRider to automatically store, query, and analyze data as the underlying net-
work evolves over time. Storm was selected because it is a real-time computation 
system that guarantees message processing and is scalable, robust, and fault-tolerant. 
(ii) The Jena-HBase framework [KHAD12a] allows the storage of network data in 
an RDF representation as well as to query the data using SPARQL. (iii) Apache 
HBase was used to construct materialized views that store metadata related to nodes 
in the network. These views allow faster analytics to be performed on the network.

StormRider provides the following novel contributions: (i) the Jena-HBase 
framework facilitates the use of several semantic web features with social networks 
such as the application of reasoning algorithms, reification, and so on; (ii) the abil-
ity to store, query, and analyze the evolving networks through the use of novel 
algorithms (e.g., approximation algorithms for centrality estimation) implemented 
in Storm; and (iii) application programmers are provided with simple interfaces 
through which they can interact with social networks of their choice.

Figure 15.3 presents an architectural overview of StormRider. The user applica-
tions interact with an abstract social network model (Model-SN) that translates 
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Figure 15.3 Stormrider architecture.
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high-level user-defined network operations (viz., store, query, and analyze) into low-
level operations on the underlying network representations used by StormRider. 
The low-level operations are implemented as Storm topologies and are designed to 
support the evolving social networks. A Storm topology represents a graph of com-
putation, where nodes contain the logic of the computation whereas links between 
nodes denote how data are passed from one node to another. Storm internally inter-
faces with the storage layer (Jena-HBase), through the Jena-HBase interface, and 
the view layer (HBase tables used as materialized views), through the HBase view 
interface, to execute topologies on the underlying networks.

The storage layer, composed of Jena-HBase, is used to store networks in an 
RDF representation in a cloud-based framework. The storage of networks in RDF 
when combined with topologies defined in Storm allows us to support realistic uses 
cases such as those given previously (e.g., [a] and [b] in the introduction) through 
the use of concepts such as property-path queries and reification. For additional 
details about Jena-HBase, an interested reader is referred to our detailed technical 
report [KHAD12a]. The view layer is used to store metadata about nodes that make 
up a network. The metadata is mainly used to facilitate a speedup in performance 
during the analysis of a network.

The additional details of the architecture along with a detailed description of sample 
add-, query-, and analyze-topologies for the Twitter network are given in [KHAD12c]. 
Note that these topologies are only provided as examples with the StormRider frame-
work. Consequently, an application programmer needs to define custom topologies 
based on their requirements to interact with networks they want to examine.

The sample topologies in StormRider have been implemented for Twitter. The 
add-topology is used to add data to the storage layer as well as to update node-
related information in the view layer. The analyze-topology is then used to compute 
degree, closeness, and betweenness centrality using the metadata from the view 
layer. Some of these metrics require shortest path computations that we perform 
using the landmark-based approximation technique [POTA09]. As a part of our 
experimental evaluation, we evaluated the effectiveness of this method versus the 
exact method given in [BRAN01] for computing closeness and betweenness cen-
trality on a maximum of 500,000 Twitter users. The number of nodes in the land-
marks set was set to (total no. of users)/100, where the factor 100 was randomly 
selected, whereas the elements in the landmarks set were selected as the top-k nodes 
with the highest degree. Finally, each experiment was conducted along the fol-
lowing dimensions: (i) approximation error: This metric measures the accuracy 
of StormRider in computing the centrality value versus the exact method and is 
computed as | |

�
l l−  where l is the actual centrality value and 

�
l  is the approxima-

tion; and (ii) execution time: This metric measures the time required to perform 
the approximate and exact calculations of the centrality values. The time for the 
approximate case is computed as the sum of both the time required to update the 
views and the time required to perform the actual centrality computation. Our 
experimental results are given in [KHAD12c] and [KHAD12d].
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Note that in Chapter 14, we described the design of SNODSOC, a social net-
work that operates in the cloud. SNODSOC utilizes Twitter Storm for its cloud 
implementation. Currently, SNODSOC and StormRider are two separate systems 
being developed independent of each other on different projects. In the future, we 
will explore the integration of SNODSOC and StormRider.

15.4  Ontology-Driven Query Expansion Using 
Map/reduce Framework

Distributed and parallel computing continues to solve efficiency problems for 
many web applications in a federated architecture. Since data applications use 
distributed data sources in such architecture, it is required to enrich the original 
user query and cover the gap between the user query and required information by 
query expansion. The goal of many researchers is to discriminate between different 
expansion terms and improve the robustness of query expansion. In our previous 
work [ALIP10a], we developed a novel weighting mechanism for ontology- driven 
query expansion called the BETs and new expansion terms (NETs). For each user 
query, BET is calculated in each ontology based on some metrics namely seman-
tic similarity, density, and betweenness. NET is determined by aligning ontolo-
gies to find robust expansion terms between different ontologies. BET metrics are 
defined using the shortest paths calculation in ontology graphs. The problem of 
finding the number of shortest path that goes through every entity in ontology 
graph is not practical especially for large ontologies. Therefore, in this section, 
we concentrate on Map/Reduce algorithm for BET calculation in each ontol-
ogy. More details are given in [ALIP10a], [ALIP10b], [ALIP11a], [ALIP11b], 
[ALIP12a], and [ALIP12b]. Our architecture for query expansion is illustrated 
in Figure 15.4.

15.4.1  BET Calculation Using MapReduce Distributed 
Computing

In our BET calculation [ERET09], we use BM, centrality, density measure (DM), 
and SSM metrics. For this, first we determine the central entity (CE) using BM in 
each ontology. Next, we use the CE and calculate SSM for each of the expansion 
terms in BET. In both BM and SSM metrics, we need to determine the shortest 
paths between different entities of each ontology several times as follows. BM and 
CE: Betweenness (BM) assigns the number of shortest paths that pass through 
each node in the ontology graph when calculating the expansion terms. The node 
that occurs on many shortest paths for expanding user terms is considered as the 
central keyword in each ontology [ERET09]. Let e ei j k, ∈O . BM(e) is the BM of 
entity e.
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BM determines the central keyword that is used in SSM for finding BET. 
The central keyword has the highest BM value. SSM: SSM uses ontology graph 
as a semantic presentation of a domain to determine weights for all expansion 
terms in every ontology. The entities that are closer to the central node have more 
weights. SSM is calculated using the shortest path measure. The more relation-
ships entities have in common, the closer they will be in the ontology [ERET09]. 
If any entity is positioned relatively far from the central node, then it has a smaller 
weight. Therefore, we use the shortest path measure as weights for the ontology 
vocabulary.

Let entities ej, c ∈ Oi and there is a path between c (central) and ej.
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BET in this method, is all entities in the shortest path from the central 
keyword to ej. The shortest paths in BM and SSM calculations are determined 
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by Breadth First Search (BFS). Given a branching factor b and graph depth d 
in ontology graph, the asymptotic space and time complexity is the number of 
nodes at the deepest level, O(bd)that is exponential. For large ontologies, short-
est path calculation is not practical. Therefore, in the next section, we explain 
about the Map/Reduce distributed algorithm that optimizes our federated query 
expansion.

15.4.1.1  Shortest Path Calculation Using Iterative MapReduce 
Algorithm

Map/Reduce programming model is a powerful interface for automatic paralleliza-
tion and distribution of large-scale computations. In this model, Map and Reduce 
functions are defined as follows:

 

Map
Reduce

( , ) ,
(

〈 〉 → 〈 〉in in out ermediate listkey Value key Valueint
〈〈 〉 →out ermediate list out listkey Value Value, )int  

(15.3)

The data from data sources are fed into Map function as a pair of 〈inKey, inValue〉. 
Map function produces one or more intermediate values along with the outputkey 
from the input. After the Map phase, all intermediate values for any given outKey are 
combined together into a list. Reduce function combines intermediateValue into one 
or more final values for that same output outkey. In our BET calculation, we are using 
the ontology graph illustrated in Figure 15.5 as the input for the system. The ontol-
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Figure 15.5 Karlsruhe bibliography ontology.
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ogy graph needs a transformation from graph to adjacency list to be used by Map 
function. Step 1 explains the transformation and 〈inkey, inValue〉 for the Map function.

Step 1: Given an ontology O1, the algorithm constructs adjacency matrix for each 
entity ei ∈ O1. Each ei is considered as inkey. For each entity ei, we first determine the 
neighbors of ei and store them as a comma delimited NeighbourList(NL) that is con-
nected to this entity. We also specify Distance–From–Source(DFS), Path–From–
Source(PFS) and color for each entity. There are three possible EntityColors(EC) for 
each entity. Source entities are determined using Gray color, whereas visited entities 
are defined by Black and not visited entities are defined by White color. We use 
DFS = 0 for the source entity and DFS = Int.Maxval for other entities because we 
are using BFS for source entity. Also, for the source entity, PFS = inkey of the source, 
whereas PFS is empty for other entities. The concatenation of NL, DFS, PFS, and 
EC is considered as inValue for the Map function. Considering Figure 15.5 ontology 
graph, suppose that MasterThesis is the source entity in the graph; thus, some sample 
keys and values are

 〈Masterthesis,”Thesis|0|Masterthesis|Gray”〉,

 〈Author,”Publication,AcademinStaff |Int.Maxval|–|White”〉,

 〈Report”Publication|Int.Maxval|–|White”〉,

 〈Thesis,”Publication|Int.Maxval|–|White”〉

Step 2: In this step, mappers produce intermediateValue for each source entity inKey. 
For each source entity Si in the ontology graph with the Gray color, the mappers 
first change its color to Black. Then it creates some new nodes based on the num-
ber of neighbors with DFS = DFS + 1. PFS = inKey ∪ inKeynewword and color = Gray. 
Since the mappers do not have the information about the next neighbors for new 
nodes, it considers the next neighbors as NULL. Also, it assumes PFS = ”–” for 
non-gray nodes. Back to our example, below is the result after the first iteration:

 〈Masterthesis,”Thesis|0|Masterthesis|Black”〉

 〈Thesis,”Null|1|Masterthesis–Thesis|Gray”〉,

 〈Author,”Publication,AcademinStaff |Int.Maxval|–|White”〉,

 〈Report”Publication|Int.Maxval|–|White”〉,

 〈Thesis,”Publication|Int.Maxval|–|White”〉.

Step 3: In this step, the reducer uses one outKey and the list of all intermediateValue 
to calculate the final outValue. Each reducer takes all intermediateValue of each Key 
and constructs a new node using the “Not–Null” list of edges, the minimum DFS, 
“Not–Null” value for PFS, and the darkest color. That is, for the above example
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 〈Thesis,”Publication|1|Masterthesis–Thesis|Gray”’〉.

After reducing the intermediateValue in step 3, the algorithm continues for the 
next iteration to explode new Gray nodes in step 2. This iteration continues until 
it expands all possible paths for each source examined and all nodes change to 
black color.

15.4.1.2  Betweenness and Centrality Measures Using 
Map/Reduce Computation

In BET calculation, first, for each qi ∈ querykeywords, we calculate BM measure. 
Second, we determine the central querykeywords(i.e.,qc) among all querykeywords. As dis-
cussed in the previous section, in each iteration, the intermediateValue is updated and 
the PFS is determined. For betweenness of each qi, we find the number of times the 
qi appears in the shortest paths between entities of ontology in the last iteration of 
Map-Reduce step. After determining the BM(qi), we specify the qi with the maxi-
mum value of betweenness as the central keyword.

15.4.1.3 SSMs Using Map/Reduce Algorithm

We use the CE from the previous section and calculate SSM for all the BET. For 
SSM calculation, we use the result of Map/Reduce-ShortestPath (MRSP) algo-
rithm as explained in Algorithm 1. In line 2 and 3, the algorithm uses MRSP and 
SSM using Map/Reduce-ShortestPath and returns SSM for each entity ∈ BET.

Algorithm 1: SSMs Using Map/Reduce Computation
Require: BET {b1,b2,. . .,bn}, CE, and ontology O
Ensure: SSM for each bi

1: For all bi ∈ B do
2:  MRSP = Map/Reduce-ShortestPath result (bi)

3:  SSM lengthofMRSP( )bi = 1

4: end for
5: return SSM(bi)

15.5 Summary and Directions
In this chapter, we have described three separate experimental cloud-based seman-
tic web data management systems. The first system integrated a distributed RDF 
storage framework with the existing cloud computing tools resulting in a scalable 
data-processing solution. Our solution maintains a reasonable query execution time 
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overhead when compared with a single-machine RDF storage framework (viz., Jena 
TDB). Next, we presented StormRider, a framework that uses a novel combina-
tion of the existing cloud computing and semantic web technologies to allow for 
the “storage, retrieval and analysis” of the evolving online social networks, thus 
enabling the support for several new, realistic use cases. Finally, we discussed an 
ontology-driven query expansion system in the cloud.

There are many areas for further research. First, we need to conduct extensive 
experiments with our systems to see if they scale. Next, we need to develop more 
robust algorithms that operate on the cloud. Finally, we need to test our system 
with some real-world examples.
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Conclusion to Part IV

While Part III discussed cloud computing concepts, Part IV discussed experimental 
cloud computing systems. These are systems that we have developed at the UTD.

In Chapter 13, we presented a framework capable of handling large amounts 
of RDF data. Since our framework is based on Hadoop, which is a distributed and 
highly fault-tolerant system, it is highly scalable. To increase capacity of our system, 
all that needs to be done is to add new nodes to the Hadoop cluster. We developed 
a schema to store RDF data and an algorithm to determine a query processing plan 
to answer an SPARQL query.

Chapter 14 described the design of SNODSOC, a social network system based 
on a data mining algorithm that we have developed called SNOD (Stream-based 
novel class detection). SNODSOC will be a great asset to the analysts who have to 
deal with billions of blogs and messages. For example, by analyzing the behavioral 
history of a particular group of individuals, analysts will be able to predict behav-
ioral changes in the near future and take necessary measures.

Chapter 15 described three cloud-based tools we have developed. We first pre-
sented StormRider, a framework that uses a novel combination of existing cloud 
computing and semantic web technologies to allow for the “storage, retrieval and 
analysis” of evolving online social networks, thus enabling support for several new, 
realistic use cases. Second, we showed that creating a distributed RDF storage 
framework with existing cloud computing tools results in a scalable data processing 
solution. Additionally, our solution maintains a reasonable query execution time 
overhead when compared with a single-machine RDF storage framework. Third, 
we discussed ontology-based query expansion in the cloud.
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VSECUrE CLOUD 
COMPUtING 
CONCEPtS

Introduction to Part V
Now that we have provided an overview of cloud computing as well as discussed 
some of our experimental cloud computing systems, we will discuss security issues 
for the cloud. In particular, the concepts, functions, guidelines, and products for 
secure cloud computing will be discussed.

Part V consists of six chapters: 16, 17, 18, 19, 20, and 21. Chapter 16 provides 
an overview of secure cloud computing concepts. Secure cloud computing func-
tions are discussed in Chapter 17. Secure cloud data management is the subject of 
Chapter 18. Secure cloud computing guidelines are discussed in Chapter 19. The 
notion of security-as-a-service is discussed in Chapter 20. Secure cloud computing 
products are discussed in Chapter 21.
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Chapter 16

Secure Cloud Computing 
Concepts

16.1  Overview
One of the major hurdles in deploying the cloud for many applications is security. 
As we have discussed in the earlier parts of this book, with the cloud, not only 
is the processing outsourced to the cloud service providers (CSPs), the data are 
also outsourced. Therefore, many organizations are reluctant to place their data 
in the cloud, especially if the data is sensitive. Furthermore, even if the data are to 
be encrypted in the cloud, with current technology, it has to be decrypted before 
operations are performed on the data. Storing and managing unencrypted data in 
any form is usually not acceptable to many organizations. As a result, these organi-
zations cannot take advantage of the cloud.

Owing to these challenges, securing the cloud has become an urgent need 
for many organizations. A significant amount of resources has been expended to 
secure the cloud. In this chapter, we will examine the security issues surrounding 
the cloud. Our work has been influenced by the 10 CISSP (Certified Information 
Systems Security Professional) modules that discuss security [HARR10], as well as 
the excellent book on cloud security by Mather et al. [MATH09]. Specifically, we 
will review the 10 CISSP modules that discuss security concepts and examine them 
for the cloud. These modules are the following:

 ◾ Information systems security and governance
 ◾ Security architectures
 ◾ Security/access control models
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 ◾ Cryptography
 ◾ Network security
 ◾ Data and applications security
 ◾ Legal aspects including privacy and forensics
 ◾ Business continuity planning and disaster recovery
 ◾ Physical security
 ◾ Operations management

The organization of this chapter is as follows. Cloud computing security and 
governance will be discussed in Section 16.2. Security architecture for cloud com-
puting will be discussed in Section 16.3. Access control and identity management 
for the cloud will be discussed in Section 16.4. Data and applications security 
issues for the cloud will be discussed in Section 16.5. Privacy, compliance, and 
forensics for the cloud will be discussed in Section 16.6. Cryptographic solutions 
will be discussed in Section 16.7. Network security issues for the cloud will be dis-
cussed in Section 16.8. Business continuity planning will be discussed in Section 
16.9. Operations security will be discussed in Section 16.10. Physical security 
issues will be discussed in Section 16.11. This chapter is summarized in Section 
16.12. Figure 16.1 illustrates the various aspects discussed in this chapter.

16.2  Secure Cloud Computing and Governance
Recall that the cloud framework consists of three major models. They are the 
following:
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Figure 16.1 Secure cloud computing concepts.
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 ◾ SaaS
 ◾ PaaS
 ◾ Iaas

Furthermore, there are three deployment models. They are the following:

 ◾ The public cloud
 ◾ The private cloud
 ◾ The hybrid cloud

Our discussion of the security issues will be influenced by the cloud framework 
and the deployment models discussed in Part IV.

As stated in [MATH09], five layers of governance for IT are the following:

 ◾ Network
 ◾ Storage
 ◾ Server
 ◾ Services
 ◾ Applications

For on-premise hosting, an organization has control over storage, server, 
 services, and applications while the vendor and organization have shared control 
over networks. For example, for on-premise hosting, the organization will typically 
purchase the hardware and software as well as the applications. Therefore, the orga-
nization has control over these resources. With respect to network, the organization 
will work with a vendor to provide network services.

For the SaaS model, all layers are controlled by the vendor. This is because the 
vendor is hosting the networks, the platforms, the infrastructure, and the applica-
tions. The organization will run the vendor-provided applications on the vendor 
infrastructure and software. For the IaaS model, the applications are controlled by 
the organization while the services are controlled by both the organization and the 
vendor. This is because to host the organization’s applications, the organization will 
have to provide some services. However, the remaining layers such as storage and 
network are provided by the vendor. For the PaaS model, applications and services 
are controlled by both, while servers, storage, and network are controlled by the 
vendor.

Other aspects of cloud security and governance include risk assessment. One 
of the first steps in deploying a cloud is to analyze the risks involved. This would 
involve carrying out a thorough risk analysis by an independent team including 
assessing the vulnerabilities of the cloud. If the cloud is to be deployed in a public 
environment, then the security risks are greater than deploying it in a private envi-
ronment. The traditional risk analysis methods for IT systems have to be examined 
for a cloud.
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Another aspect of governance is formulating a security policy for the cloud. This 
would include the definition of the roles and responsibilities of the organization ver-
sus those of the CSP. In addition, the issues surrounding asset management, human 
resource security, physical and environmental security, communications and opera-
tions management, access control, information systems acquisition, development 
and maintenance, information security incident management, compliance and key 
management have to be clearly articulated and documented. For example, access 
control management aspects include: Who should have access and why? How is a 
resource accessed? How is the access monitored? Add the impact of access control on 
SaaS, PaaS, and IaaS. These aspects will be discussed in the ensuing sections.

Standards also play a major role in managing security in IT systems. These 
include security management standards such as ITIL (Information Technology 
Infrastructure Library) and ISO (International Standards Organization) 
27001/27002. These standards discuss the policies, procedures, and processes for 
security. These standards also include those for availability management, access 
control, vulnerability management, patch management, configuration manage-
ment incident response and system use, and access monitoring.

In summary, several policies, processes, standards, guidelines and technologies 
have been developed for the governance of information systems. They have to be 
examined and possibly expanded for the cloud. Appropriate risk analysis techniques 
should also be developed for the cloud. Figure 16.2 illustrates governance issues.

16.3  Security architecture
Security architecture consists of the security critical components of the system 
architecture. For example, the trusted computing base (TCB) is a computing 
system consisting of the part of the system that is responsible for enforcing the 
security critical functions. The reference monitor is the part of the system that 
implements the trusted computing base. We need to examine these concepts for 
the cloud. Specifically, we need to determine the security architecture of the cloud 
with respect to Iaas, Paas, and SaaS.
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Figure 16.2 Cloud governance issues.
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Security of the cloud will impact different levels including the network, the 
host, and the applications. We will discuss the network level security issues in a 
later section. With respect to host security, both the PaaS and SaaS hide the host 
OS from end users. That is, the host security responsibilities in SaaS and PaaS are 
transferred to the CSP. The host security at the IaaS level is due to virtualization. 
Essentially, it deals with security at the hypervisor level and security at the guest 
OS level.

One of the major issues is whether the hypervisor should monitor the guest 
operations systems or should there be a monitor for each guest OS? If the hypervi-
sor is monitoring the guest OSs, then the hypervisor code could be large and this 
is not desirable. Furthermore, it will be hard to migrate to a new hypervisor if the 
hypervisor is changed. The advantage with this approach is that the hypervisor can 
determine the security of all of the guest OSs. On the other hand, if the guest OS is 
carrying out the monitoring, then it is easier to migrate to a new hypervisor. These 
are tradeoffs that have to be carried out at the design level of the virtualization 
component. Figure 16.3 illustrates the hypervisor monitoring the guest OSs while 
Figure 16.4 illustrates the guest OSs carrying out the monitoring.

Next, let us examine application security at the level of SaaS, PaaS, and IaaS. 
SaaS providers are responsible for providing application security. With respect to 
PaaS, security has to be provided at the PaaS platform level as well as at the level 
of the customer applications deployed on a PaaS platform. With respect to IaaS, 
customer applications are treated as a blackbox. That is, IaaS is not responsible for 
applications security.
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We started this section stating that security architecture usually consists of the 
security critical components of the system architecture. Therefore, the main ques-
tions are: What is the TCB of the cloud? How much of the hypervisor should be 
trusted? The challenge for the security architect is to design software for the cloud 
that will minimize the TCB and yet provide maximum security.

16.4  Identity Management and access Control
In this section, we will discuss technologies for identity management and access 
control and their applicability for cloud computing. The first question in identity 
management is the trust boundary. In a traditional environment, trust boundary is 
within the control of the organization. This includes the governance of the networks, 
servers, services, and applications. In a cloud environment, the trust boundary is 
dynamic and moves within the control of the service provider as well as organi-
zations. Identity federation is an emerging industry best practice for dealing with 
dynamic and loosely coupled trust relationships in the collaboration model of an 
organization. The core of the identity federation architecture is the directory service 
which is the repository for the identity, credentials, and user attributes. Identity man-
agement enables organizations to achieve access control and operational security.

In [MATH09] various cloud use cases that need identity management are dis-
cussed. These include the following: organization employees accessing SaaS using 
identity federation; developers creating accounts for partner users in PaaS; end 
users access storage service in a cloud; applications residing in a CSP; access storage 
from another cloud service; and provisioning resources to users rapidly to accom-
modate their changing roles.

The three major components of identity management are authentication, authori-
zation, and auditing. Authentication verifies the identity of a user, system, or service. 
Authorization gives privileges that a user or system or service has after being authenti-
cated (e.g., access control). Auditing examines what the user, system, or service has car-
ried out and checks for compliance. The identity management process consists of user 
management (for managing identity lifecycles), authentication management, autho-
rization management, access management, monitoring and auditing, provisioning, 
credential and attribute management, entitlement management, compliance manage-
ment, and identity federation management. For example, as stated in [MATH09], 
organizations using a cloud must plan for user account provisioning such as authenti-
cating a user in a cloud. Identity management can also be provided as a service.

16.4.1  Cloud Identity Administration
In cloud-based identity management, lifecycle management of user identities has 
to be carried out. Federated identity management with Single Sign-On is being 
explored for the cloud. What is the responsibility of the CSP and the responsibility 
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of the organization/enterprise? Enterprise Identity and Access Management (IAM) 
requirements include provisioning of cloud service accounts to users. Current inves-
tigation on cloud-based identity management includes how enterprises can expand 
their identity management requirements to SaaS, PaaS, and IaaS.

Several standards have been developed for identity management. Standards 
for federated identity management include SAML (Security Assertions Markup 
Language), WS-Federation, Liberty Alliance, SPML (Service Provisioning Markup 
Language), XACML (eXtensible Access Control Markup Language), OAuth 
(Open Authorization), OpenID, Information Cards, and Open Authentication 
(OAUTH). In this section we will briefly discuss these standards.

SAML: As stated in [SAML], the Security Assertion Markup Language (SAML) 
is an XML-based open standard data format for exchanging authentication 
and authorization of data between an identity provider and a service provider.

WS-Federation: As stated in [FEDE], WS-Federation is an Identity Federation 
specification developed by various corporations such as IBM and Microsoft 
and is part of the Web Services Security framework. It defines mechanisms 
for allowing disparate security realms to broker information on identities, 
identity attributes, and authentication.

Liberty Alliance: As stated in [LIBE], The Liberty Alliance, formed in September 
2001 by various organizations, establishes open standards, guidelines, and 
best practices for identity management.

SPML: As stated in [SPML], Service Provisioning Markup Language (SPML) is 
an XML-based framework for exchanging user, resource, and service provi-
sioning information between cooperating organizations.

XACML: As stated in [XACM], the eXtensible Access Control Markup Language 
(XACML) is a standard that defines a declarative access control policy lan-
guage implemented in XML and a processing model that describes how to 
evaluate authorization requests according to the rules defined in the policies.

OAuth (Open Authorization): As stated in [OAUT1], OAuth is an open standard 
for authorization and allows users to share their private resources (e.g., pho-
tos, videos) stored on one site with another site without having to give out 
their credentials. Instead, users would typically provide their username and 
password tokens. OAuth provides the capability for cloud service X to access 
data from cloud service Y without disclosing credentials.

OpenID: As stated in [OPEN], OpenID is an open standard that describes how 
users can be authenticated in a decentralized manner. It eliminates the need 
for services to provide their own systems and allows users to consolidate their 
digital identities.

Information Card: As stated in [INFO], an Information Card is a personal digital 
identity that a person can use online. It is a major component of the Identity 
metasystem which is an interoperable architecture for digital identity that enables 
people to use a collection of digital identities based on multiple technologies.
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Open Authentication (OAUTH): As stated in [OAUT2]. OAUTH is an industry 
wide collaboration to develop open reference architecture by leveraging exist-
ing open standards for the universal adoption of strong authentication.

In summary, we have discussed the various aspects of identity management for 
the cloud. Figure 16.5 illustrates these aspects.

16.5  Cloud Storage and Data Security
In securing the data for the cloud, one first needs to identify the different types of 
data. These include data in transit and data at rest. The data are moved from node 
to node in a cloud. The data in transit have to be secure. Data that are stored in the 
cloud also have to be secured. Other data security concerns include data lineage 
and provenance. That is, where does the data come from? Can we trust the data? 
Are the data accurate? Data remnants are also an important aspect for the cloud. 
That is, once the customer removes the data from the cloud, the CSP has to ensure 
that no data of this customer remains in the cloud.

Data security solutions include encryption, identity management, and sanitiza-
tion. Even though data in transit is encrypted, the use of the data in the cloud will 
require decryption. That is, the cloud will have unencrypted data. As long as the 
data is unencrypted, there will be major security concerns. As a result, sensitive data 
cannot be stored in the public cloud. The homomorphic encryption solution being 
developed at Stanford University by Craig Gentry [GENT09] is a future solution 
for the cloud. In this approach, the authors have proved that one does not have to 
decrypt the data to perform operations.

One of the major challenges is what data does the provider collect—for example, 
metadata, and how can these data be secured? Other data security issues include 
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Figure 16.5 Identity management and access control standards.
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access control and key management for encrypting. Confidentiality, integrity, and 
availability are objectives of data security in the cloud.

Data security also includes data management security. That is, how can the 
database that operates on the cloud be secured? Much of our research is on devel-
oping secure cloud data managers for query processing. We will discuss our pro-
totypes in Part VI. Figure 16.6 illustrates the various aspects of storage and data 
security for the cloud.

16.6  Privacy, Compliance, and Forensics for the Cloud
We will separate the legal issues into three components. One is privacy, another is 
the various regulations for auditing and compliance and the third is forensics.

16.6.1  Privacy
Privacy is a major concern in the cloud. The question is: Who is responsible for 
privacy? Is it the owner of the data or is it the cloud? Data lifecycle is an important 
aspect of privacy. This includes generation, use, transfer, transformation, storage, 
archival, and destruction of the data. We need policies for each of these operations 
in the data lifecycle.

Several questions need to be answered. These include who owns the data? Is it 
the organization that collected the information in the first place, the person about 
whom the data was collected or the CSP? If the CSP is not the owner of the data, 
then what is the role of the CSP? Note that organizations can transfer liability but 
not accountability. Risk assessment and mitigation have to be carried out through-
out the data lifecycle. Furthermore, the organization and CSP have to be knowl-
edgeable about the legal obligations.

Various principles have been developed with respect to data lifecycle. These 
include Collection Limitation Principle; Use Limitation Principle; Security Principle; 
Retention and Destruction Principle; Transfer Principle and Accountability Principle. 
These principles have to be examined for the cloud.
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16.6.2  Regulations and Compliance
Several regulations both within and outside the United States have been developed 
for protecting data and information as well as the IT systems. The US regula-
tions for privacy management include the Federal Rules of Civil Procedure, the 
US Patriot Act, the Electronic Communications Privacy Act, FISMA (Financial 
Services and Markets Act), GLBA (Gramm–Leach–Bliley Act), HIPAA (Health 
Insurance Portability and Accountability Act), and HITECH (Health Information 
Technology for Economic and Clinical Health) Act. The International Regulations 
include the EU (European Union) Directive and APEC (Asia Pacific Economic 
Cooperation) Privacy Framework. These regulations have to be examined for cloud 
security.

Auditing and compliance have been major aspects of IT security. The steps 
include: define a strategy, define requirements (provide services to clients), define 
architecture (i.e., architect and structure services to meet requirements), define 
policies, define processes and procedures, ongoing operations, ongoing monitor-
ing, and continuous improvement. Regulations for auditing include the Sarbanes–
Oxley Act, PCI DSS (Payment Card Industry Data Security Standard), HIPAA 
and COBIT (Control Objectives for Information and Related Technology). There 
are several questions that need to be answered for cloud computing. These include: 
What is the impact of cloud computing on the above regulations? What are the 
internal and external audits for a cloud? What is an appropriate audit framework 
for the cloud?

16.6.3  Cloud Forensics
The third component of the legal aspects related to the cloud is conducting cloud 
forensics. There are two issues. One is to use the cloud to conduct forensics. This 
is because forensics data analysis could be extremely time consuming. Therefore, 
using the cloud, one can obtain forensics as a service. The other aspect is analyz-
ing the cloud that has been attacked. This is a major challenge as the attack could 
occur anywhere in the cloud. The examiner should figure out the node that has 
been compromised and determine when, where, and why the attack occurred. 
Also with virtualization technologies, the hypervisor as well as the guest OSs 
have to be monitored. Some of the challenges have been discussed under the sec-
tion on security architectures. Figure 16.7 illustrates the various legal aspects for 
the cloud.

16.7  Cryptogaphic Solutions
We discuss encryption as part of our overview on cloud data security and stor-
age. As stated earlier, all sensitive data, whether they are in transit or at rest, 
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have to be encrypted in the cloud. The major challenge is decryption of the data 
when performing operations. Whenever decrypted data has to be stored in the 
cloud even temporarily, this is a major vulnerability. While the homomorphic 
encryption is a promising solution, the practical implementation of this solution 
is years away.

Currently, the data stored in the cloud or transmitted across the cloud use tra-
ditional encryption techniques. These could include symmetric key or asymmetric 
key-based encryption algorithms. For example, to ensure confidentiality, the sender 
may encrypt the data with the receiver’s public key. The receiver decrypts the data 
with his private key. To ensure integrity, the sender may encrypt the data with his 
private key. The receiver will decrypt the data with the sender’s public key. Research 
is needed to develop cloud-specific cryptographic solutions. Figure 16.8 illustrates 
cryptographic solutions.
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16.8  Network Security
Network security solutions have to ensure data confidentiality and integrity of the 
organization’s data in transit to and from the public cloud provider. This includes 
ensuring proper access control (authentication, authorization, and auditing) to 
resources in the public cloud, ensuring availability of the Internet-facing resources 
of the public cloud used by the organization, and replacing the established network 
zones and tiers with domains. That is, the network of the cloud is divided into 
domains and security has to be provided within a domain as well as across domains. 
One key is to mitigate the risk factors.

Much of the security for the cloud has focused on architectures, data and stor-
age security as well as identity management. Some of the existing network security 
protocols are being applied to secure the cloud networks. Research needs to be 
done on developing special network security protocols for the cloud. Figure 16.9 
illustrates network security aspects for the cloud.

16.9  Business Continuity Planning
One of the challenges of an IT organization is business continuity planning and 
disaster recovery. The disasters could include natural ones such as earthquakes, hur-
ricanes and tornados or manmade ones such as bombing and terrorism. After 9/11 
and Katrina, many IT organizations found it extremely difficult to maintain the 
continuity of operations. Therefore, proper planning is essential.
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The steps in business continuity planning and disaster recovery include having 
mirror sites that will duplicate the IT environment. These sites could be cold sites 
with minimum equipment or warm/hot sites with complete duplication. It is not 
simply sufficient to have back-up sites. The organization has to carry out drills to 
determine potential issues that could arise. In addition, the organization must have 
appropriate disaster recovery plans.

In a cloud environment, one major aspect is having everything documented in 
the SLAs. For example, the CSP may specify that the cloud will be down for a cer-
tain number of hours per week for maintenance. This has to be documented in the 
SLA. Finally, the business continuity plan and disaster management steps have to 
be extended to include the cloud. That is, should the entire cloud be replicated for 
back-up or should certain parts of the cloud be replicated? There is not much work 
done in this area. Figure 16.10 illustrates aspects of business continuity planning.

16.10  Operations Management
Operations management in an IT organization will include managing and main-
taining the numerous computers and networks in the organization. For example, 
all of the machines have to be kept up to date with the latest patch releases. This 
activity typically comes under the management of the organization’s chief security 
officer. The systems and databases have to be backed up regularly. Furthermore, the 
legacy systems have to be migrated to modern platforms from time to time.

Operations management in the cloud is a relatively unexplored area. How can 
the operations management practices in an IT organization be migrated to a cloud? 
Who is responsible for operations management in the cloud? Is there a cloud secu-
rity officer? What is the role of the service provider? When and how should the 
systems in a cloud be backed up? What is the impact of operations management 
on SaaS, PaaS, and IaaS as well as the deployment models? More investigation is 
needed to provide answers to the above questions. Figure 16.11 illustrates aspects 
of operations management.
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16.11  Physical Security
Last but not the least, the physical security of the cloud is critical. Physical secu-
rity for an IT organization will include protecting the systems and data against 
natural disasters such as fire and manmade disasters such as terrorism and vandal-
ism. Physical security measures include proper locks and lighting as well as using 
appropriate material for the fences, walls, windows, and doors. Employees should 
have proper access to the buildings. Furthermore, in addition to security guards 
monitoring entry points, security cameras need to be installed.

The question is how should the physical security measures be extended to a 
cloud environment? The cloud components could be scattered across geographical 
locations. Therefore, who should guard the cloud? What is the responsibility of the 
service provider? What happens if the components of the cloud are stolen? We need 
more work to determine answers to the above questions. Figure 16.12 illustrates 
aspects of physical security.

16.12  Summary and Directions
This chapter has discussed various secure cloud computing concepts. First, we dis-
cussed cloud computing security and governance. Next, we discussed aspects of 
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security architecture for the cloud. This was followed by a discussion of access 
control and identity management for the cloud. Data and storage security issues for 
the cloud were discussed next. Following this, we provided an overview of privacy, 
compliance, and forensics for the cloud. Finally, aspects such as cryptographic solu-
tions, network security issues, business continuity, operations security, and physical 
security issues for the cloud were discussed.

Many of the concepts discussed in this chapter are still premature for the cloud. 
For example, with respect to identity management, we discussed several standards 
that have been developed for identity management in IT systems. These include 
SAML, SPML, and XACML. The applicability of these standards for the cloud has 
to be carried out. A major challenge in applying the standards and technologies for 
the cloud is scalability. That is, a cloud could have hundreds of nodes and could 
carry out extensive computations and yet ensure that the clients get the responses in 
a timely manner. That is, performance of the cloud is a major issue. As stated earlier, 
research in secure cloud computing is just beginning. A lot more needs to be done 
before secure clouds can be deployed.
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Chapter 17

Secure Cloud Computing 
Functions

17.1 Overview
In Chapter 8, we provided an overview of the various concepts about the cloud. 
This included a discussion on the deployment models and service models. In 
Chapter 9, we discussed cloud computing functions. In particular, we described 
a cloud computing framework and then discussed the various layers of the frame-
work. In Chapter 16, we discussed secure cloud computing concepts. In particular, 
we examined the CISSP modules and explored the impact of the cloud on these 
modules. In this chapter, we will continue along the lines and discuss secure cloud 
computing functions. Specifically we will examine the cloud computing functions 
discussed in Chapter 9 and examine the security impact on the functions. These 
functions include those for:

 ◾ Cloud OSs
 ◾ Cloud storage systems
 ◾ Cloud database systems
 ◾ Cloud networking systems

The secure cloud computing functions will be best illustrated using our secure 
cloud computing framework. In addition, we will also discuss integrity manage-
ment in the cloud. Finally, we will discuss cloud applications such as cloud infor-
mation and knowledge management.
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The organization of this chapter is as follows. Our secure cloud computing 
framework will be discussed in Section 17.2. Secure OS functions, including secure 
virtualization is discussed in Section 17.3. Secure cloud networks will be discussed 
in Section 17.4. Secure cloud storage management functions will be discussed in 
Section 17.5. Secure cloud data management functions will be discussed in Section 
17.6. Other aspects such as access control and identity management will be dis-
cussed in Section 17.7. Application functions will be discussed in Section 17.8. This 
chapter is summarized in Section 17.9. The concepts discussed in this chapter are 
illustrated in Figure 17.1. More details on security issues for cloud computing can 
be found in [HAML10] and [MATH09].

17.2 Secure Cloud Computing Framework
Our secure cloud computing framework is illustrated in Figure 17.2. We have 
defined a layered framework. At the lowest level is the networking layer and at the 
highest level is the applications layer. The applications could be any type of applica-
tion including healthcare, financial and defense and intelligence. The applications 
that we have hosted on the cloud include threat analysis, malware detection, and 
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assured information sharing and ontology management. We will describe these 
applications in later chapters.

The core layers of the secure cloud framework are the secure OS/virtualization 
layer, the secure storage layer, the secure data management layer which also includes 
data mining functions. The secure OS/virtualization layer is the layer that carries 
out virtualization as well as memory management, scheduling, and interprocess 
communication management. The secure storage layer will manage the massive 
storage of data in the cloud and its functions include encryption and decryption 
of the data. We have explored aspects of securing Hadoop for managing distrib-
uted storage securely. As stated earlier, Hadoop goes hand-in-hand with Google’s 
MapReduce for analysis tasks. Our current research is exploring ways to secure 
MapReduce functions. The secure data management layer will carry out secure 
cloud query processing, secure cloud transactions management, secure cloud meta-
data management, and secure cloud data mining.

Security management which is an aspect of policy management was discussed 
in Chapter 9. Identity management includes identification, authentication, and 
authorization and some of these concepts were discussed in Chapter 16. Integrity 
management will include maintaining the accuracy and quality of the data. Other 
security-related functions include governance, risk management, and backup 
and recovery. Since we discussed many of the secure cloud computing concepts 
in Chapter 16, we will not discuss them here. In the remaining sections of this 
chapter, we will discuss each of the functions that we have mentioned in this 
section including secure OSs and hypervisors, secure data storage, secure data 
management, secure networks, security and integrity management, and secure 
applications.

17.3 Secure Cloud OSs and Hypervisors
Securing the cloud OS involves two aspects. One is securing the host OS and 
the other is securing the hypervisors. Securing the host OS involves enforcing an 
appropriate security policy as well as securing functions such as memory manage-
ment, interprocess communications, and scheduling. For example, the host OS 
may enforce access control policies based on access control lists or capability lists. 
In the case of multilevel security, the host OS may enforce a policy such as the 
Bell and LaPadula policy. Interprocess communication between the processes is 
determined by the policies. That is, can a process P1 send a message to process P2? 
Access control policies will determine the access that a process has to a file. Usually 
with OSs, access is at the file level while in a database system, finer granularity of 
access is provided. Scheduling tasks will involve executing tasks that have higher 
priority first. However, if the higher priority task is at a higher security level than a 
lower level task which has lower priority, it may have to be aborted so that resources 
are given to the higher priority process. This could result in a covert channel. Such 



334  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

security considerations have to be examined when scheduling the tasks. Memory 
management involves allocating memory space for process execution. This action 
has to be carried out without violating the security policies.

We discussed virtualization in Chapter 9. Securing the hypervisor is a major chal-
lenge. It is the hypervisor that keeps the guest OSs separate. That is, the hypervisor 
has to ensure that the guest OSs are allocated resources in such a way that the OSs do 
not interfere with each other. Furthermore, a guest OS cannot corrupt the resources 
of another guest OS. Therefore, if the hypervisor is compromised then the entire 
cloud can be compromised. As a result, it is desirable to have the hypervisor code as 
small as possible.

The main question is: who should monitor the guest OSs? If the hypervisor is to 
monitor all the guest OSs, then the guest OSs cannot be ported to a new hypervi-
sor easily. Furthermore, the hypervisor code could be complex. However, all of the 
monitoring resides in the hypervisor which means each VM (virtual machine) does 
not have to do expensive computations. The hypervisor carrying out the monitoring 
is called Virtual Machine Introspection (VMI). If the guest OSs do their own mon-
itoring, then the hypervisor code will be less complex, but each VM has to carry out 
its own monitoring which could be computationally expensive. Furthermore, the 
virtual agents in the VMs have to be managed by the host OS which means much 
of the security is the responsibility of the host OS.

In his article, Chris Benton has explained these concepts very well. He states 
that one of the biggest security issues is kernel level rootkits [BENT]. This is 
because a kernel level rootkit effectively turns the core OS into malware. The result 
is that the rootkit has the highest level of system permissions, and can leverage 
these to hide itself from detection. With introspection, the VM is run at a lower 
level of permissions than the hypervisor. This means that if a rootkit infects a VM, 
our ability to detect the presence of the rootkit is improved.

Chris Benton states that executing antivirus software is computationally 
intensive. Therefore, if multiple VMs initiate a full disk scan at the same time, 
an IaaS cloud can become extremely unresponsive. He calls this situation “an AV 
(anti-virus) storm.” Therefore, having an AV instance at the hypervisor level could 
monitor the entire IaaS. While in many ways hypervisors providing security is 
desirable, it also enables attacks to the hypervisor as it carries out more functions. 
Furthermore, the hypervisor will have full access to the entire cloud since it has 
access to all the VMs. This could be a problem.

The debate continues whether to implement the hypervisor code or enhance 
the host OSs to operate in the cloud. OSs such as the Android now have support 
to function in the cloud. More recently there has been some work on investigat-
ing attacks on the cloud as well as solutions to the attacks. For example, Michael 
Reiter and his team at the University of North Carolina are investigating side chan-
nel attacks on hypervisors such as XEN. Zhiqiang Lin and his colleagues at the 
University of Texas at Dallas are developing solutions to VMI including the VM 
Space Traveler. Details can be found at [ZHAN12] and [FU12].



Secure Cloud Computing Functions  ◾  335

© 2010 Taylor & Francis Group, LLC

17.4 Secure Cloud Networks
In Chapter 9, we discussed network virtualization issues for the cloud. As in the case 
of hypervisor security, security for virtual networks remains a challenge. Should the 
virtualization software for the networks monitor all the virtual networks, or should 
each virtual network have its own monitor? Such individual monitors are hosted 
on the physical network. Another challenge to secure cloud networks is extending 
the secure network protocols to the cloud. Networking protocols include the TCP/
IP protocols. The question is what extensions should be made to these protocols to 
operate in the cloud?

Chris Benton has discussed the challenges in firewall management in a cloud. 
In a regular networked environment, usually there are well-organized firewall poli-
cies. However, in a cloud there could be multiple firewalls provided by multiple 
vendors. Managing all the firewall policies could become a nightmare. The policies 
are inconsistent and have different representations. The challenge is to come up with 
some uniform mappings between the different policies. These are virtual firewalls.

Mather, Kumaraswamy, and Latif argue that the traditional network zones and 
tiers have to be replaced by security domains or security groups in the cloud envi-
ronment [MATH09]. They state that the security group feature of Amazon’s AWS 
enables VMs to communicate with each other through virtual firewalls that filter 
traffic based on IP addresses, ports, and firewalls.

In summary, the security challenges include securing the virtual networks, 
defining the notion of domains, determining the communications between VMs 
via virtual networks and firewalls, and examining the network protocols to deter-
mine the impact of cloud computing.

17.5 Secure Cloud Storage Management
With respect to secure cloud storage, the challenge is coming up with appropriate 
storage strategies for the cloud without violating the policies. For example, how 
should the data be fragmented across the different nodes in the cloud without any 
information leakage? How can data virtualization be exploited to give optimum 
storage and yet maintain security? Kantarcioglu and Mehrotra have developed 
interesting secure storage schemes for a hybrid cloud [OKTA12]. Their storage 
schemes take into consideration the query execution costs with sensitive data resid-
ing in the private cloud and unclassified data residing in the public cloud.

Encryption is another major challenge for secure storage. All sensitive data such 
as patient data and financial data have to be encrypted. The encrypted data has to 
be manipulated. While the work at Stanford University has shown how to manipu-
late encrypted data computationally (i.e., homomorphic encryption), feasible solu-
tions are yet to be developed. Therefore, at present the sensitive data have to be 
stored in a private cloud.
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Our research is also examining security for both Hadoop and MapReduce. We 
are examining how policy models such as XACML can be implemented on the 
Hadoop framework. At present, our XACML policies are enforced on the data and 
not at the Hadoop level. We are exploring implementations of the models at the 
Hadoop level. Furthermore, our recent work includes examining security for the 
MapReduce framework.

17.6 Secure Cloud Data Management
Secure cloud data management issues include secure cloud query processing and 
secure cloud transaction processing. We have carried out a lot of work on secure 
cloud data management. In later chapters we will discuss the prototypes we have 
developed for secure cloud query processing. All of our prototypes utilize the 
Hadoop/MapReduce Framework for distributed storage. In our first prototype, we 
built an XACML policy engine on top of the HIVE framework. Here, we assume 
that the data resides in relational databases in the cloud. In our second prototype, 
we have developed a SPARQL query optimizer to operate in the cloud to store and 
manage RDF data. Queries are posed in SPARQL. The policies are specified in 
XACML. We have developed query rewriting strategies that enforce the XACML 
policies on RDF data. More details can be found in [THUR10] and [HUSA11].

Our third prototype implements an RDF-based policy engine on top of our 
SPARQL query optimizer. This way there is a seamless integration between the data 
and policies, both expressed in RDF. The policy engine will enforce information-
sharing policies as well as handle problems such as the inference problem. We will 
discuss this policy engine when we discuss assured information sharing in the cloud 
in Part VII.

We also have developed a prototype of a hybrid cloud that utilizes tools such as 
HBASE for query processing. Here, we assume that sensitive data are placed in a 
private cloud while unclassified data are placed in a public cloud. We have come up 
with algorithms for secure query processing in such an environment. Details can 
be found in [OKTA12].

Other secure cloud data management functions include secure transaction pro-
cessing, data interoperability in the cloud, and cloud data mining. More discus-
sions on some of these functions will be given in Chapter 18 when we discuss secure 
cloud data management.

17.7 Cloud Security and Integrity Management
Cloud security includes confidentiality, privacy, and trust. Several standards have 
been developed to provide cloud security. We discussed these standards in Chapter 
16. For example, standards such as SAML are being explored for authentication. 
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Scalability of SAML to operate in a cloud is a challenge. Standards such as XACML 
are being explored for authorization. That is, once the user is authenticated, the 
next step is to determine the resources that the user can access. Provisioning the 
resources of the cloud to the users is provided by standards such as SPML. We dis-
cussed these standards as well as others such as OpenID in Chapter 16.

To ensure the integrity of the data and the processing, various integrity policies 
have to be enforced. Enforcing policies such as a full-time employee must work at 
least 40 h have been studied extensively in a database. These integrity enforcement 
techniques have to be studied for a cloud environment. Furthermore, the prov-
enance of the data becomes critical as the data could come from any application 
from multiple clouds. Thus, the amount of provenance data gathered and/or gener-
ated could be massive. Appropriate strategies have to be developed to process such 
massive data in the cloud. Other integrity management techniques include fault 
tolerance computing, backup, and recovery. Some aspects of these techniques were 
discussed in Chapter 16 and will be revisited in Chapter 18.

17.8 Secure Cloud applications
In Chapter 12, we discussed some cloud applications such as healthcare, financial, 
and social networking. More details on securing these applications will be discussed 
in Chapter 18. Consider for example, knowledge management for an organization. 
Secure knowledge management which involves controlling access to intellectual 
property and resources of an organization is usually provided as a collection of web 
services. For example, an organization may want to find experts for a particular 
project. The expert finder web service may be involved and this service can find 
the experts via the corporate Intranet. These web services may be implemented on 
the cloud for improved performance. That is, the knowledge management services 
can be implemented as SaaS. Security for web services is essential for securing the 
knowledge management services.

While the framework we have defined (i.e., OS and database system) provides 
security at the file and data (e.g., relational table) level, the applications enforce 
application-specific policies. These policies are unique to the applications. For 
example, in the case of cloud-based workflow applications, the policies will specify 
the authorization that a person has to carry out a specific activity. These policies are 
enforced at the workflow management (i.e., application) level.

17.9 Summary and Directions
This chapter has discussed various aspects of cloud computing functions. We pro-
vided an overview of our secure cloud computing framework and then discussed 
security for virtualization, network, data storage, and management for the cloud. 
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Essentially, we examined the functions for the cloud discussed in Part III and 
described security for these functions. There is a lot of work that remains to be done. 
First, we need to examine each layer of the framework and determine the attacks 
that could occur. As we stated, Reiter and his team are investigating side challenge 
attacks at the virtualization layer. These attacks could occur not just at the virtual-
ization layer, but also at the storage and data layers. We need to carry out a compre-
hensive investigation of the potential attacks and the solutions to these attacks.

In the next chapter, we will elaborate on secure cloud data management func-
tions. Secure cloud products will be discussed in Chapter 21. We will also describe 
some of the prototypes we have developed for secure cloud data management in 
Part VI.
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Chapter 18

Secure Cloud Data 
Management

18.1 Overview
In the previous two chapters, we discussed secure cloud computing concepts as well 
as secure cloud computing functions. For example, in Chapter 16, we discussed 
the impact of the cloud on the 10 CISSP topics, including governance and risk 
management, access control, security architecture, cryptography, data and applica-
tions security, network security, physical security, legal implications and forensics, 
business continuity management, and operations management. In Chapter 17, we 
discussed the secure cloud computing functions including secure virtualization, 
secure cloud data and storage management, secure cloud networking, and secure 
cloud applications. In this chapter, we will elaborate on secure cloud data manage-
ment. We will also include concepts in secure cloud information management and 
secure cloud knowledge management.

In our terminology, data are managed by a data manager. Information is 
extracted from the data and knowledge is about understanding the information 
and taking actions. Data management technologies include database management 
and data administration. Information management technologies include mul-
timedia information management and collaborative information management. 
Knowledge management is about reusing the knowledge and expertise of an orga-
nization to improve profits and other benefits. In this chapter, we will examine 
security issues for data, information and knowledge management and then discuss 
how cloud computing technologies may be applied for managing data, information 
and knowledge. Some of the prototypes we have implemented for secure cloud 
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query processing as well as secure cloud-based assured information sharing will be 
discussed in later chapters.

The organization of this chapter is as follows. In Section 18.2, we discuss secure 
data management that also include discussions of secure information and knowl-
edge management. In Section 18.3, we discuss how cloud computing may be uti-
lized for secure data, information, and knowledge management. This chapter is 
summarized in Section 18.4. Figure 18.1 illustrates the concepts discussed in this 
chapter. More details on secure data management are provided in Appendix C.

18.2 Secure Data Management
18.2.1 Access Control
Access control deals with granting access to the data depending on the users, user 
groups, and other factors such as roles of users. Access control-based security was 
initially investigated for secure OSs where access was granted to files depending on 
the kinds of processes. The types of access included read and write operations. Then 
the concept was extended to databases where access was granted say to relations, attri-
butes, and elements. Now, access control-based security is part of discretionary secu-
rity and also includes the handling of complex security policies, granting access to 
data based on roles and functions, and also both positive and negative authorization 
policies. One of the techniques for enforcing security policies in data management 
systems is query modification, also known as query rewriting. In this approach, the 
query is modified according to the policies and the modified query is executed. Figure 
18.2 illustrates various types of discretionary access control mechanisms. Query 
modification is illustrated in Figure 18.3. More details are also given in [THUE05].

18.2.2 Inference Problem
Inference is the process of posing queries and deducing unauthorized information 
from the legitimate responses received. The inference problem exists for all types 
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Figure 18.1 Secure cloud data management.
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of database systems and has been studied extensively within the context of multi-
level databases. Early developments on the inference problem focused on statistical 
database security. Then the focus was on security constraint processing to handle 
the inference problem. Researchers also used conceptual structures to design the 
database application and detect security violations via inferences during the design 
time. There are many technical challenges for the inference problem including the 
insolvability and the complexity of the problem. The developments on the inference 
problem are illustrated in Figure 18.4. Recently, the inference problem is receiving 
much attention within the context of privacy. Technologies such as data mining 
are being used extensively for national security. This is causing privacy concerns. 
The privacy problem is a form of the inference problem where one deduces highly 
private information from the public information.

Identification
and

authentication
policies

Access control
and

authorization
policies

Administration
policies

Discretionary
security

Figure 18.2 Discretionary security.

Query Modification Algorithm:

Input: Query, security constraints
Output: Modified query

For constraints that are relevant to the query, modify 
the where clause of the query via a Negation.

For example: If salary should not be released to Jane 
and if Jane requests information from employee, 
then modify the query to retrieve information from 
employee where attribute is not salary.

Repeat the process until all relevant constraints are 
processed.

The end result is the modified query.

Figure 18.3 Query modification.
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18.2.3 Secure Distributed/Heterogeneous Data Management
Security for distributed, heterogeneous, and federated database systems is critical 
for many operational environments. For example, the individual’s data manage-
ment systems could enforce their own policies. These policies have to be integrated 
to form the global policy. Policy integration is a major challenge in heterogeneous 
and federated data management systems. Figure 18.5 illustrates policy integration.

External policies: Policies for the
various classes of user

Federated policies: Integrate export
policies of the components of the
federation

Export policies for the components:
e.g., export policies A, B, and C (note:
component may export different
policies to different federations) 

Generic policies for the
components: e.g., generic policies
for components A, B, and C

Policies at the component level:
e.g., component policies for
components A, B, and C

Layer 4

Layer 3

Layer 2

Layer 1

Layer 5

Figure 18.5 Policy integration.
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18.2.4 Secure Object Data Systems
Object technology is important for many applications including programming 
languages, design and analysis for applications and systems, interconnection and 
databases. For example, programming languages such as Java are based on objects. 
Distributed object management systems connect heterogeneous databases and 
applications. Databases and applications are modeled using objects. Large systems 
are created using object components. Finally, object technology is very popular for 
modeling and design. It is critical that objects be secure. That is, we need secure 
object programming languages, secure object databases, secure distributed object 
systems, and secure object components and using objects to model secure applica-
tions. In [THUR05], we discussed various types of secure object technologies rel-
evant to databases and applications. For example, in a secure object model, access 
may be controlled to the object instances, the attributes, the methods, and the 
classes. Figure 18.6 illustrates access control on objects.

18.2.5 Data Warehousing, Data Mining, Security, and Privacy
Many organizations are now developing data warehouses. Warehouses essentially 
provide different views of the data to different users. For example, a president of a 
company may want to see quarterly sales figures while a manager of a department 
may want to see the daily sales numbers. These data warehouses have to be secure. 
Figure 18.7 illustrates security aspects of data warehouses. For example, based on 
the security policies of the individual databases, a policy for the warehouse has to 
be developed.

EMP class
Instance variable
SS#, Ename, Salary D#

OID = 100
1, John, 20 K, 10

OID = 200
2, Paul, 30 K, 20

OID = 300
3, Mary, 40 K, 20

DEPT  class
Instance variable
D#, Dname, Mgr 

OID = 500
10, Math, Smith

OID = 600
20, Physics, Jones

Increase-salary (OID, value)
Read-salary (OID, amount)
Amount = Amount + Value
Write-salary (OID, amount) 

Access control rules:
John has update access to EMP class
Jane has read access to DEPT class
Jane has update access to object with OID = 500
Mary has execute access to increase salary method

Figure 18.6 access control on objects.
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In [THUR05], we discussed the relationship between data mining and security. 
For example, data mining could be used to handle security problems such as intru-
sion detection and auditing. On the other hand, data mining also exacerbates the 
inference and privacy problems. This is because a user can use the various data min-
ing tools and combine different pieces of information and deduce new information 
that may be sensitive and private. This is illustrated in Figure 18.8. Recently there 
has been much discussion on privacy violations that result due to data mining. We 
discussed privacy issues as well as the notion of privacy-preserving data mining in 
[THUR05].
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Figure 18.7 Secure data warehousing.
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18.2.6 Secure Information Management
Security has an impact on the functions of information management systems such 
as multimedia information management and workflow/collaborative information 
management. For example, consider the query operation in a multimedia data 
manager. The query processor has to examine the access control rules and security 
and modify the query accordingly. For example, if the fact that the existence of 
Operation X is classified, then this query cannot be sent to an unclassified multi-
media data collector such as a video camera to film the event. Security also has an 
impact on multimedia editing and browsing. When one is browsing multimedia 
data, the system must ensure that the user has the proper access to browse the link 
or access the data associated with the link. In the case of multimedia editing, when 
objects at different levels are combined to form a film, then the film object has to 
be classified accordingly. One may need to classify the various frames or assign the 
high water mark associated with the levels of the individual objects that compose 
the film. Furthermore, when films are edited (such as deleting certain portions of 
the film) then one needs to recompute the level of the edited object.

Next, consider workflow systems where the objective is for users to have the proper 
credentials to carry out the particular task. For example, in the case of making a pur-
chase for a project, only a project leader could initiate the request. A secretary then 
types the request. Then the administrator has to use his/her credit card and make the 
purchase. The mailroom has the authority to make the delivery. In a collaborative 
environment, trust and negotiation play an important role. For example, how can 
the parties trust each other in solving a problem? If A gives some information to B, 
can B share the information with C even if A and C do not communicate with each 
other? Also secure data management technologies are necessary to manage the data for 
workflow and collaboration applications. Figure 18.9 illustrates secure collaboration.
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Figure 18.9 Secure collaboration.
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18.2.7 Secure Knowledge Management
This is about corporations sharing the resources and expertise, as well as building 
intellectual capital so that it can increase its competitiveness. One of the challenges 
in knowledge management is maintaining security. Trade secrets have to be kept 
highly confidential so that competitors do not have any access to them. This means 
one needs to enforce some form of access control such as role-based access control, 
credential mechanism, or encryption.

To have secure knowledge management, we need to have secure strategies, pro-
cesses, and metrics [BERT06]. That is, metrics must include support for security-
related information. Processes must include secure operations. Strategies must 
include security strategies. When knowledge is created, the creator may specify 
to whom the knowledge can be transferred. Additional access control techniques 
may be enforced by the manager of the knowledge. Knowledge sharing and knowl-
edge transfer operations must also enforce the access control and security policies. 
Secure knowledge management architecture may be built around the corporation’s 
Intranet. Figure 18.10 illustrates the various information that must be protected to 
ensure secure knowledge management.

18.3 Impact of the Cloud
In this section, we will discuss the impact of the cloud on the secure data manage-
ment functions discussed in Section 18.2.

18.3.1 Discretionary Security
Much of the work on secure cloud data management has focused on secure cloud 
query processing. For example, in the prototypes that we have developed, the 
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Figure 18.10 Secure knowledge management.
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policies are expressed in XACML. The query is modified according to the policies 
and executed on the cloud. We have utilized the Hadoop/MapReduce framework 
as well the HIVE framework for distributed storage management and relational 
data management. We have also implemented query rewriting for queries specified 
in XACML and implemented the queries using our SPARQL query processor on 
the cloud for semantic web data. The query processor is hosted on the Hadoop/
MapReduce framework. The challenge in query processing is to exploit the distrib-
uted processing and resource utilization capability provided by the cloud. We have 
also implemented an XACML-based policy engine on the cloud for secure query 
processing. This policy engine is discussed in [HUSA11]. Figure 18.11 illustrates 
our policy engine.

18.3.2 Inference Problem
With respect to the inference problem, the cloud platform provides an ideal solution. 
To handle the inference problem, massive amounts of data that include history infor-
mation as well as external knowledge have to be processed. Such massive amounts of 
data can be stored and processed in a cloud. As stated earlier, we have developed an 
RDF-based policy engine for handling the inference problem. This policy engine now 
operates on the cloud [CADE12]. Figure 18.12 illustrates our policy engine.

18.3.3  Secure Distributed and Heterogeneous Data 
Management

Since cloud computing is essentially based on distributed computing, it lends 
itself naturally to distributed data management. For example, the data as well as 
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Figure 18.11 XaCML policy engine.
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processing is distributed across the cloud. For integrating heterogeneous databases, 
one needs to match the schemas as well as align the ontologies. For example, for 
the entity resolution problem, schema matching and ontology alignment have been 
explored as solutions. These schema matching and ontology management algo-
rithms have been implemented on the cloud [ALIP11]. The challenge is to imple-
ment the policy integration algorithms on the cloud. In one of our prototypes, 
we have assumed that each organization stores its data and policies on the cloud. 
Organizations share the data according to the policies.

18.3.4 Secure Object Systems
The policies enforced on the object model can be handled the same way query 
rewriting is handled for relational systems. With respect to objects for integrating 
the various components, organizations such as Object Management Group (OMG) 
are exploring implementations of object request brokers on the cloud. The security 
properties that have been developed for such systems have to be implemented on 
the cloud.

18.3.5  Data Warehousing, Data Mining, Security, 
and Privacy

Data management corporations such as Oracle and IBM are implementing their 
data warehousing products on the cloud. The challenge is to implement the policies 
enforced in data warehouses on the cloud. Data mining on the cloud has received 
a lot of attention. One challenge with data mining is to ensure the privacy of the 
individuals. Privacy-preserving data mining algorithms have emerged during the 
past decade. Many of the solutions, such as multiparty computation, are processing 
intensive and are ideal for cloud implementations.

Interface to the privacy-enhanced semantic web 
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Figure 18.12 rDF policy engine.
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18.3.6 Secure Information Management
Secure Information management applications such as insider threat detection and 
information sharing are being implemented on the cloud. Furthermore, managing 
multimedia data on the cloud has received a lot of attention. Multimedia services 
have been implemented at a layer between PaaS and SaaS. Such clouds are called 
multimedia clouds. These clouds provide quality of service as well as streaming 
video for mobile applications. Incorporating security services with the multimedia 
services remains a challenge.

Workflow applications have been implemented in Enterprise Resource 
Planning systems such as PeopleSoft and SAP. These systems have also imple-
mented access control policies such as role-based access control. With companies 
such as Oracle and SAP moving their data and applications to the cloud, we can 
expect secure workflow processing to be provided on the cloud. With respect 
to collaboration, individuals or groups of individuals work together to solve a 
problem. They could store their data and policies on the cloud and work together 
utilizing the cloud.

18.3.7 Secure Knowledge Management
Secure knowledge management is usually provided as a collection of web services. 
For example, an organization may want to find experts for a particular project. The 
expert finder web service may be involved and this service can find the experts via 
the corporate Intranet. These web services may be implemented on the cloud for 
improved performance. That is, the knowledge management services can be imple-
mented as SaaS.

18.4 Summary and Directions
In this chapter, we have discussed secure data management functions and then 
described the impact of the cloud on these functions. In particular, we discussed 
discretionary security, multilevel security, and inference problem, secure objects, 
secure multimedia systems, secure distributed data management secure heteroge-
neous data integration, secure data warehousing, data mining, secure information, 
and knowledge management. Securing the cloud for managing data, information 
and knowledge will continue to be a critical area in IT due to the need for storing, 
mining, and mining massive amounts of data.

Our work has focused on developing prototypes mainly for cloud data man-
agement systems. We have also developed systems for secure information sharing 
in the cloud. We will discuss some of the prototypes we have developed for secure 
cloud data management in Parts VI and VII of this book.
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Chapter 19

Secure Cloud Computing 
Guidelines

19.1 Overview
In this chapter, we will provide an overview of the guidelines for cloud comput-
ing security. These guidelines have been developed by the NIST. We have essen-
tially summarized the discussions in the NIST document. For more details of the 
guidelines, we will refer the reader to [NIST]. For completion of the guidelines 
as discussed by NIST, we have included the definition of cloud computing, cloud 
computing service models, deployment models, and security issues.

The guidelines discussed by NIST cover several topics. These include the service 
and deployment models, architecture governance, data protection, security and pri-
vacy, availability, and incident response. Since secure cloud computing is still evolv-
ing, the reader should note that these guidelines will also evolve. Nevertheless, we 
have found these guidelines to be very useful to understand secure cloud comput-
ing. The guidelines discuss the service and deployment models, identity manage-
ment as well as availability.

The organization of this chapter is as follows. The guidelines will be summarized 
in Section 19.2. This chapter is summarized in Section 19.3. Figure 19.1 illustrates 
the guidelines discussed in this chapter. An overview of secure cloud computing 
can be found in [MATH09]. White papers on secure cloud computing have been 
posted on the website of the Cloud Security Alliance [CSA].
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19.2 the Guidelines
Definition: Cloud computing has been defined by NIST as a

model for enabling convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released 
with minimal management effort or cloud provider interaction. [NIST]

Deployment models: As stated by [NIST], there are multiple deployment models.

Public cloud is one in which the infrastructure and computational 
resources that it comprises are made available to the general public over 
the Internet. It is owned and operated by a cloud provider delivering 
cloud services to consumers and is external to the customer organiza-
tion. A private cloud is one in which the computing environment is 
operated exclusively for a single organization. It may be managed by the 
organization or by a third party, and may be hosted within the organiza-
tion’s data center or outside of it. A private cloud may give the organiza-
tion more control over the resources and operation of the cloud. Hybrid 
clouds involve a composition of two or more clouds at least one of which 
is public and one of which is private. A community cloud is a cloud 
managed by a collection of organizations referred to as the community.

Service models: As stated by NIST, the service model specifies the control the 
organization has over the cloud resources. There are three main service models.
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Figure 19.1 Guidelines for secure cloud computing.
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Software-as-a-Service (SaaS) is a model of service delivery where the 
cloud service provider provides all the applications to run on the cloud. 
These applications may include financial applications and health-
care applications. Security is provided by the cloud service provider. 
Platform-as-a-Service (PaaS) is a model of service delivery where the 
computing platform is provided so that applications can be developed 
and deployed. That is, programming tools and databases are examples of 
service provided by the Platform. Security provisions are split between 
the cloud provider and the cloud consumer. Infrastructure-as-a-Service 
(IaaS) is a model of service delivery where the basic computing infra-
structure of servers, software, and network equipment is provided as a 
service upon which their platform and applications can be hosted.

Outsourcing and accountability: With cloud computing, an organization may 
outsource its applications, data, and processing. As stated by NIST, due to out-
sourcing, there is concern about security and privacy. What are the risks associated 
with moving data to the public cloud?

There are three types of public cloud. One type provides no cost to the 
consumer and gets revenue through advertising. The second type of 
public cloud charges a fee but does not include any advertisements. The 
third type is also fee based, but the terms are negotiated between the 
consumer and the provider.

It is stated by NIST that the organization is ultimately responsible for the secu-
rity of its data and processing and each type of public cloud brings different security 
challenges.

Governance: We addressed governance in the previous chapter. Here, we will 
discuss governance as defined by NIST.

Governance is about control and oversight by the organization over poli-
cies, procedures, and standards for application development, acquisition 
design, implementation, testing, use, and monitoring of the services.

The challenge is to develop appropriate methods for governance for the cloud 
services. This will involve determining the roles and responsibilities of the cloud 
service provider and the organizations as well as determining the risks, conducting 
a risk-analysis process, and managing and mitigating the risks.

Compliance: As stated by NIST,

compliance refers to an organization’s responsibility to operate in agree-
ment with established laws, regulations, standards, and specifications. 
Since cloud crosses organizational boundaries and in many cases it spans 
multiple counties, the different laws have to be analyzed and enforced.
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Therefore, data security and privacy become the critical issues. Appropriate 
audit mechanisms are also needed to ensure that the regulations and laws are prop-
erly enforced.

Trust: As stated by NIST,

with cloud computing, an organization gives up control over its data 
and processing and as a result much of the security and privacy controls 
are in the hands of the service provider.

Therefore, the organization has to trust the service provider. However, there are 
regulations that protect sensitive data. For example, sensitive data usually must be 
encrypted, and therefore cannot be placed in a public cloud. Insider threat is also a 
possibility in a cloud computing paradigm as the service provider will have access 
to the resources and the data. Moving data in the cloud also increases the security 
risks. Data ownership has to be firmly established between the organization and the 
service provider. For example, if a user stores data in the cloud, who owns these data? 
Cloud services can be transposed into multiple services. Therefore, security issues 
for service composition have to be examined [THUR10]. Another challenge is pro-
tecting the metadata. This would involve information about the users, the account 
contact information, and the various types of contracts. Such metadata could violate 
user privacy.

Risk: As with any IT system, risk management for cloud-based services is 
 essential. As stated by NIST,

risk management is the process of identifying and assessing risk to orga-
nizational operations, organizational assets, or individuals resulting 
from the operation of an information system, and taking the necessary 
steps to reduce it to an acceptable level.

Architecture: In this section, we will discuss architectural issues as given by the 
NIST guidelines. Virtual machines are at the heart of the cloud. As stated by NIST,

virtual machines typically serve as the abstract unit of deployment for 
IaaS clouds and are loosely coupled with the cloud storage architecture.

The hypervisor (also called the virtual machine monitor) is an additional layer of 
software between an operating system and hardware platform that is used to operate 
multitenant virtual machines (called guest operating systems). These hypervisors are 
prone to attack. It is also stated by NIST that

most virtualization platforms have the ability to create software-based 
switches and network configurations as part of the virtual environment 
to allow virtual machines on the same host to communicate more directly 
and efficiently.
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These virtual networks may also be under attack. Finally, it is stated that both 
the clients and the servers in the cloud have to be protected.

Identity and access management: Identity management ensures that users can 
access only authorized information. The challenge is to develop the appropriate 
access control procedures for the cloud. As stated by NIST,

identity federation allows the organization and cloud provider to trust 
and share digital identities and attributes across both the organization and 
the service provider domains and to provide a means for single sign-on.

The various standards such as SAML and OpenID are being examined for 
the cloud. Authentication is the process of establishing user identities and SAML 
is becoming a popular authentication standard for the cloud. SAML request and 
response messages are typically mapped over SOAP, which relies on XML for its 
format. SOAP messages are digitally signed. Access control ensures that a user can 
access the resources that he/she is authorized to access. XACML standard for access 
control is becoming popular among the cloud providers. In fact, many of our experi-
mental systems have implemented XACML-based access control for various types 
of data managers.

Software isolation: Owing to the fact that multiple users (i.e., tenants) share the 
cloud, process isolation is essential. As stated by NIST,

multi-tenancy in IaaS cloud computing environments is typically done 
by multiplexing the execution of virtual machines from potentially dif-
ferent consumers on the same physical server. Applications deployed on 
guest virtual machines can be attacked.

Software isolation for multitenancy in PaaS and SaaS is also being explored. 
A crucial element is the security of the hypervisor. It is the hypervisor who pro-
vides isolation between the guest operating systems. Therefore, if the hypervisor is 
attacked, then the entire cloud may be compromised. The NIST document states 
that

multi-tenancy in virtual machine-based cloud infrastructures gives 
rise to new threats. The most serious threat is that malicious code can 
escape the confines of its virtual machine and interfere with the hyper-
visor or other guest virtual machines.

Data protection: Data stored in a public cloud are in a shared environment. Then 
data may belong to multiple customers. Storing sensitive data in a public cloud is 
a major challenge. The typical attacks include attacks to the cryptographic proto-
cols and attacks to the passwords. There is also the issue of who owns the data. Is 
it the organization that created the data or the cloud service provider? Typically, 
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it is the organization that owns the data. Therefore, it is the responsibility of the 
organization to ensure data security and privacy. NIST has identified data security 
techniques, including data isolation, proper access controls, and data sanitization. 
After the data are removed by the organization, the service provider must ensure 
that there is no residual data in the cloud.

Availability: Availability of the cloud is important for the customer. The service 
provider has to specify availability details in the SLAs. There may be temporary out-
ages to the cloud or prolonged outages. In this case, appropriate backup procedures 
are needed so that the service is not disrupted. There is also the danger of the service 
provider going out of business. Finally, the cloud may be subject to denial of service 
attacks. Therefore, such attacks have to be detected before they cause damage.

Incident response: As stated by NIST,

incident response involves an organized method for dealing with the 
consequences of an attack against the security of a computer system. 
It is the responsibility of the cloud service provider to ensure that the 
system is in operation including the applications, network operating 
systems and the database systems.

The log files of the cloud have to be examined so that the systems can be recov-
ered. The log data have to be made available in a timely manner. The service provider 
has to work with the organization as well as with the incident analysis and response 
team to determine the problem, fix the problem, and carry out a forensics analysis.

19.3 Summary and Directions
This chapter has provided an overview of the security guidelines for cloud comput-
ing as discussed by NIST. The guidelines include those for the deployment models, 
web services, as well as governance, compliance, availability, identity and access 
management, architecture, incident response, trust, software isolation, and data 
protection. We have essentially summarized the guidelines provided by NIST. 
More details can be found in [NIST]. It should be noted that cloud computing will 
continue to evolve. Therefore, the security issues will also evolve. As a result, these 
guidelines will continue to evolve. Nevertheless, these guidelines are an excellent 
starting point for deploying a secure cloud.

Now that we have provided an overview of security issues for the cloud as well 
as secure cloud computing functions with an emphasis on secure cloud data man-
agement, we will provide an overview of (i) using the cloud to carry out security 
functions in Chapter 20 and (ii) the various security offerings in the cloud comput-
ing products and services in Chapter 21.
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Chapter 20

Security as a Service

20.1  Overview
Chapters 16 to 19 discussed security issues for cloud computing. For example, the 
various aspects on securing cloud infrastructures were discussed. While cloud com-
puting technologies have to be secure, cloud computing can be used for security 
services. These include data mining for malware detection services, email spam 
detection services, and digital forensics services. Using the cloud for security appli-
cations has come to be known as “Security-as-a-Service.” In this chapter, we will 
discuss examples of clouds that provide security as a service. Our main focus is on 
data mining services. An overview of secure cloud computing products including 
security as a service product will be discussed in Chapter 21.

Data mining has many applications in security including in national security 
(e.g., surveillance) as well as in cyber security (e.g., virus detection). The threats 
to national security include attacking buildings, destroying critical infrastructures 
such as power grids and telecommunication systems [BOLZ05]. Data mining tech-
niques are being investigated to find out who the suspicious people are and who 
is capable of carrying out terrorist activities. Data mining is also being applied to 
provide solutions such as intrusion detection and auditing. In this chapter, we will 
focus mainly on data mining for cyber security applications.

To understand the mechanisms to be applied to safeguard the nation and the 
computers and networks, we need to understand the types of threats. In [THUR03], 
we described real-time threats as well as non-real-time threats. A real-time threat 
is a threat that must be acted upon within a certain time to prevent some cata-
strophic situation. Note that a nonreal-time threat could become a real-time threat 
over time. For example, one could suspect that a group of terrorists will eventually 
perform some act of terrorism. However, when we set time bounds such as a threat 
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will likely occur say before July 1, 2004, then it becomes a real-time threat and we 
have to take actions immediately. If the time bounds are tighter such as “a threat 
will occur within two days,” then we cannot afford to make any mistakes in our 
response.

There has been a lot of work on applying data mining for both national security 
and cyber security. However, data mining techniques are computationally inten-
sive. Therefore, the data mining services for security applications are the prime 
candidates for implementation in the cloud.

The organization of this chapter is as follows. In Section 20.2, we will discuss 
data mining services for cyber security applications. In particular, we will discuss 
the threats to the computers and networks and describe the applications of data 
mining to detect such threats and attacks. Some of our current research at UTD 
will be discussed in Section 20.3. Some other services that fall into the category of 
security as a service will be discussed in Section 20.4. This chapter is summarized 
in Section 20.5. Figure 20.1 illustrates the concepts discussed in this chapter. More 
details can also be found in [THUR04].

20.2  Data Mining Services for Cyber Security 
applications

20.2.1  Overview
In this section, we will describe data mining services for security. First, we will 
provide an overview of the various types of threats. These include cyber terrorism as 
well as security violations through access control, Trojan horses, and viruses. Then 
we will describe how data mining techniques may be developed as services to detect 
security violations. Here is an example of how the data mining service will work. 
When an organization wants to check whether their networks have been intruded, 
they will invoke a cloud data mining service to work on their audit data. The data 
mining service will determine whether there are any intrusions. In Part VII, we 
described data mining services for intrusion detection and malware detection.
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for cyber
security

Data
mining tools

Security as a
service

Security as a
service

Figure 20.1 Security-as-a-service.
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The organization of this section is as follows. In Section 20.2.2, we give an 
overview of cyber terrorism and then discuss insider threats and external attacks. 
Malicious intrusions are the subject of Section 20.2.3. Credit card and identity 
theft are discussed in Section 20.2.4. The attacks on critical infrastructures will 
be discussed in Section 20.2.5. Data mining for cyber security will be discussed in 
Section 20.2.6. Figure 20.2 illustrates cyber security threats.

20.2.2  Cyber Terrorism, Insider Threats, and External Attacks
Cyber terrorism is one of the major terrorist threats posed to our nation today. As 
we have mentioned earlier, there is now so much information available electronically 
and on the web. The attack on our computers as well as networks, databases, and the 
Internet could be devastating to businesses. It is estimated that cyber terrorism could 
cost billions of dollars to businesses. For example, consider a banking information 
system. If terrorists attack such a system and deplete accounts of the funds, then the 
bank could lose millions and perhaps billions of dollars. By crippling the computer 
system, millions of hours of productivity could be lost and that equates to money 
in the end. Even a simple power outage at work through some accident could cause 
several hours of productivity loss and as a result, a major financial loss. Therefore, it is 
critical that our information systems must be secure. We discuss the various types of 
cyber-terrorist attacks. One is spreading viruses and Trojan horses that can wipe away 
files and other important documents; another is intruding into computer networks.

Note that threats can occur from the outside or from the inside of an organiza-
tion. Outside attacks are attacks on computers from someone outside the organiza-
tion. We hear of hackers breaking into computer systems and causing havoc within 
an organization. There are hackers who start spreading viruses and these viruses 
cause great damage to the files in various computer systems. But a more sinister 
problem is the insider threat. There are people inside an organization who have 
studied the business practices and developed schemes to cripple the organization’s 
information assets. These people could be regular employees or even those working 
at computer centers. The problem is quite serious as someone may be masquerading 
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Figure 20.2 Cyber security threats.
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as someone else and causing all kinds of damage. In the next few sections, we will 
examine how data mining could detect and perhaps prevent such attacks.

20.2.3  Malicious Intrusions
Malicious intrusions may include intruding into the networks, web clients and 
servers, databases, and the operating systems. Many of the cyber-terrorism attacks 
are due to malicious intrusions. We hear much about network intrusions. What 
happens here is that intruders try to tap into the networks and get the informa-
tion that is being transmitted. These intruders may be human intruders or Trojan 
horses set up by humans. Intrusions could also happen on files. For example, one 
can masquerade as someone else and log into someone else’s computer system and 
access the files. Intrusions can also occur on databases. The intruders posing as 
legitimate users can pose queries such as SQL queries and access the data that they 
are not authorized to know.

Essentially, cyber terrorism includes malicious intrusions as well as sabotage 
through malicious intrusions or otherwise. Cyber security consists of security 
mechanisms that attempt to provide solutions to cyber attacks or cyber terrorism. 
When we discuss malicious intrusions or cyber attacks, we may need to think about 
the noncyber world, that is, noninformation-related terrorism, and then translate 
those attacks to attacks on computers and networks. For example, a thief could 
enter a building through a trapdoor. In the same way, a computer intruder could 
enter the computer or network through some sort of a trap door that has been 
intentionally built by a malicious insider and left unattended through perhaps care-
less design. Another example is a thief entering the bank with a mask and stealing 
money. The analogy here is an intruder masquerades as someone else, legitimately 
enters the system, and takes all the information assets. Money in the real world 
would translate to information assets in the cyber world. That is, there are many 
parallels between noninformation-related attacks and information-related attacks. 
We can then proceed to develop countermeasures for both types of attacks.

20.2.4  Credit Card Fraud and Identity Theft
We are hearing a lot these days about credit card fraud and identity theft. In the 
case of credit card fraud, others get hold of a person’s credit card and make all kinds 
of purchases; by the time the owner of the card finds out, it may be too late. The 
thief may have left the country by then.

A more serious theft is identity theft. Here, one assumes the identity of another 
person, say by getting hold of the social security number and essentially carries 
out all the transactions under the other person’s name. This could even be selling 
houses and depositing the income in a fraudulent bank account. By the time the 
owner finds out, it will be far too late. It is very likely that the owner may have lost 
millions of dollars due to the identity theft.
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We need to explore the use of data mining for both credit card fraud detection 
and for identity theft. There have been some efforts on detecting credit card fraud 
[CHAN99]. We need to start working actively on detecting and preventing identity 
thefts.

20.2.5  Attacks on Critical Infrastructures
The attacks on critical infrastructures could cripple a nation and its economy. 
Infrastructure attacks include attacking the telecommunication lines, electronic, 
power, gas, reservoirs and water supplies, food supplies, and other basic entities that 
are critical for the operation of a nation.

The attacks on critical infrastructures could occur during any type of attack 
whether they are noninformation-related, information-related, or bioterrorism 
attacks. For example, one could attack the software that runs the telecommuni-
cations industry and closedown all the telecommunication lines. Similarly, soft-
ware that runs the power and gas supplies could be attacked. Attacks could also 
occur through bombs and explosives. That is, the telecommunication lines could 
be attacked through bombs. Attacking transportation lines such as highways and 
railway tracks are also attacks on infrastructures.

Infrastructures could also be attacked by natural disasters such as hurricanes 
and earthquakes. Our main interest here is the attacks on infrastructures through 
malicious attacks, both information related and noninformation related. Our goal 
is to examine data mining and related data management technologies to detect 
and prevent such infrastructure attacks. Figure 20.3 illustrates attacks on critical 
infrastructures.

20.2.6  Data Mining Services for Cyber Security
Data mining is being applied to problems such as intrusion detection and audit-
ing. For example, anomaly detection techniques could be used to detect unusual 
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patterns and behaviors. Link analysis may be used to trace the viruses to the 
 perpetrators. Classification may be used to group the various cyber attacks and 
then use the profiles to detect an attack when it occurs. Prediction may be used to 
determine the potential future attacks depending on a way on information learned 
about terrorists through email and phone conversations. Also, for some threats, 
nonreal-time data mining may suffice whereas for certain other threats such as 
for network intrusions, we may need real-time data mining. Many researchers are 
investigating the use of data mining for intrusion detection. While we need some 
form of real-time data mining, that is, the results have to be generated in real time, 
we also need to build models in real time. For example, credit card fraud detection 
is a form of real-time processing. However, here, models are usually built ahead 
of time. Building models in real time remains a challenge. Data mining can also 
be used for analyzing web logs as well as analyzing the audit trails. On the basis 
of the results of the data mining tool, one can then determine whether any unau-
thorized intrusions have occurred and/or whether any unauthorized queries have 
been posed.

Other applications of data mining for cyber security include analyzing the audit 
data. One could build a repository or a warehouse containing the audit data and 
then conduct an analysis using various data mining tools to see if there are poten-
tial anomalies. For example, there could be a situation where a certain user group 
may access the database between 3 and 5 a.m. in the morning. It could be that this 
group is working in the night shift, in which case there may be a valid explanation. 
However, if this group is working between say 9 a.m. and 5 p.m., then this may be 
an unusual occurrence. Another example is when a person accesses the databases 
always between 1 and 2 p.m., but for the last 2 days, he has been accessing the 
database between 1 and 2 a.m. This could then be flagged as an unusual pattern 
that would need further investigation.

Insider threat analysis is also a problem both from a national security and 
from a cyber security perspective. That is, those working in a corporation who are 
considered to be trusted could commit espionage. Similarly, those with proper 
access to the computer system could plant Trojan horses and viruses. Catching 
such terrorists is far more difficult than catching terrorists outside an organization. 
One may need to monitor the access patterns of all the individuals of a corpora-
tion even if they are system administrators, to see whether they are carrying out 
cyber-terrorism activities. There is some research now on applying data mining to 
such applications by various groups. Figure 20.4 illustrates data mining for cyber 
security.

While data mining can be used to detect and prevent cyber attacks, data min-
ing also exacerbates some security problems such as the inference and privacy prob-
lems. With data mining techniques, one could infer sensitive associations from 
the legitimate responses. For more details on privacy and data mining, we refer to 
[THUR05].
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20.3  Current research on Security as a Service
We are developing a number of tools on data mining for cyber security applica-
tions at the UTD. In the previous chapter, we discussed one such tool for intru-
sion detection [AWAD09]. An intrusion can be defined as any set of actions that 
attempts to compromise the integrity, confidentiality, or availability of a resource. 
As systems become more complex, there are always exploitable weaknesses due to 
the design and programming errors, or through the use of various “socially-engi-
neered” penetration techniques. Computer attacks are split into two categories, 
host-based attacks and network-based attacks. Host-based attacks target a machine 
and try to gain access to privileged services or resources on that machine. Host-
based detection usually uses routines that obtain system call data from an audit 
process that tracks all system calls made on behalf of each user.

Network-based attacks make it difficult for legitimate users to access various 
network services by purposely occupying or sabotaging network resources and ser-
vices. This can be done by sending large amounts of network traffic, exploiting 
well-known faults in networking services, overloading network hosts, and so on. 
Network-based attack detection uses network traffic data (i.e., tcpdump) to look at 
traffic addressed to the machines being monitored. Intrusion detection systems are 
split into two groups: anomaly detection systems and misuse detection systems.

Anomaly detection is the attempt to identify malicious traffic based on devia-
tions from established normal network traffic patterns. Misuse detection is the abil-
ity to identify intrusions based on a known pattern for the malicious activity. These 
known patterns are referred to as signatures. Anomaly detection is capable of catch-
ing new attacks. However, new legitimate behavior can also be falsely identified as 
an attack, resulting in a false positive. The focus with the current state-of-the-art 
technologies is to reduce the false-negative and false-positive rate.

Our current tools, discussed in our recent book, include those for email worm 
detection, malicious code detection, buffer overflow detection, and botnet detec-
tion, as well as analyzing firewall policy rules [MASU11]. Figure 20.5 illustrates 
the various tools we have developed. For example, for email worm detection, we 
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examine emails and extract features such as “number of attachments” and then 
train data mining tools with techniques such as SVM or naive Bayesian classifiers 
and develop a model. Then we test the model and determine whether the email has 
a virus/worm or not. We use training and testing data sets posted on various web-
sites. Similarly, for malicious code detection, we extract n-gram features both with 
the assembly code and binary code. We first train the data mining tool using the 
SVM technique and then test the model. The classifier will determine whether the 
code is malicious or not. For buffer overflow detection, we assume that malicious 
messages contain the code whereas normal messages contain data. We train SVM 
and then test to see if the message contains the code or data. A discussion of the 
various data mining techniques that we have utilized to provide security as a service 
in the cloud is given in Appendix B. Some details can also be found in [AWAD09].

20.4  Other Services for Cyber Security applications
Other services that are candidates to be hosted on the cloud include email filter-
ing, identity management, and digital forensics. Each of these services is compu-
tationally intensive. In the case of email filtering services, the organization will 
outsource this service to a cloud. The cloud will examine the email, possibly apply 
data mining techniques, and filter out the suspicious emails. We have developed 
such data mining tools for email worm detection. In the case of identity manage-
ment, the organization will outsource the processing of identifying and authenti-
cating the user to the cloud. Note that this is not cloud authentication where the 
user has to be authenticated to access a cloud. This is essentially about accessing 
the organization’s resources. However, authenticating the user is left to the cloud 
instead of the organization. With respect to conducting forensics, the tools will 
be hosted on the cloud. The organization will send all the relevant data to carry 
out forensics to the cloud. Here again, this is not about cloud forensics where 
the intrusions on the cloud have to be examined. This is about the organization 
outsourcing its forensics activities to the cloud.
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The major obstacle to implement security as a service is security itself. That is, 
the security services implemented by the cloud have to be secure. For example, if 
the cloud is to carry out identity management, it has to ensure that the process is 
correct. Therefore, outsourcing a highly secure function to the cloud remains a 
challenge. Figure 20.6 illustrates these other security services that can be imple-
mented on a cloud.

20.5  Summary and Directions
This chapter has discussed data mining services for security applications. These 
data mining services are the ideal candidates to be implemented on a cloud as they 
are computationally intensive. Such services that perform security-critical func-
tions are called security as a service. We first started with a discussion of data min-
ing for cyber security applications and then provided a brief overview of the tools 
we are developing. We also discussed some other services such as email filtering, 
forensics, and identity management.

We will discuss some of the cloud-based tools we have developed for security as 
a service. These include malware detection on the cloud, cloud-based assured infor-
mation sharing, and cloud-based insider threat detection. We will discuss these 
tools in Part VII. Some of the security as a service cloud products will be discussed 
in the next chapter.
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Chapter 21

Secure Cloud Computing 
Products

21.1  Overview
Since the inception of the cloud as we know it in the mid-2000s, numerous cloud 
security solutions have emerged. These solutions can be grouped into two catego-
ries. The products in the first category essentially provide security for the cloud. 
That is, these products secure the cloud infrastructure, platform, or the application. 
The products in the second category provide security as a service in the cloud. These 
services include email security service, web-filtering service, and malware detection 
service.

While some of the companies such as Symplified have developed solutions 
mainly for the cloud, some other companies have adopted their security solutions 
for the cloud. Such companies include large computer companies such as IBM. 
Some other companies such as McAfee and Symantec are general security solution 
providers and these companies now provide security solutions implemented in the 
cloud. That is, they provide security as a service solution.

In this chapter, we provide an overview of a variety of cloud security offerings. 
We have obtained the list from a survey carried out in [TECH]. We have carried 
out our own survey of these products. The taxonomy of the cloud security offerings 
is given in Figure 21.1. The organization of this chapter is as follows. In Section 
21.2, we will provide an overview of several cloud security products including those 
by large companies such as IBM and Novell, security solutions companies such 
as McAfee and Symantec, and cloud security companies such as Symplified and 
CloudPassage. This chapter is summarized in Section 21.3.



370  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

21.2  Overview of the Products
Trend Micro: Trend Micro is a Japanese-based security company and provides 
security solutions that include antivirus and antispam products [TREND]. These 
products provide security solutions to networks, the web, and mobile applications. 
The company made entry into cloud security with their product Smart Protection 
Network in 2008. The goals of this product are to protect clients from web-based 
malware. In recent years, this product has been extended to secure the cloud and 
to provide a wide range of cloud security features, including virtualization security, 
cloud data security, policy management, and encryption.

McAfee: McAfee is a U.S-based security company and provides security solu-
tions to home users as well as to businesses and the government. Its products 
include those for virus scans, email and web security as well as encryption. For 
example, McAfee Total Solution consists of a variety of security tools and protects 
against malware. More recently, McAfee provides solutions for security-as-a-
service [MCAF]. With this service, customers can obtain cloud-based solutions for 
data protection, email protection, and virus scanning. McAfee is now part of Intel 
Corporation.

CA Technologies: CA Technologies Inc. was formerly known as Computer 
Associates International and is a large software company. It develops systems soft-
ware and prior to that applications software for a number of platforms including 
the mainframe and personal computers. By acquiring several companies, it ven-
tured into the cloud computing market in recent years. Their main product is called 
CA Cloud Minder and provides solutions for authentication, identity management, 
and single sign-on [CA].

Symplified: While Trend Micro and McAfee are security solutions companies 
and CA Technologies is a software company, Symplified was formed in 2006 to 
provide cloud security solutions. Its major focus is on providing identity manage-
ment solutions for the cloud, including authentication and single sign-on with 
SAML technologies [SYMP].

Cloud security
companies: Symplified,
CloudPassage

Large companies 
securing one cloud: 
IBM, Novell

Security companies
providing cloud 
services: McAfee,
Symantec 

Taxonomy of cloud
security products

Figure 21.1 taxonomy of cloud security products.
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Symantec: Symantec started off as an artificial intelligence and database soft-
ware company and then migrated into providing security solutions. It is one of 
the largest security solutions company. It markets the Norton antivirus products 
and, through the acquisition of Veritas, provides storage solutions. Symantec pro-
vides cloud-based security solutions, including virus scans, email, and web security 
[SYMA].

Zscaler: Zscaler was founded in 2008 to provide cloud-based security as a ser-
vice for web traffic. The product provides malware protection for web traffic. It 
essentially provides policy-based web access. The services provided include anti-
virus scan, antispam filtering, antispyware detection, and URL filtering [ZSCA]. 
Note that while Symplified provides identity and access management for the cloud, 
Zscaler, like Symantec and McAfee, provides security as a service in the cloud. 
However, unlike Symantec and McAfee, Zscaler is not a general security solutions 
company.

Panda Security: Panda Security is a security company based in Spain and 
founded in 1990. Its products include antivirus software, spam detection software, 
firewall applications, and cyber-crime prevention solutions. More recently, it pro-
vides cloud-based security solutions. That is, it provides security as service solutions 
for email and Internet traffic protection [PAND].

WhiteHat: WhiteHat Inc. is a security solutions provider to businesses as well as 
to the government. It also provides solutions for website risk management. In 2010, 
WhiteHat joined the Cloud Security Alliance. More recently, WhiteHat provides a 
cloud-based solution called Sentinel that provides compressive security for websites 
[WHIT].

CipherCloud: CipherCloud provides security solutions for the cloud. In par-
ticular, it provides encryption solutions for the cloud so that cloud customers can 
securely store their data in the cloud. It provides security solutions for cloud systems 
such as SalesForce.com, Amazon EC2, Amazon S3, and Forcel.com [CIPH]. Note 
that while companies such as WhiteHat and Zscaler provide security as a service to 
businesses, Symplified and CipherCloud provide security solutions for the cloud.

SecureAuth: SecureAuth was founded in 2005 and develops identity provider 
solutions for organizations across borders. It is stated in [SECU] that the company 
combines single sign-on with two-factor authentication. More recently, SecureAuth 
provides identity management solutions as a cloud service to organizations.

CloudPassage: CloudPassage [CLOU] was founded in 2010 and provides secu-
rity for the cloud servers including virtualization security. Its security solutions 
can be incorporated into public, private as well as hybrid clouds. Like Symplified, 
CloudPassage was founded to provide security for the cloud.

Dome9 Security: As stated in [DOME], Dome9 Security provides security for 
the cloud stack so that hackers cannot penetrate. It provides a variety of security 
solutions including policy management, role-based access control, security audit-
ing, and strong two-factor authentication. Like CloudPassage, Dome9 security 
provides security solutions for the cloud.
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IBM: IBM is the largest computer company and offers a variety of products 
including mainframes, database applications, and security solutions. Its cloud secu-
rity solutions include data protection, server security as well as policy management 
[IBM]. IBM also provides consulting services for securing the cloud.

Novell: Novell is a very large software and networking company and provides a 
variety of solutions for collaboration and networking. Novell’s cloud security solu-
tion is called the Novell Cloud Security Service [NOVE] and it enables an organi-
zation’s identity management solutions to be provided through the cloud providers 
at IaaS, SaaS, and PaaS levels.

ThreatMetrix: As stated in [THRE], ThreatMetrix provides a variety of secu-
rity solutions including (i) determining whether an online visitor is legitimate, (ii) 
malware detection, and (iii) defense of mobile applications from fraud and misuse. 
Its cloud-based solutions provide fraud detection via the cloud. That is, like Panda 
Security, it provides security services through the cloud.

Okta: As stated in [OKTA], Okta provides directory services, single sign-on, 
strong authentication, provisioning, workflow, and built-in reporting. These services 
are provided via the cloud and are integrated with the organization’s identity manage-
ment services. Corporations such as SAP and Informatica use Okta security services.

Dell Data Protection: Credant Dell provides enterprise-wide data protection. It 
essentially provides encryption solutions. As stated in [DELL], their product pro-
tects system disks and external media, and includes powerful remote management, 
audit and policy-setting capabilities.

Awareness Technologies: Awareness Technologies provides security solutions for 
employee monitoring as well as insider threat protection. In addition, its InterGuard 
product suite provides solutions for web filtering, data loss prevention, laptop recov-
ery monitoring, email, and text messages [AWAR]. The security services are pro-
vided through the cloud.

HyTrust: HyTrust provides security for virtualization software. As stated in 
[HYTR], it enforces policies on the control plane of VMware-based virtualization 
infrastructure. HyTrust is a virtual appliance and assigns labels to virtual objects 
and subsequently enforces policies on the labels.

Vyatta: As stated in [VYAT], Vyatta provides VPN products as well as vir-
tual firewalls and virtual routers for the Internet protocol. Its on-demand network 
security solutions are being incorporated into virtualization, multicore, and cloud 
computing platforms.

StillSecure: As stated in [STIL], StillSecure provides network access control and 
managed security services. These managed security services protect the network 
and the data. More recently, StillSecure has launched a cloud monitoring service 
product that customers can download and install in their cloud platform.

SafeNet: As stated in [SAFE], SafeNet provides data protection solutions for 
various enterprises. It essentially provides encryption technologies. SafeNet’s cloud 
security product called ProcutV provides encryption solutions for data centers as 
well as for data in the cloud.
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Proofpoint: As stated in [PROO], Proofpoint provides security as a service solu-
tion for protecting the enterprise data. It also ensures that the governance, com-
pliance, and regulatory requirements are met for the data. The security solutions 
provided enable the organizations to keep malicious content out of the data as well 
as to prevent the theft or loss of sensitive data.

Commtouch: Commtouch is a company founded in Germany and provides 
email security. It also provides antivirus protection as well as spam filtering and web 
filtering. As stated in [COMM], Commtouch’s Global View Cloud Technology 
provides security as a service by analyzing web traffic as well as email traffic. The 
results of the analysis are incorporated into the solutions provided for email and 
web security as well as for antivirus protection.

21.3  Summary and Directions
This chapter has provided an overview of the various commercial products that 
either provide security solutions for the cloud or provide security as a service to vari-
ous businesses. Some of these products have been developed mainly for the cloud or 
to function in the cloud. Some other solutions have taken general security products 
and applied them to the cloud. The security solutions for the cloud include encryp-
tion, virtualization security, and cloud monitoring. Security as a service includes 
identity management, malware detection, web, and email filtering.

We selected the products listed in the survey of commercial cloud products 
provided in [TECH]. However, we have carried out our own survey of these prod-
ucts. We expect the number of products to grow rapidly as cloud technologies are 
developed. These products will provide solutions to secure the cloud or will utilize 
the cloud to provide security services.
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Conclusion to Part V

While Part III described cloud computing concepts and Part IV described experi-
mental cloud computing systems, the chapters in this part describe secure cloud 
computing concepts, technologies, and products.

Chapter 16 discussed various secure cloud computing concepts. First, we dis-
cussed cloud computing security and governance. Next, we discussed security 
architectures for the cloud. This was followed by a discussion of access control and 
identity management for the cloud. Data security issues for the cloud were dis-
cussed next. Following this, we provided an overview of privacy, compliance, and 
forensics for the cloud. Finally, aspects such as cryptographic solutions, network 
security issues, business continuity, operations security, and physical security for 
the cloud were discussed.

Chapter 17 discussed various aspects of cloud computing functions. We pro-
vided an overview of our cloud computing framework and then discussed security 
for virtualization, network, data storage, and management for the cloud.

Chapter 18 discussed secure data management functions and then described 
the impact of the cloud on these functions. In particular, we discussed discretion-
ary security, secure objects, secure distributed data management, and secure hetero-
geneous data integration for the cloud.

Chapter 19 provided an overview of the security guidelines for cloud comput-
ing as discussed by NIST. The guidelines include those for the deployment models, 
web services, as well as governance, compliance, availability, identity and access 
management, architecture, incident response, trust, software isolation, and data 
protection.

Chapter 20 discussed the notion of security as a service and explained the con-
cept with data mining services for security applications as examples. These data 
mining services are ideal candidates to be implemented on a cloud as they are 
computationally intensive. We first started with a discussion of data mining for 
cyber security applications and then provided a brief overview of the tools we are 
developing.

Chapter 21 provided an overview of the various commercial products that either 
provide security solutions for the cloud or provide security as a service to various 
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businesses. Some of these products have been developed mainly for the cloud or to 
function in the cloud. Some other solutions have taken general security products 
and applied them to the cloud. The security solutions for the cloud include encryp-
tion, virtualization security, and cloud monitoring. Security as a service includes 
identity management, malware detection, and web and email filtering.
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VIEXPErIMENtaL 
SECUrE CLOUD 
COMPUtING SYStEMS

Introduction to Part VI
Now that we have provided an overview of secure cloud computing, we will give 
some experimental secure cloud computing systems that we have developed. This 
will give the reader a better understanding of how we have utilized various access 
control models for cloud systems. Part VI consists of three chapters: 22, 23, and 
24. Our secure relational data query processor in the cloud is discussed in Chapter 
24. Our secure semantic web data query processor in the cloud is discussed in 
Chapter 25. Our work on secure information integration in the cloud is discussed 
in Chapter 26.

Our cloud-based secure relational data manager makes use of HIVE for data 
management and builds an XACML-based policy engine for access control. With 
respect to secure semantic web data processing in a cloud, we have built a SPARQL 
query optimizer and developed an XACML-based access control model. Finally 
for secure information integration in the cloud, we have built a security module 
for storing data on AMAZON S3. The experimental systems we have developed 
are among the early secure cloud data management systems to be discussed in the 
literature.
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Chapter 22

Secure Cloud Query 
Processing with relational 
Data

22.1  Overview
The WWW is envisioned as a system of interlinked hypertext documents that are 
accessed using the Internet [WWW]. With the emergence of organizations that 
provide e-commerce such as Amazon.com and social network applications such as 
Facebook and Twitter on the WWW, the volume of data generated by them daily 
is massive [AXON10]. It was estimated that the amount of data that would be 
generated by individuals in 2009 would be more than that generated in the entire 
history of mankind through 2008 [WEIG09]. The large amount of data generated 
by one organization could be valuable to other organizations or researchers if it 
can be correlated with the data that they have. This is especially true for various 
governmental intelligence organizations. This has led to another trend of forming 
partnerships between business organizations and universities for research collabo-
rations [NOKI] and between business organizations for data sharing to create bet-
ter applications [SALE08].

The two main obstacles to this process of collaboration among organizations 
are arranging a large, common data storage area and providing secure access to 
the shared data. Organizations across the world invest a great deal of resources in 
minimizing storage costs and with the introduction of cloud-based services, it is 
estimated that this cost would be reduced further [ALL10]. Additionally, orga-
nizations spend a large amount of their yearly budget on security but this is still 
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not sufficient to prevent security breaches [SAWY10, FIRS10]. In this chapter, we 
present a web-based system (Hive access control) that aims to achieve the previ-
ously stated goals by combining cloud computing technologies with policy-based 
security mechanisms. This idea comes in part from the recommendations of the 
Cloud Security Alliance for Identity and Access Management [KUMA10] and our 
previous work using XACML policies [PARO09]. We have combined the HDFS 
[BORT10] with Hive [APACa] to provide a common storage area for participat-
ing organizations. Further, we have used an XACML [MOSE05] policy-based 
security mechanism to provide fine-grained access controls over the shared data. 
The users of our system are divided into groups based on the kinds of queries that 
they can run such as SELECT and INSERT. Our system provides a secure log-in 
feature to users based on a salted hash technique. When a user logs into our sys-
tem, based on the group that the user belongs to, he/she is provided with different 
options. We allow collaborating organizations to load data to the shared storage 
space in the form of relational tables and views. Users can also define fine-grained 
XACML access control policies on tables/views for groups of users. Users can 
then query the entire database based on the credentials that they have. We have 
provided some basic query rewriting rules in our system that abstract users from 
the query language of Hive (HiveQL). This allows them to enter the regular SQL 
queries in the web application that are translated into HiveQL using the basic 
rewriting rules. Our system also allows new users to register, but only a designated 
special user “admin” can assign these users to the appropriate groups. Our contri-
butions include the following:

 ◾ The mechanism to load and query shared data securely that are stored in 
HDFS using Hive.

 ◾ Additional layer of security above HDFS and Hive using an XACML policy-
based mechanism.

Secure cloud 
query processing

with relational data

Implementation,
experiments
and results 

Secure
storage and

retrieval

Systems
architecture 
and design

Figure 22.1 Secure cloud query processing with relational data. (adapted from 
thuraisingham, B., M. V. Khadilkar, a. Gupta, M. Kantarcioglu, and L. Khan, Secure 
data storage and retrieval in the cloud. CollaborateCom, Chicago, IL, 1–8, 2010.)
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 ◾ Basic query rewriting rules that abstract a user from HiveQL and allow him/
her to enter SQL queries.

 ◾ Incorporation of the above mechanisms into a web-based system.

This chapter is organized as follows: Section 22.2 presents the related work in 
the area of secure storage and retrieval of information in the cloud. In Section 22.3, 
we present our architecture for solving the problem of secure large-scale data shar-
ing based on combining cloud computing technologies with XACML policy-based 
security mechanisms. Further, in Section 22.4, we present the details of our imple-
mentation. Finally, Section 22.5 presents our conclusions and future work. Figure 
22.1 illustrates the contents of this chapter.

22.2  related Work
We combine cloud computing technologies with security mechanisms so that coop-
erating organizations can share vast amounts of data securely. Since the birth of cloud 
computing technologies, there has been much interest generated among researchers, 
business organizations, and media outlets about security issues with these technologies 
[TALB09, MITC096]. This interest has resulted in large-scale research and develop-
ment efforts from business organizations [WIND, AMAZ09, OMAL09]. A part of 
the work related to security in the cloud has been focused on implementing security at 
the infrastructure level. In [OMAL09], the authors present their vision for security in 
Hadoop. Their work presents a few security risks with Hadoop and outlines solutions 
to them. These solutions have been implemented in beta versions of Hadoop v0.20. 
This development effort is an important step toward securing cloud infrastructures but 
is only in its inception stage. The goal of our system is to add another layer of security 
above the security offered by Hadoop. Once the security offered by Hadoop becomes 
robust, it will only strengthen the effectiveness of our system.

AWS is a web services infrastructure platform in the cloud [AMAZ]. [AMAZ09] 
offers an overview of security aspects that are relevant to AWS such as physical secu-
rity, network security, and AWS security. Our system is different from AWS in the 
sense that our cloud infrastructure is completely private versus AWS’s infrastructure 
that is in the public domain. This distinguishing factor makes our infrastructure 
“trusted” over the AWS infrastructure where data must be stored in an encrypted 
format since AWS is in the public domain. In the future, we plan to extend our work 
to include both public and private clouds.

The Windows Azure platform is an Internet-scale cloud computing services 
platform hosted in Microsoft data centers [WIND]. [MARS10] provides an over-
view of the security challenges and recommended approaches to design and develop 
more secure applications for the Windows Azure platform. However, according to 
[BROD10], the Windows Azure platform is suitable for building new applications, 
but it is not optimal to migrate the existing applications. The main reason that 
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we did not use the Windows Azure platform is that we wanted to port our exist-
ing application to an open-source system instead of writing our code from scratch 
as would be needed with Windows Azure. We also did not want to be tied to the 
Windows framework but rather allow our work to be used on any kind of system. 
We will be able to test our system on the Windows Azure platform once the plat-
form supports the use of VMs to run the existing applications [BROD10].

22.3  System architecture
In this section, we present our architecture that securely provides access to a large 
common storage space (the “Cloud”) thus allowing cooperating organizations to 
share data reliably. We begin by giving an overview of the architecture followed by 
a discussion of each of its component layers.

Figure 22.2 shows the architecture of our system. Each rectangle in the fig-
ure represents a different component of our framework. The various line styles for 
arrows indicate the flow of control for a specific task that can be accomplished with 
this system. Next, we present each of the component layers in the architecture.

22.3.1  The Web Application Layer
The web application layer is the only interface provided by our system to the user 
to access the cloud infrastructure. We provide different functions based on the 
permissions assigned to a user. The web application provides a log-in page that can 
be used by any user to log into the system. We used the Java-simplified encryption 
(JASYPT) library’s [JASY] salted hash technique to store usernames and passwords 
in a file. Further, that file is stored in a secure location that is not accessible to any 
user. Currently, the system supports three types of users:

 ◾ Users who can only query the existing tables/views
 ◾ Users who can create tables/views and define XACML policies on them in 

addition to querying all tables/views, and finally
 ◾ A special “admin” user who in addition to the previous functions can also 

assign new users to either of the above categories

22.3.2  The ZQL Parser Layer
The ZQL Parser [ZQL] layer takes as input any query submitted by a user and 
either proceeds to the XACML policy evaluator if the query is successfully parsed 
or returns an error message to the user. The ZQL Parser is an SQL parser written in 
Java that takes an SQL query as input and fills different Java vectors with different 
parts of the query [ZQL]. For example, consider the following query:

SELECT a.id, a.name FROM a WHERE a.id > 5.
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The ZQL Parser parses the query and constructs different Java vectors for every 
part of the query (SELECT, FROM, and WHERE). In our system, the vector 
of attribute names in the SELECT clause for the query above is returned to the 
web application layer to be used in displaying the results returned by the query. 
The vector of table/view names in the FROM clause is passed to the XACML 
policy evaluator to ensure that the current user has permissions to access all tables/
views specified in the query. If the evaluator determines that the current user has 
the required permissions, the query is processed further, else an error message is 

Figure 22.2 System architecture.
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returned to the web application layer. Currently, the ZQL Parser supports the 
SQL DELETE, INSERT, SELECT, and UPDATE statements. Our future work 
involves adding support for other keywords such as CREATE, DROP, and so on.

22.3.3  The XACML Policy Layer
The XACML is an XML-based language that is used to define access control policies 
on resources. The same language is also used to determine whether access is allowed 
for a particular resource based on the policy defined for that resource [ZQL]. Next, 
we explain how we have defined and used XACML policies in our framework.

22.3.3.1  XACML Policy Builder

In our framework, the tables and views defined by users are treated as resources 
for building XACML policies. Further, we have defined role-based access control 
[FERR92, SAND96] policies on these resources based on the kinds of queries that 
are provided by our system. For every type of query supported by our framework, 
we define a mapping between this type and all users who are allowed to run that 
kind of query. A sample listing of such a mapping is given below:

INSERT admin user1 user2
SELECT admin user1 user3

In our system for every table/view that a user wants to create, they are given the 
option of uploading their own predefined XACML policy or having the framework 
build a policy for them. If a user selects the latter option, they must also specify the 
kinds of queries (e.g., INSERT, SELECT, etc.) that will be allowed on the table/
view. We then use Sun’s XACML implementation [SUN] to build a policy for that 
table/view with the groups specified by that particular user.

22.3.3.2  XACML Policy Evaluator

Our system uses Sun’s XACML implementation [SUN] to evaluate if the current 
user has access to all tables/views that are defined in any user query. If permission is 
granted for all tables/views, then the query is processed further, else an error mes-
sage is returned to the user. The policy evaluator is used both during regular user 
query execution, as well as during view creation, since the only way to create a view 
in Hive is by specifying a SELECT query on the existing tables/views. The current 
user must have access to all tables/views specified in this SELECT query before the 
view can be created.

22.3.3.3  The Basic Query Rewriting Layer

This layer enables us to add another layer of abstraction between the user and 
HiveQL by allowing users to enter SQL queries that are rewritten according to 
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HiveQL’s syntax. In our current system, we provide two basic rewriting rules for 
user-specified SQL queries.

HiveQL does not allow multiple tables in the FROM clause of a query, but 
rather expects this kind of query to be given as a sequence of JOIN statements. 
The user is abstracted from this fact by allowing him/her to enter a regular SQL 
query with multiple tables in the FROM clause that we transform to a sequence 
of JOIN statements in conformance with HiveQL’s syntax. The following is an 
example:

 SELECT a.id, b.age FROM a, b; → SELECT a.id, b.age FROM a JOIN b;

HiveQL uses a modified version of SQL’s INSERT-SELECT statement, 
INSERT OVERWRITE TABLE <tablename> SELECT rather than INSERT 
INTO <tablename> SELECT. Again, we abstract this from the user by allow-
ing him/her to enter the traditional INSERT INTO <tablename> SELECT that 
we then rewrite into HiveQL’s INSERT OVERWRITE TABLE <tablename> 
SELECT. The following is an example:

 INSERT INTO a SELECT * FROM b; → INSERT OVERWRITE TABLE a
 SELECT * FROM b.

As a part of our future work, we plan to extend these basic rewriting rules with 
more complicated rules in a complete query rewriting engine.

22.3.3.4  The Hive Layer

Hive is a data warehouse infrastructure built on top of Hadoop [HIVE]. Hive pro-
vides the ability to structure the data in the underlying HDFS as well as to query 
these data. The arrows in Figure 22.2 between the tables in this layer and the files 
in the HDFS layer indicate that each table in Hive is stored as a file in the HDFS. 
These files contain the data that this table represents. There are no arrows between 
the views in this layer and the files in the HDFS layer since a view is only a logical 
concept in Hive that is created with a SELECT query. In our framework, Hive 
is used to structure the data that will be shared by collaborating organizations. 
Further, we use Hive’s SQL-like query language, HiveQL, to enable access to these 
data. The advantage of using Hive in our system is that users can query the data 
using a familiar SQL-like syntax.

22.3.3.5  HDFS Layer

HDFS is a distributed file system that is designed to run on basic hardware 
[BORT10]. The HDFS layer in our framework stores the data files corresponding 
to tables that are created in Hive [THUS09]. Our security assumption is that these 
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files can neither be accessed using Hadoop’s [APACb] web interface nor Hadoop’s 
Command Line Interface (CLI) but only by using our system.

22.4  Implementation Details and results
In this section, we present the implementation of our system by providing perfor-
mance graphs for the insert and query processes for tables with different sizes. The 
details of our experiments and performance graphs are given in [THUR10]. We 
begin by giving a brief description of our implementation setup followed by the 
implementation details.

22.4.1  Implementation Setup
Our implementation was carried out on a 19-node cluster with a mix of two dif-
ferent configurations for nodes. Furthermore, all the nodes are in the same rack. 
Out of 19 nodes, 11 nodes ran Ubuntu v10.04 Lucid Lynx on an Intel Pentium 4, 
3.2 GHz central processing unit (CPU) with 4 GB SDRAM 400 MHz memory 
and a 40 GB Western Digital WDC WD400BB-75FJ SATA hard drive as the 
primary drive and a 250 GB Western Digital WD2500AAJB-0 SATA hard drive 
as the secondary drive. The other eight nodes ran Ubuntu v9.04 Jaunty Jackalope 
on an Intel Pentium 4, 2.8 GHz CPU with 4 GB SDRAM 333 MHz memory and 
two 40 GB Western Digital WDC WD400BB-75FJ SATA hard drives. We used 
the Java version JRE v1.6.0\_18 for our implementation. For the cloud infrastruc-
ture, we used Hadoop version v0.19.1, with a 1000 MB heap space and Hive ver-
sion v0.5, with the default heap space. We also used Apache Tomcat v7.0.0 as the 
web server for our application with a 2 GB heap space. We also used default values 
for all parameters that are provided by Hadoop and Hive. We understand that we 
will have a performance gain when we set optimal values for these parameters. But 
since this is a preliminary work, we have chosen not to focus on these parameters 
that will be done in the future.

22.4.2  Experimental Datasets
We have used two different datasets to test the performance of our system versus Hive. 
The first dataset is the Freebase [FREE] system that is an open repository of struc-
tured data that has approximately 12 million topics or entities. An entity is a person, 
place, or thing with a unique identifier. We wanted to simulate an environment of 
cooperating organizations by using people, business, film, sports, organization, and 
awards datasets from the Freebase system. We assume that each dataset is loaded 
into our system by a different organization and further, users can run various queries 
across these datasets based on their permissions. The queries we have used to test our 
implementation were created by us based on the datasets of the Freebase system.
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The second dataset we have used to test our system is the well-known TPC-H 
benchmark [TPC]. The TPC-H benchmark is a decision-support benchmark that 
consists of a schema that is typical to any business organization. The benchmark 
contains eight tables and provides 22 queries with a high degree of complexity. We 
have used this benchmark to test the performance of our system versus Hive in per-
forming complex queries. The TPC-H benchmark provides a tool for data genera-
tion (DBGEN) and a tool for query generation (QGEN). We have used DBGEN 
to generate datasets with varying scale factors (SFs) from 1 to 1000 as specified in 
the benchmark document. The reader should note that a scale factor of 1 is approxi-
mately 1 GB of data. Thus, we have tested our system with data sizes varying from 
1 to 1000 GB. The smaller datasets (SF = 1, SF = 10, and SF = 30) are used to test 
the loading performance of our system versus Hive. On the other hand, the larger 
datasets (SF = 100, SF = 300, and SF = 1000) are used to run a few of the bench-
mark queries. We have used queries Q1, Q3, Q6, and Q13 of the TPC-H bench-
mark to test our system. These queries were randomly selected after applying the 
following criterion to the study given in [JIA09]. The original query does not need 
to be divided into subqueries manually since our web application does not support 
this feature. We also think that the results obtained by running the queries selected 
above are indicative of the performance of all the other TPC-H benchmark queries 
that can be run on our system.

22.4.3  Implementation Results
We have tested our web-based system for performance metrics such as data loading 
and querying times. Further, we have compared these metrics with the Hive CLI. 
All query times that are used in performance graphs and result tables in this sub-
section are averaged over three separate runs. We ran two sets of experiments, one 
using the Freebase system and the other using the TPC-H benchmark.

We have compared the time it takes to load and query the data for our applica-
tion versus Hive for the Freebase datasets. The data loading time for our application 
is almost the same as Hive’s time for small tables (0.1 and 0.3 million tuples). As 
the number of tuples increases to 0.5 million and then to 1.67 million tuples, our 
system gets slower than Hive by loading tuples. This is primarily because of the 
overhead associated with establishing a connection with the Hive database as well 
as the time associated with building an XACML policy for the table being loaded.

In addition, we have compared the running time for a simple “SELECT * FROM” 
query between our application and Hive. We have run the query on the same tables 
that were used for data loading but we restricted our results by using the LIMIT 
clause to only the first 100 tuples. This was done to avoid the large time difference 
that would occur between our application and Hives CLI since we have implemented 
a paging mechanism on the results whereas Hive’s CLI would display all the results 
on the screen. Our application running time is slightly faster than the running time 
for the query on the Hive CLI. This difference is due to the time taken by the Hive 
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CLI to display the results of the query on the screen. Both running times are fast 
because Hive does not need to run a MapReduce [APACc] job for this query, but 
simply needs to return the whole file for the corresponding table from the HDFS.

We have also run a number of other queries and compared the running times of 
these queries on our system versus Hive for the Freebase system. These queries test 
the performance of our system in creating and querying views/tables versus Hive. 
We have tested a variety of queries, including insert, create, select, aggregate, and 
join queries.

We have also compared the data loading time of our application versus Hive for 
the “Customer” and “Supplier” tables for SF = 1, 10, and 30 from the TPC-H bench-
mark. Currently, our system allows users to upload data files that are at most 1 GB 
in size. The TPC-H benchmark’s DBGEN tool generates files for the “Customer” 
and “Supplier” tables for SF = 1, 10, and 30 that are less than 1 GB in size. These are 
the reasons why we have selected the “Customer” and “Supplier” tables with SF = 1, 
10, and 30 to compare the data loading performance of our system versus Hive. Our 
system performs similar to Hive at the smallest SF of 1 and as the SF increases, our 
system gets slower than Hive for data loading. Again, this difference in execution 
performance is because of the overhead associated with the Hive database connec-
tion and XACML policy generation. The trend for both, our system and Hive is 
linear as expected, since the size of these tables increases linearly with the SF.

Finally, we have compared the performance of four TPC-H benchmark queries 
on our system versus Hive. Our system performs as well as the Hive CLI for the 
selected queries. On the basis of query performance times for both, our system and 
Hive, as the size of the tables increases, the time for benchmark query execution 
also increases as expected. In a production environment, such queries would not be 
performed at runtime on large datasets. We would rather run these queries off-line 
and could store the results in Hive as views. We could then use a query rewriting 
mechanism to return these results efficiently.

22.5  Summary and Directions
In this chapter, we have presented a system that allows cooperating organiza-
tions to securely share large amounts of data. We have ensured that the organiza-
tions have a large common storage area by using Hadoop. Further, we have used 
Hive to present users of our system with a structured view of the data and to 
also enable them to query the data with an SQL-like language. We have used a 
simple salted hash mechanism to authenticate users in the current version of our 
system. We plan to implement a more sophisticated technique for authentication 
in future versions of our system. In this chapter, we have used the ZQL Parser 
to parse any SQL query that is input by the user. We plan to extend this parser 
with support for keywords such as DESCRIBE, JOIN, and so on that are cur-
rently not supported in ZQL. We have abstracted the user from the use of Hive 
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by implementing some basic query rewriting rules. A part of our future work is to 
implement materialized views in Hive and extend the basic query rewriting rules 
into a complete engine for Hive that takes into account all the existing tables/
materialized views and the XACML policies defined on them. We have provided 
fine-grained access control on the shared data using XACML policies. We have 
also incorporated role-based access control in our framework based on the kinds 
of queries that users will submit to our system. In the current version of our sys-
tem, we only provide support for two types of keywords, INSERT and SELECT, 
as groups for XACML policies.

In the future, we plan to extend our system to include other keyword-based 
groups such as DELETE, UPDATE, and so on. We also plan to test the impact of 
using different values for parameters provided by Hadoop and Hive on query exe-
cution performance. Finally, the current system is implemented in a private cloud 
that will be extended to include public clouds such as AWS and Amazon simple 
storage services in future versions.
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Chapter 23

Secure Cloud Query 
Processing with Semantic 
Web Data

23.1  Overview
The semantic web is becoming increasingly ubiquitous. Most small and large busi-
nesses, such as Oracle, IBM, Adobe, Software AG, and many others, are actively 
using semantic web technologies [W3C09], and broad application areas such as 
Healthcare and Life Sciences are considering their possibilities for data integra-
tion [W3C09]. Sir Tim Berners-Lee originally envisioned the semantic web as a 
machine-understandable web [LEE98]. The power of the semantic web lies in its 
codification of relationships among web resources [W3C09].

Semantic web, along with ontologies, is one of the most robust ways to rep-
resent knowledge. An ontology formally describes the concepts or classes in a 
domain, various properties of the classes, the relationships between classes, and 
restrictions. A knowledge base can be constructed by an ontology and its various 
class instances. An example of a knowledge base (ontology and its instance) is 
presented in Figure 23.1.

RDF is widely used for the semantic web due to its expressive power, semantic 
interoperability, and reusability. Most RDF stores in current use, including Apache 
Jena Fuseki [APAC], Kowari [KOWA], 3store [HARR05], and Sesame [BROE02], 
are not primarily concerned with security. Efforts have been made to incorporate 
security, especially in Jena [JAIN06] [REDD05]; however, one drawback of Jena 
is that it lacks scalability. Its execution times can become quite slow with larger 
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datasets, making certain queries over large stores intractable (e.g., those with 10 
million triples or more) [HUSA09] [HUSA10].

On the other hand, large RDF stores can be stored and retrieved from cloud 
computers due to their scalability, parallel processing ability, cost-effectiveness, 
and availability. Hadoop (Apache) [APAC]—one of the most widely used cloud 
computing environments—uses Google’s MapReduce framework. MapReduce 
splits large jobs into smaller jobs and combines the results of these jobs to produce 
the final output once the subjobs are complete. Prior work has demonstrated that 
large RDF graphs can be efficiently stored and queried in these clouds [CHOI09], 
[HUSA09], [HUSA10], and [MIKA08]. While storing and managing, large RDF 
graphs have received some attention; access control for RDF stores in Hadoop has 
received very little attention. In this chapter, we describe a system that implements 
access control for RDF data on Hadoop.

Our system implements a token-based access control system. System admin-
istrators grant Access Tokens (ATs) for security-relevant data according to agents’ 
needs and security levels. The conflicts that might arise due to the assignment of 
conflicting ATs to the same agent are resolved using the time stamps of the access 
tokens. We use the LUBM [GUO05] test instances for experiments. A few sample 
scenarios have been generated and implemented in Hadoop.

We have made several contributions. First, we designed an architecture that scales 
well to extremely large datasets. Second, we addressed access control not only at the 
level of users but also at the level of subjects, objects, and predicates, making policies 
fine grained and more expressive than the past work. Third, a time stamp-based con-
flict detection and resolution algorithm were designed. Fourth, the architecture was 
implemented and tested on benchmark data in several alternative stages: query rewrit-
ing (preprocessing phase), embedded enforcement (MapReduce execution phase), and 
postprocessing enforcement (data display phase). Finally, the entire system is being 
implemented on Hadoop—an open-source cloud computing environment. This chap-
ter is beneficial for others considering access control for RDF data in Hadoop.

The organization of this chapter is as follows. In Section 23.2, we present 
the related work and a brief overview of Hadoop and MapReduce. Section 23.3 
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Figure 23.1 Secure cloud query processing.
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introduces access tokens, AT tuples, conflicts, and our conflict-resolution algo-
rithm. We describe the architecture of our system in Section 23.4. In Section 23.5, 
we describe the impact of assigning ATs to agents, including experiments and their 
running times. Finally, Section 23.6 concludes with a summary and suggestions for 
future work. Figure 23.2 illustrates the contents of this chapter.

23.2  Background
23.2.1  Related Work
We begin by describing the prior work on RDF security for single machines. We 
then summarize some of the cloud computing architectures that store RDF data. 
Finally, we provide a summary of our own prior work.

Although extensive research has been undertaken on storing, representing, and 
reasoning about RDF knowledge, research on security and access control issues for 
RDF stores are comparatively sparse [REDD05]. Reddivari et al. [REDD05] have 
implemented access control based on a set of policy rules. They address insertion/
deletion actions of triples, models, and sets in RDF stores, as well as see and use 
actions. Jain and Farkas [JAIN] have described RDF protection objects as RDF 
patterns and designed security requirements for them. They show that the security 
level of a subclass or subproperty should be at least as restricted as the supertype. 
The RDF triple-based access control model discussed in [KIM08] considers explicit 
and implicit authorization propagation.

Most of these works are implemented in Jena. However, Jena scales poorly in 
that it runs on single machines and is unable to handle large amounts of data 
[HUSA09] [HUSA10]. Husain et al. [HUSA09] [HUSA10] design and imple-
ment an architecture to store and query large RDF graphs. Mika and Tummarello 
[MIKA08] store RDF data in Hadoop. The SPIDER system [CHOI09] stores and 
processes large RDF datasets, but lacks an access control mechanism.

Implementation,
experiments
and results

Secure cloud
query processing

with semantic
web data

RDF security
Security model

and
access control

Systems architecture
and design

Figure 23.2 Secure cloud query processing with semantic web data. (adapted 
from Khaled, a., Husain, M.F., Khan, L., Hamlen, K.W. a token-Based access 
Control System for rDF Data in the Clouds, Proceedings of the 2010 IEEE 
Second International Conference on Cloud Computing Technology and Science 
(CloudCom), p. 104–111, 2010. © (2010) IEEE.)
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Our architecture supports access control for large datasets by including an 
access control layer in the architecture discussed in [HUSA10]. Instead of assign-
ing access controls directly to users or agents, our method generates tokens for 
specific access levels and assigns these tokens to agents, considering the business 
needs and security levels of the agents. Although tokens have been used by others 
for access control to manage XML documents [BOUG04] and digital information 
[HOLM99], these have not been used for RDF stores. One of the advantages of 
using tokens is that they can be reused if the needs and security requirements for 
multiple agents are identical.

23.2.1.1  Hadoop and MapReduce

Next, we provide a brief overview of Hadoop [APAC] and MapReduce. In Hadoop, 
the unit of computation is called a job. The users submit jobs to Hadoop’s JobTracker 
component. Each job has two phases: Map and Reduce. The Map phase takes as 
input a key-value pair and may output zero or more key-value pairs. In the Reduce 
phase, the values for each key are grouped together into collections traversable by an 
iterator. These key-iterator pairs are then passed to the Reduce method, which also 
outputs zero or more key-value pairs. When a job is submitted to the JobTracker, 
Hadoop attempts to position the Map processes near the input data in the cluster. 
Each Map process and Reduce process works independently without communicat-
ing. This lack of communication is advantageous for both speed and simplicity.

23.3  access Control
23.3.1  Model
Definition 23.1

ATs permit access to security-relevant data. An agent in possession of an AT may 
view the data permitted by that AT. We denote ATs by positive integers.

Definition 23.2

Access token tuples (ATTs) have the form 〈AccessToken, Element, ElementType, and 
ElementName〉, where Element can be Subject, Object, or predicate, and ElementType 
can be described as URI, DataType, Literal, Model, or BlankNode. Model is used to 
access subject models and will be explained later in the section.

For example, in the ontology in Figure 23.1, David is a subject and 〈1, Subject, 
URI, David〉 is an ATT. Any agent having AT 1 may retrieve David ’s information 
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over all files (subject to any other security restrictions governing access to URIs, 
literals, etc., associated with David ’s objects). While describing ATTs for icates, we 
leave the ElementName blank (_).

On the basis of record organization, we support six access levels along with 
a few subtypes described below. The agents may be assigned one or more of the 
following access levels. Access levels with a common AT combine conjunctively, 
whereas those with different ATs combine disjunctively.

 1. Predicate data access: If an object type is defined for one particular predi-
cate in an access level, then an agent having that access level may read the 
whole predicate file (subject to any other policy restrictions). For example, 

  〈1, Predicate, isPaid, _〉 is an ATT that permits its possessor to read the entire 
predicate file isPaid.

 2. Predicate and subject data access: Agents possessing a subject ATT may access 
data associated with a particular subject, where the subject can be either a 
URI or a DataType. Combining one of these subject ATTs with a predicate 
data access, ATT having the same AT grants the agent access to a specific 
subject of a specific predicate. For example

 a. Predicate and subject as URIs: Combining ATT’s 〈1, Predicate, isPaid〉, and 
〈1, Subject, URI, MichaelScott〉 (drawn from the ontology in Figure 23.1) 
permits an agent with AT 1 to access a subject with URI MichaelScott of 
predicate isPaid.

 b. Predicate and subject as DataTypes: Similarly, predicate and datatype ATTs 
can be combined to permit access to subjects of a specific data type over 
a specific predicate file.

   For brevity, we omit descriptions of the different subject and object varia-
tions of each of the remaining access levels.

 3. Predicate and object: This access level permits a principal to extract the names 
of subjects satisfying a particular predicate and object. For example, with 
ATT’s 〈1, Predicate, hasVitamins, _〉, and 〈1, Object, URI, E〉, an agent pos-
sessing AT 1 may view the names of subjects (e.g., foods) that have vitamin 
E. More generally, if X1 and X2 are the set of triples generated by predicate 
and object triples (respectively) describing an AT, then agents possessing 
the AT may view set X X1 2∩  of triples. An illustration of this example is 
displayed in Figure 23.3. The conjunctive combination of ATTs is with a 
common AT.

 4. Subject access: With this access level, an agent may read the subject’s infor-
mation over all the files. This is one of the less-restrictive access levels. The 
subject can be a DataType or BlankNode.

 5. Object access: With this access level, an agent may read the object’s subjects 
over all the files. Like the previous level, this is one of the less-restrictive 
access levels. The object can be a URI, DataType, Literal, or BlankNode.
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 6. Subject model level access: Model level access permits an agent to read all the 
necessary predicate files to obtain all objects of a given subject. Of these 
objects, the ones that are URIs are next treated as subjects to extract their 
respective predicates and objects. This process continues iteratively until all 
objects finally become literals or blank nodes. In this manner, agents possess-
ing model level access may generate models on a given subject.

The following example drawn from Figure 23.1 illustrates David lives in 
LongIsland. LongIsland is a subject with an Avg_Summer_ Temp predicate having 
object 75°F. An agent with model level access of David reads the average summer 
temperature of Island.

23.3.2  AT Assignment
Definition 23.3

An access token list (AT-list) is an array of one or more ATs granted to a given agent, 
along with a time stamp identifying the time at which each AT was granted. A 
separate AT-list is maintained for each agent.

When a system administrator decides to add an AT to an agent’s AT-list, the 
AT and time stamp are first stored in a temporary variable AT. Before committing 
the change, the system must first detect the potential conflicts in the new AT-list.

Agent

AT

1

Predicate

Object

Vitamins

E

Figure 23.3 Conjunctive combination of atts with a common at. (adapted 
from Khaled, a., Husain, M.F., Khan, L., Hamlen, K.W. a token-Based access 
Control System for rDF Data in the Clouds, Proceedings of the 2010 IEEE 
Second International Conference on Cloud Computing Technology and Science 
(CloudCom), p. 104–111, 2010. © (2010) IEEE.)
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23.3.2.1  Final Output of an Agent’s ATs

Each AT permits access to a set of triples. We refer to this set as the AT’s result 
set. The set of triples accessible by an agent is the union of the result sets of the 
ATs in the agent’s AT-list. Formally, if Y1,Y2, . . .,Yn are the result sets of ATs AT1, 
AT2, . . ., ATn (respectively) in an agent’s AT-list, then the agent may access the 
triples in set Y Y Yn1 2∪ ∪ … ∪ .

23.3.2.2  Security Level Defaults

An administrator’s AT assignment burden can be considerably simplified by con-
servatively choosing default security levels for data in the system. In our imple-
mentation, all items in the data store have default security levels. The personal 
information of individuals is kept private by denying access to any URI of the data 
type Person by default. This prevents agents from making inferences about any 
individual to whom they have not been granted explicit permission. However, if 
an agent is granted explicit access to a particular type or property, the agent is also 
granted default access to the subtypes or subproperties of that type or property.

As an example, consider a predicate file Likes that lists elements that an indi-
vidual likes. Assume further that Jim is a person who likes Flying, SemanticWeb, 
and Jenny, which are URIs of type Hobby, ResearchInterest, and Person, respectively, 
and 1 is an AT with ATTs 〈1, Subject, URI, Jim〉 and 〈1, Likes, Predicate, _〉. By 
default, agent Ben having only AT 1 cannot learn that Jenny is in Jim ‘s Likes -list 
since Jenny’s data type is Person. However, if Ben also has AT 2 described by ATT 
〈2, Object, URI, Jenny〉, then Ben will be able to see Jenny in Jim’s Likes list.

23.3.3  Conflicts
A conflict arises when the following three conditions occur: (1) An agent possesses 
two ATs 1 and 2, (2) the result set of AT 2 is a proper subset of AT 1, and (3) the 
time stamp of AT 1 is earlier than the time stamp of AT 2. In this case, the latter, 
more specific AT supersedes the former; so, AT 1 is discarded from the AT list to 
resolve the conflict. Such conflicts arise in two varieties, which we term subset con-
flicts and subtype conflicts.

A subset conflict occurs when AT 2 is a conjunction of ATTs that refines those 
of AT 1. For example, suppose AT 1 is defined by ATT 〈1, Subject, URI, Sam〉 and 
AT 2 is defined by ATT’s 〈2, Subject, URI, Sam〉 and 〈2, Predicate, HasAccounts, _〉. 
In this case, the result set of AT 2 is a subset of the result set of AT 1. Therefore, a 
conflict will occur if an agent possessing AT 1 is later assigned AT 2. When this 
occurs, AT 1 is discarded from the agent’s AT-list to resolve the conflict.

Subtype conflicts occur when the ATTs in AT 2 involve data types that are 
subtypes of those in AT 1. The data types can be those of subjects, objects, or both.
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Conflict resolution is summarized by Algorithm 1. Here, subset (AT1, AT2) is a 
function that returns true if the result set of AT1 is a proper subset of the result set of 
AT2, and SubjectSubType (AT1, AT2) returns true if the subject of AT1 is a subtype 
of the subject of AT2. Similarly, ObjectSubType (AT1, AT2) decides subtyping rela-
tions for objects instead of subjects.

Algorithm 1: Conflict detection and resolution
Input: AT newAT with timestamp TSnewAT
Result: Detect conflict and, if none exists, add

(newAT, TSnewAT) to the agent’s AT-list

 1  currentAT[] ← the AT’s and their timestamps;
 2 if (!Subset(newAT, tempATTS) AND
  !Subset(tempATTS, newAT) AND
  !SubjectSubType(newAT, tempATTS)) AND
  !SubjectSubType(tempATTS, newAT) AND
  !ObjectSubType(newAT, tempATTS)) AND
  !ObjectSubType (tempATTS, newAT)) then
 3   currentAT length AT newATcurrentAT[ ]. ← ;
 4   currentAT length TS TScurrentAT[ ]. ←  newAT ;
 5  else
 6  count ← 0;
 7  while count lengthcurrentAT<  do
 8   AT tempATTS ← currentAT [count].AT ;
 9   tempTS ← currentAT [count].TS ;
 10   /* the timestamp during the AT assignment */
 11   if ( ( , ) ( ))Subset newAT tempATTS AND TS tempTSnewAT ≥  then
 12     /* a conflict occurs */
 13    currentAT count AT newAT[ ] ←.  ;
 14    currentAT count TS TSnewAT[ ] ←.  ;
 15   else if (( ( , )) ( ))Subset tempATTS newAT AND tempTS TSnewAT<  then

 16    currentAT count AT newAT[ ] ←. ;
 17    currentAT count TS TSnewAT[ ] ←.  ;
 18   else if ((SubjectSubType(newAT, tempATTS) OR
       ObjectSubType (newAT,tempATTS)) AND TSnewAT≥tempTS) then
 19    /* a conflict occurs */
 20    currentAT count AT newAT[ ] ←.  ;
 21    currentAT count TS TSnewAT[ ] ←.  ;
 22  else if ((SubjectSubType(tempATTS, newAT ) OR ObjectSubType (tempATTS, 
newAT )) AND (tempATTS < TSnewAT)) then
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 23    currentAT count AT newAT[ ] ←.  ;
 24    currentAT count TS TSnewAT[ ] ←.  ;
 25    end
 26    count ← count + 1;
 27   end
 28  end

23.4  System architecture
23.4.1  Overview of the Architecture
Our architecture consists of two components. The upper part of Figure 23.4 depicts 
the data preprocessing component and the lower part shows the components 
responsible for answering queries.

Three subcomponents perform data generation and preprocessing. We convert 
RDF/XML [BECK04] into N-triples serialization format [GRAN04] using our 

Jobs

N-Triple converter

PS 

Summary statistics

Preprocessor

Join executer 

Plan generator

Input selector

MapReduce 
framework

Hadoop cluster 
Processed data files

Query

User

Query interface 
engine 

Query

Answer

RDF/XML  data

Data processing 

Query processing 

Access control unit

Figure 23.4 System architecture. (adapted from Khaled, a., Husain, M.F., Khan, 
L., Hamlen, K.W. a token-Based access Control System for rDF Data in the 
Clouds, Proceedings of the 2010 IEEE Second International Conference on Cloud 
Computing Technology and Science (CloudCom), p. 104–111, 2010. © (2010) IEEE.)
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N-triples converter component. The PS component takes the N-triples data and 
splits them into predicate files. These steps are described in this section. The output 
of the last component is then used to gather summary statistics, which are delivered 
to the HDFS.

The bottom part of the architecture shows the access control unit and the 
MapReduce framework. The access control unit takes part in different phases of 
query execution. When the user submits a query, the query is rewritten (if possible) 
to enforce one or more access control policies. The MapReduce framework has 
three subcomponents. It takes the rewritten SPARQL query from the query inter-
face engine and passes it to the input selector and plan generator. This component 
selects the input files, decides how many jobs are needed, and passes the infor-
mation to the job executor component, which submits the corresponding jobs to 
Hadoop. The job executor component communicates with the access control unit 
to get the relevant policies to enforce, and runs jobs accordingly. It then relays the 
query answer from Hadoop to the user. To answer queries that require inferencing, 
we use the Pellet OWL Reasoner. The policies are stored in the HDFS and loaded 
by the access control unit each time the framework loads.

23.4.1.1  Data Generation and Storage

We use the LUBM [GUO05] dataset for our experiments. This benchmark data-
set is widely used by researchers [GUO04]. The LUBM data generator generates 
data in RDF/XML serialization format. This format is not suitable for our pur-
pose because we store data in HDFS as flat files. If the data are in RDF/XML 
format, then to retrieve even a single triple, we need to parse the entire file. Also, 
RDF/XML format is not suitable as an input for a MapReduce job. Therefore, 
we store data as N-triples because with that format, we have a complete RDF 
triple (subject, predicate, and object) in one file line, which is very convenient 
for MapReduce jobs. Therefore, we convert the data into N-triple format, par-
titioning the data by the predicate. This step is called PS. In real-world RDF 
datasets, the number of distinct predicates is not more than 10 or 20 [STOC08]. 
This partitioning reduces the search space for any SPARQL query that does not 
contain a variable predicate [PRUD08]. For such a query, we can just pick a file 
for each predicate and run the query only on those files. We name the files by the 
predicate for simplicity; for example, all the triples containing predicate p1:pred 
are stored in a file named p1-pred. A more detailed description of this process is 
provided in [HUSA10].

23.4.1.2  Example Data

Table 23.1 shows the sample data for three predicates. The leftmost column shows 
the type of file for student objects after the PS step. It lists only the subjects of 
the triples having rdf:type predicate and student object. The rest of the columns 
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show the advisor, takesCourse, and teacherOf predicate files after the PS step. Each 
row has a subject–object pair. In all cases, the predicate can be retrieved from the 
filename.

23.5  Policy Enforcement
Our MapReduce framework enforces policies in two phases. Some policies can be 
enforced by simply rewriting an SPARQL query during the query parsing phase. 
The remaining policies can be enforced in the query answering phase in two ways. 
First, we can enforce the policies as we run MapReduce jobs to answer a query. 
Second, we can run the jobs for a query as if there is no policy to enforce, and then 
take the output and run a set of jobs to enforce the policies. These postprocessing 
jobs are called filter jobs. In both cases, we enforce predicate-level policies while we 
select the input files by the input selector. In the following sections, we discuss these 
approaches in detail.

23.5.1  Query Rewriting
Policies involving predicates can be enforced by rewriting an SPARQL query. This 
involves replacing predicate variables by the predicates to which a user has access. 
An example illustrates. Suppose a user’s AT-list consists of AT 1 described by ATT 
〈1, Predicate, takesCourses〉 (i.e., the user may only access the predicate file takes-
Course). If the user submits the query on the left of Figure 23.5, we can replace the 
predicate variable ?p with takesCourse. The rewritten query is shown on the right 
of Figure 23.5. After the query is rewritten, we can answer the query in two ways, 
detailed in the following two sections.

table 23.1 Sample Data for an LUBM Query

Type ub: advisor ub: takescourse ub: teacherOf

GS1 Student GS2 A2 GS1 C2 A1 C1

GS2 Student GS1 A1 GS3 C1 A2 C2

GS3 Student GS3 A3 GS3 C3 A3 C3

GS4 Student GS4 A4 GS2 C4 A4 C4

    GS1 C1 A5 C5

    GS4 C2   

Source: Adapted from Khaled, A., Husain, M.F., Khan, L., Hamlen, K.W. A Token-
Based Access Control System for RDF Data in the Clouds, Proceedings of 
the 2010 IEEE Second International Conference on Cloud Computing 
Technology and Science (CloudCom), p. 104–111, 2010. © (2010) IEEE.
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23.5.2  Embedded Enforcement
In this approach, we enforce the policies as we answer a query by Hadoop jobs. 
We leverage the query language’s join mechanism to do this kind of enforcement. 
The policies involving URIs, literals, and so on, can be enforced in this way. For 
example, suppose access to data for some confidential courses is restricted to only 
a few students. If an unprivileged user wishes to list the courses a student has 
taken, we can join the file listing the confidential courses with the file takesCourse, 
and thereby enforce the desired policy within the Reduce phase of a Hadoop job. 
Suppose courses C3 and C4 are confidential courses. If an unprivileged user wishes 
to list the courses taken by GS 3, then we can answer the query by the Map and 
Reduce code shown in Algorithms 2 and 3.

Algorithm 2: Pseudocode for EEMAP

 1: splits ← value . split ()
 2: if Input file = sensitiveCourses then
 3:  output (splits [0], “S”)
 4:  else if splits [0] = GS3 then
 5:  output (splits [1], “T”)
 6: end if

Algorithm 3: Pseudocode for EEREDUCE

 1: count ← 0
 2: iter ← values . iterator ()
 3: while iter . hasNext () do
 4:  count + +
 5:  t ← iter . next ()
 6: end while
 7: if count = 1 AND t = “T” then
 8:  output (key)
 9: end if

Algorithm 2 shows the code of the Map phase. It first splits each line into a key 
and a value. If the input is from a confidential course file, it outputs the course and 
a flag (“S” for “secret”) denoting a confidential course as the output whether the 

SELECT ?o WHERE
{A?p ?o}

SELECT ?o WHERE
{A takesCourse ?o}⇒

Figure 23.5 SParQL query before and after rewriting.
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subject is GS 3 in line 4. If so, it outputs the course as the key and a flag ( “T” for 
“takes”) indicating that the course is of student GS 3. The left half of Table 23.2 
shows the output of Algorithm 2 on the example data.

Algorithm 3 shows the code of the Reduce phase. It gets a course as the key and 
the flag strings as the value. The right half of Table 23.2 shows the input of Algorithm 
2 on the example data. The code simply counts the number of student GS 3 (line 7), 
then it outputs the course (line 8). A confidential course that is taken by the student 
GS 3 has an additional flag, raising the count to 2 and preventing those courses from 
being reported. A confidential course not taken by the student will also have one flag 
indicating that it is a confidential course. The check whether the flag is the one for the 
course taken by student GS 3 prevents such courses from being reported. These two 
checks together ensure that only nonconfidential courses taken by GS 3 are divulged 
in the output. Hence, only course C1 appears in the output.

23.5.3  Postprocessing Enforcement
The second approach runs jobs as if there are no access controls, and then runs 
one or more additional jobs to filter the output in accordance with the policy. The 
advantage of this approach is that it is simple to implement, but it may take longer 
to answer the query. We can use the previous example to illustrate this approach. 
We first run the job as if there is no restriction on courses. Then we run one extra 
job to enforce the policy. The extra job takes two files as the input: the output of 
the first job and the confidentialCourses file containing the URIs of confidential 
courses. In the Map phase, we output the course as the key and depending on the 
input file, a flag string. The Map code is largely the same as Algorithm 2. The only 
difference is that we do not need to check the URI identifying the student, since 
the output of the first job will contain the courses taken by only that student. The 

table 23.2 EEMap Output and EEreduce Input

EEMap Output EEReduce Input

Key Value Key Values

C1 T C1 T

C3 S C3 S,T

C3 T C4 S

C4 S

Source: Adapted from Khaled, A., Husain, M.F., Khan, L., Hamlen, 
K.W. A Token-Based Access Control System for RDF Data in 
the Clouds, Proceedings of the 2010 IEEE Second International 
Conference on Cloud Computing Technology and Science 
(CloudCom), p. 104–111, 2010. © (2010) IEEE.
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code for the Reduce phase remains the same. Hence, at the end of the second job, 
we get the output that does not contain any confidential courses.

23.6  Experimental Setup and results
We ran our experiments in a Hadoop cluster of 10 nodes. Each node had a Pentium 
IV 2.80 GHz processor, 4 GB main memory, and 640 GB disk space. The operat-
ing system was Ubuntu Linux 9.04. We compared our embedded enforcement 
approach with our postprocessing enforcement approach. We used the LUBM100, 
LUBM500, LUBM1000, LUBM2000, LUBM6000, and LUBM9000 datasets for 
the experiments.

We experimented with these approaches using two scenarios: takeCourse and 
displayTeachers. In the takeCourse scenario, a list of confidential courses cannot 
be viewed by an unprivileged user for any student. A query was submitted to dis-
play the courses taken by one particular student. In the displayTeachers scenario, 
an unprivileged user may view information only about the lecturers. A query was 
submitted to display the URI of people who are employed in a particular depart-
ment. Even though professors, assistant professors, associate professors, and so on 
are employed in that department, only URIs of lecturers are returned because of 
the policy. The detailed results are given in [KHAL10]. We observed that post-
processing enforcement always takes 20–80% more time than the embedded 
enforcement approach. This can be easily explained by the extra job needed in 
postprocessing. Hadoop takes roughly equal times to set up jobs regardless of the 
input and output data sizes of the jobs. The postprocessing enforcement approach 
runs more jobs than the embedded enforcement approach, yielding the observed 
overhead.

23.7  Summary and Directions
The access controls for RDF data on single machines have been widely discussed in 
the literature, but these systems scale poorly owing to large datasets. The amount 
of RDF data in the web is growing rapidly; so, this is a serious limitation. One of 
the most efficient ways to handle these data is to store them in cloud computers. 
However, access control has not yet been adequately addressed for cloud-resident 
RDF data. Our implemented mechanism incorporates a token-based access control 
system where users of the system are granted tokens based on business needs and 
authorization levels. Currently, we are building a generic system that incorporates 
tokens and resolves policy conflicts. Our goal is to implement subject model level 
access that recursively extracts objects of subjects and treats these objects as subjects 
as long as these objects are URIs. This will allow agents possessing model level 
access to generate models on a given subject.
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Our current work also examines secure query processing in hybrid clouds 
[OKTA12]. In the future, we will explore the various types of access control models 
for cloud query processing and evaluate them. This will give us a better idea of the 
most suitable access control models for cloud query processing.
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Chapter 24

Secure Cloud-Based 
Information Integration

24.1 Overview
Cloud computing services such as Amazon S3 [AMAZ] are gaining a lot of popu-
larity because of factors such as cost efficiency and ease of maintenance. We have 
evaluated the feasibility of using S3 storage services for storing semantic web data 
using the Intelligence Community’s Blackbook system. Blackbook was an initia-
tive by IARPA (Intelligence Advanced Research Project Activity) toward building a 
semantic web-based data integration framework [BLAC]. The main purpose of the 
Blackbook system is to provide intelligence analysts an easy-to-use tool to access 
data from disparate data sources, make logical inferences across the data sources, and 
share this knowledge with other analysts using the system. Besides providing a web 
application interface, it also exposes its services by means of web services. Blackbook 
integrates data from different data sources, thereby making it prudent to store the 
data sources in a shared environment such as the one provided by cloud computing 
services. Blackbook essentially uses several semantic data sources to produce search 
results. But storing shared data in cloud environments in a secure manner is a big 
challenge. Our approach to solve this problem is discussed in this chapter.

In our approach, we stored one of the Blackbook data sources on Amazon S3 
in a secure manner, thus leveraging cloud computing services within a semantic 
web-based framework. We encrypted the data source using Advanced Encryption 
Standard [AES] before storing it on Amazon S3. Also, we do not store the original 
key anywhere in our system. Instead, the key is generated by two separate compo-
nents, each called a “Key Server.” Then, the generated key is used to encrypt the data.
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To prevent replay attacks, we used the Lamport one time password (OTP) 
[LAMP81] scheme to generate the passwords that are used by the client for authen-
tication with the “Key Servers.” We used the RBAC model [SAND96] to restrict 
system access to authorized users and implemented the RBAC policies using Sun’s 
implementation of XACML [OASI].

In this chapter, we describe the design and implementation of a secure informa-
tion integration framework that uses Blackbook. The organization of this chapter 
is as follows. In Section 24.2, we present a detailed description of our implementa-
tion. Section 24.3 presents our experimental results. The chapter summary and 
future directions are presented in Section 24.4. The additional details of our work 
can be found in [PARI09] and [PARI12]. Figure 24.1 illustrates the contents of this 
chapter. The details of Blackbook can be found in [BLAC].

24.2 Integrating Blackbook with amazon S3
As stated earlier, Blackbook, a semantic web-based data integration framework, allows 
data integration from various data sources. We have found that RDF resources are the 
perfect candidates for the publication via RESTful web services. Since both RESTful 
web services and semantic web deal with resources, it makes sense to expose RDF 
resources via RESTful interface. Technologies such as semantic web can only work 
with web services that identify resources with URIs and hence, REST is an ideal 
platform for implementing web services for semantic web-based systems [PARI09].

As discussed in Part III, cloud computing is a paradigm of computing in 
which dynamically scalable and often virtualized resources are provided as 
a service over the Internet [CLOU]. The concept incorporates the following 
combinations:

Experiments 
and

results

Integrating 
Blackbook

with
Amazon S3

Architecture
and

security
model

Secure 
cloud-based
information
integration

Figure 24.1 Secure cloud-based information integration. (Parikh, P., M. 
Kantarcioglu, V. Khadilkar, B. M. thuraisingham, and L. Khan: Secure informa-
tion integration with a semantic web-based framework. Proceedings of the IEEE 
13th International Conference on Information Reuse and Integration (IRI2012), 
Las Vegas, NV, 659–663. © (2012) IEEE.)
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 ◾ IaaS
 ◾ PaaS
 ◾ SaaS

The economic advantage is one of the main motivations behind the cloud com-
puting paradigm, since it promises the reduction of capital expenditure (CapEx) and 
operational expenditure (OpEx) [JENS09]. Various organizations can share data 
and computational power using the cloud computing infrastructure. For instance, 
salesforce.com is an industry leader in CRM products and is one of the pioneers to 
leverage the cloud computing infrastructure on a massive scale. Since Blackbook 
is a data integration framework, it can search and integrate data from various data 
sources that may be located on local machines or remote servers. We utilized the data 
storage services provided by Amazon S3 to store data sources used by Blackbook.

The reasons we chose Amazon S3 are as follows:

 ◾ Cost effective—Storage price as low as $0.125 per GB per month.
 ◾ Ease of use—Can be invoked via both REST and SOAP web services.
 ◾ Reliability—Amazon is a big player in cloud computing and is known for 

providing reliable cloud computing services.

One of the major challenges for the current cloud computing systems is privacy 
risk. That is, privacy is an important concern for cloud computing services in terms 
of legal compliance and user trust. In [PEAR09], the author provides some inter-
esting insights about how privacy issues should be taken into consideration when 
designing cloud computing services. The main privacy risks identified in [PEAR09] 
include the following:

 ◾ For the cloud service user—being forced to be tracked or give personal infor-
mation against his/her will.

 ◾ For the organization using cloud service—noncompliance to enterprise poli-
cies, loss of reputation, and credibility.

 ◾ For implementers of cloud platforms—exposure of sensitive information 
stored on the platforms, loss of reputation, and credibility.

 ◾ For providers of applications on top of cloud platforms—legal noncompli-
ance, loss of reputation.

 ◾ For the data subject—exposure of personal information.

We have used Amazon S3 in our implementation. As stated in [AMAZ], 

Amazon S3 is storage for the Internet. It is designed to make web-
scale computing easier for developers. Amazon S3 provides a simple 
web services interface that can be used to store and retrieve any amount 
of data, at any time, from anywhere on the web. It gives any devel-
oper access to the same highly scalable, reliable, fast, inexpensive data 
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storage infrastructure that Amazon uses to run its own global network 
of web sites. The service aims to maximize benefits of scale and to pass 
those benefits on to developers.

Many organizations use services such as Amazon S3 for data storage. Some impor-
tant questions that need to be addressed include: Is the data we store on S3, secure? 
Is it accessible by any user outside our organization? How do we restrict access to files 
for users within the organization? To keep our data secure, we propose to encrypt 
the data using AES before uploading the data files on Amazon S3. To restrict access 
to files to users within the organization, we propose to implement role-based access 
control policies using XACML. In RBAC, permissions are associated with roles and 
users are made members of the appropriate roles. This simplifies the management of 
permissions [SAND96]. Our system architecture is illustrated in Figure 24.2.

The data sources are stored on an Amazon S3 server in an encrypted form. The 
two keys used to encrypt the data source are stored on two servers—key server 1 
and key server 2. The policies associated with the data sources for different users are 
also stored on these servers.

The system uses the OTP for authentication. It is a password that is only valid 
for a single session or transaction. OTPs avoid the shortcomings associated with 
static passwords [ONE]. Unlike static passwords, they are not vulnerable to replay 
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attacks. So, if an intruder manages to get hold of an OTP that was used previously 
to log into a service or carry a transaction, the system’s security would not be com-
promised since that password will no longer be valid. The only drawback of OTP is 
that humans cannot memorize it and hence require additional technology to work.

OTP generation algorithms make use of randomness to prevent the prediction 
of future OTPs based on the previously observed OTPs. Some of the approaches to 
generate OTPs are as follows:

 ◾ The use of a mathematical algorithm to generate a new password based on the 
previous passwords.

 ◾ On the basis of time synchronization between the authentication server and 
the client providing the password.

 ◾ The use of a mathematical algorithm where the new password is based on 
a challenge (e.g., a random number chosen by the authentication server or 
transaction details) and/or a counter.

We use Lamport’s OTP scheme for authentication. The Lamport OTP approach 
is based on a mathematical algorithm for generating a sequence of “passkey” val-
ues and each successor value is based on the value of the predecessor. The core of 
Lamport’s OTP scheme requires that cooperating client/service components agree 
to use a common sequencing algorithm to generate a set of expiring OTPs (client 
side) and validate client-provided passkeys included in each client-initiated request 
(service side). In our case, the client is the Blackbook system and the service compo-
nents are the “Key Servers.” The client generates a finite sequence of values starting 
with a “seed” value and each successor value is generated by applying some trans-
formation algorithm (or F(S) function) to the previous sequence value:

 S1 = seed, S2 = F(S1), S3 = F(S2), S4 = F(S3) . . . S[n] = F(S[n  – 1])

We use the “password” of the user that is salted with some randomly gener-
ated bytes (using SHA1PRNG) as a key to generate the seed value using SHA-256 
[SECU02]. The next values in the sequence are generated using the obtained seed 
value using SHA-256. All these generated values are stored in a stack on the cli-
ent machine. The topmost value on the stack is stored on both the “Key Servers” 
(1 & 2). If the client sends a request for the first time, the topmost value of the client 
stack is compared with the value on the “Key Servers” (1 & 2). If the values match, 
the client is authenticated and the topmost value on the client stack is removed. 
For subsequent requests, the topmost value on the client stack is used to compute 
the successor value using the hash function (used to build the stack). If the gener-
ated value and the value on the “Key Servers” match, the user is authenticated; the 
topmost value on the client stack is stored on the “Key Servers” and subsequently 
removed from the client stack. If the client stack gets exhausted, a new stack is gen-
erated and the topmost value on the stack is stored on the “Key Servers.” Once the 
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user is authenticated using the OTP scheme, the user request is evaluated against 
the policies applicable for the resource (data source in our case) requested by the user 
for access. The predefined policies are stored in the “Policy Server” component of 
the “Key Servers.” If the policies for the resource are applicable for the user request, 
the “Key Server” sends the keys used to encrypt the resource requested by the user.

We use XACML to implement the access control using the policies defined in 
an XML file. After the user gets authenticated with the system, the system checks if 
the user is authorized to access the requested resource. The user request is handled 
by the PEP that converts the users’ request into an XACML request and sends 
it to the PDP for further evaluation. The PDP evaluates the request and sends 
back a response, which can be either “access permitted” or “access denied,” with 
the appropriate obligations. (We are not considering obligations for our system.) A 
policy is a collection of several subcomponents: target, rules, rule combining algo-
rithms, and obligations.

Target: Each policy has only one target that helps in determining whether the 
policy is relevant for the request. The policy’s relevance for the request determines 
if the policy is to be evaluated for the request, which is achieved by defining attri-
butes of three categories in the target—subject, resource, and action. For example, 
we have specified the value “testadmin@blackbook.jhuapl.edu” for the subject and 
“Amazons3” for the resource.

Rules: We can associate multiple roles with the policy. Each rule consists of a 
condition, an effect, and a target.

Conditions are statements about attributes that return true, false, or indetermi-
nate upon evaluation.

Effect is the consequence of the satisfied rule that assumes the value permit or 
deny. We have specified the value as permit.

Target helps in determining if the rule is relevant for the request.
Rule combining algorithms: As a policy can have various rules, it is possible for 

different rules to generate conflicting results. Rule combining algorithms resolve 
such conflicts to arrive at one outcome per policy per request. Only one rule com-
bining algorithm is applicable to one policy.

Obligations: Obligations allow the mechanism to provide a finer level of access con-
trol than to merely permit and deny decisions. They are the actions that must be per-
formed by the PEP in conjunction with the enforcement of an authorization decision.

After successful authentication and authorization, the Amazon File Manager 
downloads the requested resource from Amazon S3 server. More specifically, 
key server—1 sends key1 and the key server—2 sends key2 to the Amazon File 
Manager. These keys are XORED to get keyorg, that is,

 keyorg = key1 XOR key2

Then, keyorg is used to decrypt the resource by the encryption/decryption ser-
vice provider.
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The main motive behind using the two key servers is to avoid a single point of 
failure. If any of the key servers gets hacked, the data are not compromised as two 
keys, one from each of the key servers are needed to decrypt the data sources. In 
case one of the key servers is hacked and the keys stored on that server are compro-
mised, we run into the risk of rendering the data source stored on Amazon useless 
as we need two keys, one from each key server, to retrieve the original key used to 
encrypt the data source. To avoid this, we propose to take periodic backups of the 
keys on each of the key server.

Scenario: We now describe a sample scenario, depicting an interaction with the 
Amazon S3 storage service, with respect to the Blackbook system:

 1. The user U fires a search query to Blackbook (step 1 in Figure 24.2). Blackbook 
federates the query across various data sources, including the data source F 
that is securely stored on Amazon S3.

 2. We follow the OTP scheme to authenticate the client (Blackbook in this case) 
for using the AWS S3 service. The client machine sends the topmost value on 
the OTP stack along with the user credentials and the request to key servers 
1 and 2 (steps 2a and 2b in Figure 24.2).

 3. If the value passed by the client matches the value on the OTP stack of the 
key servers and the policies applicable for the user are valid for the request, 
the key servers send the “key” used to decrypt the data source (steps 3a and 
3b in Figure 24.1).

 4. The keys, key1 and key2, obtained from the key servers 1 and 2 are/
XOR-ed to obtain the original key used to decrypt the data source F (step 
4 in Figure 24.2).

 5. The Amazon File Manager passes the Amazon account credentials and the 
data source name to retrieve the data source (steps 5 and 6 in Figure 24.2).

 6. The encryption/decryption service manager retrieves the encrypted data 
source and then, using the XOR-ed key, decrypts the data source (steps 7 and 
8 in Figure 24.2).

 7. Blackbook performs a search on the data source retrieved from Amazon 
along with other data sources and returns the results to the user (step 9 in 
Figure 24.2).

A sample XACML request: The subject, testadmin@blackbook.jhuapl.edu, 
which belongs to the users group (attribute of the subject), is trying to perform 
a read action on the resource Amazons3. To create such a request, we need two 
subject attributes, one resource attribute, and one action attribute. The two subject 
attributes are rfc822Name (email ID) and the group to which the subject belongs. 
The one resource attribute is the URI of the resource and the one action attribute is 
the read action on the resource. The complete listing that demonstrates the creation 
of the PEP with all these attributes can be found in [PARI09].
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24.3  Experiments
In our approach, we have used the AES to encrypt data before storing them on 
Amazon S3 server. Uploading the data on the Amazon server are a one-time pro-
cess. The data source needs to be uploaded again only when the stored data needs 
to be modified. But the data source stored on Amazon S3 needs to be downloaded 
every time the user issues a search query to the Blackbook system. Since the data 
source needs to be decrypted every time a query is issued, it may affect performance 
since encryption and decryption are costly operations.

We ran the experiments on a Dell desktop computer running on Ubuntu Gutsy 
7.10 with the following hardware configuration:Intel® Pentium® 4 CPU 3.00 GHZ, 
1 GB RAM. The network bandwidth while running the experiments varied 
between 250 and 300 Mbps. We generated the data files using the triple-generation 
program provided by SP2B, the SPARQL Performance Benchmark [SPAR]. We 
experimented with 30 files of different sizes, ranging from 1 to 30 MB. The details 
of the experiments are given in [PARI09].

24.4  Summary and Directions
Cloud computing paradigm is becoming increasingly important in today’s world. 
Therefore, issues such as data security and privacy in the context of cloud comput-
ing have gained a lot of attention. In this chapter, we described techniques to pro-
tect our data by encrypting them before storing on cloud computing servers such as 
Amazon S3. Our approach is novel as we propose to use two key servers to generate 
and store the keys. Also, we assure more security than some of the other known 
approaches as we do not store the actual key used to encrypt the data. This assures 
the protection of our data even if one or both key servers are compromised. Our 
implementation utilizes Blackbook, a semantic web-based data integration frame-
work, which integrated data from various data sources.

In our current approach, we download the data source for every request from the 
user. In the future, we can make the provision to cache the data source requested by 
the user on our local server and provide the results to the user from the cached data 
source by treating it as a local data source. This approach will help to enhance per-
formance. Also, we can divide the data source in chunks and then upload it. Since 
the search process takes place in an asynchronous manner, we can download the 
chunks, search for results, and display them to the user, one at a time. Meanwhile, 
the application can keep downloading other chunks. We can also keep a track of 
the search history for the user. When the user logs into the system, we can down-
load chunks that a user is most likely to query.
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Conclusion to Part VI

The chapters in this part have described the experimental secure cloud systems that 
we have developed including secure cloud query processing and secure information 
integration.

In Chapter 22, we presented a system that allows cooperating organizations to 
securely share large amounts of data. We have ensured that the organizations have a 
large common storage area by using Hadoop. Further, we have used Hive to present 
users of our system with a structured view of the data and to also enable them to 
query the data with a SQL-like language.

In Chapter 23, we have described access control mechanisms for semantic web 
data stored in the cloud. Our implemented mechanism incorporates a token-based 
access control system where users of the system are granted tokens based on busi-
ness needs and authorization levels.

In Chapter 24, we described techniques to protect our data by encrypting it 
before storing on cloud computing servers like Amazon S3. Our approach is novel 
as we propose to use two key servers to generate and store the keys. Also, we pro-
vide more security than some of the other known approaches as we do not store the 
actual key used to encrypt the data. This assures the protection of our data even if 
one or both key servers are compromised.
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VIIEXPErIMENtaL 
CLOUD SYStEMS 
FOr SECUrItY 
aPPLICatIONS

Introduction to Part VII
In Part VI, we discussed our prototypes on secure cloud computing systems, in 
Part VII, we will discuss the use of cloud computing for security functions. That 
is, we will describe the systems we have developed that illustrate how cloud systems 
provide security-as-a-service.

Part VII consists of four chapters: 25, 26, 27, and 28. Our cloud-based malware 
detection system is discussed in Chapter 25. Our cloud-based insider threat detec-
tion is discussed in Chapter 26. Our assured information-sharing system in the 
cloud is discussed in Chapter 27. We described the design and implementation of a 
semantic-cloud-based information-sharing system in Chapter 28. A semantic cloud 
is a cloud that provides semantic web services to the consumer.
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Chapter 25

Cloud-Based Malware 
Detection for Evolving 
Data Streams

25.1 Overview
Malware is a potent vehicle for many successful cyber-attacks every year, including 
data and identity theft, system and data corruption, and denial of service; it there-
fore constitutes a significant security threat to many individuals and organiza-
tions. The average direct malware cost damages worldwide per year from 1999 to 
2006 have been estimated at $14 billion [COMP07]. This includes labor costs for 
analyzing, repairing, and disinfecting systems, productivity losses, revenue losses 
due to system loss or degraded performance, and other costs directly incurred 
as the result of the attack. However, the direct cost does not include the preven-
tion cost, such as antivirus software, hardware, and IT (information technology) 
security staff salary, and so on. Aside from these monetary losses, individuals and 
organizations also suffer identity theft, data theft, and other intangible losses due 
to successful attacks.

Malware includes viruses, worms, Trojan horses, time and logic bombs, botnets, 
and spyware. A number of techniques have been devised by researchers to counter 
these attacks; however, the more successful the researchers become in detecting and 
preventing the attacks, the more sophisticated malicious code appears in the wild. 
Thus, the arms race between malware authors and malware defenders continues 
to escalate. One popular technique applied by the antivirus community to detect 
malicious code is signature detection. This technique matches untrusted executables 
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against a unique telltale string or byte pattern known as a signature, which is used 
as an identifier for a particular malicious code. Although signature detection tech-
niques are widely used, they are not effective against zero-day attacks (new mali-
cious code), polymorphic attacks (different encryptions of the same binary), or 
metamorphic attacks (different code for the same functionality) [CRAN05]. There 
has therefore been a growing need for fast, automated, and efficient detection tech-
niques that are robust to these attacks.

This chapter describes a data mining technique that is dedicated to the auto-
mated generation of signatures to defend against these kinds of attacks. Owing to 
the need for near real-time performance of the malware detection tools, we have 
developed our data mining tool in the cloud. We describe the detailed design and 
implementation of this cloud-based tool in the remaining sections of this chapter.

The organization of this chapter is as follows: Section 25.2 discusses malware 
detection. Section 25.3 discusses related work. Section 25.4 discusses the classifica-
tion algorithm and proves its effectiveness analytically. Section 25.5 then describes 
the feature extraction and selection technique using cloud computing for malware 
detection, and Section 25.6 discusses data collection, experimental setup, evalu-
ation techniques, and results. Section 25.7 discusses several issues related to our 
approach. Section 25.8 summarizes our conclusions. Figure 25.1 illustrates the con-
cepts of this chapter.

25.2 Malware Detection
25.2.1  Malware Detection as a Data Stream 

Classification Problem
The problem of detecting malware using data mining [SCHU01], [KOLT04], 
[MASU08a] involves classifying each executable as either benign or malicious. 
Most past work has approached the problem as a static data classification problem, 
where the classification model is trained with fixed training data. However, the 
escalating rate of malware evolution and innovation is not well suited to static 
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Figure 25.1 Cloud-based malware detection for evolving data streams.
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training. Detection of continuously evolving malware is better treated as a data 
stream classification problem. In this paradigm, the data stream is a sequence of 
executables in which each data point is one executable. The stream is of infinite-
length. It also observes concept-drift as attackers relentlessly develop new techniques 
to avoid detection, changing the characteristics of the malicious code. Similarly, 
the characteristics of benign executables change with the evolution of compilers 
and operating systems.

Data stream classification is a major area of active research in the data mining 
community, and requires surmounting at least three challenges: First, the storage 
and maintenance of potentially unbounded historical data in an infinite-length, 
concept-drifting stream for training purposes is infeasible. Second, the classifica-
tion model must be adapted continuously to cope with concept-drift. Third, if there 
is no predefined feature space for the data points in the stream, new features with 
high discriminating power must be selected and extracted as the stream evolves, 
which we call feature evolution.

Solutions to the first two problems are related. Concept-drift necessitates refine-
ment of the hypothesis to accommodate the new concept; most of the old data must 
be discarded from the training set. Therefore, one of the main issues in mining 
concept-drifting data streams is the selection of training instances adequate to learn 
the evolving concept. Solving the third problem requires a feature selection process 
that is ongoing, since new and more powerful features are likely to emerge and old 
features are likely to become less dominant as the concept evolves. If the feature 
space is large, then the running time and memory requirements for feature extrac-
tion and selection becomes a bottleneck for the data stream classification system.

One approach to addressing concept-drift is to select and store the training data 
that are most consistent with the current concept [FAN04]. Other approaches, 
such as Very Fast Decision Trees (VFDTs) [Domingos and HULT00], update the 
existing classification model when new data appear. However, past work has shown 
that ensemble techniques are often more robust for handling unexpected changes 
and concept-drifts [WANG03], [SCHO05], [KOLT05]. These maintain an ensem-
ble of classifiers and update the ensemble when new data appear.

We design and develop a multipartition, multichunk ensemble classification 
algorithm that generalizes the existing ensemble methods. The generalization leads 
to significantly improved classification accuracy relative to the existing single-par-
tition, single-chunk ensemble approaches when tested on real-world data streams. 
The ensemble in our approach consists of Kv classifiers, where K is a constant and v 
is the number of partitions, to be explained shortly.

Our approach divides the data stream into equal-sized chunks. The chunk size 
is chosen so that all data in each chunk fits into the main memory. Each chunk, 
when labeled, is used to train classifiers. Whenever a new data chunk is labeled, the 
ensemble is updated as follows. We take the r most recent labeled consecutive data 
chunks, divide these r chunks into v partitions, and train a classifier with each par-
tition. Therefore, v classifiers are trained using the r consecutive chunks. We then 
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update the ensemble by choosing the best Kv classifiers (based on accuracy) among 
the newly trained v classifiers and the existing Kv classifiers. Thus, the total number 
of classifiers in the ensemble remains constant. Our approach is therefore parameter-
ized by the number of partitions v, the number of chunks r, and the ensemble size K.

Our approach does not assume that new data points appearing in the stream are 
immediately labeled. Instead, it defers the ensemble updating process until labels 
for the data points in the latest data chunk become available. In the meantime, 
new unlabeled data continue to be classified using the current ensemble. Thus, the 
approach is well suited to applications in which misclassifications solicit corrected 
labels from an expert user or other source. For example, consider the online credit 
card fraud detection problem. When a new credit card transaction takes place, 
its class ( fraud or authentic) is predicted using the current ensemble. Suppose a 
fraudulent transaction is misclassified as authentic. When the customer receives 
the bank statement, he identifies this error and reports it to the authority. In this 
way, the actual labels of the data points are obtained and the ensemble is updated 
accordingly.

25.2.2 Cloud Computing for Malware Detection
If the feature space of the data points is not fixed, a subproblem of the classification 
problem is the extraction and selection of features that describe each data point. As 
in earlier work (e.g., [KOLT04]), we use binary n-grams as features for malware 
detection. However, since the total number of possible n-grams is prohibitively 
large, we judiciously select n-grams that have the greatest discriminatory power. 
This selection process is ongoing; as the stream progresses, newer n-grams appear 
that dominate the older n-grams. These newer n-grams replace the old in our model 
in order to identify the best features for a particular period.

Naïve implementation of the feature extraction and selection process can be 
both time- and storage-intensive for large datasets. For example, our previous 
work [MASU08a] extracted roughly a quarter billion n-grams from a corpus of 
only 3500 executables. This feature extraction process required extensive virtual 
memory (with associated performance overhead), since not all of these features 
could be stored in the main memory. Extraction and selection required about 2 h 
of computation and many gigabytes of disk space for a machine with a quad-core 
processor and 12 GB of memory. This is despite the use of a purely static dataset; 
when the dataset is a dynamic stream, extraction and selection must recur, result-
ing in a major bottleneck. In this chapter, we consider a much larger dataset of 105 
thousand executables for which our previous approach is insufficient.

We therefore design and develop a scalable feature selection and extraction 
solution that leverages a cloud computing framework [DEAN08]. We show that 
depending on the availability of cluster nodes, the running time for feature extrac-
tion and selection can be reduced by a factor of m, where m is the number of 
nodes in the cloud cluster. The nodes are machines with inexpensive commodity 
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hardware. Therefore, the solution is also cost effective as high-end computing 
machines are not required.

25.2.3 Our Contributions
Our contributions can therefore be summarized as follows. We design and develop 
a generalized multipartition, multichunk ensemble technique that significantly 
reduces the expected classification error over existing single-partition, single-chunk 
ensemble methods. A theoretical analysis justifies the effectiveness of the approach. 
We then formulate the malware detection problem as a data stream classification 
problem and identify drawbacks of traditional malicious code detection techniques 
relative to our data mining approach.

We design and develop a scalable and cost-effective solution to this problem 
using a cloud computing framework. Finally, we apply our technique to syntheti-
cally generated data as well as real botnet traffic and real malicious executables, 
achieving better detection accuracy than other stream data classification tech-
niques. The results show that our ensemble technique constitutes a powerful tool 
for intrusion detection based on data stream classification.

25.3 related Work
Our work is related to both malware detection and stream mining. Both are dis-
cussed in this section. Traditional signature-based malware detectors identify mal-
ware by scanning untrusted binaries for distinguishing byte sequences or features. 
Features unique to malware are maintained in a signature database, which must 
be continually updated as new malware is discovered and analyzed. Traditionally, 
signature databases have been manually derived, updated, and disseminated by 
human experts as new malware appears and is analyzed. However, the escalating 
rate of new malware appearances and the advent of self-mutating, polymorphic 
malware over the past decade have made manual signature updating less practical. 
This has led to the development of automated data mining techniques for malware 
detection (e.g., [KOLT04], [SCHU01], [MASU08a], and [HAML09]) that are 
capable of automatically inferring signatures for previously unseen malware.

Data-mining-based approaches analyze the content of an executable and clas-
sify it as malware if a certain combination of features are found (or not found) in 
the executable. These malware detectors are first trained so that they can generalize 
the distinction between malicious and benign executables, and thus detect future 
instances of malware. The training process involves feature extraction and model 
building using these features. Data-mining-based malware detectors differ mainly 
on how the features are extracted and which machine learning technique is used to 
build the model. The performance of these techniques largely depends on the qual-
ity of the features that are extracted.



426  ◾  Developing and Securing the Cloud

© 2010 Taylor & Francis Group, LLC

In the work reported in [SCHU01], the authors extract DLL call information 
(using GNU binutils) and character strings (using GNU strings) from the head-
ers of Windows PE executables, as well as 2-byte sequences from the executable 
content. The DLL calls, strings, and bytes are used as features to train models. 
Models are trained using two different machine learning techniques, RIPPER 
[COHE96] and Naïve Bayes (NB) [MICH94], to compare their relative perfor-
mances. In [KOLT04], the authors extract binary n-gram features from executa-
bles and apply them to different classification methods, such as k-nearest neighbor 
(KNN) [AHA91], NB, support vector machines (SVM) [BOSE92], decision trees 
[QUIN03], and boosting [FREU96]. Boosting is applied in combination with vari-
ous other learning algorithms to obtain improved models (e.g., boosted decision 
trees). Our previous work on data-mining-based malware detection [MASU08a] 
extracts binary n-grams from the executable, assembly instruction sequences from 
the disassembled executables, and DLL call information from the program headers. 
The classification models used in this work are SVM, decision tree, NB, boosted 
decision tree, and boosted NB.

Hamsa and Polygraph [LI06], [NEWS05] apply a simple form of data mining 
to generate worm signatures automatically using binary n-grams as features. Both 
identify a collection of n-grams as a worm signature if they appear only in mali-
cious binaries (i.e., positive samples) and never in benign binaries. This differs from 
the traditional data mining approaches already discussed (including ours) in two 
significant respects: First, Polygraph and Hamsa limit their attention to n-grams 
that appear only in the malicious pool, whereas traditional data mining techniques 
also consider n-grams that appear in the benign pool to improve the classification 
accuracy. Second, Polygraph and Hamsa define signature matches as simply the 
presence of a set of n-grams, whereas traditional data mining approaches build 
classification models that match samples based on both the presence and absence of 
features. Traditional data mining approaches therefore generalize the approaches of 
Polygraph and Hamsa, with corresponding increases in power.

Almost all past work has approached the malware detection problem as a static 
data classification problem in which the classification model is trained with fixed 
training data. However, the rapid emergence of new types of malware and new 
obfuscation strategies adopted by malware authors introduces a dynamic compo-
nent to the problem that violates the static paradigm. We therefore argue that effec-
tive malware detection must be increasingly treated as a data stream classification 
problem in order to keep pace with attacks.

Many existing data stream classification techniques target infinite-length 
data streams that exhibit concept drift [AGRA06], [WANG03], [YANG05] 
[KOLT05], [HULT01], [FAN04], [GAO07], [HASH09], and [ZANG09]. All of 
these techniques adopt a one-pass incremental update approach, but with differing 
approaches to the incremental updating mechanism. Most can be grouped into two 
main classes: single-model incremental approaches and hybrid batch-incremental 
approaches.
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Single-model incremental updating involves dynamically updating a single 
model with each new training instance. For example, decision tree models can be 
incrementally updated with incoming data [HULT01]. In contrast, hybrid batch-
incremental approaches build each model from a batch of training data using a tra-
ditional batch learning technique. Older models are then periodically replaced by 
newer models as the concept drifts [WANG03], [BIFF09]. [YANG05], [FAN04], 
[GAO07]. Some of these hybrid approaches use a single model to classify the 
unlabeled data (e.g., [YANG05] and [CHEN08]) while others use an ensemble of 
models (e.g., [WANG03] and [SCHO05]). Hybrid approaches have the advantage 
that model updates are typically far simpler than in single-model approaches; for 
example, classifiers in the ensemble can simply be removed or replaced. However, 
other techniques that combine the two approaches by incrementally updating the 
classifiers within the ensemble can be more complex [KOLT05].

Accuracy Weighted Classifier Ensembles (AWE) [WANG03], [SCHO05] are an 
important category of hybrid-incremental updating ensemble classifiers that use 
weighted majority voting for classification. These divide the stream into equal-sized 
chunks, and each chunk is used to train a classification model. An ensemble of K such 
models classifies the unlabeled data. Each time a new data chunk is labeled, a new clas-
sifier is trained from that chunk. This classifier replaces one of the existing classifiers 
in the ensemble. The replacement victim is chosen by evaluating the accuracy of each 
classifier on the latest training chunk. These ensemble approaches have the advantage 
that they can be built more efficiently than a continually updated single model, and 
they observe higher accuracy than their single-model counterparts [TUME96].

Our ensemble approach is most closely related to AWE, but with a number of 
significant differences. First, we apply multipartitioning of the training data to build 
v classifiers from that training data. Second, the training data consists of r consecu-
tive data chunks (i.e., a multichunk approach) rather than from a single chunk. We 
have proved both analytically and empirically that both of these enhancements, 
that is, multipartitioning and multichunk, significantly reduces ensemble clas-
sification error [MASU11]. Third, when we update the ensemble, v classifiers in 
the ensemble are replaced by v newly trained classifiers. The v classifiers that are 
replaced may come from different chunks; thus, although some classifiers from a 
chunk may have been removed, other classifiers from that chunk may still remain 
in the ensemble. This differs from AWE, in which removal of a classifier means 
total removal of the knowledge obtained from one whole chunk. Our replacement 
strategy also contributes to error reduction. Finally, we use simple majority voting 
rather than weighted voting, which is more suitable for data streams, as shown in 
[GAO07]. Thus, our multipartition, multichunk ensemble approach is a more gen-
eralized and efficient form of that implemented by AWE.

Our work extends our previously published work [MASU09]. Most existing 
data stream classification techniques, including our previous work, assume that the 
feature space of the data points in the stream is fixed. However, in some cases, such 
as text data, this assumption is not valid. For example, when features are words, the 
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feature space cannot be fully determined at the start of the stream since new words 
appear frequently. In addition, it is likely that much of this large lexicon of words has 
low discriminatory power, and is therefore best omitted from the feature space. It is 
therefore more effective and efficient to select a subset of the candidate features for 
each data point. This feature selection must occur incrementally as newer, more dis-
criminating candidate features arise and older features become outdated. Therefore, 
feature extraction and selection should be an integral part of data stream classifi-
cation. In this chapter, we describe the design and implementation of an efficient 
and scalable feature extraction and selection technique using a cloud computing 
framework [ZHAO09], [DEAN08]. This approach supersedes our previous work in 
that it considers the real challenges in data stream classification that occur when the 
feature space cannot be predetermined. This facilitates application of our technique 
to the detection of real malicious executables from a large, evolving dataset, showing 
that it can detect newer varieties of malware as malware instances evolve over time.

25.4 Design and Implementation of the System
25.4.1 Ensemble Construction and Updating
Our Extended, MultiPartition, Multi-Chunk (EMPC) ensemble learning approach 
maintains an ensemble A = {A1, A2,. . ., AKv} of the most recent, best Kv classifiers. 
Each time a new data chunk Dn arrives, it tests the data chunk with the ensemble A. 
The ensemble is updated once chunk Dn is labeled. The classification process uses 
simple majority voting.

The ensemble construction updating process is illustrated in Figure 25.2 and 
summarized in Algorithm 1. Lines 1–3 of the algorithm compute the error of each 
classifier Ai ∈ A on chunk Dn, where Dn is the most recent data chunk that has been 
labeled. Let D be the data of the most recently labeled r data chunks, including Dn. 
Line 5 randomly partitions D into v equal parts {d1,. . ., dv} such that all the parts 
have roughly the same class distributions. Lines 6–9 train a new batch of v classifiers, 
where each classifier An is trained with dataset D − dj. The error of each classifier 
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An ∈ An is computed by testing it on its corresponding test data. Finally, line 10 
selects the best Kv classifiers from the Kv + v classifiers in An ∪ A based on the errors 
of each classifier computed in lines 2 and 8. Note that any subset of the nth batch of 
v classifiers may be selected for inclusion in the new ensemble.

25.4.2 Error Reduction Analysis
As explained in Algorithm 1, we build ensemble A of Kv classifiers. A test instance 
x is classified using a majority vote of the classifiers in the ensemble. We use simple 
majority voting rather than weighted majority voting (refer to [WANG03]), since 
simple majority voting has been theoretically proven the optimal choice for data 
streams [GAO07]. Weighted voting can be problematic in these contexts because 
it assumes that the distribution of training and test data are the same. However, in 
data streams, this assumption is violated because of concept-drift. Simple majority 
voting is therefore a better alternative. Our experiments confirm this in practice, 
obtaining better results with simple rather than weighted majority voting.

We have shown in [MASU11] that EMPC can further reduce the expected error 
in classifying concept-drifting data streams compared to Single-Partition, Single-
Chunk (SPC) approaches, which use only one data chunk for training a single clas-
sifier (i.e., r = v = 1). Intuitively, there are two main reasons for the error reduction. 
First, the training data per classifier is increased by introducing the multichunk 
concept. Larger training data naturally leads to better trained model, reducing the 
error. Second, rather than training only one model from the training data, we par-
tition the data into v partitions, and train one model from each partition. This 
further reduces error because the mean expected error of an ensemble of v classifiers 
is theoretically v times lower than that of a single classifier [TUME96]. Therefore, 
both the multichunk and multipartition strategy contribute to error reduction.

Algorithm 1: Updating the classifier ensemble
Input: { , , }D Dn r n− + …1  the r most recently labeled data chunks
A: the current ensemble of best Kv classifiers
Output: an updated ensemble A

1: for each classifier A Ai ∈  do
2:   e A error of A Di i n( ) ←    on  // test and compute error
3: end for
4: D Dj n r

n
j← ∪ = − +1

5: Partition D into equal parts {d1, d2, …, dv}
6: for j = 1 to v do
7: A n D dj

n
j← −newly trained classifier from data

8:   e A A dj j j( ) ← error of on  // test and compute error
9: end for
10: A ← best Kv from An ∪ A based on computed error e(.)
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25.4.3 Empirical Error Reduction and Time Complexity
For a given partition size v, increasing the window size r only yields reduced error 
up to a certain point. After that, increasing r actually hurts the performance of 
our algorithm, because inequality (18) is violated. The upper bound of r depends 
on the magnitude of drift ρd. We have shown in [MASU11] the relative error ER 
for v = 2, and different values of ρd, for increasing r. It is clear from the graph that 
for lower values of ρd, increasing r reduces the relative error by a greater margin. 
However, in all cases after r exceeds a certain threshold, ER becomes greater than 
1. Although it may not be possible to know the actual value of ρd from the data, we 
may determine the optimal value of r experimentally. In our experiments, we found 
that for smaller chunk sizes, higher values of r work better, and vice versa. However, 
the best performance-cost trade-off is found for r = 2 or r = 3. We have used r = 2 
in our experiments. Similarly, the upper bound of v can be derived from inequality 
(18) for a fixed value of r. It should be noted that if v is increased, running time also 
increases. From our experiments, we obtained the best performance-cost trade-off 
for v = 5.

The time complexity of the algorithm is O(vn(Ks + f (rs))), where n is the total 
number of data chunks, s is the size of each chunk, and f (z) is the time required 
to build a classifier on a training data of size z. Since v is constant, the complexity 
becomes O(n(Ks + f (rs))). This is at most a constant factor rv slower than the clos-
est related work [WANG03], but with the advantage of significantly reduced error.

25.4.4 Hadoop/MapReduce Framework
We used the open-source Hadoop [APAC10] MapReduce framework to implement 
our experiments. Here, we provide some of the algorithmic details of the Hadoop 
MapReduce feature extraction and selection algorithm. The Map function in a 
MapReduce framework takes a key-value pair as input and yields a list of interme-
diate key-value pairs for each.

 Map: (MKey × MVal) → (RKey × RVal)∗

All the Map tasks are processed in parallel by each node in the cluster without 
sharing data with other nodes. Hadoop collates the output of the Map tasks by 
grouping each set of intermediate values V ⊆ RVal that share a common intermedi-
ate key k ∈ RKey. The resulting collated pairs (k, V) are then streamed to Reduce 
nodes. Each reducer in a Hadoop MapReduce framework therefore receives a list of 
multiple (k, V) pairs, issued by Hadoop one at a time in an iterative fashion. Reduce 
can therefore be understood as a function having signature

 Reduce: (RKey × RVal∗)∗ → Val.

Codomain Val is the type of the final results of the MapReduce cycle.
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In our framework, Map keys (MKey) are binary file identifiers (e.g., filenames), 
and Map values (MVal) are the file contents in bytes. Reduce keys (RKey) are 
n-gram features, and their corresponding values (RVal) are the class labels of the 
file instances where they were found. Algorithm 2 shows the feature extraction 
procedure that Map nodes use to map the former to the latter.

Lines 5–10 of Algorithm 3 tally the class labels reported by Map to obtain posi-
tive and negative instance counts for each n-gram. These form a basis for comput-
ing the information gain of each n-gram in line 11. Lines 12–16 use a min-heap 
data structure h to filter all but the best S features as evaluated by information gain. 
The final best S features encountered are returned by lines 18–20.

The q reducers in the Hadoop system therefore yield a total of qS candidate 
features and their information gains. These are streamed to a second reducer that 
simply implements the last half of Algorithm 3 to select the best S features.

Algorithm 2: Map(file_id, bytes)
Input: file file id with content bytes
Output: list of pairs (g, l), where g is an n-gram and l is file id’s label

1: T ← ∅
2: for all n-grams g in bytes do
3: T T g labelof file id← ∪ { }, ( )  {(g, labelof(fil_id))}
4: end for
5: for all ( , )g l T∈  do
6: print (g, l )
7: end for

Algorithm 3: Reducep,t (F)
Input: list F of (g, L) pairs, where g is an n-gram and L is a list of class labels; total 
size t of original instance set; total number p of positive instances
Output: S pairs (g, i), where i is the information gain of n-gram g

1: heap h/* empty min-heap */
2: for all (g, L) in F do
3: t ′ ← 0
4: p′ ← 0
5: for all l in L do
6: t t′ ′← + 1
7: if l = + then
8: p ← p + 1
9: end if
10: end for
11: i G p t p t← ( )� ′ ′, , , /* see Equation 21 */
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12: if h. size < S then
13: h insert i g. ( )( )

14: else if (h. root < i) then
15: h replace h root i g. ( . , )( )

16: end if
17: end for
18: for all i(g) in h do
19: print (g, i)
20: end for

25.5 Malicious Code Detection
25.5.1 Overview
Malware is a major source of cyber-attacks. Some malware varieties are purely 
static; each instance is an exact copy of the instance that propagated it. These are 
relatively easier to be detected and filtered once a single instance has been identified. 
However, a much more significant body of current-day malware is polymorphic. 
Polymorphic malware self-modifies during propagation so that each instance has a 
unique syntax but carries a semantically identical malicious payload. The antivirus 
community invests significant effort and manpower toward devising, automating, 
and deploying algorithms that detect particular malware instances and polymor-
phic malware families that have been identified and analyzed by human experts. 
This has led to an escalating arms race between malware authors and antiviral 
defenders, in which each camp seeks to develop offenses and defenses that counter 
the recent advances of the other. With the increasing ease of malware development 
and the exponential growth of malware variants, many believe that this race will 
ultimately prove to be a losing battle for the defenders.

The malicious code detection problem can be modeled as a data mining problem 
for a stream having both infinite length and concept-drift. Concept-drift occurs as 
polymorphic malware mutates, and as attackers and defenders introduce new tech-
nologies to the arms race. This conceptualization invites application of our stream 
classification technique to automate the detection of new malicious executables.

Feature extraction using n-gram analysis involves extracting all possible n-grams 
from the given dataset (training set), and selecting the best n-grams among them. 
Each such n-gram is a feature. That is, an n-gram is a sequence of n bytes. Before 
extracting n-grams, we preprocess the binary executables by converting them into 
hexdump files. Here, the granularity level is 1 byte. We apply the UNIX hexdump 
utility to convert the binary executable files into text files (hexdump files) containing 
the hexadecimal numbers corresponding to each byte of the binary. This process is 
performed to ensure safe and easy portability of the binary executables. In a nondis-
tributed framework, the feature extraction process consists of two phases: feature 
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extraction and feature selection, described shortly. Our cloud computing variant of 
this traditional technique is presented in this chapter.

25.5.2 Nondistributed Feature Extraction and Selection
In a nondistributed setting, feature extraction proceeds as follows. Each hexdump 
file is scanned by sliding an n-byte window over its content. Each n-byte sequence 
that appears in the window is an n-gram. For each n-gram g, we tally the total 
number tg of file instances in which g appears, as well as the total number pg ≤ tg of 
these that are positive (i.e., malicious executables).

This involves maintaining a hash table T of all n-grams encountered so far. If g is 
not found in T, then g is added to T with counts tg = 1 and pg ∈ {0, 1} depending on 
whether the current file has a negative or positive class label. If g is already in T, then 
tg is incremented and pg is conditionally incremented depending on the file’s label. 
When all hexdump files have been scanned, T contains all the unique n-grams in the 
dataset along with their frequencies in the positive instances and in total.

It is not always practical to use all n-gram features extracted from all the files 
corresponding to the current chunk. The exponential number of such n-grams may 
introduce unacceptable memory overhead, slow the training process, or confuse the 
classifier with large numbers of noisy, redundant, or irrelevant features. To avoid 
these pitfalls, candidate n-gram features must be sorted according to a selection 
criterion so that only the best ones are selected.

We choose information gain as the selection criterion, because it is one of the 
most effective criteria used in literature for selecting the best features. Information 
gain can be defined as a measure of the effectiveness of an attribute (i.e., feature) for 
classifying the training data. If we split the training data based on the values of this 
attribute, then information gain measures the expected reduction in entropy after 
the split. The more an attribute reduces entropy in the training data, the better that 
attribute is for classifying the data.

We have shown in [MASU11] that as new features are considered, their infor-
mation gains are compared against the heap’s root. If the gain of the new fea-
ture is greater than that of the root, the root is discarded and the new feature 
inserted into the heap. Otherwise, the new feature is discarded and feature selec-
tion continues.

25.5.3 Distributed Feature Extraction and Selection
There are several drawbacks related to the nondistributed feature extraction and 
selection approach just described.

 ◾ The total number of extracted n-gram features might be very large. For exam-
ple, the total number of 4-grams in one chunk is around 200 million. It 
might not be possible to store all of them in the main memory. One obvious 
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solution is to store the n-grams in a disk file, but this introduces unacceptable 
overhead due to the cost of disk read/write operations.

 ◾ If colliding features in hash table T are not sorted, then a linear search is 
required for each scanned n-gram during feature extraction to test whether 
it is already in T. If they are sorted, then the linear search is required dur-
ing insertion. In either case, the time to extract all n-grams is worst-case 
quadratic in the total number N of n-grams in each chunk, an impractical 
amount of time when N ≈ 108. Similarly, the nondistributed feature selec-
tion process requires a sort of the n-grams in each chunk. In general, this 
requires O(N log N) time, which is impractical when N is large.

To efficiently and effectively tackle the drawbacks of the nondistributed feature 
extraction and selection approach, we leverage the power of cloud computing. This 
allows feature extraction, n-gram sorting, and feature selection to be performed in 
parallel, utilizing the Hadoop MapReduce framework.

MapReduce [DEAN08] is an increasingly popular distributed programming 
paradigm used in cloud computing environments. The model processes large data-
sets in parallel, distributing the workload across many nodes (machines) in a share-
nothing fashion. The main focus is to simplify the processing of large datasets using 
inexpensive cluster computers. Another objective is ease of usability with both load 
balancing and fault tolerance.

MapReduce is named for its two primary functions. The Map function breaks 
jobs down into subtasks to be distributed to available nodes, whereas its dual, 
Reduce, aggregates the results of completed subtasks. We will henceforth refer to 
nodes performing these functions as mappers and reducers, respectively. The details 
of the MapReduce process for n-gram feature extraction and selection are explained 
in the Appendix. In this section, we give a high-level overview of the approach.

Each training chunk containing N training files are used to extract the n-grams. 
These training files are first distributed among m nodes (machines) by HDFS (Figure 
25.3, step 1). Quantity m is selected by HDFS depending on system availability. Each 
node then independently extracts n-grams from the subset of training files supplied to 
the node using the technique [MASU11] (Figure 25.3, step 2). When all nodes finish 
their jobs, the n-grams extracted from each node are collated (Figure 25.3, step 3).

For example, suppose Node 1 observes n-gram abc in one positive instance 
(i.e., a malicious training file) while Node 2 observes it in a negative (i.e., benign) 
instance. This is denoted by pairs abc, + and abc, − under Nodes 1 and 2 (respec-
tively) in Figure 25.3. When the n-grams are combined, the labels of instances 
containing identical n-grams are aggregated. Therefore, the aggregated pair for abc 
is abc, + −. The combined n-grams are distributed to q reducers (with q chosen by 
HDFS based on system availability). Each reducer first tallies the aggregated labels 
to obtain a positive count and a total count. In the case of n-gram abc, we obtain 
tallies of pabc = 1 and tabc = 2. The reducer uses these tallies to choose the best S 
n-grams (based on Equation 21) from the subset of n-grams supplied to the node 
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(Figure 25.3, step 5). This can be done efficiently using a min-heap of size S; the 
process requires O(W log S) time, where W is the total number of n-grams supplied 
to each reducer. In contrast, the nondistributed version requires O(W log W) time. 
Thus, from the q reducer nodes, we obtain qS n-grams. From these, we again select 
the best S by running another round of the MapReduce cycle in which the Map 
phase does nothing but the Reduce phase performs feature selection using only one 
node (Figure 25.3, step 6). Each feature in a feature set is binary; its value is 1 if it 
is present in a given instance (i.e., executable) and 0 otherwise. For each training 
or testing instance, we compute the feature vector whose bits consist of the feature 
values of the corresponding feature set. These feature vectors are used by the classi-
fiers for training and testing.

25.6 Experiments
We evaluated our approach on synthetic data, botnet traffic generated in a con-
trolled environment, and a malware dataset. The results of the experiments are 
compared with several baseline methods.

25.6.1 Data Sets

25.6.1.1 Synthetic Dataset

To generate synthetic data with a drifting concept, we use a moving hyperplane, 
given by ∑ ==i

d
i ia x a1 0 [WANG03]. If ∑ ≤=i

d
i ia x a1 0, then an example is negative; 
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otherwise it is positive. Each example is a randomly generated d dimensional vec-
tor { }, ,x xd1 …  where xi ∈[ , ]0 1  eights { }, ,a ad1 …  are also randomly initialized with 
a real number in the range [0,1] the value of a0 is adjusted so that roughly the 
same number of positive and negative examples are generated. This can be done 
by choosing a ai

d
i0 11 2= ∑ =( )/ . We also introduce noise randomly by switching the 

labels of percent of the examples, where p = 5n in our experiments. There are sev-
eral parameters that simulate concept-drift. We use parameters identical to those 
in [WANG03]. In total, we generate 250,000 records and four different datasets 
having chunk sizes 250, 500, 750, and 1000, respectively. Each dataset has 50% 
positive instances and 50% negative.

25.6.1.2 Botnet Dataset

Botnets are networks of compromised hosts known as bots, all under the control 
of a human attacker known as the botmaster [BARF06]. The botmaster can issue 
commands to the bots to perform malicious actions, such as launching DDoS 
attacks, spamming, spying, and so on. Botnets are widely regarded as an enormous 
emerging threat to the Internet community. Many cutting-edge botnets apply peer-
to-peer (P2P) technology to reliably and covertly communicate as the botnet topol-
ogy evolves. These botnets are distributed and small, making them more difficult 
to detect and destroy. Examples of P2P bots include Nugache [LEMO06], Sinit 
[STEW03], and Trojan.Peacomm [GRIZ07].

Botnet traffic can be viewed as a data stream having both infinite length and 
concept-drift. Concept-drift occurs as the bot undertakes new malicious missions 
or adopts differing communication strategies in response to new botmaster instruc-
tions. We therefore consider our stream classification technique to be well suited to 
detecting P2P botnet traffic.

We generate real P2P botnet traffic in a controlled environment using the 
Nugache P2P bot [LEMO06]. The details of the feature extraction process are 
discussed in Masud et al. [MASU08b]. There are 81 continuous attributes in total. 
The whole dataset consists of 30,000 records, representing one week’s worth of net-
work traffic. We generate four different datasets having chunk sizes of 30, 60, 90, 
and 120 min, respectively. Each dataset has 25% positive (botnet traffic) instances 
and 75% negative (benign traffic).

25.6.1.3 Malware Dataset

We extract a total of 38,694 benign executables from different Windows machines, 
and a total of 66,694 malicious executables collected from an online malware 
repository VX Heavens [VX10], which contains a large collection of malicious exe-
cutables (viruses, worms, trojans, and back-doors). The benign executables include 
various applications found at the Windows installation folder, as well as other exe-
cutables in the default program installation directory.
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We select only the Win32 Portable Executables (PE) in both cases. Experiments 
with the ELF executables are a potential direction of future work. The collected 
105,388 files (benign and malicious) form a data stream of 130 chunks, each con-
sisting of 2000 instances (executable files). The stream order was chosen by sort-
ing the malware by version and discovery date, simulating the evolving nature of 
Internet malware. Each chunk has 1500 benign executables (75% negative) and 
500 malicious executables (25% positive). The feature extraction and selection pro-
cess for this dataset is described in earlier sections.

Note that all these datasets are dynamic in nature. Their unbounded (poten-
tially infinite-length) size puts them beyond the scope of purely static classifi-
cation frameworks. The synthetic data also exhibits concept-drift. Although it 
is not possible to accurately determine whether the real datasets have concept-
drift, theoretically the stream of executables should exhibit concept-drift when 
observed over a long period of time. The malware data exhibits feature evolution 
as evidenced by the differing set of distinguishing features identified for each 
chunk.

25.6.2 Baseline Methods
For classification, we use the Weka machine learning open-source package 
[HALL09]. We apply two different classifiers: J48 decision tree and Ripper. We 
then compare each of the following baseline techniques to our EMPC algorithm.

BestK. This is an SPC ensemble approach, where an ensemble of the best K clas-
sifiers is used. The ensemble is created by storing all the classifiers seen so far, and 
selecting the best K based on expected error on the most recent training chunk. An 
instance is tested using simple majority voting.

Last. In this case, we only keep the classifier trained on the most recent training 
chunk. This can be considered an SPC approach with K = 1.

AWE. This is the SPC method implemented using Accuracy-Weighted classifier 
Ensembles [WANG03]. It builds an ensemble of K models, where each model is 
trained from one data chunk. The ensemble is updated as follows. Let Cn be the 
classifier built on the most recent training chunk. From the existing K models and 
the newest model Cn, the K best models are selected based on their error on the 
most recent training chunk. Selection is based on weighted voting where the weight 
of each model is inversely proportional to the error of the model on the most recent 
training chunk.

All. This SPC uses an ensemble of all the classifiers seen so far. The new data 
chunk is tested with this ensemble by simple voting among the classifiers. Since this 
is an SPC approach, each classifier is trained from only one data chunk.

We obtain the optimal values of r and v to be between 2 and 3, and between 
3 and 5, respectively, for most datasets. Unless and otherwise, we use r = 2 and 
v = 5 in our experiments. To obtain a fair comparison, we use the same value for K 
(ensemble size) in EMPC and all baseline techniques.
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25.6.2.1 Hadoop Distributed System Setup

The distributed system on which we performed our experiments consists of a cluster 
of 10 nodes. Each node has the same hardware configuration: an Intel Pentium IV 
2.8 GHz processor, 4 GB main memory, and 640 GB hard disk space. The soft-
ware environment consists of a Ubuntu 9.10 operating system, the Hadoop-0.20.1 
distributed computing platform, the JDK 1.6 Java development platform, and a 
100 MB LAN network link.

25.7 Discussion
Our work considers a feature space consisting of purely syntactic features: binary 
n-grams drawn from executable code segments, static data segments, headers, and 
all other contents of untrusted files. Higher-level structural features such as call- 
and control-flow graphs, and dynamic features such as runtime traces, are beyond 
our current scope. Nevertheless, n-gram features have been observed to have very 
high discriminatory power for malware detection, as demonstrated by a large body 
of prior work as well as our experiments. This is in part because n-gram sets that 
span the entire binary file content, including headers and data tables, capture 
important low-level structural details that are often abstracted away by higher-level 
representations. For example, malware often contains hand-written assembly code 
that has been assembled and linked using nonstandard tools. This allows attackers 
to implement binary obfuscations and low-level exploits not available from higher-
level source languages and standard compilers. As a result, malware often contains 
unusual instruction encodings, header structures, and link tables whose abnormali-
ties can only be seen at the raw binary level, not in assembly code listings, control-
flow graphs, or system API call traces. Expanding the feature space to include these 
additional higher-level features requires an efficient and reliable method of harvest-
ing them and assessing their relative discriminatory power during feature selection, 
and is reserved as a subject of future work.

The empirical results reported in [MASU11] confirm our analysis that shows 
that multipartition, multichunk approaches should perform better than single-
chunk, single-partition approaches. Intuitively, a classifier trained on multi-
ple chunks should have better prediction accuracy than a classifier trained on a 
single chunk because of the larger training data. Furthermore, if more than one 
classifier is trained by multipartitioning the training data, the prediction accu-
racy of the resulting ensemble of classifiers should be higher than a single classifier 
trained from the same training data because of the error reduction power of an 
ensemble over single classifier. In addition, the accuracy advantages of EMPC can 
be traced to two important differences between our work and that of AWE. First, 
when a classifier is removed during ensemble updating in AWE, all information 
obtained from the corresponding chunk is forgotten; but in EMPC, one or more 
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classifiers from an earlier chunk may survive. Thus, EMPC ensemble updating 
tends to retain more information than that of AWE, leading to a better ensemble. 
Second, AWE requires at least Kv data chunks, whereas EMPC requires at least 
K + r − 1 data chunks to obtain Kv classifiers. Thus, AWE tends to keep much older 
classifiers in the ensemble than EMPC, leading to some outdated classifiers that 
can have a negative effect on the classification accuracy.

However, the higher accuracy comes with an increased cost in running time. 
Theoretically, EMPC is at most rv times slower than AWE, its closest competi-
tor in accuracy. This is also evident in the empirical evaluation, which shows that 
the running time of EMPC is within 5 times that of AWE (for r = 2 and v = 5). 
However, some optimizations can be adopted to reduce the runtime cost. First, par-
allelization of training for each partition can be easily implemented, reducing the 
training time by a factor of v. Second, classification by each model in the ensemble 
can also be done in parallel, thereby reducing the classification time by a factor 
of Kv. Therefore, parallelization of training and classification should reduce the 
running time at least by a factor of v, making the runtime close to that of AWE. 
Alternatively, if parallelization is not available, parameters v and r can be lowered 
to sacrifice prediction accuracy for lower runtime cost. In this case, the desired 
balance between runtime and prediction accuracy can be obtained by evaluating 
the first few chunks of the stream with different values of v and r and choosing the 
most suitable values.

25.8 Summary and Directions
Many intrusion detection problems can be formulated as classification problems for 
infinite-length, concept-drifting data streams. Concept-drift occurs in these streams 
as attackers react and adapt to defenses. We formulated both malicious code detec-
tion and botnet traffic detection as such problems, and introduced EMPC, a novel 
ensemble learning technique for automated classification of infinite-length, concept-
drifting streams. Applying EMPC to real data streams obtained from polymorphic 
malware and botnet traffic samples yielded better detection accuracies than other 
stream data classification techniques. This shows that the approach is useful and 
effective for both intrusion detection and more general data stream classification.

EMPC uses generalized, multipartition, multichunk ensemble learning. Both 
theoretical and empirical evaluation of the technique show that it significantly 
reduces the expected classification error over existing single-partition, single-chunk 
ensemble methods. Moreover, we show that EMPC can be elegantly implemented 
in a cloud computing framework based on MapReduce [DEAN08]. The result is a 
low-cost, scalable stream classification framework with high classification accuracy 
and low runtime overhead.

At least two extensions to our technique offer promising directions of future 
work. First, our current feature selection procedure limits its attention to the best 
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S features based on information gain as the selection criterion. The classification 
accuracy could potentially be improved by leveraging recent work on supervised 
dimensionality reduction techniques [RISH08], [SAJA05] for improved feature 
selection. Second, the runtime performance of our approach could be improved 
by exploiting additional parallelism available in the cloud computing architecture. 
For example, the classifiers of an ensemble could be run in parallel as mappers 
in a MapReduce framework, with reducers that aggregate the results for voting. 
Similarly, the candidate classifiers for the next ensemble could be trained and evalu-
ated in parallel. Reformulating the ensemble components of the system in this way 
could lead to significantly shortened processing times, and hence opportunities to 
devote more processing time to classification for improved accuracy.
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Chapter 26

Cloud-Based Data Mining 
for Insider threat 
Detection

26.1  Overview
Effective detection of insider threats requires monitoring mechanisms that are far 
more fine grained than for external threat detection. These monitors must be effi-
ciently and reliably deployable in the software environments where actions endemic 
to malicious insider missions are caught in a timely manner. Such environments 
typically include user-level applications, such as word processors, email clients, 
and web browsers for which reliable monitoring of internal events by conventional 
means is difficult.

To monitor the activities of the insiders, tools are needed to capture the commu-
nications and relationships between the insiders, store the captured relationships, 
query the stored relationships, and ultimately analyze the relationships so that pat-
terns can be extracted that would give the analyst better insights into the potential 
threats. Over time, the number of communications and relationships between the 
insiders could be in billions. Using the tools developed under our project, billions 
of relationships between the insiders can be captured, stored, queried, and analyzed 
to detect malicious insiders.

In this chapter, we will discuss how data mining technologies may be applied 
for insider threat detection in the cloud. First, we will discuss how semantic web 
technologies may be used to represent the communication between insiders. Next, 
we will discuss our approach to insider threat detection. Finally, we will provide an 
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overview of our framework for insider threat detection that also incorporates some 
other techniques.

The organization of this chapter is as follows. In Section 26.2, we will discuss 
the challenges, related work, and our approach to this problem. Our approach will 
be discussed in detail in Section 26.3. Our framework will be discussed in Section 
26.4. This chapter concludes with Section 26.5. Figure 26.1 illustrates the contents 
of this chapter.

26.2  Challenges, related Work, and Our approach
The insiders and the relationships between the insiders are presented as nodes and 
links in a graph. Therefore, the challenge is to represent the information in graphs, 
develop efficient storage strategies, develop query processing techniques for the 
graphs, and subsequently develop data mining and analysis techniques to extract 
information from the graphs. In particular, there are three major challenges:

 1. Storing these large graphs in an expressive and unified manner in a secondary 
storage.

 2. Devising scalable solutions for querying the large graphs to find the relevant 
data.

 3. Identifying the relevant features for the complex graphs and subsequently 
detecting insider threats in a dynamic environment that changes over time.

The motivation behind our approach is to address the three challenges we have 
mentioned above. We are developing solutions based on cloud computing (i) to 
characterize graphs containing up to billions of nodes and edges between nodes 
representing activities (e.g., credit card transactions), email, or text messages. Since 
the graphs will be massive, we will develop technologies for efficient and persis-
tent storage. (ii) To facilitate the novel anomaly detection, we require an efficient 
interface to fetch the relevant data in a timely manner from this persistent storage. 

Insider
threat

detection

Semantic
web-based

architecture
Comprehensive

framework

Figure 26.1 Cloud-based data mining for insider threat detection.
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Therefore, we will develop efficient query techniques on the stored graphs. (iii) The 
fetched relevant data can then be used for further analysis to detect anomalies. To 
do this, first, we have to identify the relevant features from the complex graphs and 
subsequently develop techniques for mining large graphs to extract the nuggets.

As stated in Chapter 1, insider threat detection is a difficult problem [MAYB05]. 
The problem becomes increasingly complex with more data originating from het-
erogeneous sources and sensors. Recently, there are some that focus on anom-
aly-based insider threat detection from graphs [EBER09]. This method is based 
on Minimum Description Length (MDL) principle. The solution discussed by 
[EBER09] has some limitations. First, with their approach, scalability is an issue. 
In other words, they have not discussed any issue related to large graphs. Second, 
the heterogeneity issue has not been addressed. Finally, it is unclear how their algo-
rithm will deal with a dynamic environment that changes over time.

There are also several graph mining techniques that have been developed 
especially for social network analysis [COOK06], [TONG09], [CARM09], and 
[THUR09]. The scalability of these techniques is still an issue. There is some work 
from the mathematics research community to apply linear programming tech-
niques for graph analysis [BERR07]. Whether these techniques will work in a real-
world setting are not clear.

For a solution to be viable, it must be highly scalable and must support mul-
tiple heterogeneous data sources. The current state-of-the-art solutions do not scale 
well and preserve accuracy. By leveraging Hadoop technology, our solution will 
be highly scalable. Furthermore, by utilizing the flexible semantic web RDF data 
model, we are able to easily integrate and align heterogeneous data. Thus, our 
approach will create a scalable solution in a dynamic environment. No existing 
threat detection tools offer this level of scalability and interoperability. We will 
combine these technologies with the novel data mining techniques to create a com-
plete insider threat detection solution.

We have exploited the cloud computing framework based on Hadoop/
MapReduce technologies. The insiders and their relationships are represented by 
nodes and links in the form of graphs. In particular, in our approach, billions of 
nodes and links are represented as RDF graphs. By exploiting RDF representation, 
we will address heterogeneity. We will develop mechanisms to efficiently store the 
RDF graphs, query the graphs using SPARQL technologies, and mine the graphs 
to extract patterns within the cloud computing framework.

26.3  Data Mining for Insider threat Detection
26.3.1  Our Solution Architecture
Figure 26.2 shows the architectural view of our solution. Our solution will pull 
the data from multiple sources and then extract and select features. After feature 
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reduction, the data are stored in our hardtop repository. The data are stored in the 
RDF format; so, a format conversion may be required if the data are in any other 
format. RDF is the data format for the semantic web and is very much capable of 
representing graph data. The anomaly prediction component will submit SPARQL 
to the repository to select data. It will then output any detected insider threats. 
SPARQL is the query language for RDF data. It is similar to SQL in syntax. The 
details of each of the components are given in the following sections. For choos-
ing RDF representation for graphs over relational data models, we will address the 
heterogeneity issue effectively (semistructured data model). For querying, we will 
exploit the standard query language, SPARQL, instead of starting from scratch. 
Furthermore, inferencing is a feature provided by our framework.

We are assuming that the large graphs already exist. To facilitate persistent 
storage and efficient retrieval of these data, we use a distributed framework based 
on the Hadoop cloud computing framework [HADO]. By leveraging the Hadoop 
technology, our framework is readily fault-tolerant and scalable. To support large 
amounts of data, we can simply add more nodes to the Hadoop cluster. All the 
nodes of a cluster are commodity-class machines; there is no need to buy expensive 
server machines. To handle large complex graphs, we exploit the HDFS and the 
MapReduce framework. The former is the storage layer that stores data in multiple 
nodes with replication. The latter is the execution layer where MapReduce jobs can 
be run. We use HDFS to store RDF data and the MapReduce framework to answer 
queries.

Source 1

RDF triples
Hive/Hadoop

Anomaly
prediction

Insider threat

Selected data

SPARQL/Hive QL

Fe
at

ur
e e

xt
ra

ct
io

n,
 se

le
ct

io
n,

 re
du

ct
io

n

Source 2

Source N

Figure 26.2 Solution architecture.
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26.3.2  Feature Extraction and Compact Representation
In traditional graph analysis, an edge represents a simple number that represents 
strength. However, we may face additional challenges in representing link values 
due to the unstructured nature of the content of the text and email messages. One 
possible approach is to keep the whole content as a part of link values that we call 
explicit content (EC). EC will not scale well, even for a moderate size graph. This 
is because the content representing a link between two nodes will require a lot of 
main memory space to process the graph in the memory. We use a vector repre-
sentation of the content (VRC) for each message. In RDF triple representation, 
this will simply be represented as a unique predicate. We keep track of the feature 
vector along with the physical location or URL of the original raw message in a 
dictionary-encoded table.

VRC: During the preprocessing step for each message, we extract keywords and 
phrases (n-grams) as features. Then if we want to generate vectors for these features, 
the dimensionality of these vectors will be very high. Here, we observe the curse 
of dimensionality (i.e., sparseness and processing time will increase). Therefore, we 
can apply feature reduction as well as feature selection (e.g., methods include prin-
cipal component analysis, support vector machine). Since feature reduction maps 
high-dimensional feature spaces to a space of fewer dimensions and new feature 
dimension may be the linear combination of old dimensions that may be difficult 
to interpret, we exploit feature selection.

With regard to feature selection, we need to use a class label for supervised data. 
Here, for the message, we may not have a class label; however, we know the source/
sender and the destination/recipient of a message. Now, we would like to use this 
knowledge to construct an artificial label. The sender and destination pair will form 
a unique class label and all messages sent from this sender to the recipient will serve 
as data points. Hence, our goal is to find the appropriate features that will have 
discriminating power across all these class labels based on these messages. There are 
several methods for feature selection that are widely used in the area of machine 
learning, such as IG [MITC97], [MASU10a], [MASU10b], Gini index, chi-square 
statistics, subspace clustering [AHME09], and so on. Here, we present information 
gain, which is very popular and for the text domain, we can use subspace clustering 
for feature selection.

IG can be defined as a measure of the effectiveness of a feature in classifying 
the training data [MITC97]. If we split the training data on these attribute values, 
then IG provides the measurement of the expected reduction in entropy after the 
split. The more an attribute can reduce entropy in the training data, the better the 
attribute in classifying the data. IG of an attribute A on a collection of examples S 
is given by Equation 26.1
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where values (A) is the set of all possible values for attribute A and Sv is the subset 
of S for which attribute A has value v. The entropy of S is computed using the fol-
lowing Equation 26.2:

 
Entropy( ) ( )log ( )S p S p Si

i

n

i= −
=

∑ 2
1  
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where pi(S) is the prior probability of class i in the set S.

26.3.2.1  Subspace Clustering

Subspace clustering can be used for feature selection. Subspace clustering is appro-
priate when the clusters corresponding to a data set form a subset of the original 
dimensions. On the basis of how these subsets are formed, a subspace clustering 
algorithm can be referred to as soft or hard subspace clustering. In the case of soft 
subspace clustering, the features are assigned weights according to the contribution 
each feature/dimension plays during the clustering process for each cluster. In the 
case of hard subspace clustering, however, a specific subset of features is selected 
for each cluster and the rest of the features are discarded for that cluster. Therefore, 
subspace clustering can be utilized for selecting which features are important (and 
discarding some features if their weights are very small for all clusters). One such 
soft subspace clustering approach is SISC [AHME09]. The following objective 
function is used in that subspace clustering algorithm. An E–M formulation is 
used for the clustering. In every iteration, the feature weights are updated for each 
cluster and by selecting the features that have higher weights in each cluster, we can 
select a set of important features for the corresponding data set.
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In this objective function, W, Z, and Λ represent the cluster membership, cluster 
centroid, and dimension weight matrices respectively. Also, the parameter f con-
trols the fuzziness of the membership of each data point, q further modifies the 
weight of each dimension of each cluster (λli) and finally, γ controls the strength of 
the incentive given to the chi-square component and dimension weights. It is also 
assumed that there are n documents in the training data set, m features for each of 
the data points, and k subspace clusters are generated during the clustering process. 
Impl indicates the cluster impurity whereas χ2 indicates the chi-square statistic. The 
details about these notations and how the clustering is done can be found in our 
prior work [AHME09]. It should be noted that feature selection using subspace 
clustering can be considered as an unsupervised approach toward feature selection 
as no label information is required during an unsupervised clustering process.

Once we select features, a message between two nodes is represented as a vec-
tor using these features. Each vector’s individual value can be binary or weighted. 
Hence, this will be a compact representation of the original message and it can be 
loaded into the main memory along with the graph structure. In addition, the loca-
tion or URL of the original message is kept in the main memory data structure. If 
needed, we fetch the message. Over time, the feature vector may be changed due 
to the dynamic nature of the content [MASU10a], and hence, the feature set may 
evolve. On the basis of our prior work for the evolving streams with dynamic fea-
ture sets [MASU10b], we investigate the alternative options.

26.3.3  RDF Repository Architecture
RDF is the data format for semantic web. However, it can be used to represent 
any linked data in the world. RDF data are actually a collection of triples. Triples 
consist of three parts: subject, predicate, and object. In RDF, almost everything 
is a resource and hence the name of the format. Subject and predicate are always 
resources. The objects may be either a resource or a literal. Here, RDF data can 
be viewed as a directed graph where predicates are edges that flow from subjects 
to objects. Therefore, in our research to model any graph, we exploit RDF triple 
format. Here, an edge from the source node to the destination node in the graph 
dataset is represented as predicate, subject, and object of an RDF triple respectively. 
To reduce the storage size of RDF triples, we exploit dictionary encoding, that is, 
replace each unique string with a unique number and store the RDF data in the 
binary format. Hence, RDF triples will have subject, predicate, and object in an 
encoded form. We maintain a separate table/file for keeping track of dictionary-
encoding information. To address the dynamic nature of the data, we extend RDF 
triple to quad by adding a time stamp along with subject, predicate, and object 
representing information in the network.

Figure 26.3 shows our repository architecture that consists of two components. 
The upper part of Figure 26.3 depicts the data preprocessing component and the 
lower part shows the component that answers a query. We have three subcomponents 
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for data generation and preprocessing. If the data are not in N-triples, we convert 
them into N-triples serialization format using the N-triples converter component. 
The PS component takes the N-triples data and splits them into predicate files. The 
predicate-based files are fed into the POS component that would split the predicate 
files into smaller files based on the type of objects.

Our MapReduce framework has three subcomponents in it. It takes the SPARQL 
query from the user and passes it to the input selector and plan generator. This com-
ponent will select the input files, decide how many MapReduce jobs are needed, 
and pass the information to the join executor component that runs the jobs using 
MapReduce framework. It will then relay the query answer from Hadoop to the user.

26.3.4  Data Storage
We store the data in N-triples format because in this format, we have a complete 
RDF triple (subject, predicate, and object) in one line of a file, which is very con-
venient to use with MapReduce jobs. We carry out dictionary encoding of the data 
for increased efficiency. Dictionary encoding means replacing text strings with a 
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Figure 26.3 rDF repository architecture.
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unique binary number. This not only reduces the disk space required for storage but 
also query answering will be fast because handling the primitive data type is much 
faster than string matching. The processing steps to obtain the data in our intended 
format are described below.

26.3.4.1  File Organization

We do not store the data in a single file because, in Hadoop and MapReduce frame-
work, a file is the smallest unit of input to a MapReduce job and, in the absence of 
caching, a file is always read from the disk. If we have all the data in one file, the entire 
file is input to jobs for each query. Instead, we divide the data into multiple smaller 
files. The splitting is done in two steps that we discuss in the following sections.

26.3.4.2  Predicate Split

In the first step, we divide the data according to the predicates. In real-world RDF 
datasets, the number of distinct predicates is not more than 100. This division will 
immediately enable us to cut down the search space for any SPARQL query that 
does not have a variable predicate. For such a query, we can just pick a file for each 
predicate and run the query only on those files. For simplicity, we name the files with 
predicates, for example, all the triples containing a predicate p1:pred go into a file 
named p1-pred. However, in case we have a variable predicate in a triple pattern and if 
we cannot determine the type of the object, we have to consider all the files. If we can 
determine the type of the object, then we consider all files having that type of object.

26.3.4.3  Predicate Object Split

In the next step, we work with the explicit type of information in the rdf_type 
file. The file is first divided into as many files as the number of distinct objects the 
rdf:type predicate has. The object values will no longer be needed to be stored inside 
the file as they can be easily retrieved from the file name. This will further reduce 
the amount of space needed to store the data.

Then, we divide the remaining predicate files according to the type of the 
objects. Not all the objects are URIs, some are literals. The literals will remain in 
the file named by the predicate: no further processing is required for them. The 
type of information of a URI object is not mentioned in these files but they can be 
retrieved from the rdf-type_* files. The URI objects will move into their respective 
file named as predicate_type.

26.3.5  Answering Queries Using Hadoop MapReduce
For querying, we can utilize HIVE, an SQL-like query language and SPARQL, 
the query language for RDF data. When a query is submitted in HiveQL, Hive, 
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which runs on top of the Hadoop installation, can answer that query based on our 
schema presented above. When a SPARQL query is submitted to retrieve relevant 
data from the graph, first, we generate a query plan having the minimum number 
of Hadoop jobs possible.

Next, we run the jobs and answer the query. Finally, we convert the numbers used 
to encode the strings back to the strings when we present the query results to the user. 
We focus on minimizing the number of jobs because in our observation, we have 
found that setting up Hadoop jobs is very costly and is the dominant factor (time-
wise) in query answering. The search space for finding the minimum number of jobs 
is exponential; so, we try to find a greedy-based solution or, generally speaking, an 
approximation solution. Our approach will be capable of handling queries involving 
inference. We can infer on the fly and if needed, we can materialize the inferred data.

26.3.6  Data Mining Applications
To detect anomaly/insider threat, we are examining machine learning and domain 
knowledge-guided techniques. Our goal is to create a comparison baseline to assess 
the effectiveness of chaotic attractors. Rather than modeling normal behavior and 
detecting changes as anomaly, we apply a holistic approach based on a semisuper-
vised model. In particular, first, in our machine learning technique, we apply a 
sequence of activities or dimensions as features. Second, domain knowledge (e.g., 
adversarial behavior) will be a part of semisupervised learning and will be used for 
identifying the correct features. Finally, our techniques will be able to identify an 
entirely brand-new anomaly. Over time, activities/dimensions may change or devi-
ate. Hence, our classification model needs to be adaptive and identify new types or 
brand-new anomalies. We develop adaptive and novel class detection techniques so 
that our insider threat detection can cope with changes and identify or isolate new 
anomalies from the existing ones.

We apply a classification technique to detect insider threat/anomaly. Each distinct 
insider mission is treated as class and dimension and/or activities are treated as fea-
tures. Since classification is a supervised task, we require a training set. Given a train-
ing set, feature extraction will be a challenge. We apply N-gram analysis to extract 
features or generate a number of sequences based on temporal property. Once a new 
test case comes, first, we test it against our classification model. For the classification 
model, we can apply the support vector machine, K-NN, and Markovian model.

From a machine learning perspective, it is customary to classify behavior as 
either anomalous or benign. However, the behavior of a malevolent insider (i.e., 
insider threat) may not be immediately identified as malicious and it should also 
have subtle differences from benign behavior. A traditional machine learning-
based classification model is likely to classify the behavior of a malevolent insider 
as benign. It will be interesting to see whether a machine learning-based novel class 
detection technique [MASU10a] can detect the insider threat as a novel class, and 
therefore trigger a warning.
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The novel class detection technique is applied on the massive amounts of data 
that are being generated from user activities. Since these data have temporal prop-
erties and are produced continuously, they are usually referred to as data streams. 
The novel class detection model is updated incrementally with the incoming data. 
This will allow us to keep the memory requirement within a constant limit, since 
the raw data will be discarded, but the characteristic/pattern of the behaviors will 
be summarized in the model. Besides, this incremental learning will also reduce the 
training time, since the model need not be built from scratch with the new incom-
ing data. Therefore, this incremental learning technique will be useful in achieving 
scalability.

We are examining the techniques that we have developed as well as other relevant 
techniques for modeling and anomaly detection. In particular, we are developing:

 ◾ Tools that will analyze and model benign and anomalous mission.
 ◾ Techniques to identify the right dimensions and activities and apply pruning 

to discard irrelevant dimensions.
 ◾ Techniques to cope with changes and novel class/anomaly detection.

In a typical data stream classification task, it is assumed that the total number of 
classes is fixed. This assumption may not be valid in insider threat detection cases, 
where new classes may evolve. The traditional data stream classification techniques 
are not capable of recognizing novel class instances until the appearance of the 
novel class is manually identified, and labeled instances of that class are presented 
to the learning algorithm for training. The problem becomes more challenging in 
the presence of concept drift, when the underlying data distribution changes over 
time. We have developed a novel and efficient technique that can automatically 
detect the emergence of a novel class (i.e., brand-new anomaly) by quantifying 
cohesion among unlabeled test instances and separating the test instances from 
training instances. Our goal is to use the available data and build this model.

One interesting aspect of this model is that it should capture the dynamic 
nature of dimensions of the mission as well as filter out the noisy behaviors. The 
dimensions (both benign and anomalous) have dynamic nature because they tend 
to change over time, which we denote as concept drift. A major challenge of the 
novel class detection is to differentiate the novel class from concept drift and noisy 
data. We are exploring this challenge in our current work.

26.4  Comprehensive Framework
As we stated in Section 26.2, insider threat detection is an extremely challeng-
ing problem. In the previous section, we discussed our approach to handle this 
problem. Insider threat does not occur only at the application level, it happens 
at all levels including the operating system, database system, and the application. 
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Furthermore, due to the fact that the insider will be continually changing pat-
terns, it will be impossible to detect all types of malicious behavior using a purely 
static algorithm; a dynamic learning approach is required. Essentially, we need a 
comprehensive solution to the insider threat problem. However, to provide a more 
comprehensive solution, we need a more comprehensive framework. Therefore, we 
are proposing a framework for insider threat detection. Our framework will imple-
ment a number of interrelated solutions to detect malicious insiders. Figure 26.4 
illustrates such a framework. We are examining four approaches to this problem. 
At the heart of our framework is the module that implements in-line reference 
monitor-based techniques for feature collection. This feature-collection process is 
aided by two modules; one uses game-theory approach and the other uses the natu-
ral language-based approach to determine which features could be collected. The 
fourth module implements machine learning techniques to analyze the collected 
features. In summary, the relationship between the four approaches can be charac-
terized as follows:

 ◾ In-line reference monitors (IRMs) perform covert, fine-grained feature 
collection.

 ◾ Game theoretic techniques will identify which features should be collected 
by the IRMs.

 ◾ Natural language processing techniques in general and honey token genera-
tion in particular, will take an active approach to introduce additional useful 
features (i.e., honey token accesses) that can be collected.

 ◾ Machine learning techniques will use the collected features to infer and clas-
sify the objectives of malicious insiders.

Machine learning
tools for

feature analysis

Game theoretic
tool for

feature selection

Honeytoken
gathering for

feature generation

In-line reference
monitoring tool to
generate features

Figure 26.4 Framework for insider threat detection.
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The details of our framework are provided in [HAML11]. We assume that the 
in-line reference monitor tool, game theoretic tool, and honey token generation tool 
will select and refine the features we need. Our data mining tools will analyze the 
features and determine whether there is a potential for insider threat.

We have started implementing parts of the framework. In particular, we have 
developed a number of data and stream mining techniques for insider threat detec-
tion. The evidence of malicious insider activity is often buried within large data 
streams, such as system logs accumulated over months or years. Ensemble-based 
stream mining leverages multiple classification models to achieve highly accurate 
anomaly detection in such streams even when the stream is unbounded, evolving, 
and unlabeled. This makes the approach effective for identifying insider threats 
that attempt to conceal their activities by varying their behaviors over time. Our 
approach applies ensemble-based stream mining, unsupervised learning, supervised 
learning, and graph-based anomaly detection to the problem of insider threat detec-
tion, demonstrating that the ensemble-based approach is significantly more effective 
than traditional single-model methods. We further investigate the suitability of vari-
ous learning strategies for evolving insider threat data. We also developed unsuper-
vised machine learning algorithms for insider threat detection. Our implementation 
is being hosted on the cloud. More information can also be found in [PALL12]. For 
more information on ensemble-based stream mining applications, see Chapter 25. 
The details of our algorithms are presented in [MASU10a].

26.5  Summary and Directions
In this chapter, we have discussed our approach to insider threat detection. We 
represent the insiders and their communication as RDF graphs and then query and 
mine the graphs to extract the nuggets. We also provided a comprehensive frame-
work for insider threat detection.

The insider threat problem is a challenging one. Research is only beginning. The 
problem is that the insider may change his/her patterns and behaviors. Therefore, 
we need tools that can be adaptive. For example, our stream mining tools discussed 
in Chapter 25 may be used for detecting such threats and we have developed some 
initial stream mining tools [PALL12]. Because of the massive amounts of data to be 
analyzed, cloud-based data mining would be a suitable approach for insider threat 
detection. Our approach is essentially for insider threat detection to be offered as a 
security-as-a-service solution.
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Chapter 27

Cloud-Centric assured 
Information Sharing

27.1 Overview
The advent of cloud computing and the continuing movement toward software as a 
service (SaaS) paradigms has posed an increasing need for assured information sharing 
(AIS) as a service in the cloud. The urgency of this need has been voiced as recently 
as in April 2011 by NSA (National Security Agency) CIO (Chief Information Officer) 
Lonny Anderson in describing the agency’s focus on a “cloud-centric” approach 
to information sharing with other agencies [NSA11]. Likewise, the DoD has been 
embracing cloud computing paradigms more efficiently, economically, flexibly, and 
scalably to meet its vision of “delivering the power of information to ensure mis-
sion success through an agile enterprise with freedom of maneuverability across the 
information environment” [DoD, DoD07, DoD09]. Both agencies therefore have 
a tremendous need for effective AIS technologies and tools for cloud environments.

Although a number of AIS tools have been developed over the past five years 
for policy-based information sharing [FINI09, THUR08, AWAD10, RAO08], to 
our knowledge none of these tools operate in the cloud and hence do not provide 
the scalability needed to support large numbers of users utilizing massive amounts 
of data. Our recent prototype systems for supporting cloud-based AIS have applied 
cloud-centric engines that query large amounts of data in relational databases via 
non-cloud policy engines that enforce policies expressed in XACML [THUR10, 
THUR11]. While this is a significant improvement over prior efforts (and has given 
us insights into implementing cloud-based solutions), it nevertheless has at least 
three significant limitations. First, XACML-based policy specifications are not 
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expressive enough to support many of the complex policies needed for AIS mis-
sions like those of the NSA and DoD. Second, to meet the scalability and efficiency 
requirements of mission-critical tasks, the policy engine needs to operate in the 
cloud. Third, secure query processing based on relational technology has limitations 
in representing and processing unstructured data needed for many applications.

To share the large amounts of data securely and efficiently, there clearly needs to 
be a seamless integration of the policy and data managers in the cloud. Therefore, 
in order to satisfy the cloud-centric AIS needs, we need (i) a cloud-resident policy 
manager that enforces information-sharing policies expressed in a semantically rich 
language, and (ii) a cloud-resident data manager that securely stores and retrieves 
data and seamlessly integrates with the policy manager. To our knowledge, no such 
system currently exists. Therefore, our project to design and develop such cloud-
based AIS system is proceeding in two phases.

We have designed a system and implemented a version of a cloud-centric assured 
information sharing system (CAISS) that utilizes the technology components we 
have designed in-house as well as some open source tools. CAISS consists of two 
components: a cloud-centric policy manager that enforces policies specified in RDF, 
and a cloud-centric data manager that will store and manage data also specified in 
RDF. This RDF data manager is essentially a query engine for SPARQL, a language 
widely used by the semantic web community to query RDF data. RDF is a seman-
tic web language that is considerably more expressive than XACML for specifying 
and reasoning about policies. Furthermore, our policy manager and data manager 
will have seamless integration since they both manage RDF data. We have chosen 
this RDF-based approach for cloud-centric AIS during Phase 1 because it satis-
fies the two necessary conditions stated earlier, and we have already developed an 
RDF-based noncloud centric policy manager [CADE11a] and an RDF-based cloud- 
centric data manager [HUSA11]. Specifically, we are enhancing our RDF-based 
policy engine to operate on a cloud, extend our cloud-centric RDF data manager to 
integrate with the policy manager, and build an integrated framework for CAISS. 
We describe the detailed implementation of a version of CAISS in Chapter 28.

While our CAISS design and implementation will be the first system supporting 
cloud-centric AIS, it will operate only on a single trusted cloud and will therefore not 
support information sharing across multiple clouds. Furthermore, while CAISS’s 
RDF-based, formal semantics approach to policy specification will be significantly 
more expressive than XACML-based approaches, it will not support an enhanced 
machine interpretability of content since RDF does not provide a sufficiently rich 
vocabulary (e.g., support for classes and properties). We have therefore designed a 
fully functional and robust AIS system called CAISS++ that addresses these defi-
ciencies. CAISS is an important stepping-stone toward CAISS++ because CAISS 
can be used as a baseline framework against which CAISS++ can be compared along 
several performance dimensions, such as storage model efficiency and OWL-based 
policy expressiveness. Furthermore, since CAISS and CAISS++ share the same 
core components (policy engine and query processor), the lessons learned from the 
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implementation and integration of these components in CAISS will be invaluable 
during the development of CAISS++. Finally, the evaluation and testing of CAISS 
will provide us with important insights into the shortcomings of CAISS, which can 
then be systematically addressed in the implementation of CAISS++.

We will also conduct a formal analysis of policy specifications and the soft-
ware-level protection mechanisms that enforce them to provide exceptionally high- 
assurance security guarantees for the resulting system. We envisage CAISS++ to 
be used in highly mission-critical applications. Therefore, it becomes imperative 
to provide guarantees that the policies are enforced in a provably correct man-
ner. We will utilize our work in formal policy analysis [JONE10], [JONE11] and 
their enforcement via machine-certified, in-line reference monitors [HAML06a], 
[HAML06b], [SRID10] in the analysis of CAISS++. Such analyses will be of use 
to model and certify security properties enforced by core software components in 
the trusted computing base of CAISS++.

CAISS++ will be a critical technology for information sharing due to the fact 
that it uses a novel combination of cloud-centric policy specification and enforce-
ment along with a cloud-centric data storage and efficient query evaluation. 
CAISS++ will make use of ontologies, a sublanguage OWL, to build policies. A 
mixture of such ontologies with a semantic web-based rule language (e.g., SWRL) 
facilitates distributed reasoning on the policies to enforce security. Additionally, 
CAISS++ will include an RDF processing engine that provides cost-based optimi-
zation for evaluating SPARQL queries based on information-sharing policies.

The organization of this chapter is as follows. We will discuss the design of 
CAISS in Section 27.2.1 and the design of CAISS++ in Section 27.2.2. Formal 
policy analysis and the implementation approach for CAISS++ will be provided 
in Sections 27.2.3 and 27.2.4, respectively. Related efforts are discussed in Section 
27.3. This chapter concludes with Section 27.4. Figure 27.1 illustrates the contents 
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of this chapter. Details of our work can also be found in [THUR12]. Our approach 
to AIS is given in Appendix D. Note that a version of the implementation of CAISS 
as a collection of semantic web services will be discussed in Chapter 28.

27.2 System Design
27.2.1 Design of CAISS
We are enhancing our tools on (i) secure cloud query processing with semantic web 
data, and (ii) semantic web-based policy engine to develop CAISS. Details of our 
tools are given in Section 27.4 (under related work). In this section, we will discuss 
the enhancements to be made to our tools to develop CAISS.

First, our RDF-based policy engine enforces access control, redaction, and infer-
ence control policies on data represented as RDF graphs. Second, our cloud SPARQL 
query engine for RDF data uses the Hadoop/MapReduce framework. Note that 
Hadoop is the Apache distributed file system and MapReduce sits on top of Hadoop 
and carries out job scheduling. As in the case of our cloud-based relational query 
processor prototype [THUR10], our SPARQL query engine also handles policies 
specified in XACML and the policy engine implements the XACML protocol. The 
use of XACML as a policy language requires extensive knowledge about the general 
concepts used in the design of XACML. Thus, policy authoring in XACML requires 
a steep learning curve, and is therefore a task that is left to an experienced adminis-
trator. A second disadvantage of using XACML is related to performance. Current 
implementations of XACML require an access request to be evaluated against every 
policy in the system until a policy applies to the incoming request. This strategy 
is sufficient for systems with relatively few users and policies. However, for systems 
with a large number of users and a substantial number of access requests, the afore-
mentioned strategy becomes a performance bottleneck. Finally, XACML is not suf-
ficiently expressive to capture the semantics of information- sharing policies. Prior 
research has shown that semantic web-based policies are far more expressive. This is 
because semantic web technologies are based on description logic and have the power 
to represent knowledge as well as reason about knowledge. Therefore, our first step is 
to replace the XACML-based policy engine with a semantic web-based policy engine. 
Since we already have our RDF-based policy engine, for the Phase 1 prototype, we 
will enhance this engine and integrate it with our SPARQL query processor. Since 
our policy engine is based on RDF and our query processor also manages large RDF 
graphs, there will be no impedance mismatch between the data and the policies.

27.2.1.1 Enhanced Policy Engine

Our current policy engine has a limitation in that it does not operate in a cloud. 
Therefore, we will port our RDF policy engine to the cloud environment and 
integrate it with the SPARQL query engine for federated query processing in the 
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cloud. Our policy engine will benefit from the scalability and the distributed plat-
form offered by Hadoop’s MapReduce framework to answer SPARQL queries over 
large distributed RDF triple stores (billions of RDF triples). The reasons for using 
RDF as our data model are: (1) RDF allows us to achieve data interoperability 
between the seemingly disparate sources of information that are catalogued by 
each agency/organization separately; (2) the use of RDF allows participating agen-
cies to create data-centric applications that make use of the integrated data that is 
now available to them; and (3) since RDF does not require the use of an explicit 
schema for data generation, it can be easily adapted to ever-changing user require-
ments. The policy engine’s flexibility is based on its accepting high-level policies 
and executing them as query rules over a directed RDF graph representation of the 
data. While our prior work focuses on provenance data and access control policies, 
our CAISS prototype will be flexible enough to handle data represented in RDF 
and will include information-sharing policies. The strength of our policy engine 
is that it can handle any type of policy that could be represented using RDF and 
horn logic rules.

The second limitation of our policy engine is that it currently addresses certain 
types of policies such as confidentiality, privacy, and redaction policies. We need to 
incorporate information-sharing policies into our policy engine. We have however 
conducted simulation studies for incentive-based AIS as well as AIS prototypes in 
the cloud. We have defined a number of information-sharing policies such as “US 
gives information to UK provided UK does not share it with India.” We specify 
such policies in RDF and incorporate them to be processed by our enhanced policy 
engine.

27.2.1.2 Enhanced SPARQL Query Processor

While we have a tool that will execute SPARQL queries over large RDF graphs on 
Hadoop (discussed in Chapter 13), there is still the need for supporting path que-
ries (i.e., SPARQL queries that provide answers to a request for paths in an RDF 
graph). An RDF triple can be viewed as an arc from the Subject to Object with the 
Predicate used to label the arc. The answers to the SPARQL query are based on 
reachability (i.e., the paths between a source node and a target node). The concat-
enation of the labels on the arcs along a path can be thought of as a word belonging 
to the answer set of the path query. Each term of a word is contributed by some 
predicate label of a triple in the RDF graph. We have designed an algorithm to 
determine the candidate triples as an answer set in a distributed RDF graph. First, 
the RDF document is converted to an N-triple file that is split based on predicate 
labels. A term in a word could correspond to some predicate file. Second, we form 
the word by tracing an appropriate path in the distributed RDF graph. We use 
MapReduce jobs to build the word and to get the candidate RDF triples as an order 
set. Finally, we return all of the set of ordered RDF triples as the answers to the 
corresponding SPARQL query.
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27.2.1.3 Integration Framework

Figure 27.2 provides an overview of the CAISS architecture. The integration of 
the cloud-centric RDF policy engine with the enhanced SPARQL query processor 
must address the following. First, we need to make sure that RDF-based policies 
can be stored in the existing storage schema used by the query processor. Second, 
we need to ensure that the enhanced query processor is able to efficiently evaluate 
policies (i.e., path queries) over the underlying RDF storage. Finally, we need to 
conduct a performance evaluation of CAISS to verify that it meets the performance 
requirements of various participating agencies. Figure 27.3 illustrates the concept 
of operation of CAISS. Here, multiple agencies will share data in a single cloud. 
The enhanced policy engine and the cloud-centric SPARQL query processor will 
enforce the information-sharing policies.

There are several benefits in developing a proof of concept prototype such as 
CAISS before we embark on CAISS++. First, CAISS itself is useful to share data 
within a single cloud. Second, we will have a baseline system that we can compare 
against with respect to efficiency and ease-of-use when we implement CAISS++. 
Third, this will give us valuable lessons with respect to the integration of the dif-
ferent pieces required for AIS in the cloud. Finally, by running different scenar-
ios on CAISS, we can identify potential performance bottlenecks that need to be 
addressed in CAISS++.

Application

Policy engine

SPARQL query 
processor

RDF
data

Cloud 

Figure 27.2 CaISS prototype overview. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, 
M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in 
Computer Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.)
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27.2.2 Design of CAISS++
We have examined alternatives and carried out a preliminary design of CAISS++. 
On the basis of the lessons learned from the CAISS prototype and the preliminary 
design of CAISS++, we will carry out a detailed design of CAISS++ and subse-
quently implement an operational prototype of CAISS++ during phase 2. In this 
section, we will first discuss the limitations of CAISS and then discuss the design 
alternatives for CAISS++.

27.2.2.1 Limitations of CAISS

 1. Policy engine: CAISS uses an RDF-based policy engine which has limited 
expressivity. The purpose of RDF is to provide a structure (or framework) 
for describing resources. OWL is built on top of RDF and it is designed for 
use by applications that need to process the content of information instead of 
just presenting information to human users. OWL facilitates greater machine 
interpretability of content than that supported by RDF by providing addi-
tional vocabulary for describing properties and classes along with a formal 

Figure 27.3 Operation of CaISS. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, 
M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in 
Computer Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.)
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semantics. OWL has three increasingly expressive sublanguages: OWL Lite, 
OWL DL, and OWL Full and one has the freedom to choose a suitable sub-
language based on application requirements. In CAISS++, we plan to make 
use of OWL which is much more expressive than RDF to model security 
policies through organization-specific domain ontologies as well as a system-
wide upper ontology (note that CAISS++ will reuse an organization’s existing 
domain ontology or facilitate the creation of a new domain ontology if it does 
not exist. Additionally, we have to engineer the upper ontology that will be 
used by the centralized component of CAISS++). Additionally, CAISS++ 
will make use of a distributed reasoning algorithm that will leverage ontolo-
gies to enforce security policies.

 2. Hadoop storage architecture: CAISS uses a static storage model wherein a user 
provides the system with RDF data only once during the initialization step. 
Thereafter, a user is not allowed to update the existing data. On the other 
hand, CAISS++ attempts to provide a flexible storage model to users. In 
CAISS++, a user is allowed to append new data to the existing RDF data 
stored in HDFS. Note that only allowing a user to append new data rather 
than deleting/modifying existing data comes from the append-only restric-
tion for files that is enforced by HDFS.

 3. SPARQL query processor: CAISS only supports simple SPARQL queries that 
make use of basic graph patterns (BGP). In CAISS++, support for other 
SPARQL query operators such as FILTER, GROUP BY, ORDER BY, and 
so on will be added. Additionally, CAISS uses a heuristic query optimizer 
that aims to minimize the number of MapReduce jobs required to answer 
a query. CAISS++ will incorporate a cost-based query optimizer that will 
minimize the number of triples that are accessed during the process of query 
execution.

27.2.2.2 Design of CAISS++
CAISS++ overcomes the limitations of CAISS. The detailed design of CAISS++ 
and its implementation will be carried out during phase 2. The lessons learned from 
CAISS will also drive the detailed design of CAISS++. We assume that the data 
are encrypted with appropriate DoD encryption technologies and therefore will 
not conduct research on encryption in this project. The concept of operation for 
CAISS++ is shown in interaction with several participating agencies in Figure 27.4 
where multiple organizations share data in a single cloud.

The design of CAISS++ is based on a novel combination of an OWL-based 
policy engine with an RDF processing engine. Therefore, this design is composed 
of several tasks, each of which is solved separately after which all tasks are inte-
grated into a single framework: (1) OWL-based policy engine: The policy engine 
uses a set of agency-specific domain ontologies as well as an upper ontology to 
construct policies for the task of AIS. The task of enforcing policies may require 
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the use of a distributed reasoner, therefore, we will evaluate the existing distributed 
reasoners; (2) RDF processing engine: The processing engine requires the construc-
tion of sophisticated storage architectures as well as an efficient query processor; 
and (3) Integration Framework: The final task is to combine the policy engine with 
the processing engine into an integrated framework. The initial design of CAISS++ 
will be based on a trade-off between simplicity of design versus its scalability and 
efficiency. The first design alternative is known as centralized CAISS++ and it 
chooses simplicity as the trade-off whereas the second design alternative (known as 
decentralized CAISS++) chooses scalability and efficiency as the trade-off. Finally, 
we also provide a Hybrid CAISS++ architecture that tries to combine the ben-
efits of both, centralized and decentralized CAISS++. Since CAISS++ follows a 
 requirements-driven design, the division of tasks that we outlined above to achieve 
AIS are present in each of the approaches that we present next.

27.2.2.3 Centralized CAISS++
Figure 27.5 illustrates two agencies interacting through centralized CAISS++. 
Centralized CAISS++ consists of shared cloud storage to store the shared data. 
All the participating agencies store their respective knowledge bases consisting of 

USA
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Australia

FBI

DHS

NSA

CIA

CAISS

Figure 27.4 CaISS++ scenario. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, 
M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in 
Computer Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.)
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domain ontology with corresponding instance data. Centralized CAISS++ also 
consists of an upper ontology, a query engine (QE), and a distributed reasoner 
(DR). The upper ontology is used to capture the domain knowledge that is com-
mon across the domains of participating agencies whereas, domain ontology cap-
tures the knowledge specific to a given agency or a domain. Note that the domain 
ontology for a given agency will be protected from the domain ontologies of other 
participating agencies. Policies can either be captured in the upper ontology or in 
any of the domain ontologies depending on their scope of applicability. Note that 
the domain ontology for a given agency will be protected from domain ontologies 
of other participating agencies.

The design of an upper ontology as well as domain ontologies that capture the 
requirements of the participating agencies is a significant research area and is the 
focus of the ontology engineering problem. Ontologies will be created using suit-
able dialects of OWL which are based on Description Logics. Description Logics 
are usually decidable fragments of First Order Logic and will be the basis for pro-
viding sound formal semantics. Having represented knowledge in terms of ontolo-
gies, reasoning will be done using existing optimized reasoning algorithms. Query 
answering will leverage reasoning algorithms to formulate and answer intelligent 
queries. The encoding of policies in OWL will ensure that they are enforced in 

Figure 27.5 Centralized CaISS++. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, 
M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in 
Computer Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.)
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a provably correct manner. Later, we present an ongoing research project at the 
University of Texas at Dallas that focuses on providing a general framework for 
enforcing policies in a provably correct manner using the same underlying tech-
nologies. This work can be leveraged toward modeling and enforcement of security 
policies in CAISS++. The instance data can choose between several available data 
storage formats (discussed later on). The QE receives queries from the participat-
ing agencies, parses the query, and determines whether or not the computation 
requires the use of a DR. If the query is simple and does not require the use of a 
reasoner, the query engine executes the query directly over the shared knowledge 
base. Once the query result has been computed, the result is returned to the query-
ing agency. If however, the query is complex and requires inferences over the given 
data, the query engine uses the distributed reasoner to compute the inferences 
and then returns the result to the querying agency. A distributed DL reasoner dif-
fers from a traditional DL reasoner in its ability to perform reasoning over cloud 
data storage using the MapReduce framework. During the preliminary design of 
CAISS++ in phase 1, we will conduct a thorough investigation of the available 
distributed reasoners using existing benchmarks such as LUBM [Guo05]. The goal 
of this investigation is to determine if we can use one of the existing reasoners or 
whether we need to build our own distributed reasoner. In Figure 27.4, an agency 
is illustrated as a stack consisting of a web browser, an applet, and HTML. An 
agency uses the web browser to send the queries to CAISS++ which are handled 
by the query processor.

The main differences between centralized CAISS++ and CAISS are: (1) CAISS 
will use RDF to encode security policies whereas centralized CAISS++ will use a 
suitable sublanguage of OWL which is more expressive than RDF and can there-
fore capture the security policies better; (2) the SPARQL query processor in CAISS 
will support a limited subset of SPARQL expressivity, that is, it will provide support 
only for Basic Graph Patterns (BGP), whereas the SPARQL query processor in cen-
tralized CAISS++ will be designed to support maximum expressivity of SPARQL; 
and (3) the Hadoop storage architecture used in CAISS only supports data inser-
tion during an initialization step. However, when data needs to be updated, the 
entire RDF graph is deleted and a new dataset is inserted in its place. On the other 
hand, centralized CAISS++, in addition to supporting the previous feature, also 
opens up Hadoop HDFS’s append-only feature to users. This feature allows users 
to append new information to the data that they have previously uploaded to the 
system.

27.2.2.4 Decentralized CAISS++
Figure 27.6 illustrates two agencies in interaction with decentralized CAISS++. 
Decentralized CAISS++ consists of two parts, namely global CAISS++ and local 
CAISS++. Global CAISS++ consists of a shared cloud storage which is used by the 
participating agencies to store only their respective domain ontologies and not the 
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instance data unlike centralized CAISS++. Note that domain ontologies for vari-
ous organizations will be sensitive, therefore, CAISS++ will make use of its own 
domain ontology to protect a participating agency from accessing other domain 
ontologies. When a user from an agency queries the CAISS++ data store, Global 
CAISS++ processes the query in two steps. In the first step, it performs a check to 
verify whether the user is authorized to perform the action specified in the query. If 
the result of step 1 verifies the user as an authorized user, then it proceeds to step 2 
of query processing. In the second step, global CAISS++ federates the actual query 
to the participating agencies. The query is then processed by the local CAISS++ 
of a participating agency. The result of computation is then returned to the global 
CAISS++ which aggregates the final result and returns it to the user. Step 2 of 
query processing may involve query splitting if the data required to answer a query 
spans multiple domains. In this case, the results of sub-queries from several agen-
cies (their local CAISS++) will need to be combined for further query processing. 
Once the results are merged and the final result is computed, the result is returned 
to the user of the querying agency. The figure illustrates agencies with a set of two 
stacks, one of which corresponds to the local CAISS++ and the other consisting 
of a web browser, an applet, and HTML, which is used by an agency to query 
global CAISS++. Table 27.1 shows the pros and cons of the centralized CAISS++ 
approach while Table 27.2 shows the pros and cons of the decentralized CAISS++ 
approach.

Figure 27.6 Decentralized CaISS++. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, 
M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in 
Computer Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.)
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27.2.2.5 Hybrid CAISS++
Figure 27.7 illustrates an overview of hybrid CAISS++ which leverages the ben-
efits of centralized CAISS++ as well as decentralized CAISS++. Hybrid CAISS++ 
architecture is illustrated in Figure 27.8. It is a flexible design alternative as the 
users of the participating agencies have the freedom to choose between central-
ized CAISS++ or decentralized CAISS++. Hybrid CAISS++ is made up of global 
CAISS++ and a set of local CAISS++’s located at each of the participating agencies. 
Global CAISS++ consists of a shared cloud storage which is used by the participat-
ing agencies to store the data they would like to share with other agencies.

A local CAISS++ of an agency is used to receive and process a federated query on 
the instance data located at the agency. A participating group is a group comprised 

table 27.1 Pros and Cons of Centralized CaISS++

Pros Cons

Simple approach Difficult to update data. Expensive approach as 
data needs to be migrated to central storage on 
each update or a set of updates.

Ease of implementation Leads to data duplication

Easier to query If data are available in different formats they needs 
to be homogenized by translating it to RDF

Source: With kind permission from Springer Science+Business Media: 
Khadilkar, V ., Rachapalli, J., Cadenhead, T., Kantarcioglu, M., Hamlen, 
K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in Computer 
Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PAISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, 
© Springer, ISBN 978-3-642-30427-9.

table 27.2 Pros and Cons of Decentralized CaISS++

Advantages Disadvantages

No duplication of data Complex query processing

Scalable and flexible Difficult to implement

Efficient May require query rewriting and query splitting

Source: With kind permission from Springer Science+Business Media: 
Khadilkar, V ., Rachapalli, J., Cadenhead, T., Kantarcioglu, M., Hamlen, 
K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in Computer 
Science, Proceedings of Intelligence and Security Informatics–Pacific 
Asia Workshop, PAISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, 
© Springer, ISBN 978-3-642-30427-9.
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Figure 27.7 Hybrid CaISS++ overview. (With kind permission from Springer 
Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., 
Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture 
Notes in Computer Science, Proceedings of Intelligence and Security Informatics–
Pacific Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, 
© Springer, ISBN 978-3-642-30427-9.)

Figure 27.8 Hybrid CaISS++ architecture. (With kin permission from Springer 
Science+Business Media: Proceedings of Intelligence and Security Informatics–
Pacific Asia Workshop, PAISI 2012, Kuala Lumpur, Malaysia, Media from Lecture 
Notes in Computer Science 7299, 2012, p. 1–26,  Khadilkar, V ., rachapalli, J., 
Cadenhead, t., Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. © 
Springer, ISBN 978-3-642-30427-9.)
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of users from several agencies who want to share information with each other. The 
members of a group arrive at a mutual agreement on whether they opt for central-
ized or decentralized approach. Additional users can join a group at a later point 
in time if the need arises. Hybrid CAISS++ will be designed to simultaneously 
support a set of participating groups. Additionally, a user can belong to several 
participating groups at the same time. We describe a few use-case scenarios which 
illustrates the operation.

 1. The first case corresponds to the scenario where a set of users who want to 
securely share information with each other opt for a centralized approach. 
Suppose users from agency 1 want to share information with users of agency 
2 and vice versa, then both the agencies store their knowledge bases com-
prising of domain ontology and instance data on the shared cloud storage 
located at global CAISS++. The centralized CAISS++ approach works by 
having the participating agencies arrive at mutual trust on using the central 
cloud storage. Subsequently, information sharing proceeds as in centralized 
CAISS++.

 2. The second corresponds to the scenario where a set of users opt for a decen-
tralized approach. For example, agencies 3, 4, and 5 wish to share informa-
tion with each other and mutually opt for the decentralized approach. All the 
three agencies store their respective domain ontologies at the central cloud 
storage and this information is only accessible to members of this group. The 
subsequent information-sharing process proceeds in the manner proceeds as 
in the decentralized CAISS++ approach.

 3. The third corresponds to the scenario where a user of an agency belongs to 
multiple participating groups, some of which opt for the centralized approach 
and others for the decentralized approach. Since the user is a part of a group 
using the centralized approach to sharing, he/she needs to make his/her data 
available to the group by shipping his/her data to the central cloud storage. 
Additionally, since the user is also a part of a group using the decentralized 
approach for sharing, he/she needs to respond to the federated query with the 
help of the local CAISS++ located at his/her agency.

Table 27.3 shows the trade-offs between the different approaches and this will 
enable users to choose a suitable approach of AIS based on their application require-
ments. Next, we describe details of the cloud storage mechanism that makes use of 
Hadoop to store the knowledge bases from various agencies and then discuss the 
details of distributed SPARQL query processing over the cloud storage.

In Figure 27.9, we present an architectural overview of our Hadoop-based RDF 
storage and retrieval framework. We use the concept of a “Store” to provide data 
loading and querying capabilities on RDF graphs that are stored in the underlying 
HDFS. A store represents a single RDF dataset and can therefore contain several 
RDF graphs, each with its own separate layout. All operations on a RDF graph are 
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table 27.3 a Comparison of the three approaches Based on 
Functionality Hadoop Storage architecture

Functionality
Centralized 

CAISS++
Decentralized 

CAISS++
Hybrid 

CAISS++

No data duplication X √ Maybe

Flexibility X X √

Scalablility X √ √

Efficiency √ √ √

Simplicity—no query rewriting √ X X

Trusted centralized cloud data 
storage

√ X X

Source: With kind permission from Springer Science+Business Media: Khadilkar, 
V ., Rachapalli, J., Cadenhead, T., Kantarcioglu, M., Hamlen, K.W., Khan, 
L., and Husain, M.F. Media from Lecture Notes in Computer Science, 
Proceedings of Intelligence and Security Informatics–Pacific Asia 
Workshop, PAISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © 
Springer, ISBN 978-3-642-30427-9.
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Figure 27.9 Hadoop storage architecture used by CaISS++. (With kind per-
mission from Springer Science+Business Media: Khadilkar, V ., rachapalli, J., 
Cadenhead, t., Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. 
Media from Lecture Notes in Computer Science, Proceedings of Intelligence and 
Security Informatics–Pacific Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 
7299, 2012, p. 1–26, © Springer, ISBN 978-3-642-30427-9.)
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then implicitly converted into operations on the underlying layout including the 
following:

 ◾ Layout formatter: This block performs the function of formatting a layout, 
which is the process of deleting all triples in a RDF graph while preserving 
the directory structure used to store that graph.

 ◾ Loader: This block performs loading of triples into a layout.
 ◾ Query engine: This block allows a user to query a layout using a SPARQL 

query. Since our framework operates on the underlying HDFS, the querying 
mechanism on a layout involves translating a SPARQL query into a possible 
pipeline of MapReduce jobs and then executing this pipeline on a layout.

 ◾ Connection: This block maintains the necessary connections and configura-
tions with the underlying HDFS.

 ◾ Config: This block maintains configuration information such as graph names 
for each of the RDF graphs that make up a store.

Since RDF data will be stored under different HDFS folders in separate files 
as a part of our storage schema, we need to adopt certain naming conventions for 
such folders and files.

27.2.2.6 Naming Conventions

A Hadoop Store can be composed of several distinct RDF graphs in our framework. 
Therefore, a separate folder will be created in HDFS for each such Hadoop Store. 
The name of this folder will correspond to the name that has been selected for the 
given store. Furthermore, an RDF graph is divided into several files in our frame-
work depending on the storage layout that is selected. Therefore, a separate folder 
will be created in HDFS for each distinct RDF graph. The name of this folder is 
defined to be “default” for the default RDF graph while for a named RDF graph, the 
URI of the graph is used as the folder name. We use the abstraction of a store in our 
framework for the reason that this will simplify the management of data belonging 
to various agencies. Two of the layouts to be supported by our framework are given 
below. These layouts use a varying number of HDFS files to store RDF data.

27.2.2.7 Vertically Partitioned Layout

Figure 27.10 presents the storage schema for the vertically partitioned layout. For 
every unique predicate contained in an RDF graph, this layout creates a separate 
file using the name of the predicate as the file name, in the underlying HDFS. Note 
that only the local name part of a predicate URI (Universal Resource Identifier) 
is used in a file name and a separate mapping exists between a file name and the 
predicate URI. A file for a given predicate contains a separate line for every tri-
ple that contains that predicate. This line stores the subject and object values that 
make up the triple. This schema will lead to significant storage space savings since 
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moving the predicate name to the name of a file completely eliminates the storage 
of this predicate value. However, multiple occurrences of the same resource URI 
or literal value will be stored multiple times across all files as well as within a file. 
Additionally, a SPARQL query may need to lookup multiple files to ensure that a 
complete result is returned to a user, for example, a query to find all triples that 
belong to a specific subject or object.

27.2.2.8 Hybrid Layout

Figure 27.11 presents the storage schema for the hybrid layout. This layout is an 
extension of the vertically partitioned layout, since in addition to the separate files 

Figure 27.10 Vertically partitioned layout. (With kind permission from 
Springer Science+Business Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., 
Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. Media from Lecture 
Notes in Computer Science, Proceedings of Intelligence and Security Informatics–
Pacific Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, 
© Springer, ISBN 978-3-642-30427-9.)

Figure 27.11 Hybrid layout. (With kind permission from Springer Science+Business 
Media: Khadilkar, V ., rachapalli, J., Cadenhead, t., Kantarcioglu, M., Hamlen, 
K.W., Khan, L., and Husain, M.F. Media from Lecture Notes in Computer Science, 
Proceedings of Intelligence and Security Informatics–Pacific Asia Workshop, 
PaISI 2012, Kuala Lumpur, Malaysia, 7299, 2012, p. 1–26, © Springer, ISBN 
978-3-642-30427-9.)
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that are created for every unique predicate in an RDF graph, it also creates a separate 
triples file containing all the triples in the SPO (Subject, Predicate, Object) format. 
The advantage of having such a file is that it directly gives us all triples belonging 
to a certain subject or object. Recall that such a search operation required scan-
ning through multiple files in the vertically partitioned layout. The storage space 
efficiency of this layout is not as good as the vertically partitioned layout due to the 
addition of the triples file. However, a SPARQL query to find all triples belonging 
to a certain subject or object could be performed more efficiently using this layout.

27.2.2.9 Distributed Processing of SPARQL

Query processing in CAISS++ comprises of several steps (Figure 27.12). The first 
step is query parsing and translation where a given SPARQL query is first parsed to 
verify syntactic correctness and then a parse tree corresponding to the input query 
is built. The parse tree is then translated into a SPARQL algebra expression. Since 
a given SPARQL query can have multiple equivalent SPARQL algebra expressions, 
we annotate each such expression with instructions on how to evaluate each opera-
tion in this expression. Such annotated SPARQL algebra expressions correspond 
to query-evaluation plans which serve as the input to the optimizer. The optimizer 
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Figure 27.12 Distributed processing of SParQL in CaISS++.  (With kind per-
mission from Springer Science+Business Media: Khadilkar, V ., rachapalli, J., 
Cadenhead, t., Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. 
Media from Lecture Notes in Computer Science, Proceedings of Intelligence and 
Security Informatics–Pacific Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 
7299, 2012, p. 1–26, © Springer, ISBN 978-3-642-30427-9.)
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selects a query plan that minimizes the cost of query evaluation. To optimize a 
query, an optimizer must know the cost of each operation. To compute the cost of 
each operation, the optimizer uses a Metastore that stores statistics associated with 
the RDF data. The cost of a given query-evaluation plan is alternatively measured 
in terms of the number of MapReduce jobs or the number of triples that will be 
accessed as a part of query execution. Once the query plan is chosen, the query 
is evaluated with that plan and the result of the query is output. Since we use a 
cloud-centric framework to store RDF data, an evaluation engine needs to convert 
SPARQL algebra operators into equivalent MapReduce jobs on the underlying stor-
age layouts. Therefore, in CAISS++ we will implement a MapReduce job for each 
of the SPARQL algebra operators. Additionally, the evaluation engine uses a distrib-
uted reasoner to compute inferences required for query evaluation.

27.2.2.10 Framework Integration

The components that we have outlined that are a part of CAISS++ need to be inte-
grated to work with another. Furthermore, this process of integration depends on a 
user’s selection of one of the three possible design choices provided with CAISS++, 
namely, centralized CAISS++, decentralized CAISS++, or hybrid CAISS++. The 
integration of the various pieces of CAISS++ that have been presented so far needs 
to take into account several issues. First, we need to make sure that our ontology 
engineering process has been successful in capturing an agency’s requirements and 
additionally, the ontologies can be stored in the storage schema used by the Hadoop 
Storage Architecture. Second, we need to ensure that the distributed SPARQL 
query processor is able to efficiently evaluate queries (i.e., user-generated SPARQL 
queries as well as SPARQL queries that evaluate policies) over the underlying RDF 
storage. Finally, we need to conduct a performance evaluation of CAISS++ to ver-
ify that it meets the performance requirements of various participating agencies as 
well as leads to significant performance advantages when compared with CAISS.

27.2.2.11 Policy Specification and Enforcement

The users of CAISS++ can use a language of their choice (e.g., XACML, RDF, Rei, 
etc.) to specify their information-sharing policies. These policies will be translated into 
a suitable sub-language of OWL using existing or custom-built translators. We will 
extend our policy engine for CAISS to handle policies specified in OWL. In addition 
to RDF policies, our current policy engine can handle policies in OWL for imple-
menting role-based access control, inference control, and social network analysis.

27.2.3 Formal Policy Analysis
Our framework is applicable to a variety of mission-critical, high-assurance appli-
cations that span multiple possibly mutually distrusting organizations. To provide 
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maximal security assurance in such settings, it is important to establish strong for-
mal guarantees regarding the correctness of the system and the policies it enforces. 
To that end, we examined the development of an infrastructure for constructing 
formal, machine-checkable proofs of important system properties, and policy analy-
ses for our system. While machine-checkable proofs can be very difficult and time-
consuming to construct for many large software systems, our choice of SPARQL, 
RDF, and OWL as query, ontology, and policy languages, opens unique oppor-
tunities to elegantly formulate such proofs in a logic programming environment. 
We will encode policies, policy-rewriting algorithms, and security properties as a 
rule-based, logical derivation system in Prolog, and will apply model-checking and 
theorem-proving systems such as ACL2 to produce machine-checkable proofs that 
these properties are obeyed by the system. Properties that we intend to consider 
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Figure 27.13 HIVE-based assured cloud query processing. (With kind permission 
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in our model include soundness, transparency, consistency, and completeness. The 
results of our formal policy analysis will drive our detailed design and implementa-
tion of CAISS++. To our knowledge, none of the prior work has focused on such 
formal policy analysis for SPARQL, RDF, and OWL. Our extensive research on for-
mal policy analysis with in-line reference monitors is discussed under related work.

27.2.4 Implementation Approach
The implementation of CAISS is being carried out in Java and is based on a flex-
ible design where we can plug and play multiple components. A service provider 
and/or user will have the flexibility to use the SPARQL query processor as well as 
the RDF-based policy engine as separate components or combine them. The open 
source component used for CAISS will include the Pellet reasoner as well as our 
in-house tools such as the SPARQL query processor on the Hadoop/MapReduce 
framework and the cloud-centric RDF policy engine. CAISS will allow us to dem-
onstrate basic AIS scenarios on our cloud-based framework.

In the implementation of CAISS++, we will again use Java as the program-
ming language. We will use Protégé as our ontology editor during the process 
of ontology engineering which includes designing domain ontologies as well as 
the upper ontology. We will also evaluate several existing distributed reasoning 
algorithms such as WebPIE and QueryPIE to determine the best algorithm that 
matches an agency’s requirements. The selected algorithm will then be used to 
perform reasoning over OWL-based security policies. Additionally, the design of 
the Hadoop Storage Architecture is based on Jena’s SPARQL Database (SDB) 
architecture and will feature some of the functionalities that are available with 
Jena SDB. The SPARQL query engine will also feature a code written in Java. 
This code will consist of several modules including query parsing and translation, 
query optimization, and query execution. The query execution module will consist 
of MapReduce jobs for the various operators of the SPARQL language. Finally, 
our web-based user interface will make use of several components such as JBoss, 
EJB, JSF, among others.

27.3 related Work
We will first provide an overview of our research directly relevant to our proj-
ect and then discuss overall related work. We will also discuss product/technology 
competition.

27.3.1 Our Related Research
Note that much of our related research has been discussed in Chapters 13, 22, 
and 23. We summarize this research as well as discuss some other related research.
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27.3.1.1 Secure Data Storage and Retrieval in the Cloud

We have built a web-based application that combines existing cloud computing tech-
nologies such as Hadoop, an open source distributed file system and Hive data ware-
house infrastructure built on top of Hadoop with a XACML policy-based security 
mechanism to allow collaborating organizations to securely store and retrieve large 
amounts of data [THUR10], [HUSA11], [UTD1]. Figure 27.13 presents the archi-
tecture of our system. We use the services provided by the HIVE layer and Hadoop 
including the Hadoop Distributed File System (HDFS) layer that makes up the stor-
age layer of Hadoop and allows the storage of data blocks across a cluster of nodes. 
The layers we have implemented include the web application layer, the ZQL parser 
layer, the XACML policy layer, and the query rewriting layer. The Web Application 
layer is the only interface provided by our system to the user to access the cloud 
infrastructure. The ZQL Parser [ZQL] layer takes as input any query submitted by a 
user and either proceeds to the XACML policy evaluator if the query is successfully 
parsed or returns an error message to the user. The XACML Policy Layer is used to 
build (XACML Policy Builder) and evaluate (XACML Policy Evaluation) XACML 
policies. The Basic Query Rewriting Layer rewrites SQL queries entered by the user. 
The Hive layer is used to manage relational data that is stored in the underlying 
Hadoop HDFS [THUS09]. In addition, we have also designed and implemented 
secure storage and query processing in a hybrid cloud [KHAD11].

27.3.1.2 Secure SPARQL Query Processing on the Cloud

We have developed a framework to query RDF data stored over Hadoop as shown 
in Figure 27.14. We used the Pellet reasoner to reason at various stages. We car-
ried out real-time query reasoning using the pellet libraries coupled with Hadoop’s 
MapReduce functionalities. Our RDF query processing is composed of two main 
steps: (1) the preprocessing and (2) the query optimization and execution.

27.3.1.2.1 Pre-Processing

To execute a SPARQL query on RDF data, we carried out data pre-processing steps 
and stored the pre-processed data in HDFS. A separate MapReduce task was writ-
ten to perform the conversion of RDF/XML data into N-Triples as well as for prefix 
generation. Our storage strategy is based on predicate splits [HUSA11].

27.3.1.2.2 Query Execution and Optimization

We have developed a SPARQL query execution and optimization module for 
Hadoop. As our storage strategy is based on predicate splits, first, we examine the 
predicates present in the query. Second, we examine a subset of the input files that 
are matched with predicates. Third, SPARQL queries generally have many joins in 
them and all these joins may not be possible to be performed in a single map-reduce 
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job. Therefore, we have developed an algorithm that decides the number of jobs 
required for each kind of query. As part of optimization, we applied a greedy strat-
egy and cost-based optimization to reduce query processing time. We have also 
developed a XACML-based centralized policy engine that will carry out federated 
RDF query processing on the cloud. Details of the enforcement strategy are given 
in [HUSA11], [KHAL10], [HAMLl10a].

27.3.1.3 RDF Policy Engine

In our earlier work [CADE11a], we have developed a policy engine to process 
RDF-based access control policies for RDF data. The policy engine is designed 
with the following features on mind: scalability, efficiency, and interoperability. 
This framework (Figure 27.15) can be used to execute various policies, including 
access control policies and redaction policies. It can also be used as a testbed for 
evaluating different policy sets over RDF data and to view the outcomes graphi-
cally. Our framework presents an interface that accepts a high-level policy, which is 
then translated into the required format. It takes a user’s input query and returns a 
response which has been pruned using a set of user-defined policy constraints. The 
architecture is built using a modular approach, therefore it is very flexible in that 

Figure 27.14 SParQL-based assured cloud query processing. (With kind per-
mission from Springer Science+Business Media: Khadilkar, V ., rachapalli, J., 
Cadenhead, t., Kantarcioglu, M., Hamlen, K.W., Khan, L., and Husain, M.F. Media 
from Lecture Notes in Computer Science, Proceedings of Intelligence and Security 
Informatics–Pacific Asia Workshop, PaISI 2012, Kuala Lumpur, Malaysia, 7299, 
2012, p. 1–26, © Springer, ISBN 978-3-642-30427-9.)
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most of the modules can be extended or replaced by another application module. 
For example, a policy module implementing a Discretionary Access Control (DAC) 
could be replaced entirely by a RBAC module or we may decide to enforce all our 
constraints based on a generalized redaction model. It should be noted that our 
policy engine also handles role-based access control policies specified in OWL and 
SWRL [CADE10]. In addition, it handles certain policies specified in OWL for 
inference control such as association-based policies where access to collections of 
entities is denied and logical policies where A implies B and if access to B is denied 
then access to A should also be denied [CADE10], [CADE11b], [CARM09]. This 
capability of our policy engine will be useful in our design and implementation of 
CAISS++ where information is shared across multiple clouds.

27.3.1.4 AIS Prototypes

We have developed multiple systems for AIS at UTD. In particular, we developed an 
XACML-based policy engine to function on top of relational databases and demon-
strated the sharing of (simulated) medical data [THUR08]. In this implementation, 
we specified the policies in XACML and stored the data in multiple Oracle data-
bases. When one organization requests data from another organization, the poli-
cies are examined and authorized data are released. In addition, we also conducted 
simulation studies on the amount of data that would be lost by enforcing the policies 
while sharing information. We have also conducted simulation studies for incentive-
based information sharing [KANT10]. In addition, we have examined risk-based 
access control in an information-sharing scenario [CELI07]. In addition to access 
control policies, we have specified different types of policies including need-to-share 
policies and trust policies (e.g., A shared data with B provided B does not share the 
data with C). Note that the 9/11 commission report calls for the migration from the 
more restrictive need-to-know to the less restrictive need-to-share policies. These 
policies are key to support the specification of directive concerning AIS obligations. 
We have discussed our work on AIS in Appendix D.
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Figure 27.15 rDF policy engine.
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27.3.1.5 Formal Policy Analysis

By reducing high-level security policy specifications and system models to the level 
of the denotational and operational semantics of their binary-level implementations, 
our past work has developed formally machine-certifiable security enforcement 
mechanisms of a variety of complex software systems, including those implemented 
in.NET [HAML06b], ActionScript [SRID10], Java [JONE10], and native code 
[HAML10b]. Working at the binary level provides extremely high formal guarantees 
because it permits the tool chain that produces mission-critical software components 
to remain untrusted; the binary code produced by the chain can be certified directly. 
This strategy is an excellent match for CAISS++ because data security specification 
languages such as XACML and OWL can be elegantly reflected down to the binary 
level of bytecode languages with XML-aware system APIs, such as Java bytecode. 
Our past work has applied binary-instrumentation (e.g., in-lined reference moni-
toring) and a combination of binary type-checking [HAML06b], model-checking 
[SRID10], and automated theorem proving (e.g., via ACL2) to achieve fully auto-
mated machine certification of binary software in such domains.

27.3.2 Overall Related Research
While there are some related efforts, none of the efforts have provided a solution to 
AIS in the cloud, nor have they conducted such a formal policy analysis.

27.3.2.1 Secure Data Storage and Retrieval in the Cloud

Security for cloud has received recent attention [TALB09]. Some efforts on imple-
menting at the infrastructure level have been reported [OMAL09]. Such develop-
ment efforts are an important step toward securing cloud infrastructures but are 
only in their inception stages. The goal of our system is to add another layer of 
security above the security offered by Hadoop [UTD1]. Once the security offered 
by Hadoop becomes robust, it will only strengthen the effectiveness of our system. 
Similar efforts have been undertaken by Amazon and Microsoft for their cloud 
computing offerings [AMAZ09], [MARS10]. However, this work falls in the pub-
lic domain whereas our system is designed for a private cloud infrastructure. This 
distinguishing factor makes our infrastructure “trusted” over public infrastructures 
where the data must be stored in an encrypted format.

27.3.2.2 SPARQL Query Processor

Only a handful of efforts have been reported on SPARQL query processing. These 
include BioMANTA [BIOM11] and SHARD [SHAR11]. BioMANTA proposes 
extensions to RDF Molecules [DING05] and implements a MapReduce-based 
Molecule store [NEWM08]. They use MapReduce to answer the queries. They 
have queried a maximum of 4 million triples. Our work differs in the following 
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ways: first, we have queried 1 billion triples. Second, we have devised a storage 
schema which is tailored to improve query execution performance for RDF data. 
To our knowledge, we are the first to come up with a storage schema for RDF data 
using flat files in HDFS, and a MapReduce job determination algorithm to answer 
a SPARQL query. SHARD (Scalable, High-Performance, Robust and Distributed) 
is an RDF triple store using the Hadoop Cloudera distribution. This project shows 
initial results demonstrating Hadoop’s ability to improve scalability for RDF datas-
ets. However, SHARD stores its data only in a triple store schema. It does no query 
planning or reordering, and its query processor will not minimize the number of 
Hadoop jobs. None of the efforts have incorporated security policies.

27.3.2.3 RDF-Based Policy Engine

There exists prior research devoted to the study of enforcingpolicies over RDF stores. 
These include the work in [CARM04], which uses RDF for policy specification and 
enforcement. In addition, the policies are generally written in RDF. In [JAIN06], 
the authors propose an access control model for RDF. Their model is based on 
RDF data semantics and incorporates RDF and RDF Schema (RDFS) entail-
ments. Here, protection is provided at the resource level, which adds granularity 
to their framework. Other frameworks enforcing policies over RDF\OWL include 
[USZO04], [KAGA02]. [USZO04] describes KAoS, a policy and domain services 
framework that uses OWL, both to represent policies and domains. [KAGA02] 
introduces Rei, a policy framework that is flexible and allows different kinds of 
policies to be stated. Extensions to Rei have been proposed recently [KHAN10]. 
The policy specification language allows users to develop declarative policies over 
domain specific ontologies in RDF, DAML + OIL, and OWL. The authors in 
[REDD05] also introduced a prototype, RAP, for implementation of an RDF store 
with integrated maintenance capabilities and access control. These frameworks, 
however, do not address cases where the RDF store can become very large or the 
case where the policies do not scale with the data. Under an IARPA funded project, 
we have developed techniques for very large RDF graph processing [UTD2].

27.3.2.4 Hadoop Storage Architecture

There has been significant interest in large-scale distributed storage and retrieval 
techniques for RDF data. The theoretical designs of a parallel processing frame-
work for RDF data are presented in the work done by Castagna et al. [CAST09]. 
This work advocates the use of a data distribution model with varying levels of 
granularity such as triple level, graph level, and dataset level. A query over such a 
distributed model is then divided into a set of sub-queries over machines contain-
ing the distributed data. The results of all sub-queries will then be merged to return 
a complete result to a user application. Several implementations of this theoretical 
concept exist in the research community. These efforts include the work done by 
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Choi et al. [CHOI09] and Abraham et al. [ABRA10]. A separate technique that 
has been used to store and retrieve RDF data makes use of peer-to-peer systems 
[ABER04], [CAI04], [HART07], and [VALL06]. However, there are some draw-
backs with such systems as peer-to-peer systems need to have super peers that store 
information about the distribution of RDF data among the peers. Another disad-
vantage is a need to federate a SPARQL query to every peer in the network.

27.3.2.5 Distributed Reasoning

InteGrail system uses distributed reasoning, whose vision is to shape the European 
railway organization of the future [INTE09]. In [URBA09], authors have shown a 
scalable implementation of RDFS reasoning based on MapReduce which can infer 
30 billion triples from a real-world dataset in less than 2 h, yielding an input and 
output throughput of 123.000 triples/s and 3.27 million triples/s, respectively. They 
have presented some nontrivial optimizations for encoding the RDFS ruleset in 
MapReduce and have evaluated the scalability of their implementation on a cluster 
of 64 compute nodes using several real-world datasets.

27.3.2.6 Access Control and Policy Ontology Modeling

There have been some attempts to model access control and policy models using 
semantic web technologies. In [CIRI07], authors have shown how OWL and 
Description Logic can be used to build an access control system. They have devel-
oped a high-level OWL-DL ontology that expresses the elements of a role-based 
access control system and have built a domain-specific ontology that captures the 
features of a sample scenario. Finally, they have joined these two artifacts to take 
into account attributes in the dentition of the policies and in the access control 
decision. In [REUL10], authors first presented a security policy ontology based on 
the DOGMA which is a formal ontology engineering framework. This ontology 
covers the core elements of security policies (i.e., Condition, Action, Resource) and 
can easily be extended to represent specific security policies, such as access control 
policies. In [ANDE09], the authors present an ontologically motivated approach 
to multi-level access control and provenance for information systems.

27.3.3 Commercial Developments

27.3.3.1 RDF Processing Engines

Research and commercial RDF processing engines include Jena by HP labs, BigOWLIM 
and RDF-3X. Although the storage schemas and query processing mechanisms for 
some of these tools are proprietary, they are all based on some type of indexing strategy 
for RDF data. However, only a few tools exist that use a cloud-centric architecture for 
processing RDF data and moreover, these tools are not scalable to a very large number 
of triples. In contrast, our query processor in CAISS++ will be built as a planet-scale 
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RDF processing engine that supports all SPARQL operators and will provide opti-
mized execution strategies for SPARQL queries and can scale to billions of triples.

27.3.3.2 Semantic Web-Based Security Policy Engines

As stated in Section 27.3.2, the current work on semantic web-based policy speci-
fication and enforcement does not address the issues of policy generation and 
enforcement for massive amounts of data and support large number of users.

27.3.3.3 Cloud

To the best of our knowledge, there is no significant commercial competition for cloud-
centric AIS. Since we have taken a modular approach to the creation of our tools, we 
can iteratively refine each component (policy engine, storage architecture, and query 
processor) separately. Owing to the component-based approach we have taken, we will 
be able to adapt to changes in the platforms we use (e.g., Hadoop, RDF, OWL, and 
SPARQL) without having to depend on the particular features of a given platform.

27.4 Summary and Directions
This chapter has described our design of a cloud-based information-sharing system 
called CAISS. CAISS utilizes several of the technologies we have developed as well 
as open source tools. We also described the design of an ideal cloud-based assured 
information-sharing system called CAISS++.

We have implemented versions of CAISS. In the first implementation of CAISS 
we utilized our SPARQL query processor with the policies specified in XACML. 
This is more or less the system described in Chapter 23. In the second prototype we 
specified policies in RDF, developed the policy engine in the cloud and integrated it 
with the data engine. This system is discussed in Chapter 28 (see also [CADE12a], 
[CADE12b]). In the future we will continue to enhance our prototype by imple-
menting more complex policies. Pour policies include both access control policies as 
well as information-sharing policies. We will also carry out a formal analysis of the 
execution of the policies. Our ultimate goal is to implement CAISS++.
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Chapter 28

Design and 
Implementation of a 
Semantic Cloud-Based 
assured Information 
Sharing System

28.1 Overview
The cloud computing paradigm enables the sharing of large amounts of data 
securely and efficiently. Furthermore, the advent of cloud computing and the con-
tinuing movement toward software as a service (SaaS) paradigms has posed an 
increasing need for assured information sharing (AIS) as a service in the cloud. To 
satisfy the cloud-centric AIS needs of coalition organization, there is a critical need 
to develop an AIS framework that operates in the cloud. To our knowledge, no such 
system currently exists. In Chapter 27 [THUR12], we described the design of a sys-
tem called CAISS: a Cloud Centric Assured Information Sharing System (CAISS) 
that utilizes the technology components we have designed in-house as well as open 
source tools. CAISS consists of two components: a cloud-centric policy manager 
that enforces policies specified in RDF [KLYN04], and a cloud-centric data man-
ager that will store and manage data also specified in RDF. This RDF data manager 
is essentially a query engine for SPARQL, a language widely used by the seman-
tic web community to query RDF data. RDF is a semantic web language that is 
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considerably more expressive than XML-based policy languages for specifying and 
reasoning about policies. Furthermore, our policy manager and data manager will 
have seamless integration since they both manage RDF data.

While the systems discussed in the previous chapter (e.g., CAISS, CAISS++) 
were in the design stages, in this chapter, we describe the detailed design and imple-
mentation of AIS in a semantic cloud. That is, we have used semantic web technolo-
gies for providing cloud-based semantic web services. These semantic web services 
enable information sharing. This is more or less the CAISS system described in 
Chapter 27. We have essentially developed a comprehensive AIS framework that 
seamlessly operates in the cloud. Our framework consists of a three-layer architec-
ture that comprises of a user interface layer, a policy engine layer, and a data con-
nection layer that integrates multiple data sources in the cloud. To our knowledge 
this is the first of its kind of AIS framework that operates in the cloud. We describe 
the detailed design and implementation of our system in Section 28.2. In particu-
lar, the system architecture, its operations, its modules, and usage are discussed. 
This chapter concludes with a discussion of future work in Section 28.3.

28.2 architecture
28.2.1 Overview
Our policy engine framework is driven by RDF configuration documents, which 
encode the logic of the policy engines and their usage, the user interface layouts 
and customizable parameters, and the mappings of dereferenceable Uris to the data 
stores using the available data connections. Our policy engine framework can be 
used as a key enabler in augmenting security for RDBMS’s (Relational Database 
Management System), as well as cloud-based systems. RDBMS’s are developed 
with atomicity, concurrency, and durability in mind, but are normally shipped 
with limited support for access control. A cloud storage layer allows the agencies 
to store and scale policies with finer levels of control over RDF resources. The 
cloud was developed with scalability and availability in mind, but security con-
siderations were neglected. Our policy engine can be configured to complement 
policies in a RDBMS system with an entry point for supporting security policies 
over cloud-based backends. We first present an overview of the configuration of the 
framework. Then we define the layers in our architecture, and finally, we provide a 
description of the novel features of our implementation. Figure 28.1 illustrates our 
architecture and Figure 28.2 illustrates our configuration framework.

28.2.2 Framework Configuration
A loosely coupled system provides easy configuration and flexibility to our RDF 
policy engine framework. Each component is abstracted from the others by 
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employing RDF documents consisting of an agency’s preferences for a policy or 
data connection to a data store. Furthermore, a loosely coupled web front-end pro-
motes easier maintenance and reusability of the policy framework, since an adapter 
pattern abstracts the mapping of the web interfaces (and communications) to the 
other layers. An abstraction hides the actual implementation and intricacies of the 
policy engine manager and data managers from the agencies. This therefore allows 
agencies to specify their policies in any representation languages, such as XML, 
RDF, or REI [KAGA02]; an adapter hides the translation of high-level policy spec-
ification to policy implementation.

28.2.3 Modules in our Architecture
Our system architecture consists of three layers. At the front end, we have a user 
interface; the middle layer consists of our policy engine logic; and at the backend, 
we have our data stores. We provide a discussion of these modules next.

Figure 28.1 architecture. (With kind permission from Springer Science+Business 
Media: Cadenhead, t., Kantarcioglu, M., and Khadilkar, V., Design and 
Implementation of a Cloud-Based assured Information Sharing System, Media 
from Lecture Notes in Computer Science, Proceedings of Computer Network 
Security–6th International Conference on Mathematical Methods, Models and 
Architectures for Computer Network Security, MMM-ACNS 2012, St. Petersburg, 
russia, 7531, 2012, p. 36–50. © Springer.)
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28.2.3.1 User Interface Layer

To enable a one-to-one interaction with our framework, a web-based user interface is 
built on top of the policy layer. Rich client and open source web technologies simplify 
the interactions between users, web pages, and the underlying policy and data layers. 
This integration has many advantages. The policy framework operates in a distributed 
environment and has a greater geographical spread; therefore, agencies and users have 
mobility. The web interface requires users to create an account (also a registration) 
and choose unique credentials, which will then be used by the users to identify them 
to the policy framework. A form-based authentication pattern, as well as a challenge-
response test distinguishes legitimate users from robots (which may pose as normal 
users). The legitimate users are presented with a querying screen that allows them to 
compose SPARQL queries once they have been authenticated. Note that SPARQL 
[PRUD06] is a query language for RDF and is used for retrieving data from triple 
stores. The SPARQL queries are validated and then sent to our policy engine layer, 
which in turn returns a resultant RDF graph that is then displayed on a web page.

Agencies Resources Policies Rules Queries

Query 1
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Query3
(SPARQL) 

. . .

. . .

. . .
. . .. . .
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Figure 28.2 Configuration overview. (With kind permission from Springer 
Science+Business Media: Cadenhead, t., Kantarcioglu, M., and Khadilkar, V., 
Design and Implementation of a Cloud-Based assured Information Sharing 
System, Media from Lecture Notes in Computer Science, Proceedings of Computer 
Network Security–6th International Conference on Mathematical Methods, 
Models and Architectures for Computer Network Security, MMM-ACNS 2012, St. 
Petersburg, russia, 7531, 2012, p. 36–50. © Springer.)



Semantic Cloud-Based Assured Information Sharing System  ◾  493

© 2010 Taylor & Francis Group, LLC

28.2.3.1.1 User Registration

The User Registration presents the user the opportunity to register with the sys-
tem using a web registration form. The registration form captures the user’s name, 
password, and other metadata about the user. Metadata could be an agency that 
the user is a part of, or data that is used for mapping the user’s credentials to a role, 
which is to be performed by the user. The following RDF graph displays contents 
from a user configuration file. The final triple in the RDF graph contains a derefer-
enceable URI to another RDF graph, which then contains a list of dereferenceable 
Uris of the actual resources that the user is allowed to query.

<http://policy.org/agency/pol#users>
  pol:user <http://policy.org/agency/pol#user1>.

# resources
<http://policy.org/agency/pol#user1>
 pol:name “user1”;
 pol:passwd “_:b1”;
  pol:organization <http://policy.org/agency/pol#Agency1>;
  pol:resourcelist <http://example/users/resources/user1>.

28.2.3.1.2 Agency Registration

The Agency Registration comprises a sequence of web pages, each being a child 
page of the previous one. The process commences with an agency registering infor-
mation to describe itself. First, an agency registers important metadata about itself. 
This metadata is an RDF document, which can be used to introduce one agency 
to another, and therefore, should be self-describing. Some example triples in this 
metadata could assert an agency’s name, address, industry, affiliations, and so on. 
Second, an agency records its resources. A resource has a unique URI, which is a 
dereferenceable URI to an agency’s RDF document, which contains both the sensi-
tive and nonsensitive data for the agency; this is the information that is normally 
stored in a relational database, but is now migrated to the cloud. Third, an agency 
defines the policies for its resources. An agency may choose among the various poli-
cies that are supported at the policy engine layer. Examples of policies are access 
control, redaction, information sharing, and so on. Fourth, an agency describes 
various policy rules for a policy. Note that an agency may use access control to pro-
tect its resources; however, the agency may need more than one rule for a particular 
policy choice. For example, one access control rule may specify a positive authori-
zation, while another may specify a negative authorization on the same resource. 
Finally, an agency specifies queries. It is a very popular technique to write policy 
rules as views (i.e., SPARQL queries) over a data store. An agency may specify in 
its policy rule configuration document that queries be materialized or that they be 
nonmaterialized. A materialized query may speed up the policy execution, while a 
nonmaterialized query refreshes the result set in real time.
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28.2.3.2 Policy Engines

The Policy Engine Layer first evaluates the user queries against the stored data 
resources (which can be traditional data, or provenance metadata). A data resource 
is characterized by a uniform resource identifier (URI), which connects to an 
actual RDF graph in the data storage layer. The policy layer uses a factory object 
to create the underlying policies. The factory exposes a policy through a consis-
tent interface, thus making it easy to extend our policy engine to support other 
types of policies in the future. We currently support access control, redaction, and 
information-sharing policies. To support traditional policies, we use SPARQL que-
ries to define views over resources, where a view can be associated with positive 
and negative authorizations or a target in a subgraph replacement procedure. An 
important metadata is provenance, which records the history of a piece of data 
item. However, provenance takes on a Directed Acyclic Graph (DAG) structure, 
and as such requires its own policies [BRAU08]. Therefore, we support the use of 
regular expression SPARQL queries for access control policies [CADE11a], as well 
as redaction policies [CADE11b]. We have also implemented information-sharing 
policies over data and provenance that allow cooperating agencies to share informa-
tion based on mutual agreements [CADE12].

An agile environment pushes policy designers to constantly fine tune or extend 
their policies to rapidly adapt to ever-changing conditions, thus ensuring that data 
integrating and combinations does not violate data confidentiality, especially when 
quick actions are critical (e.g., in intelligence). To meet this demand, our policy 
engine layer supports many policy engines, while the cloud supports many policy 
configuration documents.

A policy engine takes as input a user’s credential and a dereferenceable URI; it 
then evaluates the underlying logic of a policy before returning a new RDF graph (or 
model) to the user interface layer. The dereferenceable URI points to a configuration 
document, which itself contains other dereferenceable Uris to the policies about an 
agency’s resource and to the agency’s resource at the data layer. An agency’s resource 
is an RDF document, with triples at one or more classification levels; for example, an 
entire RDF document would be classified as sensitive in case it contains intelligence 
information, or some subset of triples may have actual intelligence information. An 
agency therefore requires more than one type of policy to achieve fine grain control 
over its resources. A policy is therefore defined by an interface, which allows the 
implementation of the logic of each policy. The policy engine evaluates the underly-
ing logic of a policy before returning a new RDF graph (or model) to the user inter-
face layer. By migrating its policies to the cloud, an agency overcomes the restriction 
on the number of policy definitions previously possible. The following subsections 
summarize various policy types. In the subsections below, we discuss the details 
of the policy engine layer. This layer comprises of many policy types, for example, 
access control, redaction, information sharing, to name a few. We will also motivate 
the need for a flexible policy engine by discussing each of these policy types in turn.
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28.2.3.2.1 Access Control Policy Engine

An access control policy authorizes a set of users to perform a set of actions on a set 
of resources within an environment. Unless authorized through one or more access 
control policies, users have no access to any resource of the system. There are differ-
ent kinds of access control policies, which can be grouped into three main classes 
[SAMA01]. These policies differ by the constraints they place on the sets of users, 
actions, and objects (access control models often refer to resources as objects). These 
classes are (1) RBAC, which restricts access based on roles; (2) discretionary access 
control (DAC), which controls access based on the identity of the user; and (3) 
mandatory access control (MAC), which controls access based on mandated regu-
lations determined by a central authority.

Policies based on RBAC are often used to simplify the management of policy 
mappings, which is a common feature in the three classes of access control policies. 
Policy creation and manageability are important in getting finer levels of access 
control over the shared resources. We use the convention that a permission is a 
unique pair of (action, resource). Given n resources, m users, and a set of only two 
actions (read, write), we have a maximum of 2 × n possible permissions. This gives 
m × (2 × n) = c1n mappings. A further improvement of RBAC is the case where 
there is at least one role with two or more users assigned to it, from a possible set 
of r roles. Therefore, we have r × (2 × n) = c2n mappings and we also assume that 
c2 ≤ c1. However, even with this simplification, the number of policies needed to 
achieve finer levels of access control in a dynamic and agile community may be 
intractable. Our cloud-centric policy framework addresses this by providing the 
agencies the ability to support and scale their access control policies to meet their 
ever-growing security needs.

28.2.3.2.2 Redaction Policy Engine

A redaction policy identifies and removes sensitive information from a document 
before releasing it to a user. Unlike access control policies, which restricts access, 
redaction policies encourage sharing of information, by ensuring that sensitive or 
proprietary information is removed (or obscured) before providing the final RDF 
graph (referred to as a redacted graph) to a user’s query. Redaction policies rely 
on a transformation operation to circumvent any identifying or sensitive informa-
tion. The redaction policy engines currently supported rely on a graph transforma-
tion technique that is based on a graph grammar approach (which is presented in 
[EHRI06], [ROZE97]. Basically, there are two steps to applying a redaction policy 
over a directed labeled RDF graph: (i) Identify a resource (or subgraph) in the origi-
nal RDF graph that we want to protect. This can be done with a graph query (i.e., a 
query equipped with regular expressions). (ii) Apply a redaction policy to this iden-
tified resource in the form of a graph transformation rule. An implementation of 
this graph transformation is used in [CADE11b] for redacting provenance graphs.
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28.2.3.2.3 Information-Sharing Policy Engine

An information-sharing policy allows agencies to determine the context in which 
their resources are shared or combined with resources from other agencies. An 
information-sharing policy engine has logic for processing a query requesting infor-
mation on two or more RDF graphs simultaneously. We illustrate this using the 
following SPARQL query.

SELECT 
�
B FROM NAMED uri1 FROM NAMED uri2 WHERE P,

where P is a graph pattern, 
�
B  is a tuple of variables appearing in P and uri1 and 

uri2 are dereferenceable URIs for two resources, R1 and R2. Resources R1 and R2 
may be from the same agency, in case an agency strictly requires a partitioning of its 
resources based on confidentiality concerns or they could belong to two agencies, 
agency 1 and agency 2, respectively. Therefore, each of these resources may define 
individual information-sharing policy rules. We define an operator ⊙, so that an 
information-sharing policy is now evaluated over uri1 ⊙ uri2. The operator ⊙ can 
be implemented as a graph operation over a RDF graph. Note that, ⊙, could be one 
of the following operators: ∩, ∪, or − and can also be applied to an original RDF 
graph or to previous one, which resulted from the operator, ⊙. In order to execute 
the operator, ⊙, we define a graph recursively as follows.

 ◾ ε is a graph.
 ◾ The set of graphs are closed under intersection, union, and set difference. Let 

G1 and G1 be two graphs, then G1[G2, G1\G2  and G1 − G2 are graphs, such 
that if t ∈ G1[G2 then t ∈ G1 or t ∈ G2; if t ∈ G1[G2 then t ∈ G1 and t ∈ G2; 
or if t ∈ G1 − G2 then t ∈ G1 and t G∉ 2 .

The following RDF graph lists the triples of a combined policy configuration 
document containing policies with embedded logic for sharing two resources, R1 
and R2, which belong to two agencies, agency 1 and agency 2, respectively.

# entity
<http://policy.org/entity/pol#Combined1_1_1 > 
 pol:owner <http://policy.org/entity/pol#Agency1 > ;
  pol:rule <http://policy.org/entity/pol#Cprule1_1_1_1>.

# mappings
<http://policy.org/entity/pol#Cprule1_1_1_1 > 
 pol:agency < http://policy.org/entity/pol#Agency2 > ;
  pol:operator “UNION” ;
  pol:type “combined1”.

This policy works at the level of the agencies. For example, agency 1 shares all its 
resources as a union with all of agency 2 resources. The policy type allows an agency to 
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have modes of sharing. For example, a type combined1 provides sharing at the agency 
level, while another policy type, combined2, could offer a finer level of control in deter-
mining how agency 1 shares each of its resources with a classification of a resource 
for agency 2. In other words, information-sharing policies can incorporate contextual 
information about an agency and metadata about each of its resources at the resource 
level. The following shows two policy types for our information-sharing policies:

 1. Combined 1. ∀r1 ∈ Agency1,∀r2 ∈ Agency2, use r1 ∪ r2. This policy states 
that Agency 1 shares all its resources with agency 2 as a union of the resources.

 2. Combined 2. let r r r n1 1 1 11 2, , , ,… ∈ Agency  use, r r r r1 2 1 21 1[ \,  ∀r2 ∈ Agency2. 
This policy offers a finer level of control.

28.2.3.2.4 Provenance Policy Engines

Sometimes the relationships among the triples in an RDF graph need be taken into 
consideration, when defining policies. The three policy types discussed so far, fail to 
address the cases where sensitive information is implicit in the various paths within a 
RDF graph. We will explore other policy engines in this section. The focus will be on 
the definition of policy engines tailored to the execution of access control and redac-
tion policies over a provenance graph. We will base the logic of these policy engines 
on [CADE11a], which discusses an access control policy language for provenance and 
[CADE12], which discusses how to perform redaction over provenance. We will first 
give an example of a provenance graph and the type of provenance information which 
may exist in the example provenance graph. Then we will present brief definitions of 
some of the theory behind executing policies over a provenance graph.

Figure 28.3 shows an intelligence example as a provenance graph using a RDF 
representation that outlines a flow of a document through a server located in some 
unfriendly territory (or at another agency posing a potential threat). This docu-
ment was given to a journalist. The contents of this provenance graph could serve 
to evaluate the trustworthiness of the servers (i.e., processes in the example graph) 
from which the document originated. This example provenance graph also shows 
the base skeleton of the actual provenance, which is usually annotated with RDF 
triples indicating contextual information, for example, time and location. Note that 
the predicates (i.e., arcs) are labeled with the OPM abstract predicate [MORE10] 
labels and that the final report can be traced back to a CIA agent.

The information embedded in the graph in Figure 28.2 represents a directed 
RDF graph. A provenance path in Figure 28.3 is defined as follows:

Definition 28.1

(Provenance Path) Given a provenance graph, a provenance path (s p o) is a path 
s o

p
→  that is defined over the provenance vocabulary V using regular expressions.
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Definition 28.2

(Regular Expressions) Let Σ be an alphabet of terms in V, then the set RE(Σ) of regular 
expressions is inductively defined by:

•  ∀x∈ Σ,x∈ RE(Σ);
•  Σ∈ RE(Σ);
•  ε ∈ RE(Σ);
•  If A∈ RE(Σ) and B∈ RE(Σ) then:
• A B A B A A A RE| /, , , , ? ( )* + ∈ Σ

The symbols | and/are interpreted as logical OR and composition, respectively.
Our intention is to define paths between two nodes by edges equipped with*for 

paths of arbitrary length, including length 0 or + for paths that have at least length 
1. Therefore, for two nodes x, y, and predicate name p, x y

p
( )*→  and x y

p
( )→ +  are 

paths in G.
A SPARQL query extended with regular expressions [HARRI10] can define a 

resource (or subgraph) of the provenance graph in Figure 28.3 as follows:

opm:wasGeneratedBy 

opm:wasGeneratedBy 

opm:wasControlledBy

opm:wasControlledBy

opm:Used 

cia:Agent

mil:SenReport

mil:CovertOperation1

ex:LeakP1 

ex:ProcessJ

ex:Journalist 

ex:PubRpt1

Process Artifact Attribute 

Legend

Agent

opm:wasTriggeredBy

ex:location
Unfriendly
Territory

Figure 28.3 Provenance graph. (With kind permission from Springer 
Science+Business Media: Cadenhead, t., Kantarcioglu, M., and Khadilkar, V., 
Design and Implementation of a Cloud-Based assured Information Sharing 
System, Media from Lecture Notes in Computer Science, Proceedings of Computer 
Network Security–6th International Conference on Mathematical Methods, 
Models and Architectures for Computer Network Security, MMM-ACNS 2012, St. 
Petersburg, russia, 7531, 2012, p. 36–50. © Springer.)
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EXAMPLE 28.1 (PROVENANCE PATH QUERY)

Select ?x
{ex:PubRpt1 arq:OnPath(“([opm:WasGeneratedBy]/
    [opm:WasTriggeredBy]/[ex:location])” ?x).}

This query would return the location as a binding to the variable x and could 
be used to pinpoint the origin of a compromise (and leakage) of the original report. 
This could also serve to alert policy designers to add appropriate policies for reports 
and servers in their respective agencies.

28.2.3.2.5 Policy Sequence

The execution of the policies over an agency’s resource results in a policy sequence. 
In particular, a protected resource could employ the services of multiple policy 
engines and policy types. Each policy type produces a new subgraph of its input 
RDF graph. It is important to note that the effect of a policy is directly dependent 
on the RDF graph it receives as input, and furthermore, the effect may be different 
from the original effect the policy was intended to achieve. A sequence takes the 
original input graph through a series of transformations until a final RDF graph is 
returned to the user. Note that the success of a policy rule (which is implemented 
as a SPARQL query) returning a particular set of RDF triples is dependent on the 
transformation step at which the rule was applied in a policy sequence. We illus-
trate this using the following SPARQL query:

CONSTRUCT G WHERE P,
G is a newly constructed graph, which contains a set of triples that satisfy con-

dition P in the input graph. A policy protecting the following RDF triples,
<http://cs.utdallas.edu/semanticweb/Prov-AC/agency#agent_1 > 
 foaf:name “John brown”;
 foaf:projectHomepage <http://www.agency1.gov/>.
will fail if either the name or project home page triple was earlier removed or 

altered by a previous policy rule.

A policy precedence feature in the framework helps an agency determine the 
ordering of its policies. In the user interface layer, an agency configures the ordering 
of its policies. The policy sequence is then stored in a RDF sequence file (using the 
“rdf:seq” feature of the RDF specification). When a query is evaluated, the policy 
framework will in turn invoke each policy in the intended order.

28.2.3.2.6 Rule Sequence

In a similar way, a policy may be implemented using a set of rules. For example, to 
fully redact a shared resource, an agency may need a separate rule to redact each 
sensitive triple in an RDF graph. Each rule is triggered when a triple (or set of 
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triples) meet some specified criteria in the input graph. Note that each rule trans-
forms the current state of a shared resource. Therefore, each sequencing of the rules 
will impact the final graph (also called the redacted graph).

28.2.3.3 Data Layer

At the data layer is a connection factory, which acts as a facade, for creating connec-
tion objects. These connection objects expose the same properties (functionally) as 
public methods to the policy designer. This makes it easier for the policy designer 
to concentrate on the policy engine design. The policy designer makes a call to an 
RDF Policy Factory, which returns an RDF model object. This RDF model object is 
backed by a connection store, which can be a local connection, a relational database 
connection, or a cloud connection. During the registration process, an agency is 
given an opportunity to decide where it wants to store its resources and configuration 
documents. It is recommended that the smaller configuration documents be stored 
locally on disk (or in a local database) to enable quick access to them. Local connec-
tions also consume lower bandwidth, offer real-time access, and enable development 
before deployment. However, an agency may decide to store them in a private cloud 
(or on a remote database server) to take advantage of the added protection there.

The connection factory also enables agencies to store their resources in any cloud 
infrastructure. For example an agency’s resources could reside on a private could, 
or a community cloud or a public cloud. A private cloud deployment provides more 
control, in that agencies could house their own cloud. A community cloud is provi-
sioned for exclusive access by a specific community, thus serving the common inter-
est of cooperating agencies. A public cloud is open to the public and thus susceptible 
to more vulnerabilities due to the loss of control over the data uploaded onto the 
public cloud. Agencies may choose to use a mixture of connections and also employ 
more than one deployment simultaneously (e.g., a hybrid cloud model).

28.2.4 Features of our Policy Engine Framework
In the subsections below, we present some novel features of our policy engine 
framework.

28.2.4.1 Policy Reciprocity

Policy Reciprocity enables agencies to specify policies when knowledge of the other 
agencies, their resources, or policy specification are available. This is made possible 
via the registration process, where agencies make metadata available about them-
selves, their recourses and associated policies. The following discussion provides 
scenarios for policy reciprocity.

Agency1 wishes to share its resources if Agency2 also shares its resources with it. 
Current access control and redaction policies do not provide for this reciprocity. 
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Our framework provides information-sharing policies, which allow agents to define 
policies based on reciprocity and mutual interest among cooperating agencies.

We present two sample information-sharing policies below:

 1. ∀r1 ∈ Agency1, ∀r2 ∈ Agency2, use r1 ∪ r2.
  This policy states that Agency1 shares all its resources with any resource of 

Agency2 as a union of the resources (i.e., ⊙ ∈ {∪ }).
 2. Let r r r n1 1 1 11 2, , , .… �Agency  Agency1 can use r r1 21 ∪ , r r1 22 ∩ , ∀r2 ∈ Agency2.
  This policy offers a finer level of control and defines the combined operator, 

⊙ ∈ {∩ , ∪}.

28.2.4.2 Conditional Policies

A consequence of policy reciprocity is allowing the use of conditional sharing poli-
cies. For example, Agency1 shares its resources with Agency2 if Agency2 does not 
share Agency1’s resources with Agency3. We present a sample information-sharing 
policy below:

 1. ∀r1 ∈ Agency1, ∀r2 ∈ Agency2, Agency1 defines r1 ∩ r2. If ∀r3 ∈ Agency3, then
 − Agency2 does not define any sharing policy of the form r1 ∩ r3,
 − or Agency2 does not define any sharing policy of the form r1 ⊆ r2 ⊙ r3, 

where ⊙ ∈ {∪ , ∩ }.

28.2.4.3 Policy Symmetry

Another consequence of policy reciprocity is to have symmetry in the sharing of 
policies. For example, Agency1 shares its resources with Agency2 with a combined 
operator, ⊙, if Agency2 also shares its resources with Agency1 using the same com-
bined operator, ⊙. We present a sample information-sharing policy below:

 1. ∀r1 ∈ Agency1, ∀r2 ∈ Agency2, Agency1 uses r1 ∪ r2 if Agency2 also uses 
r2 ∪ r1.

28.2.4.4 Develop and Scale Policies

To enable freedom of maneuverability across the information environment and to 
deliver the power of information to ensure mission success, an agency should be 
able to rapidly develop policies and deploy them as needed. Next, we discuss the 
features that are available to an agency during and after development of its policies.

28.2.4.4.1 Policy Development

Agency1 wishes to simulate a live environment and create test scenarios to visual-
ize the results of each policy configuration. Our policy framework provides three 
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configurations: (i) a stand-alone version for development and testing; (ii) a version 
backed by a relational database; and (iii) a cloud-based version that achieves high 
availability and scalability while maintaining low setup and operation costs.

28.2.4.4.2 Sequencing Effects

Agency1 wishes to vary the result set to a user’s query based on the user’s credentials. 
The policy sequence feature can be used to configure different outcomes by permut-
ing the policies and their respective rules.

28.2.4.4.3 Rapid Elasticity

Agency1 identifies recent security vulnerabilities in its existing policy configura-
tions and wishes to extend (or grow) its existing policy set with support for policies 
at a finer granularity. Our policy engine provides a policy interface that should 
be implemented by all policies; therefore, we can add newer types of policies as 
needed. In addition, our policy engine gives an agency rapid elasticity, whereby the 
capabilities available by our policy framework appear unlimited.

28.2.4.4.4 Location Independence

Agency1 wishes to store its resources closer to where it is consumed, but with little or no 
change at the policy layer. Our policy engine provides location independence whereby 
the policy engine has no control or knowledge over the exact location of the resources, 
but may be able to access the resources through a specified location using the connec-
tion manager. Note that an agency’s resources can be in any cloud, geographically. 
The ability to locate any resource by a dereferenceable URI provides much flexibility.

28.2.4.4.5 Deployment Models

Agency1 can take advantage of different deployment models. For example, a private 
cloud, a hybrid cloud, a community, or a public cloud. The connection manager 
allows an agency to choose among a list of connection types based on different risk 
factors and objectives to protect data confidentiality.

28.2.4.5 Justification of Resources

Provenance makes available an explanation about why information was manipu-
lated and a trace to the source of the information manipulation. This establishes 
trust among agencies, thus facilitating partnerships for common goals.

Agency1 asks Agency2 for a justification of resource R2. The current commercial 
access control policies are mainly designed to protect single data items, while cur-
rent redaction policies are designed for redacting text and images. Our policy engine 
allows agents to define policies over provenance; therefore, Agency2 can provide the 
provenance to Agency1, but protect it by using access control or redaction policies.
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28.2.4.6 Policy Specification and Enforcement

Our architectural design supports a high-level specification of policies, thus sepa-
rating the business layer from a specific policy implementation.

Agency1 wishes to express its policies in a high-level language (e.g., XACML), 
and would prefer not learning RDF or any of its variations. The framework exposes 
a web interface layer between the users and the policy engine layer, whereby the 
users can specify their policies independent of the actual implementation of the 
policy. A suitable adapter, also known as a data translator, will translate each high-
level policy specification into the appropriate RDF representation used by the 
appropriate policy, which protects an agency’s resources.

Policies may be specified using more expressive languages than RDF, by extend-
ing RDF with a formal vocabulary, in particular a sub-language of OWL. OWL 
has a formal semantics that is based on description logics, a decidable fragment 
of first-order logic. Thus, by supporting this adapter pattern, our framework is 
extended to handle semantic policies specified in OWL and high-level policies can 
be translated into a suitable sub-language of OWL using existing or custom-built 
translators.

28.3 Summary and Directions
This chapter has described the design and implementation of the first of its kind 
AIS framework that operates in the cloud. As stated earlier, the idea is for each 
organization to store their data and the information-sharing policies in a cloud. The 
information is shared according to the policies. We described a cloud-based infor-
mation-sharing framework that utilized semantic web technologies, our framework 
consists of a policy engine that reasons about the policies for information-sharing 
purposes and a secure data engine that stores and queries data in the cloud. We also 
described the operation of our system with example policies.

Our framework is flexible so that additional data sources and cloud can be 
added. Furthermore, by using RDF for a policy engine, we can add more sophisti-
cated policies for information sharing. This is one of the major strengths of our sys-
tem. Future directions include specifying and reasoning about more sophisticated 
policies as well as testing our system in a real-world environment.
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Conclusion to Part VII

The chapters in this part have described the experimental cloud systems we have 
developed for implementing security applications. These applications are malware 
detection, insider threat detection, and assured information sharing.

In Chapter 25, we introduced EMPC, a novel ensemble learning technique for 
automated classification of infinite-length, concept-drifting streams. We showed 
that by applying EMPC to real data streams obtained from polymorphic malware 
and botnet traffic samples yielded better detection accuracies than other stream 
data classification techniques. Our implementation of the algorithms was carried 
out on the cloud.

In Chapter 26, we discussed our approach to insider threat detection. We rep-
resented the insiders and their communication as RDF graphs and then queried 
and mined the graphs to extract the nuggets. We also provided a comprehensive 
framework based on the cloud for insider threat detection.

In Chapter 27, we described our approach to developing a cloud-based assured 
information-sharing system called CAISS. CAISS utilizes several of the technolo-
gies we have developed as well as open source tools. We also described the design of 
an ideal Cloud Based Assured Information Sharing System called CAISS++.

In Chapter 28, we described the design and implementation of the first of its 
kind assured information-sharing framework that operates in the semantic cloud. 
A semantic cloud is a cloud that provides semantic web services to the consumer. 
The idea is for each organization to store their data and the information-sharing 
policies in a cloud. The information is shared according to the policies. We described 
a cloud-based information-sharing framework that utilized semantic web technolo-
gies. Our framework consists of a policy engine that reasons about the policies for 
information-sharing purposes and a secure data engine that stores and queries data 
in the cloud. We also described the operation of our system with example policies.
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VIIItOWarD a 
trUStWOrtHY 
CLOUD

Introduction to Part VIII
Most of the discussions in the previous parts focused on security for the cloud. 
Note that while security in general encompasses confidentiality, integrity, and 
trust, our focus on security has mainly been on confidentiality. In Part VIII, we 
discuss other aspects toward developing a trustworthy cloud, including trust, pri-
vacy, and integrity.

Part VIII consists of three chapters: 29, 30, and 31. Chapter 29 discusses trust 
management and cloud services. Trust is essentially about how much confidence 
you place on what a person says or whether that person can keep a secret. Trust 
can also be a measure of whether a person will keep his commitments. In general, 
before I give out information to a person, I determine whether that person can be 
trusted, even though he is authorized to get that information from me. Chapter 
30 focuses on privacy and cloud services. Note that different definitions of privacy 
have been proposed. The definition we will use here is that a person must decide 
what information to release about him/her. Therefore, any organization that vio-
lates the will of this person violates this person’s privacy. Chapter 31 focuses on 
integrity and cloud services. Integrity for us includes accuracy of the data, and 
quality of the data, as well as the provenance of the data.
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Chapter 29

trust Management and 
the Cloud

29.1 Overview
This chapter focuses on trust management for cloud services. Trust has been dis-
cussed a great deal in developing secure systems. Much of the early focus was on 
trusting the software to develop high-assurance systems. For example, in designing 
say a multilevel system that has to be evaluated at say A1 level according to the 
TCSEC (Trusted Computer Systems Evaluation Criteria), the software has to go 
through a formal verification process to ensure that there are no covert channels. 
Such software is called trusted software. However, as data and applications security 
became prominent over the last decade, the focus was on trusting the individuals 
or processes acting on behalf of the individuals. Here, we had to determine the 
trust that had to be placed on the individuals. Furthermore, the data also had to be 
assigned trust values. That is, the data could have a high trust value if it emanated 
from a trustworthy individual or source (e.g., a file or database).

Cloud services also need to have trust to carry out certain operations. Some 
cloud services that carry out critical functions such as command and control and 
patient monitoring have to be more trustworthy than say other cloud services 
that search for a company that sells shoes. In this chapter, we will discuss issues 
related to trust management and then discuss trust-based cloud services. We will 
also discuss trust for semantic cloud services. Note that such cloud services uti-
lize semantic web technologies for tasks such as data, policy representation, and 
reasoning.
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The organization of this chapter is as follows. Trust management, including 
trusting individuals as well as data, will be discussed in Section 29.2. In particu-
lar, trust management and trust negotiation will be discussed in Section 29.2.1. 
Note that trust and risk have a relationship between them. That is, if a person is 
not trustworthy and if you have to give him/her some data, you are taking a risk. 
Therefore, some of the developments on correlating trust and risk are discussed 
in Section 29.2.2. Reputation-based trust is discussed in Section 29.2.3. Then in 
Section 29.3, we will discuss trust management and cloud services. In particular, 
trust management as a cloud service will be discussed in Section 29.3.1. Trust for 
cloud services will be discussed in Section 29.3.2. This chapter concludes with 
Section 29.3. Figure 29.1 illustrates the various aspects of trust.

29.2 trust Management
29.2.1 Trust Management and Negotiation
Before we discuss aspects of trust management and describe the relationship to the 
semantic cloud service, we need to determine what is meant by trust. Trust has 
been defined by philosophers and it relates to the amount of value that one would 
place on another. This value will depend on whether the person can keep secrets 
or carry out safe activities, among others. On the basis of trust that is placed on a 
person, the data that are emanating from that person would also be assigned a trust 
value. We will address data trust later. First, we will focus on trusting an individual. 
We can extend the arguments to include not only an individual but also a group of 
individuals or even a website or an organization.

The work on trust initially focused on the amount of verification or testing 
that has to be carried out to ensure that the software meets the specification. If 
the software has a Trojan horse, then it is not trusted. If the software is trusted, 
then depending on the techniques used to trust the software (e.g., formal verifi-
cation vs. testing), one could then determine the assurance that is placed on the 

Specifying and
negotiating trust

Reasoning
about trustTrusting the agents Trusting the data

Aspects
of trust

Figure 29.1 aspects of trust.
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software. Later on, with the prominence of data security, trust was assigned to 
individuals or organizations. In such cases, two approaches were used to define 
trust; one was based on credentials and the other was based on reputation. Both 
schools of thought have received attention in the research community working 
on trust.

Bertino and her team have conducted extensive research on credential-based 
trust management. The idea here is to exchange credentials between individuals 
and depending on the type of credentials, trust is established between two parties. 
Credentials are initially obtained through some credential authority. Therefore, if 
John wants to see Jane’s personal data, he has to present Jane with his credentials that 
were given to him by a credential authority. The other noted research on credential-
based trust management is the work of Winslett and coworkers and Winsborough 
et al., among others. Numerous papers on credential-based trust management have 
appeared in the proceedings of conferences such as ACM, SACMAT, and IEEE 
policy (see also [BERT03], [YU03], [WINS04]).

In the reputation-based systems, trust is assigned based on the reputation that 
one gets based on his past behavior. For example, if Jane applies for a position as 
a teacher, then those who have heard about Jane will discuss her reputation such 
as she is not reliable and misses classes a great deal of the time. If this is the case, 
then Jane’s reputation as a teacher is not good; so, Jane will not be trusted to be 
given the job. We use reputation all the time in our daily lives. That is, we trust 
an individual or an organization based on its reputation. It is usually very hard 
to improve the reputation. However, it does not take much to ruin the reputation 
and as a result to decrease the trust value. Reputation-based trust systems are 
discussed in [SHMA].The third type of trust is to determine the confidence value 
that one places on the data. In other words, how much do you trust the data? 
To give an answer, we need to determine who has produced the data? Who has 
accessed the data? Have the data gone through an organization that is untrust-
worthy? We will discuss data trust when we address data quality and data prov-
enance in Chapter 31.

Once trust values are assigned, what does it take to manage trust? This involves 
exchanging data depending on the trust values, as well as increasing and decreas-
ing trust values based on credentials received or subtracted or the reputation that 
has changed. For example, if John is entrusted with some critical data and if it is 
known that John has misused the data, the trust value will be decreased. There is 
research on formalizing the notion of trust and performing operations on trust. 
Algebras for trust management are also being developed. One important aspect 
of trust management is trust negotiation. Here, two parties may negotiate with 
each other; the trust values and the data to be shared among them. Trust nego-
tiation is an active research area in trust management [WINS04]. Figure 29.1 
illustrates the various aspects of trust. Trust-negotiation process is illustrated in 
Figure 29.2.
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29.2.2 Trust and Risk Management
We need to have an understanding of the risk factors in order to manage the risk 
in data sharing. Although trust and risk are related, they are not one and the same. 
For example, the more you trust someone, the more you share the data with that 
person. However, there is also the situation that a hospital A trusts hospital B, but 
A does not share the data with B as B’s systems are not secure. One could argue 
that since B’s computers are not secure, then B cannot be trusted. In some cases, 
sharing data with untrustworthy parties may not be risky. For example, a hospital 
may share its data with a drug company to find a cure, even though the hospital 
does not trust the company. Here again, one could argue that the hospital places 
some trust that the company will find a cure for the disease even if it may not use 
the data appropriately. However, if the data are not sensitive, then sharing them 
may not be an issue. Therefore, one can treat trust and risk to be interrelated but 
different concepts.

Although different models for the relationship between trust and risk have been 
proposed, the exact relationship between trust and risk in data-sharing applica-
tions is yet to be made clear. What we need is an appropriate model to specify trust 
and risk relationships. Trust is not the only factor that affects risk. Our research 
is involved with understanding trust and risk and developing a trust-based risk 
model. In order to create a trust based risk model, we need to capture all the risks 
associated with trust misjudgments. Furthermore, he states that cost–benefit analy-
sis has to be carried out whether to share the data even if the risks are high. Trust-
based risk management is illustrated in Figure 29.3.

Jane John 
Request

Response

Does Jane share the 
documents that John gave her 
with Mary.

John trusts Jane.
He shares information with
Jane. 

Mary Mary requests documents
from Jane. Jane trusts Mary.

John does not trust Mary.

Figure 29.2 trust negotiation.
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29.2.3 Reputation-Based Systems
Trust may be established using what is called a reputation network. As stated in 
[GOLB03], a reputation-based network is a distributed, web-based social network. 
Reputation rating is inferred from one user to another. Individuals are connected 
to each person they rate and that results in a large interconnected network of users. 
The only requirement is that the individuals should assert their reputation rat-
ings for one another in the network. Individuals control their own data. Data are 
maintained in a distributed manner. Data can be stored anywhere and integrated 
through a common foundation.

The FOAF [RDF] project illustrates the relationship between the semantic web 
and reputation networks. An ontological vocabulary is used for describing people 
and their relationships. This is extended by providing a mechanism describing the 
reputation relationships and allows people to rate the reputation or trustworthiness 
of another person.

Algorithms are being developed to infer reputations. As stated in [GOLB03], 
recommendations are made to one person (source) about the reputation of another 
person. Trust and reputation literature contain many different metrics. These met-
rics are categorized according to the perspective used for making calculations. For 
example, global metrics calculate a single value for each entity in the network. 
Local metrics calculate a reputation rating for an individual in the network. In 
the global system, an entity will always have the same inferred rating. In the local 
system, an entity could be rated differently depending on the node the inference is 
made for.

An example of a reputation system is TrustMail. It is a message-scoring sys-
tem and adds reputation ratings to the folder views of a message. It helps to sort 
messages accordingly by the user after he sees the reputation ratings. It high-
lights the important and relevant messages. Figure 29.4 illustrates a reputation 
network.

Jane John 
Request 

Response 

Jane request document from John. 
John calculates the risk of sharing the document. 
Risk is determined on the trust John places on Jane. 
Depending on the risk, John determines whether or not to share the document. 

Figure 29.3 trust and risk.
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29.3 trust and Cloud Services
29.3.1 Trust Management as a Cloud Service
There are two aspects here. One is to implement trust management as a cloud ser-
vice or as a collection of cloud services. The other is to explore trust management 
for cloud services. We illustrate the case of implementing trust management as a 
cloud service (or web service) in Figure 29.5. A user issues a request to a web server 
or a CSP to obtain a resource. The query service will issue a request to the trust 
management service provided by a cloud to determine the trust level of the user. On 
the basis of this trust level, appropriate resources are then given to the user.

Agency B

Reputation of
web site X 

Agency A

Agency C

Reputation
of web site X

Reputation of
web site X 

Agency D
decides on final reputation
of web site X based on
all the inputs

Figure 29.4 reputation network.
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Figure 29.5 Cloud services for trust management.
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There is also an interest in the use of semantic web technologies for trust man-
agement and negotiation. While several trust policy languages have been devel-
oped, a notable system that takes advantage of XML for policy representation is 
the system developed at the University of Milan and Purdue by Bertino and her 
group. The system developed is called Trust-X and is based on XML. A trust pol-
icy language based on XML is used by Trust-X that is a credential-based system 
[BERT04]. Recall that a cloud service that utilizes semantic web technologies to 
represent and reason about the policies is a semantic cloud service.

While XML is a suitable policy language, it suffers from the drawbacks in that 
it cannot adequately represent semantics. For example, statements such as A trusts 
B only if B does not trust C or A trusts B and B trusts C does not mean that A trusts 
C. It is difficult to express such statements in XML. Note that unlike XML, RDF 
can express class–subclass relationships and languages such as OWL can represent 
relationships such as union and intersection. Therefore, we need rich policy lan-
guages to represent trust. Furthermore, since the 9/11 commission report (http://
www.9-11commission.gov/report/911Report.pdf) the environment is migrating 
from a need-to-know to a need-to-share environment. Therefore, it is important to 
represent trust relationships in such an environment. We need policy languages to 
represent statements of the form “in emergency situations, one needs to share all the 
data and then determine the consequences of data sharing with respect to trust.” 
Finin and coworkers are investigating the use of language such as REI for need-to-
share environments [KAGA03].

The advantage of using semantic web-based policy languages is that one could 
use reasoning capabilities based on descriptive logic to reason about trust state-
ments and make inferences about trust that is not explicitly specified. The reason-
ing engines such as JENA and PELLET are also being explored for representing 
and reasoning about semantic web-based policy specifications. The policy-aware 
web project being carried out at MIT (Massachusetts Institute of Technology) is 
also developing specification languages and reasoning engines for trust policies.

Note that one of the layers of the semantic web is logic, proof, and trust. This 
type of trust is different from trust as we have discussed in this chapter. The trust 
layer for the semantic web is essentially about reasoning about the trustworthiness 
of statements. For example, how much trust do you place on statements such as 
“John and James are best friends.” Trusting this statement depends on the source of 
the statement. We will discuss this type of trust when we discuss data quality and 
provenance in a later chapter.

While there is lot of research now on the specification of policy languages, the 
advantage of web languages is that we can utilize the reasoning tools being developed 
to reason about the policies so that we can check for the consistency of the policies. 
We also want to ensure that trust policies do not divulge sensitive information that 
is classified or private. Research along these lines has been carried out by Bertino 
and her group [SQUI06]. Figure 29.5 illustrates cloud services for trust management 
whereas Figure 29.6 illustrates semantic cloud services for trust management.
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29.3.2 Trust Management for Cloud Services
In the previous subsection, we discussed the application of cloud services and 
semantic cloud services for trust management. Essentially, the idea here is to imple-
ment trust management as a cloud service, use languages such as XML, RDF, 
and OWL to specify policies, and reason about policies based on descriptive logic 
as well as invoke cloud services for managing trust. In this section, we discuss 
how trust management techniques may be applied for cloud services as well as for 
semantic cloud services. Note that the semantic web is a collection of technologies 
that give us machine understandable web pages. Therefore, the challenge here is 
how do we trust the reasoning that is carried out to obtain machine understand-
able web pages? Furthermore, do we trust the web pages that are produced? With 
respect to trust management for cloud services, the idea is to determine how much 
trust we place on the cloud services. Has the cloud service been authenticated? If 
so, what is the level of authentication? Figure 29.7 illustrates trust for cloud services 
whereas Figure 29.8 illustrates trust for semantic cloud services.
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One of the layers of the semantic cloud service is the logic, proof, and trust 
layer. Here, we need technologies to reason about the accuracy of the web pages. 
Do we trust the data that are produced? Do we trust the decisions that are made 
by the agents who carry out the activities on behalf of the user? Trusting the web 
pages will also determine who produced the web pages. If the agents who produced 
the web pages are highly trustworthy, then we may place higher trust on the results. 
We will discuss this aspect under data quality and data provenance in Chapter 30.

Another aspect is about trusting the agents, implemented as a collection of 
web/cloud services, which make use of semantic web technologies such as XML 
and RDF based to carry out their activities. Do we trust the answers produced by 
the agents? Do these agents carry out trust negotiations between them? That is, 
trust established between agents is essentially the trust that is established between 
people. This trust may depend on credentials or may be based on reputation. For 
example, in providing a travel service, the agent has to make reservations, book 
hotels as well as make arrangements for the client to participate in tours. The agent 
who acts on behalf of the client will read the web pages in XML or RDF and then 
contact the agent who is acting on behalf of the airlines and hotels. The trust that 
the first agent places on the other may depend on the credential or the reputation 
that the travel agent has.

Therefore, when we discuss trust, there are two major aspects. One is the trust 
placed on the data and the other is trust placed on the agents. The trust placed 
on the data will depend on the trust placed on the agent. Similarly, an agent who 
consistently produces trustworthy data can be regarded to have a higher trust value.

29.4 Summary and Directions
In this chapter, we have discussed trust management and its connection to cloud 
services and semantic cloud services. We first discussed the aspects of trust man-
agement, including defining trust and also describing trust negotiations. Then 
we discussed enforcing trust within the context of the semantic cloud service. 
Furthermore, we also discussed the use of semantic cloud service technologies for 
specifying trust policies. Next, we discussed the related concepts, including risk-
based trust management and reputation networks.

Our goal is to provide a high-level overview of what the challenges are and 
what is going on in trust related to web services. Trust management is a fledging 
research area and several researchers including Bertino at Purdue, Berners Lee at 
MIT, Finin at UMBC (University of Maryland, Baltimore County), and Winslett 
at UIUC (University of Illinois, Urbana Champaign), among others are conduct-
ing extensive research on this topic. For example, Finin and coworkers at UMBC 
have pioneered techniques for specifying and reasoning about trust using a lan-
guage called REI. We are collaborating with UMBC on trust management in a 
need-to-share environment. While numerous trust-negotiation approaches have 
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been proposed, we need research on evaluating these approaches and determining 
which approaches are appropriate and under what context. Therefore, while much 
has been done on trust management during the past decade, much still remains to 
be done for specific applications and domains including cloud services.
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Chapter 30

Privacy and Cloud 
Services

30.1 Overview
While confidentiality is about the cloud releasing data/information only to those 
who are authorized according to the policies, privacy is about a person determin-
ing what information should be released about him. Therefore, if the CSP’s privacy 
policies are not acceptable to this user, then he/she can decide whether he/she wants 
to store the information in the cloud.

However, note that while privacy has been discussed a great deal even at 
the congressional levels, not everyone agrees with this definition. For example, I 
teach data mining, national security, and privacy at the unclassified level at the 
Armed Forces Communication and Electronics Association in Washington, DC. 
The students who take my courses mainly work for the Department of Defense 
and Intelligence agencies. For them, privacy is not the same as one feels about 
releasing say his or her medical records. It is my understanding that FBI’s (Federal 
Bureau of Investigation) idea of privacy is to ensure that the personal information 
of the U.S. citizens does not get into the wrong hands. Even to other agencies, the 
FBI will release private information only if the agency is authorized to get that 
information. In a way, privacy becomes more or less like confidentiality for such 
organizations.

Much work has been carried out on privacy including specification and enforce-
ment of privacy policies, developing techniques for privacy preserving, data min-
ing, and specifying standards for privacy. One of the significant developments with 
W3C is the specification of standards that a website (or CSP) can use to specify 
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its privacy policies that is called P3P. Another challenge is to ensure that private 
information is not released as a result of semantic web mining (mining data in the 
cloud). Finally, cloud services have to ensure that private information is not leaked. 
Likewise, cloud services that carry out cloud mining have to ensure that privacy of 
individuals is protected.

The organization of this chapter is as follows. In Section 30.2, we discuss pri-
vacy management in general. In particular, privacy issues are discussed in Section 
30.2.1. The privacy problem via inference including privacy constraint processing 
and data mining will be discussed in Section 30.2.2. P3P will be discussed in 
Section 30.2.3. The relationship between privacy and cloud services is discussed in 
Section 30.3. In particular, privacy as a cloud service will be discussed in Section 
30.3.1. Privacy for cloud services will be discussed in Section 30.3.2. This chapter 
concludes with Section 30.4.

30.2 Privacy Management
30.2.1 Privacy Issues
Social scientists have studied privacy for several years and policy specialists have 
developed privacy policies for agencies and corporations. However, it is only 
recently that security specialists have started focusing on privacy. Furthermore, the 
Terrorism Information Awareness program at DARPA together with the focus on 
data mining has resulted in efforts on privacy preserving data mining and privacy 
preserving data management. Today, privacy is an important area of information 
security. However, it has been difficult to give a precise definition of privacy as each 
organization and agency has a different view.

So, the question is what is privacy? The general notion is that a person should 
decide what personal information should be released about him or her. Such a defi-
nition was fine before we had tools for data analysis, data mining, and the WWW. 
Through such tools, it may now be possible for someone to infer private informa-
tion about another person. Therefore, we need to perhaps redefine the notion of 
privacy. On the other hand, some organizations want to control personal information 
about the community and decide who they should release the personal informa-
tion to. That is, my understanding is that the FBI has information about various 
individuals; they will determine whether to release the information to say CIA. 
Initially, I argued that this is essentially ensuring confidentiality and not privacy. 
However, after working more on privacy issues and reading about the subject, I 
now believe that there can be no universal definition of privacy. Privacy has to be 
defined by an organization. That is, one organization may define privacy policies as 
policies protecting its sensitive information. Another organization may define pri-
vacy policies to be those that are specified by those who work for the organization 
as to what information can be released by them. Therefore, whether privacy policies 
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are a subset of confidentiality policies or whether they are separate policies is left to 
an organization to be determined.

Our interest also lies in the relationship between privacy, confidentiality, and 
trust. As we have discussed in the earlier chapters, in our work we have made the 
following assumption. Trust is established between say a CSP and a user based on 
credentials or reputations. When a user logs into a cloud to make a purchase, the 
CSP will specify what its privacy policies are. The user will then determine whether 
he wants to enter personal information. That is, if the CSP will give out say the 
user’s address to a third party, then the user can decide whether to enter this infor-
mation. However, before the user enters the information, the user has to decide 
whether he trusts the CSP. This can be based on the credential and reputation. If 
the user trusts the CSP, then the user can enter his private information if he is satis-
fied with the policies. If not, he can choose not to enter the information.

We have given a similar reasoning for confidentiality. Here, the user is request-
ing information from the CSP; the CSP checks its confidentiality policies and 
decides what information to release to the user. The CSP can also check the trust 
it has on the user and decide whether to give the information to the user. One can 
also determine the quality of the data based on the trust placed on the user or on 
the CSP.

More details on the specific aspects of privacy and semantic cloud services 
will be discussed in the next several sections. In particular, applying semantic 
web technologies for privacy management, privacy issues for the semantic cloud 
service, P3P, privacy problem that occurs via inference, and privacy preserving 
cloud mining will be discussed. Figure 30.1 illustrates the aspects of privacy 
management.

30.2.2 Privacy Problem through Inference
We have conducted extensive research on the inference problem for secure data-
bases. Much of our work focused on security constraint processing, which has now 
come to be known as policy management. The policies included those for content- 
and context-dependent constraints as well as dynamic- and event-based constraints. 

Platform for privacy 
preferences for 

websites

Privacy
violation as a result of

data mining

User 
determines
his privacy

Organization 
determines the privacy 

of the user

Aspects
of

privacy

Figure 30.1 Privacy management.
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For example, the ship’s mission becomes classified after the war begins [THUR90]. 
We have therefore adopted this approach for privacy constraint processing where 
security levels would now become privacy levels (public, private, semipublic, etc.) 
and the security constraint would become a privacy constraint such as names and 
health-care records taken together. It should be noted that with this approach, 
we are assuming that privacy and confidentiality are one and the same. Now, this 
agrees with say FBI’s notion of privacy where it has to protect the private informa-
tion of U.S. citizens. But this is not consistent with medical privacy where in this 
context, privacy is specified by an individual, that is, an individual determines the 
information he has to keep private. In this case, the privacy controller is managed 
by the individual. That is, the client will determine that if it gives out say his/her 
genetic information, then an insurance company can figure out the illnesses he/she 
may be prone to. Therefore, the privacy controller will guide the client as to what 
information to release about him/her.

Figure 30.2 illustrates the privacy controller. Here, data represented using 
semantic web technologies such as XML, RDF, and ontologies are augmented with 
inference engines. These engines may carry out rule processing or utilize ontology-
based reasoning to deduce new data from the existing data. If the new data are pri-
vate, then they can give advice to the client as to what information should be kept 
private. Note that under the FBI scenario, the privacy controller is essentially the 
confidentiality controller (that we have called the inference controller) and there-
fore, it acts on the server side and determines what information it has to release to 
the client (such as the CIA).

Note that we have proved that the inference problem is unsolvable [THUR90]. 
We have applied similar techniques to prove that the privacy problem is unsolvable 
[THUR06b]. Figure 30.2 illustrates the architecture of a privacy controller.
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rules   

Interface to the privacy-enhanced semantic web

Figure 30.2 Privacy controller architecture.
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30.2.3 Platform for Privacy Preferences
P3P is an emerging industry standard that enables CSPs to express their privacy 
practices in a standard format. The format of the policies can be automatically 
retrieved and understood by user agents. It is a product of W3C (www.w3c.org). 
As we have stated, the main difference between privacy and security as considered 
in many domains is the following: (1) The user is informed of the privacy policies 
enforced by the CSP; (2) The user is not informed of the security (or confidential-
ity) policies in general; (3) When a user enters a cloud, the privacy policies of the 
CSP are conveyed to the user; and (4) If the privacy policies are different from user 
preferences, the user is notified. The user can then decide how to proceed.

Several major corporations are working on P3P standards including Microsoft, 
IBM, HP, NEC Nokia, and NCR. Several websites have also implemented P3P. 
Semantic web groups have adopted P3P. The initial version of P3P used RDF to 
specify policies; the recent version has migrated to XML. P3P policies use XML 
with namespaces for encoding policies.

EXAMPLE: CATALOG SHOPPING. YOUR NAME 
WILL NOT BE GIVEN TO A THIRD PARTY BUT YOUR 
PURCHASES WILL BE GIVEN TO A THIRD PARTY

<POLICIES xmlns=http://www.w3.org/2002/01/P3Pv1>
<POLICY name=- - - -
</POLICY>
</POLICIES>

P3P has its own statements and data types expressed in XML. P3P schemas uti-
lize XML schemas. XML is a prerequisite to understand P3P. P3P specification 
released in January 2005 uses an example of catalog shopping to explain concepts. 
P3P is an international standard and is an ongoing project.

Note that P3P does not replace the laws. P3P works together with the law. 
What happens if the websites do not honor their P3P policies? Then appropriate 
legal actions will have to be taken. Today, XML is the technology to specify P3P 
policies. Policy experts will have to specify the policies. Technologies will have to 
develop the specifications. Legal experts will have to take actions if the policies 
are violated.

30.2.4 Privacy Preserving Cloud Mining
In our previous chapter [THUR05], we discussed privacy preserving data mining. 
The idea is as follows. Using the data mining tools, even the naive users can make 
unauthorized inferences that could be highly sensitive or private. Furthermore, the 
goal is to hide the private data such as the disease of a particular person while giving 
out the general trends and associations. That is, we could give out the information 
that “people living in California are more prone to Asthma” without giving out the 
fact that John has asthma. Privacy preserving data mining techniques work with 
perturbed or randomized data without revealing the actual data.
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Recently, there have been reports on semantic cloud mining. There are two 
aspects here. One is to mine the data on the cloud represented using semantic web 
technologies such as XML, RDF, and OWL. Note that much of the work has focused 
on mining relational data. More recently, there is work on mining unstructured data 
such as text, audio, images, and video. The challenge is to mine the databases that 
store and manage XML and RDF documents. The other aspect is to mine the XML 
and RDF documents without revealing the actual data but giving out correlations 
and trends. The former is an aspect of data mining whereas the latter is an aspect of 
privacy preserving data mining. There is yet a third aspect and that is to use ontolo-
gies to help the mining process. For example, the data mining tool may need clarifi-
cations about the meaning of a cloud page. Here, ontologies expressed in OWL may 
be used to clarify the concepts to facilitate the mining process (Figure 30.3).

30.3 Privacy Management and the Cloud
30.3.1 Cloud Services for Privacy Management
Privacy management can be implemented as a collection of cloud services. For 
example, when a user requests a resource from a cloud, the cloud service for privacy 
management is invoked. This service will present the privacy policies of the CSP to 
the user and the user can subsequently determine whether to request the resource or 
not. Figure 30.4 illustrates cloud services for privacy management whereas Figure 
30.5 illustrates semantic cloud services for privacy management.

The major contributions of semantic web technologies for privacy management 
are in specifying policies in semantic web technologies. These policies could be 
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specified in XML, RDF, OWL, or related semantic web languages. Another contri-
bution is the P3P. CSPs could utilize these semantic web technologies to represent 
and reason about the privacy policies.

As in the case of trust management, one needs to decide the appropriate lan-
guage to specify privacy polices. XML is becoming a popular language for this pur-
pose. Even the P3P standards that initially focused on using RDF for privacy policy 
specification switched to XML. However, if one needs to represent the semantics of 
the privacy policies and reason about privacy, then RDF or OWL would be more 
appropriate.

In specifying privacy policies, one also needs to determine whether sensitive 
or private information could be leaked. Therefore, the appropriate confidential-
ity or privacy policies may be enforced on the original privacy policies themselves. 
Therefore, we may want to control access to various parts of the privacy policy speci-
fications that describe the policies.

30.3.2  Privacy for Cloud Services and Semantic 
Cloud Services

Privacy for cloud services is about ensuring the privacy of cloud services. For exam-
ple, a cloud service may be processing highly sensitive information or carrying out 
surveillance. Private and sensitive information such as the social security numbers 
and/or the location of the individuals may have to be protected via the appropriate 
policy enforcement. Figure 30.6 illustrates privacy for cloud services.
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Privacy for the semantic cloud services is essentially about ensuring that private 
information is not divulged by these semantic cloud services. Note that semantic 
cloud services are services that utilize cloud-based WS and semantic web technolo-
gies for representing and reasoning about the cloud data and the policies. Our goal 
is not to reveal private information. For this, we need to ensure that privacy policies 
are enforced properly on XML and RDF documents as well as OWL ontologies. 
Furthermore, the goal of the reasoning engines that are developed based on descrip-
tive logic is such that private information cannot be inferred by deduction.

Privacy for cloud services has received little attention. Bertino and cowork-
ers have investigated privacy for XML and have also examined aspects of pri-
vacy violations that result from trust management based on their Trust-X system 
[SQUI07]. Finin et al. are examining privacy for their research on semantic web 
although their research is focusing mainly on trust management. In our investi-
gation of CPT (confidentiality, privacy, and trust) for the semantic cloud services, 
we have privacy enforcement both based on what we call the basic system and the 
advanced system [THUR06]. Note that the advanced system consists of a pri-
vacy engine that will focus on privacy violations via inference. With the semantic 
cloud services, the idea is for the machine to examine the semantic data in the 
cloud and determine whether any private information is revealed. Furthermore, 
while in an ordinary cloud, the CSP will display its privacy policies to the user 
and the user determines whether to store his/her private information in the cloud; 
with semantic cloud services, the CSP may examine the privacy policies and the 
user preferences and may give advice to the user as to whether he/she should 
store his private information. Figure 30.7 illustrates privacy management for the 
semantic cloud.
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30.4 Summary and Directions
In this chapter, we have discussed the various notions of privacy and provided 
an overview of privacy management. Then, we discussed the privacy management 
and cloud services. For example, cloud services have to maintain privacy. Privacy 
controllers may be implemented as cloud services. We also discussed privacy for the 
semantic cloud for specifying privacy policies.

Much of the discussion in this chapter is in the early stages of research. We 
have not attempted to discuss the correct definition of privacy. Our goal is to illus-
trate the connection between privacy management and the semantic cloud. As we 
have mentioned, the semantic web technologies are useful in the specification and 
reasoning of the privacy policies. Furthermore, we have discussed that the data 
represented by XML and RDF could be mined and the privacy of individuals may 
be violated as a result.

We have stressed in our work that technology alone is not sufficient to protect 
the privacy of the individuals. We need social scientists, technologists, and policy 
makers to work together. It is also important to bring in the legal specialists. Some 
have said that it will be impossible to prevent privacy violations and legal measures 
are the only viable solution. However, our view is “some privacy is better than 
nothing,” but we have to be careful not to inflict a false sense of privacy or security.
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Chapter 31

Integrity Management, 
Data Provenance, and 
Cloud Services

31.1 Overview
In this chapter, we will discuss integrity management for cloud services. Integrity 
includes several aspects. In the database world, integrity includes concurrency con-
trol and recovery as well as enforcing integrity constraints. For example, when mul-
tiple transactions are executed at the same time, the consistency of the data has to 
be ensured. When a transaction aborts, it has to be ensured that the database is 
recovered from the failure into a consistent state. Integrity constraints are rules that 
have to be satisfied by the data. The rules include “salary value has to be positive” 
and “age of an employee cannot decrease over time.” More recently, integrity has 
included data quality, data provenance, data currency, real-time processing, and 
fault tolerance.

In this chapter, we discuss the aspects of integrity for cloud services as well as 
implementing integrity management as cloud services. For example, how do we 
ensure the integrity of the data and the processes? How do we ensure that data 
quality is maintained? The organization of this chapter is as follows. In Section 
31.2, we discuss the aspects of integrity, data quality, and provenance. In particular, 
integrity aspects will be discussed in Section 31.2.1. Data quality and provenance 
will be discussed in Section 31.2.2. Detecting security threats and misuse with 
data provenance will be discussed in Section 31.2.3. Cloud services and integrity 
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management are discussed in Section 31.3. In particular, data integrity and prov-
enance as cloud services will be discussed in Section 31.3.1. Data integrity for cloud 
services will be discussed in Section 31.3.2. This chapter concludes with Section 
31.4. The aspects of integrity are illustrated in Figure 31.1.

31.2 Integrity, Data Quality, and Provenance
31.2.1 Aspects of Integrity
There are many aspects of integrity. For example, concurrency control, recovery, 
data accuracy, meeting real-time constraints, data accuracy, data quality, data 
provenance, fault tolerance, and integrity constraint enforcement are all aspects 
of integrity management. This is illustrated in Figure 31.1. In this section, we will 
examine each aspect of integrity.

Concurrency control: In data management, concurrency control is about trans-
actions  that are executed at the same time and ensuring the consistency of the data. 
Therefore, transactions have to obtain locks or utilize time stamps to ensure that 
the data are left in a consistent state when multiple transactions attempt to access 
the data at the same time. Extensive research has been carried out on concurrency-
control techniques for transaction management both in centralized and in distrib-
uted environments [BERN87].

Data recovery: When transactions abort before they complete execution, the 
database should be recovered to a consistent state such as its state before the trans-
action started execution. Several recovery techniques have been proposed to ensure 
the consistency of the data.

Data authenticity: When the data are delivered to the user, their authenticity has 
to be ensured. That is, the user should get the accurate data and the data should not 
be tampered with. We have conducted research on ensuring authenticity of XML 
data during third-party publishing [BERT04].
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Data completeness: The data that a user receives should not only be authentic but 
should also be complete. That is, everything that the user is authorized to see has 
to be delivered to the user.

Data currency: The data have to be current. That is, data that are outdated have 
to be deleted or archived and the data that the user sees have to be the current data. 
Data currency is an aspect of real-time processing. If a user wants to retrieve the 
temperature, he has to be given the current temperature, not the temperature that 
is 24-h old.

Data accuracy: The question is how accurate is the data? This is also closely 
related to data quality and data currency. That is, accuracy depends on whether the 
data have been maliciously corrupted or whether they have come from an untrusted 
source.

Data quality: Are the data of high quality? This includes data authenticity, data 
accuracy, and whether the data are complete or certain. If the data are uncertain, 
then can we reason under uncertainty to ensure that the operations that use the 
data are not affected? Data quality also depends on the data source.

Data provenance: This has to do with the history of the data, that is, from the 
time the data originated such as emanating from the sensors until the current time 
when they are given to the decision maker. The question is who has accessed the 
data? Who has modified the data? How has the data traveled? This will determine 
whether the data have been misused.

Integrity constraints: These are rules that the data have to satisfy such as that the 
age of a person cannot be a negative number. This type of integrity has been studied 
extensively by the database and the artificial intelligence communities.

Fault tolerance: As in the case of data recovery, the processes that fail have to 
be recovered. Therefore, fault tolerance deals with data recovery as well as process 
recovery. The techniques for fault tolerance include check pointing and acceptance 
testing.

Real-time processing: Data currency is one aspect of real-time processing where 
the data have to be current. Real-time processing also has to deal with transactions 
meeting timing constraints. For example, stock quotes have to be given within say 
5 min. If not, it will be too late. Missing timing constraints could cause integrity 
violations.

31.2.2 Inferencing, Data Quality, and Data Provenance
Some researchers feel that data quality is an application of data provenance. 
Furthermore, they have developed theories for inferring data quality. In this sec-
tion, we will examine some of the developments keeping in mind the relationship 
between data quality, data provenance, and the semantic cloud services.

Data quality is about accuracy, timeliness, and dependability (i.e., trustwor-
thiness) of the data. However, it is subjective and depends on the users and the 
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domains. Some of the issues that have to be answered include the creation of the 
data, that is, where did they come from and why and how was the data obtained? 
Data quality information is stored as annotations to the data and should be part of 
data provenance. One could ask the question as to how we can obtain the trustwor-
thiness of the data. This could depend on how the source is ranked and the reputa-
tion of the source. Note that we discussed reputation in Chapter 29.

As we have stated, researchers have developed theories for inferring data qual-
ity [PON]. The motivation is due to the fact that data could come from multiple 
sources; they are shared and prone to errors. Furthermore, data could be uncertain. 
Therefore, theories of uncertainty such as statistical reasoning, Bayesian theories, 
and Dempster–Schafer theory of evidence are being used to infer the quality of the 
data. With respect to security, we need to ensure that the quality of the inferred 
data does not violate the policies. For example, at the unclassified level, we may say 
that the source is trustworthy but at the secret level, we know that the source is not 
trustworthy. The inference controllers that we have developed could be integrated 
with the theories of inferencing developed for data quality to ensure security.

Next, let us examine data provenance. For many of the domains including 
medical and health care, as well as defense where the accuracy of the data is criti-
cal, we need to have a good understanding as to where the data came from and 
who may have tampered with the data. As stated in [SIMM05], data provenance, 
a kind of metadata, sometimes called “lineage” or “pedigree” is the description of 
the origin of a piece of data and the process by which it arrived in a database. Data 
provenance is information that helps to determine the derivation history of a data 
product, starting from its original source.

Provenance information can be applied to data quality, auditing, and owner-
ship, among others. By having records of who accessed the data, data misuse can 
be determined. Usually, annotations are used to describe the information related to 
the data (e.g., who accesses the data? Where did the data come from?) The challenge 
is to determine whether one needs to maintain coarse-grained provenance data or 
fine-grained provenance data. For example, in a coarse-grained situation, the tables 
of a relation may be annotated whereas in a fine-grained situation, every element 
may be annotated. There is of course the storage overhead to consider for managing 
provenance. XML, RDF, and OWL have been used to represent provenance data 
and this way, the tools developed for the semantic web technologies may be used to 
manage the provenance data.

There is much interest in using data provenance for misuse detection. For 
example, by maintaining the complete history of the data such as who accessed 
the data, when and where was the data accessed, one can answer queries such as 
“who accessed the data between January and May 2010?” Therefore, if the data are 
corrupted, one can determine who corrupted the data or when the data were cor-
rupted. Figure 31.2 illustrates the aspects of data provenance. We have conducted 
extensive research on representing and reasoning about provenance data and poli-
cies represented using semantic web technologies [CADE11a], [CADE11b].
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31.3 Integrity Management and Cloud Services
31.3.1 Cloud Services for Integrity Management
There are two aspects here. One is that integrity management may be implemented 
with cloud services and the other is ensuring that the cloud services have high 
integrity. For implementing integrity management as cloud services, the idea is to 
invoke cloud services to ensure data quality as well as the integrity of the data and 
the system. Figure 31.3 illustrates implementing integrity management as a cloud 
service.

Like confidentiality, privacy, and trust, semantic web technologies such as XML 
and RDF may be used to specify integrity policies. Integrity policies may include 
policies for specifying integrity constraints as well as policies for specifying timing 
constraints, data currency, and data quality. Here are some examples of the policies:

Integrity constraints: The age of an employee has to be positive. In a relational 
representation, one could specify this policy as

EMP.AGE > 0.

In XML, this could be represented as the following:

<Condition Object=“//Employee/Age”>
  <Apply FunctionId=“greater-than”>
    <AttributeValue DataType=“http://www.w3.org/2001/XMLSchema#integer”>0

Data provenance

Who created the data?

Where has the data come from?

Who accessed the data?

What is the complete history of the data?

Has the data been misused?

Figure 31.2 Data provenance.
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  </AttributeValue>
 </Apply>
</Condition>

Data quality policy: The quality of the data in the employee table is LOW.
In the relational model, this could be represented as

EMP.Quality = LOW.

In XML, this policy could be represented as

<Condition Object=“//Employee/Quality”>
  <Apply FunctionId=“equal”>
    <AttributeValue DataType=“http://www.w3.org/2001/XMLSchema#string”>
LOW
  </AttributeValue>
 </Apply>
</Condition>

Data currency: An example is the salary value of EMP cannot be more than 
365-days old. In a relational representation, this could be represented as

AGE (EMP.SAL) <= 365 days.

In XML, this is represented as

<Condition Object=“//Employee/Salary”>
  <Apply FunctionId=“AGE”>
    <Apply FunctionId=“less-than-or-equal”>
      <AttributeValue DataType=“http://www.w3.org/2001/XMLSchema#integer” 
>365
   </AttributeValue>
  </Apply>
 </Apply>
</Condition>

The above examples have shown how certain integrity policies may be specified. 
Note that there are many other applications of semantic web technologies to ensure 
integrity. For example, to ensure data provenance, the history of the data has to be 
documented. Semantic web technologies such as XML are being used to represent 
the data annotations that are used to determine the quality of the data or whether 
the data have been misused. That is, the data captured are annotated with metadata 
information such as what the data are about, when they were captured, and who 
captured them. Then as the data move from place to place or from person to person, 
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the annotations are updated so that at a later time, the data may be analyzed for 
misuse. These annotations are typically represented in semantic web technologies 
such as XML, RDF, and OWL.

Another application of semantic web technologies for integrity management is 
the use of ontologies to resolve semantic heterogeneity. That is, semantic heteroge-
neity causes integrity violations. This happens when the same entity is considered 
to be different at different sites and therefore compromises integrity and accuracy. 
Through the use of ontologies specified in say OWL, it can be expressed that the 
ship in one site and submarine in another site are one and the same.

Semantic web technologies also have applications in making inferences and 
reasoning under uncertainty. For example, the reasoning engines based on RDF, 
OWL, or say rules may be used to determine whether the integrity policies are 
violated. We have discussed inference and privacy problems and building inference 
engines in this part. These techniques have to be investigated for violation integrity 
policies. In the case of semantic cloud services, these services are invoked to enforce 
or determine whether the data have been corrupted. Figure 31.4 illustrates the use 
of semantic cloud services for integrity management.

31.3.2 Integrity for the Cloud and Semantic Cloud Services
While we discussed the use of cloud services and semantic cloud services for integ-
rity management, in this section, we examined issues to ensure that the cloud ser-
vices have high integrity. The idea here is to ensure that the cloud service is not 
malicious and does not corrupt the data or other services. This means that the cloud 
services have to be verified or tested that they do not contain the malicious code. 
Figure 31.5 illustrates integrity management for cloud services.

We also need to ensure that integrity is maintained for semantic web technolo-
gies. The annotations that are used for data quality and provenance are typically 
represented in XML or RDF documents. These documents have to be accurate, 
complete, and current. Therefore, the semantic cloud services have to ensure that the 
documents maintain integrity. Another aspect of integrity is managing databases 
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Figure 31.4 Semantic cloud services for integrity management.
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that consist of XML or RDF documents. These databases have all the issues and 
challenges that are present for say relational databases. That is, the queries have to 
be optimized and transactions should execute concurrently. Therefore, concurrency 
control and recovery for XML and RDF documents become a challenge for manag-
ing XML and RDF databases. In this case, the semantic cloud services carry out 
secure data management functions.

The agents, implemented as semantic cloud services, which carry out opera-
tions such as searching, querying, and integrating heterogeneous databases have to 
ensure that the integrity of the data is maintained. These agents cannot maliciously 
corrupt the data. They have to ensure that the data are accurate, complete, and 
consistent. Finally, when integrating heterogeneous databases, semantic web tech-
nologies such as OWL ontologies are being used to handle semantic heterogeneity. 
These ontologies have to be accurate and complete and cannot be tampered with.

In summary, for the semantic web technologies to be useful, they have to 
enforce integrity. Furthermore, semantic web technologies themselves are being 
used to specify and reason about integrity policies. Figure 31.6 illustrates integrity 
management for the semantic cloud services.

31.4 Summary and Directions
In this chapter, we have provided an overview of data integrity that includes data 
quality and data provenance. We discussed the applications of semantic web tech-
nologies for data integrity as well as discussed integrity for semantic web technolo-
gies. Finally, we provided an overview of the relationship between data quality and 
data provenance.
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Data provenance and data quality while important, are only recently receiving 
attention. This is due to the fact that there are vast quantities of information on the 
cloud and it is important to know the accuracy of the data and whether the data are 
copied or plagiarized. We also need to have answers to questions such as who owns 
the data. Have the data been misused? Therefore, data provenance is important to 
determine the security of the data.

Cloud services should have high integrity. Furthermore, integrity techniques 
can be implemented as cloud services. Semantic web technologies provide a way to 
represent and store data quality and provenance data. As we make progress with 
these technologies, we will have improved solutions for data quality and data prov-
enance management. Essentially, data quality and data provenance are part of data 
security and semantic web technologies are very useful to manage data quality and 
data provenance information.
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Conclusion to Part VIII

While the previous parts focused mainly on access control models and confidenti-
ality for cloud services, in Part VIII we discussed trust, privacy, and integrity issues 
for cloud services. In particular, we discussed privacy control, data quality as well 
as managing trust. Features such as confidentiality, trust, privacy, and integrity 
incorporated into the cloud will result in trustworthy clouds.

In Chapter 29, we discussed trust management and its connection to cloud ser-
vices and semantic cloud services. We first discussed aspects of trust management, 
including defining trust and also describing trust negotiations. Then, we discussed 
aspects of enforcing trust within the context of the semantic cloud service. We 
also discussed the use of semantic cloud service technologies for specifying trust 
policies. In addition, related concepts including risk-based trust management and 
reputation networks were also discussed.

In Chapter 30, we discussed the various notions of privacy and provided an 
overview of privacy management. Then, we discussed the privacy management for 
cloud services. For example, cloud services have to maintain privacy. Furthermore, 
privacy controllers may be implemented as cloud services. We also discussed pri-
vacy for the semantic cloud and the use of semantic web technologies for specifying 
and reasoning about privacy policies.

In Chapter 31, we provided an overview of data integrity which includes data 
quality and data provenance. We discussed the applications of semantic cloud ser-
vices for data integrity as well as discussed integrity for the semantic cloud. We also 
provided an overview of the relationship between data quality and data provenance.
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IXBUILDING aN 
INFraStrUCtUrE, 
aN EDUCatION 
INItIatIVE, aND a 
rESEarCH PrOGraM 
FOr a SECUrE CLOUD

Introduction to Part IX
Now that we have provided an overview of the systems we have developed in cloud 
computing and secure cloud computing, we will describe the infrastructure, educa-
tion initiative, and research program that we are developing that forms the founda-
tion for our work in secure cloud computing.

Part IX consists of three chapters: 32, 33, and 34. Chapter 32 discusses the 
secure cloud computing infrastructure that we are developing at the UTD. Our 
educational program in secure cloud computing is discussed in Chapter 33. The 
collaborative research program that we have been leading for the past five years 
is discussed in Chapter 34. Many of the prototypes that we have discussed in the 
previous chapters have resulted from our research program. These prototypes are 
helping us to not only build secure infrastructures and enhancing our research, but 
also to build a strong education program in secure cloud computing.
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Chapter 32

an Infrastructure 
for a Secure Cloud

32.1 Overview
As we have previously discussed, there is a critical need to securely store, manage, 
share, and analyze massive amounts of complex (e.g., semistructured and unstruc-
tured) data to determine patterns and trends to improve the quality of health care, 
safeguard the nation better, and explore alternative energy. However, to the best 
of our knowledge, there is no off-the-shelf infrastructure that addresses the above 
need. Therefore, we at UTD are developing an infrastructure that queries massive 
amounts of complex (e.g., semantic web and geospatial) data and maintains the 
confidentiality of these data and the privacy of individuals.

The emerging cloud computing model attempts to address the growth of 
web-connected devices and handle massive amounts of data. Google has now 
introduced the MapReduce framework for processing large amounts of data on 
commodity hardware. Apache’s HDFS is emerging as a superior software compo-
nent for cloud computing combined with integrated parts such as MapReduce. 
The need to augment human reasoning, interpreting, and decision-making abili-
ties has resulted in the emergence of the semantic web, which is an initiative 
that attempts to transform the web from its current, merely human-readable 
form, to a machine-processable form. This in turn has resulted in numerous 
social- networking sites with massive amounts of data to be shared and managed. 
Therefore, we urgently need an infrastructure that can scale to handle a large 
number of sites and process massive amounts of data. However, state-of-the-art 
infrastructures utilizing HDFS and MapReduce are not sufficient due to the 
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fact that (i) they do not provide adequate security mechanisms to protect sensi-
tive data and (ii) they do not have the capability to process massive amounts of 
semantic web and geospatial data.

We are utilizing the state-of-the-art hardware, software, and data components 
and building an infrastructure that handles the inadequacies of the current cloud 
computing infrastructures. In particular, we (i) use modern hardware parts (e.g., 
secure coprocessors) to improve the performance due to incorporating additional 
security functionalities, (ii) integrate open-source software parts as well as custom-
developed software parts to support query operations on complex data, (iii) support 
fine-grained access control and reference monitor support to provide security for 
complex data, and (iv) provide strong authentication mechanisms for cloud com-
puting. The infrastructure facilitates several areas of computer and information 
science as well as social science research, including security and privacy, semantic 
web, geospatial information management, and social network analysis.

The technical contribution of our work is a cloud that supports fine-grained 
access control, storage of encrypted and sensitive data, complex query processing 
for massive data sets, and authentication mechanisms. This cloud is the first of its 
kind that we have developed for applications such as assured information sharing 
with massive amounts of data and consists of state-of-the-art hardware, software, 
and data components. It is utilized by our research projects on semantic web data 
management, assured information sharing, and automated reference monitors, 
among others. It should be noted that the development of our infrastructure is 
being carried out with funding from the AFOSR as well as the NSF and it is a work 
in progress.

The organization of this chapter is as follows: in Section 32.2, we will describe 
our infrastructure. Integrating with other infrastructures will be discussed in 
Section 32.3. Research enhancement with our infrastructure is discussed in Section 
32.4. Education and performance aspects are discussed in Section 32.5. This chap-
ter is summarized in Section 32.6. Figure 32.1 illustrates the contents of this chap-
ter. Figure 32.2 illustrates the components of the infrastructure.
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Figure 32.1 an infrastructure for a secure cloud.
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32.2 Description of the research Infrastructure
32.2.1 Background

32.2.1.1 The Need for Our Infrastructure

There is a need to securely store, manage, share, and analyze massive amounts of 
data. For example, we may want to analyze multiple years of stock market data 
statistically to reveal a pattern or to build a reliable weather model based on several 
years of weather and related data. To handle such massive amounts of data distrib-
uted at many sites (i.e., nodes), we need an infrastructure with scalable hardware 
and software components. The cloud computing model has emerged to address the 
explosive growth of web-connected devices and handle massive amounts of data. 
It is defined and characterized by massive scalability and new Internet-driven eco-
nomics. Hadoop is emerging as a superior software solution for cloud computing 
together with the integrated software parts such as Mahout, Hama, and MapReduce 
[MAHO, HAMA, CHU07, DEAN04]. Infrastructures such as HP’s Open Cirrus 
test bed are utilizing HDFS. However, while such infrastructures have the advantages 
that come with Hadoop, they also have the limitations of Hadoop. These include the 
inability to handle complex data and have inadequate security protections. Owing to 
the fact that there is no infrastructure that can handle petabyte data sets consisting 
of semantic web and geospatial data as well as to provide secure storage and access to 
these data, we are developing such an infrastructure. Our infrastructure consists of 
a hardware component, a software component, and a data component.

32.2.1.2 Hadoop for Cloud Computing

A major part of the software component of our infrastructure is HDFS that is a distrib-
uted Java-based file system with the capacity to handle a large number of nodes storing 
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petabytes of data. Ideally, a file size is a multiple of 64 MB. Reliability is achieved by 
replicating the data across several hosts. The default replication value is 3 (i.e., data are 
stored on three nodes). Two of these nodes reside on the same rack whereas the other 
node is on a different rack. A cluster of data nodes constructs the file system. The nodes 
transmit data over HTTP and clients access the data using a web browser. The data 
nodes communicate with each other to regulate, transfer, and replicate data.

HDFS architecture is based on the master–slave approach (Figure 32.3). The mas-
ter is called a Namenode and contains metadata. It keeps the directory tree of all files 
and tracks from which data are available which node across the cluster. This informa-
tion is stored as an image in the memory. Data blocks are stored in Datanodes. The 
Namenode is the single point of failure as it contains the metadata. So, there is an 
optional secondary Namenode that can be setup on any machine. The client accesses 
the Namenode to get the metadata of the required file. After getting the metadata, 
the client directly talks to the respective Datanodes to obtain data or to perform IO 
(input/output) actions [HADO]. On top of the file systems, there exists the Map/
Reduce engine. This engine consists of a JobTracker. The client applications submit 
Map/Reduce jobs to this engine. The JobTracker attempts to place the work near the 
data by pushing the work out to the available Task Tracker nodes in the cluster.

32.2.1.3 Inadequacies of Hadoop

At the time of writing, the current infrastructures utilizing Hadoop have the fol-
lowing limitations:
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 1. No facility to handle encrypted sensitive data: Sensitive data ranging from 
medical records to credit card transactions need to be stored using encryp-
tion techniques for additional protection. Currently, HDFS does not perform 
secure and efficient query processing over encrypted data.

 2. Semantic web data management: There is a need for viable solutions to improve 
the performance and scalability of queries against semantic web data such as 
RDF. The number of RDF datasets is increasing. The problem of storing 
billions of RDF triples and the ability to efficiently query them is yet to be 
solved [MUYS06, TESW07, RAMA09a-c]. Currently, there is no support to 
store and retrieve RDF data in HDFS.

 3. No fine-grained access control: HDFS does not provide fine-grained access 
control. There is some work to provide access control lists for HDFS 
[ZHAN09]. For many applications such as assured information sharing, 
access control lists are not sufficient and there is a need to support more 
complex policies.

 4. No strong authentication: A user who can connect to the JobTracker can sub-
mit any job with the privileges of the account used to set up the HDFS. 
Future versions of HDFS will support network authentication protocols 
such as Kerberos for user authentication and encryption of data transfers 
[ZHAN09]. However, for some assured information-sharing scenarios, we 
need PKIs to provide digital signature support.

32.2.2 Infrastructure Development
We are developing an infrastructure for secure cloud computing. It consists 
of a hardware component (includes 800 TB—terabytes) of data storage on a 
mechanical disk drive, 2400 GB (gigabytes) of memory and 100 commodity 
computers, a software component (includes Hadoop), and a data component 
(includes a semantic web data repository). This infrastructure provides the fol-
lowing support to researchers: (a) efficient storage of encrypted sensitive data, 
(b) store, manage, and query massive amounts of data, (c) fine-grained access 
control, and (d) strong authentication. The development of the infrastructure 
consists of four parts to address each of the limitations of HDFS (as shown in 
Figure 32.4):

 1. Incorporate secure coprocessor (SCP) parts to the hardware component to 
enable efficient encrypted storage of sensitive data.

 2. Incorporate several parts to the software component including Mahout 
[MAHO], Hama [HAMA], Jena [JENA], and Pellet [PELL] as well as 
develop parts for SPARQL query processing over HDFS.

 3. Incorporate an XACML [MOSE05] implementation part to the software 
component for fine-grained access control.

 4. Incorporate a part for flexible authentication mechanisms.
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Note that while items (2), (3), and (4) are part of the software component, (1) is 
part of the hardware component.

One could ask us the question, why not implement your software component on 
a hardware component provided by the current cloud computing infrastructures such 
as Open Cirrus? We have explored this option. First, Open Cirrus provides limited 
access based on their economic model (e.g., virtual cash). Furthermore, Open Cirrus 
does not provide the hardware support we need (e.g., secure coprocessors). However, 
we are having discussions with HP on integrating our infrastructure into Open Cirrus.

32.2.3 Hardware Component of the Infrastructure

32.2.3.1 Cluster Part of the Hardware Component

At UTD, we already have substantial hardware to support our research. This hard-
ware is part of the hardware component of the infrastructure. The hardware that 
we have currently includes three major clusters having different configurations. The 
first cluster is very small in size and is generally used as our test cluster. It con-
sists of four nodes. Each node has Pentium-IV machines with 80 GB of hard disk 
space and 1 GB of main memory. We use the sample data in this cluster to test our 
code and carry out various optimization algorithms. The second cluster is placed 
in SAIAL (Security Analysis and Information Assurance Lab with lab support) lab 
and has a total of 32 nodes. All the nodes in this cluster run on commodity-class 
hardware on which Hadoop runs as well. This 32-node cluster has a mixed collec-
tion of hardware; 10 nodes have some high-end configuration such as Pentium-IV 
machines with 500 GB of disk space and 4 GB of main memory in each of them. 
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The remaining 22 nodes are also Pentium-IV machines having about 80 GB of hard 
disk space and 2 GB of main memory in each. All these nodes are connected to each 
other via 48-port Cisco switch on an internal network. Only the master node is 
accessible from the public network. The third cluster to which we have access is the 
Open Cirrus test bed infrastructure from HP Labs. We can use up to 30 nodes from 
their test bed. Each node has high-end configuration such as quad-core processor 
with 8 GB of main memory and more than 1 TB of hard disk space.

We considered three possible configurations for our project. They are the 
following:

 1. Normal Dell precision machines (commodity hardware but less storage space 
per machine).

 2. Assembled servers from different vendors that can support more disks per 
machine (commodity hardware).

 3. SAN storage for data storage and 90 computers for computing (costs around 
3–4 million dollars for a petabyte of data).

Since option 3 was too expensive, we did not investigate this option any further. 
Therefore, we further explored options 1 and 2.

Option 1: Dell machine configuration—An instance of each node of the cluster 
is a Dell precision machine having single quad-core Intel Xeon Processor E5502 
with 4.8 GT/s. It has 24 GB of main memory DDR3, 1066 MZ, and 6 DIMM. 
Such a configuration allows us to use up to 6 GB of memory per core. Each of these 
nodes can store up to a maximum of four hard disks of 1.5 TB each and scaling 
up to 6 TB per node. Considering the replication factor of 3 for Hadoop, each 
node can actually store up to 2 TB of data at a maximum. So, if we had opted for 
these machines to scale our cloud and to store 800 TB of data, then we need 400 
machines for which physical storage would have been an issue.

Option 2: Assembled server configuration—An instance of each node in the clus-
ter is a 2U Rack Mount server. Each contains a two quad-core Intel Xeon Processor 
5500 sequence with quick path interconnect (QPI) up to 6.4 GT/s. Moreover, each 
server contains 24 GB (12× MEM DDRIII 1333 2 GB ECC/REG) of memory. 
Thus, this kind of configuration allows us to use about 12 GB of memory per 
processor and 3 GB per core. We have room to extend the memory up to 48 GB. 
Furthermore, each server has Infiband 20 Gbps controller with SATA supporting 
RAID 5 for hard disk. The network controllers are Intel® 82576 dual-port Gigabit 
Ethernet controllers and also support 10BASE-T, 100BASE-TX, and 1000BASE-T, 
RJ45 output that reduces the chance for bottlenecks while there are IO opera-
tions or data transfers over the network. Hadoop is a distributed file system and 
thus, each node is a combination of solid-state drives as well as traditional storage 
devices. Each server may include a 128 GB solid-state disk (SSD) along with 12 
disks with the traditional storage feature. It has a 12 × 3.5" hot-swap SAS/SATA 
drive trays. We are using a 12× HD WD20EADS SATA2 2 TB low power that 
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gives us a total of 24 TB of physical available disk space per node. Hadoop is reli-
able because it maintains the replication of data. With the default replication fac-
tor being 3, each node can store up to 8 TB of data at a maximum. Out of these 
data, about 5–10% is used by the Hadoop temporary directory and the swap space 
needed for Map-Reduce functionality.

Once completed, our cloud will consist of 100 such nodes across in at most 
five racks. These nodes are a combination of storage nodes and compute nodes 
with some that serve as both. We are providing a Cisco 6509 switch for intra-rack 
communication for better throughput. In addition, according to the configura-
tion discussed above for each node, we have 2400 TB (2.4 PB) of traditional disk 
storage and about 3.2 TB of SSD (assuming that 25 SSDs are deployed for 100 
nodes). Considering the replication factor of Hadoop, our cloud is able to store up 
to 800 TB of data at a maximum.

Next, we compared our HDFS specification with benchmark hardware. 
Benchmark hardware on Hadoop–Apache Wiki provides two clusters for benchmark 
named as Herd 1 and Herd 2. For example, each node in Herd 1 consists of Intel 
Xeon LV 2.0 GHz, quad core, 4 GB RAM, and four disks each one of 0.25 TB 
SATA. Herd 1 consists of 35 nodes in total across two racks. In our cloud, each node 
has two quad-core processors and a high amount of RAM (24 GB) that is better than 
the benchmark hardware. Hence, we expect obviously good results on our cloud.

32.2.3.2 Secure Coprocessor Part of the Hardware Component

We are implementing this component mainly in hardware as follows. An SCP is 
embedded to handle encrypted data efficiently (see Figure 32.5). Basically, SCP is 
a tamper-resistant hardware capable of limited general-purpose computation. For 
example, IBM 4758 cryptographic coprocessor [IBM04] is a single-board com-
puter consisting of a CPU, memory, and special-purpose cryptographic hardware 
contained in a tamper-resistant shell, certified to level 4 under FIPS PUB 140-1. 
When installed on the server, it is capable of performing local computations that 
are completely hidden from the server. If tampering is detected, then the SCP clears 
the internal memory. Since the SCP is tamper resistant, one could be tempted to 
run the entire sensitive data storage server on SCP. Pushing the entire data storage 
functionality into an SCP is not feasible due to many reasons.

First of all, due to the tamper-resistant shell, SCPs usually have limited memory 
(only a few megabytes of RAM and a few kilobytes of nonvolatile memory) and 
computational power [SMIT99]. The performance will improve over time, but prob-
lems such as heat dissipation/power use (that must be controlled to avoid disclosing 
processing) will force a gap between general purpose and secure computing. Another 
issue is that the software running on the SCP must be totally trusted and verified. 
This security requirement implies that the software running on the SCP should be 
kept as simple as possible. So, how does this hardware help in storing large sensitive 
data sets? We can encrypt the sensitive data sets using random private keys and to 
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alleviate the risk of key disclosure, we can use tamper-resistant hardware to store some 
of the encryption/decryption keys (i.e., a master key that encrypts all other keys). 
Since the keys will not reside in the memory unencrypted at any time, an attacker 
cannot learn the keys by taking the snapshot of the system. Also, any attempt by the 
attacker to take control of (or tamper with) the coprocessor, either through software 
or physically, will clear the coprocessor, thus eliminating a way to decrypt any sensi-
tive information. This framework will facilitate (a) secure data storage and (b) assured 
information sharing. For example, SCPs can be used for privacy-preserving informa-
tion integration that is important for assured information sharing [AGRA06].

32.2.4 Software Component of the Infrastructure

32.2.4.1  Component Part to Store, Query, and Mine Semantic 
Web Data

This part of the software component consists of the following:

Jena: This is a framework that is widely used for solving SPARQL queries over 
RDF data [JENA]. But the main problem with Jena is scalability. It scales in 
proportion to the size of the main memory. It does not have distributed process-
ing. However, we are using Jena in the initial stages of our preprocessing steps.
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Figure 32.5 SParQL query processing. (From Hamlen, K.W., Kantarcioglu, M., 
and Khan, L. Security Issues for Cloud Computing, This paper appears in the 
International Journal of Information Security and Privacy, Namati, H. (ed.), 4(2), 
36–48. © 2010, IGI Global. With permission.)
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Pellet: We use Pellet to reason at various stages. We do real-time query rea-
soning using Pellet libraries [PELL] coupled with Hadoop’s Map/Reduce 
functionalities.

Pig Latin: Pig Latin is a scripting language that runs on top of Hadoop [GATE09]. 
Pig is a platform for analyzing large data sets. Pig’s language, Pig Latin, facili-
tates the sequence of data transformations such as merging data sets, filtering 
them, and applying functions to records or groups of records. It comes with 
many built-in functions but we can also create our own user-defined functions 
to do special-purpose processing. Using this scripting language, we avoid writ-
ing our own Map/Reduce code; we rely on Pig Latin’s scripting power that 
automatically generates the script code to Map/Reduce code.

Mahout, Hama: These are open-source data mining and machine-learning pack-
ages that already augment Hadoop [MAHO, HAMA, MORE08].

SPARQL query over Hadoop and its optimization: SPARQL is a query language 
used to query RDF data. The software part we are developing is a frame-
work to query RDF data distributed over Hadoop [NEWM08, MCNA07, 
ROHL07]. There are a number of steps to preprocess and query RDF data 
(see Figure 32.5). With this part, researchers can obtain results to optimize 
query processing of massive amounts of data. Below, we discuss the steps 
involved in the development of this part.

Preprocessing: Generally, RDF data is in XML format (see LUBM, RDF data). 
To execute an SPARQL query, we carry out data preprocessing steps and store 
the preprocessed data into HDFS. We have an N-triple convertor module 
that converts RDF/XML format of data into N-triple format as this format 
is more understandable. We use the Jena framework for this conversion pur-
pose. In predicate-based file splitter module, we split all N-triple format files 
based on the predicates. Therefore, the total number of files for a dataset is 
equal to the number of predicates in the ontology/taxonomy. In the last mod-
ule of the preprocessing step, we further divide predicate files on the basis of 
the type of object it contains. So, now, each predicate file has specific types 
of objects in it. This is done with the help of the Pellet library. These prepro-
cessed data are stored in Hadoop.

Query execution and optimization: We have developed an SPARQL query execu-
tion and optimization module for Hadoop (discussed in Chapter 13). As our 
storage strategy is based on predicate splits, first, we look at the predicates 
present in the query. Second, rather than looking at all the input files, we look 
at a subset of the input files that are matched with predicates. Third, SPARQL 
queries generally have many joins in them and all these joins may not be pos-
sible to perform in a single Hadoop job. Therefore, we devise an algorithm 
that decides the number of jobs required for each kind of query. As part 
of the optimization, we apply a greedy strategy and cost-based optimization 
to reduce query processing time. An example of greedy strategy is to cover 
the maximum number of possible joins in a single job. For the cost model, 
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the join to be performed first is based on summary statistics (e.g., selectivity 
factor of a bounded variable, join triple selectivity factor for three triple pat-
terns). For example, consider a query for LUBM dataset:
“List all persons who are alumni of a particular university.”

In SPARQL, this query is specified as follows:

PREFIX rdf: <http://www.w3.org/1999/02/32-rdf-syntax-ns#>
PREFIX ub: <http://www.lehigh.edu/~zhp2/2004/0401/univ-bench.owl#>
SELECT ?X WHERE {
?X rdf:type ub:Person.
<http://www.University0.edu> ub:hasAlumnus ?X}

The query optimizer takes this query input and decides a subset of input files to 
look at based on the predicate appearing in the query. Ontology and Pellet Reasoner 
identify three input files (underGraduateDegreeFrom, masterDegreeFrom, and 
DoctoraldegreeFrom) related to the predicate, “hasAlumns.” Next, from the type 
of file, we filter all the records whose objects are a subclass of person using the 
Pellet library. From these three input files (underGraduateDegreeFrom, masterDe-
greeFrom, and DoctoraldegreeFrom), the optimizer filters out triples on the basis 
of <http://www.University0.edu> as required in the query. Finally, the optimizer 
determines the requirement for a single job for this type of query and then the join 
is carried out on the variable X in that job.

32.2.4.2  Integrating SUN XACML Implementation into HDFS 
with IRMs

The current Hadoop implementations enforce a very coarse-grained access control 
policy that permits or denies a principal access to essentially all system resources as a 
group without distinguishing among resources. For example, users who are granted 
access to the Namenode may execute any program on any client machine, and all 
client machines have read-and-write access to all files stored on all clients. Such 
coarse-grained security is clearly unacceptable when data, queries, and the system 
resources that implement them are security relevant, and when not all users and pro-
cesses are fully trusted. The current work [ZHAN09] addresses this by implement-
ing standard access control lists for Hadoop to constrain access to certain system 
resources, such as files; however, this approach has the limitation that the enforced 
security policy is baked into the OS and therefore cannot be easily changed with-
out modifying the OS. We are enforcing a more flexible and fine-grained access 
control policy on Hadoop by designing an IRM implementation of Sun XACML. 
XACML [MOSE05] is an OASIS standard for expressing a rich language of access 
control policies in XML. Subjects, objects, relations, and contexts are all generic and 
extensible in XACML, making it well suited for a distributed environment where 
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many different subpolicies may interact to form larger, composite, and system-level 
policies. An abstract XACML enforcement mechanism is depicted in Figure 32.6. 
Untrusted processes in the framework access security-relevant resources by submit-
ting a request to the resource’s PEP. The PEP reformulates the request as a policy 
query and submits it to a PDP. The PDP consults any policies related to the request 
to answer the query. The PEP either grants or denies the resource request based 
on the answer it receives. While the PEP and PDP components of the enforce-
ment mechanism are traditionally implemented at the level of the OS or as trusted 
system libraries, we achieve greater flexibility by implementing them in our infra-
structure as IRMs. IRMs implement runtime security checks by in-lining those 
checks directly into the binary code of untrusted processes. This has the advantage 
that the policy can be enforced without modifying the OS or system libraries. IRM 
policies can additionally constrain program operations that might be difficult or 
impossible to intercept at the OS level. For example, memory allocations in Java are 
implemented as Java bytecode instructions that do not call any external program 
or library. Enforcing a fine-grained memory-bound policy as a traditional reference 
monitor in Java therefore requires modifying the Java virtual machine or JIT com-
piler. In contrast, an IRM can identify these security-relevant instructions and inject 
the appropriate guards directly into the untrusted code to enforce the policy.

Finally, IRMs can efficiently enforce history-based security policies, rather than 
merely policies that constrain individual security-relevant events. For example, 
our past work [JONE09] has used IRMs to enforce fairness policies that require 
untrusted applications to share as much data as they request. This prevents pro-
cesses from affecting denial of service attacks based on freeloading behavior. The 
code injected into the untrusted binary by the IRM constrains each program oper-
ation based on the past history of program operations rather than in isolation. This 
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involves injecting security state variables and counters into the untrusted code, 
which is difficult to accomplish efficiently at the OS level.

The core of an IRM framework consists of a binary-rewriter, which statically 
modifies the binary code of each untrusted process before it is executed to insert 
security guards around potentially dangerous operations. Our binary-rewriter imple-
mentation is based on SPoX (security policy XML) [HAML08], which we devel-
oped to enforce declarative, XML-based, IRM policies for Java bytecode programs. 
To provide strong security guarantees for our system, we apply automated software 
verification technologies, including type and model checking, which we have previ-
ously used to certify the output of binary-rewriters [HAML06, DEVR09]. Such 
certification allows a small, trusted verifier to independently prove that the rewritten 
binary code satisfies the original security policy, thereby shifting the comparatively 
larger binary-rewriter out of the trusted computing base of the system.

Once we have the basic framework implemented, in the future, we can extend 
this by incorporating context and temporal policies as well as policies for data prov-
enance, roles, and usage.

32.2.4.3 Component Part for Strong Authentication

Currently, Hadoop does not authenticate users. This makes it hard to enforce access 
control for security-sensitive applications and makes it easier for malicious users to 
circumvent file permission checking done by HDFS. To address these issues, the 
open-source community is actively working to integrate Kerberos protocols with 
Hadoop [ZHAN09]. On top of the Kerboros protocol, for some assured informa-
tion-sharing tasks, there may be a need for adding simple authentication protocols 
to authenticate with secure coprocessors. For this reason, we add a simple PKI to 
our infrastructure so that users can independently authenticate with secure copro-
cessors to retrieve the secret keys used for encrypting sensitive data. We plan to use 
open-source PKI such as the OpenCA PKI implementation for our infrastructure 
[OPEN].

32.2.5 Data Component of the Infrastructure
This component consists of the semantic web data repository. We use the Lehigh 
University Benchmark [LUBM] and the Barton dataset [HURT06]. The LUBM 
dataset is a synthetic dataset representing a university domain. This allows us to 
vary the number of triples in the dataset to test scalability. The Barton dataset is not 
a synthetic dataset; instead, it is an RDF representation of the MIT library catalog. 
We have chosen it primarily as a common denominator for the evaluation of prior 
research in semantic web. The Barton dataset is used for evaluation in [WEIS08].

The Barton dataset includes a high number of unique URIs: 18.5 million in a 
dataset of 50 million triples. The repository can be built on either our current clus-
ters or on the new infrastructure for any of the datasets we use depending on the 
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size of the data. We are building a repository into our infrastructure that can store 
up to 800 TB of data that are much more than 100 billion RDF triples. In addi-
tion, this new infrastructure can process larger amounts of data because of larger 
disk space (24 TB) and main memory (24 GB) in each individual machine.

32.3 Integrating the Cloud with Existing Infrastructures
We are also integrating the infrastructure with clusters operating at SAIAL at UTD 
as well as with the infrastructure set up at each of the research labs. We also have 
an additional lab (currently not in use) to store some of the hardware parts. We are 
exploring two approaches for the integration:

Separate the current infrastructure and the new infrastructure: Here, we have 
data in normalized form with the current clusters that can then be loaded into 
the new infrastructure. Later on, different Map Reduce algorithms are executed 
and tested on the normalized data present on the infrastructure. The advan-
tage is that we separate the old hardware with the new hardware. The main 
drawback is when we have to generate and process very large amounts of data. 
Consider the SPARQL query optimization module using LUBM dataset. Our 
current infrastructure can handle about 5.5 billion triples with the total size of 
414 GB. To generate large data for 100 billion triples using our current clusters, 
we need to do the data generation in steps and transfer it to the new infrastruc-
ture periodically.

Integrate the new infrastructure with the current infrastructure: Here, we can 
merge both the current infrastructure with the new infrastructure and use the 
combined power for data generation, data preprocessing, and for executing and 
testing Map Reduce algorithms. Hadoop gives us the flexibility to add or remove 
nodes from the cluster at any point in time. To merge them, we have to set 
up all the machines on the same internal network and this can be achieved 
by using switches. The drawback is that with the mixture of different hard-
ware, performance may suffer without performance-oriented variable settings. 
Our entire cluster is a mixture of a few nodes (old machines) having 2–4 GB 
of main memory and about 200 GB of hard disk space whereas other nodes 
(new infrastructure) have 24 GB of main memory with 8 TB of disk space. 
However, performance can be improved by tuning a few performance-oriented 
variables available in Hadoop. Therefore, based on the above discussions, we are 
inclined to integrate our infrastructure with the current training and research 
infrastructures.

Integrating with external infrastructures: The UTD team is conducting experi-
ments with HP Lab’s Open Cirrus test bed. This test bed will be greatly enhanced 
by our infrastructure. In addition, we are planning to work with the NSF/DOE 
(Department of Energy) open-science researchers as well as DOD researchers to 
integrate our infrastructure.
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32.4 Sample Projects Utilizing the Cloud Infrastructure
 1. An integrated approach for efficient privacy-preserving distributed data analytics: 

Currently, we are developing efficient privacy-preserving data analysis tools for 
large distributed data sets. The infrastructure is an excellent vehicle for build-
ing several experiments to simulate mining large amounts of privacy-sensitive 
electronic medical records using our novel techniques. In addition, the infra-
structure enables us to explore the possible usage of the modern security hard-
ware such as SCPs in large-scale privacy-preserving data analysis applications.

 2. A semantic framework for policy specification and enforcement in a need to share 
environment: As a part of this project, we have developed a policy framework 
that leverages the semantic web tools for ontology management and reason-
ing. One of the problems with the current semantic web tools is that they do 
not scale well with respect to storage as well as reasoning. We believe that the 
infrastructure’s storage, query, and reasoning capabilities could be used to 
enable efficient storage, query, and reasoning.

 3. A framework for assured information sharing life cycle: To test the solutions 
that we are developing, we need a scalable platform that supports complex 
policy management. We believe that the infrastructure provides such a plat-
form. For example, the scalable implementation of XACML policies could 
be used for information sharing across organizations. The SCP part could be 
augmented with the assured information-sharing infrastructure to store and 
query encrypted data. This project gives us the opportunity to distribute our 
cloud across multiple sites and test our infrastructure.

 4. Certified in-lined reference monitoring: We are developing a suite of tools for 
parsing, analyzing, and enforcing declaratively specified IRM security poli-
cies through automatic rewriting of Java bytecode binaries. An important 
facet of this endeavor is to apply and test the technology on large-scale appli-
cations and in real-world, security-sensitive architectures. The infrastructure 
is an excellent platform for investigating our research questions and for devel-
oping practical solutions to some of the challenges related to efficient IRM 
implementations for concurrent, highly distributed architectures.

 5. Relational transformation of RDF data: Our current implementation of 
relational transformation of RDF data does not scale well [RAMA09a, 
RAMA09b]. It can handle a limited number of RDF triples (millions) to 
handle SPARQL queries. However, using our infrastructure’s SPARQL query 
over Hadoop and its optimization, we will be able to handle billions of triples. 
Hence, by utilizing the infrastructure, the R2D wrapper will provide a scal-
able solution for the semantic web community.

 6. Schema/ontology matching: To facilitate ontology/schema matching [PART09], 
[PART08], [SUBB07], and [ALIP11], we need to extract a high- dimensional 
feature set and determine its corresponding weights. This feature-extraction 
process is time consuming with the current state of the art due to its serial 
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nature. Our infrastructure will be able to extract large feature sets rapidly. 
Therefore, we will exploit our infrastructure’s parallel and distributed pro-
cessing capability to enhance our research.

 7. Event cube: An organized approach for mining and understanding anomalous 
aviation events—Our microcluster/summary strategies may adversely affect 
classification accuracy due to the imprecise nature of the summary data. It 
would be better if we keep raw data along with the summary data. Owing 
to the main memory limitations, currently, we need to discard raw data from 
each chunk immediately [MASU08], [MASU09]. However, using HDFS 
along with Pig Latin [GATE09], we will be able to handle massive volumes 
of data rapidly. This way, we can accommodate raw data along with sum-
mary data in high-speed memory. Furthermore, SSD will facilitate high-speed 
retrieval of data thereby dramatically increasing the speed of classification 
training and testing.

 8. Secure cloud computing: We have developed several secure cloud computing 
technologies including secure cloud data and information management (see 
Chapters 13, 14, 15, 22, 23, 24, 25, 26, 27, 28 in Parts IV, VI, and VII). In 
addition, we have also developed security models for the cloud. We can test 
out techniques and tools using the infrastructure. We will discuss some of the 
details of this research in Chapter 34 and will also provide several references.

32.5 Education and Performance
32.5.1 Education Enhancement
We offer several courses on information security and information management 
including courses in data and applications, security, privacy, cryptography, digital 
forensics, software and language security, trustworthy semantic web, data mining, 
multimedia information systems, and web services. These courses are benefitting 
from the infrastructure. We are also developing new courses on secure cloud com-
puting as part of an NSF grant and will be discussed in Chapter 33. Furthermore, 
as part of the programming projects for the data and applications security as well 
as for the trustworthy semantic web courses, we have devised class projects that the 
students carry out to support the development of the infrastructure. One such proj-
ect is to enhance XACML implementation and to provide access based on context, 
time, and usage. Therefore, not only are the courses benefitting from the infrastruc-
ture, the infrastructure is also benefitting from the courses.

32.5.2 Performance
The SPARQL query processing part of the software component is an ideal candi-
date for evaluating performance. We are implementing and evaluating experiments 
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with the two benchmarks, the Lehigh University Benchmark [LUBM] and the 
Barton dataset [HURT06]. We have experimented with datasets ranging from 
1 million to 5.5 billion triples with LUBM. This dataset provides a well-defined 
OWL ontology and includes rules for inference. Many research projects including 
Hexastore [WEIS08] have used LUBM for evaluation. We have created a database 
with 5.5 billion triples/tuples with a storage size of 1.2 TB (for intermediate file-n3 
format)/414 GB (normalized data). As a part of the evaluation, we are conducting 
more experiments with larger datasets.

32.6 Summary and Directions
In this chapter, we have described the infrastructure we are developing for a secure 
cloud to support our projects. Our cloud consists of a hardware component, a software 
component, and a data component. We are integrating the cloud with our current 
infrastructures and have developed a number of tools that utilize our infrastructure. 
Some of these tools were discussed in the Chapters 13, 14, 15, 22, 23, 24, 25, 26, 27, 
28 in Parts IV, VI, and VII of this book. These include secure query processing in the 
cloud, social networking in the cloud, and malware detection in the cloud. We utilize 
the Hadoop/MapReduce technologies to provide the data storage for the cloud.

We will continue to enhance our infrastructure to meet our needs for both 
research and education. Furthermore, as the technologies advance, we will upgrade 
the cloud. One challenge we have is whether to build our own cloud or utilize clouds 
such as Amazon’s EC2. We will be utilizing both our cloud and clouds offered by 
third-party vendors. We believe that for some of our research and education efforts, 
we need to have our own cloud. However, for carrying out massive amounts of data 
processing, we may benefit by the use of clouds such as Amazon EC2.
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Chapter 33

an Education Program 
for a Secure Cloud

33.1 Overview
As stated in Chapter 32, to address the limitations of current cloud computing 
platforms, at UTD, we have utilized state-of-the-art hardware, software, and data 
components based on Hadoop and MapReduce technologies and are develop-
ing a secure cloud computing infrastructure for the AFRL since 2008 [AFRL]. 
In particular, we have used modern hardware parts (e.g., secure coprocessors) to 
improve the performance due to incorporating additional security functionalities, 
integrated open source software parts, as well as custom-developed software parts 
to support secure cloud query operations on complex data, provide fine-grained 
access control and reference monitor support as well as provide strong authentica-
tion mechanisms.

To build effective secure cloud computing systems, we also need to build a 
strong education program on this topic so that we get students to work on the 
projects. Therefore, in addition to developing our cloud infrastructure discussed 
in Chapter 32, we are also establishing a strong education program with several 
courses in assured cloud computing with funding from NSF received in 2011. 
These courses form a comprehensive set that will provide an example for secure 
cloud computing capacity building and education in other institutions. Our capac-
ity building project leverages the extensive investments we have made in assured 
cloud computing research and IA education at UTD to develop courses in assured 
cloud computing. In particular, we are developing new courses related to build-
ing and assuring the cloud as well as enhancing our existing courses on network 
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security, data and applications security, data mining for security applications, and 
digital forensics by introducing a major component in secure cloud computing for 
each of these courses. We are also enhancing the current cloud computing frame-
work that we have developed so that students can (i) utilize this framework for 
their course projects and (ii) build features to this framework as a part of their class 
programming projects. Our courses are being made available to a number of part-
ners we are collaborating with in cloud computing research. Our cloud computing 
framework is illustrated in Figure 33.1.

Our education program in assured cloud computing is built on our strong 
education program in Information Assurance (IA) since 2000 at UTD. We were 
designated an NSA/DHS (National Security Agency/Department of Homeland 
Security) Center for Excellence in Education in 2004 and for Research in 2008. 
We received the NSF SFS (Scholarship for Service) award in 2010 and are training 
students to obtain master’s degrees in IA. Our course offerings include systems 
secure and privacy, network security, data/applications security, trustworthy web 
services/semantic web, cryptography, data mining for security and digital forensics. 
As illustrated in Figure 33.2, our research in assured cloud computing as well as our 
education program in IA will be integrated to build a strong capacity for assured 
cloud computing education at UTD.

The organization of this chapter is as follows. In Section 33.2, we will describe 
our current IA program including course offerings, degrees, and certificates. Our 
education program will be described in Section 33.3. Our evaluation plan will be 
discussed in Section 33.4. This chapter is summarized in Section 33.5. It should be 
noted that our project is in progress and is expected to be completed by 2014. The 
contents of this chapter are illustrated in Figure 33.3. An overview of our approach 
to cloud computing is discussed in [HAML10].
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Figure 33.1 Cloud computing framework.
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33.2 Ia Education at UtD
33.2.1 Overview of UTD CS
UTD is located in an area that is only second to Silicon Valley in terms of the num-
ber of high-tech companies that are housed there. UTD Computer Science plays 
a vital role for this high-tech industry by supplying graduates and interns as well 
as collaborative industrial research. UTD CS ranked fifth in the nation last year 
in terms of total number of graduates produced. UTD CS has made significant 
investments in developing the infrastructure for IA education and research and 
identified “make the nation secure” as one of its six strategic goals.

The CS Department made significant investment in developing the research 
and teaching infrastructure for cyber security. These include: (i) establishment of 
multiple faculty lines to hire faculty members in the area of computer security and 
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IA; (ii) efforts to become an NSA Center of Excellence in Information Assurance 
Education (2004) and Research (2008); (iii) establishing the Cyber Security and 
Emergency Preparedness Institute, which houses the Cyber Security Research and 
Education Center; (iv) making significant investment to build the Security Analysis 
and Information Assurance Laboratory (SAIAL) to meet MIL-STD-285 standards; 
(v) offering several courses in the area of Cyber Security and Information Assurance; 
and (vi) offering graduate and undergraduate certificates in Information Assurance 
(since 2004), a minor in Information Assurance (since 2006) and an MS track in 
IA (since 2010).

33.2.2 Course Offerings in IA
CS department offers a strong curriculum at both the graduate and the undergrad-
uate levels. Our course offerings can be found in [CS]. With the hiring of the new 
faculty, there has been a significant increase in the number of new course offerings 
in IA. The current IA courses in CS department include:

Undergraduate Level

 1. Computer and network security
 2. Data and application security
 3. Digital forensics

Graduate Level

 4. Cyber security essentials (covers the 10 CISSP modules)
 5. Information security
 6. Cryptography (both introductory and advanced levels)
 7. Network security
 8. Data and application security
 9. Data privacy
 10. Language-based security
 11. Building trustworthy semantic web and web services
 12. Data mining for security applications
 13. Systems security and forensics
 14. Reverse engineering and malware analysis
 15. Biometrics
 16. Critical infrastructure protection
 17. Secure social networks
 18. Secure cloud computing

As a part of our cloud computing initiative, we have introduced a number or 
courses including secure cloud data security and secure WS and cloud comput-
ing. These courses will be discussed in Section 33.3. Education and research in IA 
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currently cuts across the five concentration areas in the CS department as illus-
trated in Figure 33.4. For example, the computer systems track offers courses in 
information/systems security while the theory track offers courses in cryptography. 
Our students have exposure to activities in IA in government labs as well as in com-
mercial industry and with defense contractors. For example, our students in the 
digital forensics class are taken on field trips to tour the North Texas FBI Lab and 
receive guest lectures from the Richardson Police department. In addition to the 
above CS courses, the School of Management (SoM) and the School of Economics, 
Policy, and Political Sciences (EPPS) at UTD offer courses that are related to man-
agement, and policy aspects of IA including risk analysis. We are collaborating 
with these schools on interdisciplinary research and proposing an interdisciplinary 
graduate program in cyber security.

33.2.3 Our Educational Programs in IA
The CS department at UTD has several programs in IA including a minor in IA 
for non-CS students, certification programs both at the undergraduate and gradu-
ate levels, and a recently instituted masters concentration track at the graduate 
level. The department also offers security-related courses under the professional 
education program that is open to professionals in the DFW (Dallas-Fort Worth) 
Metroplex. The undergraduate minor requires students to complete three under-
graduate level IA courses including data and applications security, computer 
and network security, and digital forensics along with the pre-requisites. The 
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undergraduate certificate program is open to CS students and requires students to 
complete the above  mentioned three IA courses. At the graduate level, the certifica-
tion has multiple options. Since the program’s inception in 2003, over 250 students 
have received IA certifications. The CS department offers a concentration track in 
IA at the graduate level. The IA track started in Fall 2010 semester and requires 
students to complete a set of five or more IA-specific courses. More details about 
the concentration track in IA can be found at the department web site (http://
cs.utdallas.edu/about/degreesoffered.html).

33.2.4  Equipment and Facilities for IA Education 
and Research

The CS department houses several laboratory facilities that are actively used for IA 
education and research. SAIAL, a state-of-the-art laboratory, was founded in 2004 
and is a major facility that faculty use for research and education. The lab consists of 
three separate rooms each individually tested to meet MIL-STD-285 TEMPEST 
standard. Figure 33.5 gives an outline of the facility and its equipment. Some of 
the research uses of the lab include: (i) simulations and testing to identify security 
vulnerabilities of multi-vendor systems and networks; (ii) benchmarking and quan-
tifying security vulnerabilities utilizing customized and commercial-off-the-shelf 
(COTS) tools, “white hat” hacking techniques to advance the use of customized 
and COTS software analysis tools, and repository of known and suspected vul-
nerabilities and analysis techniques for vulnerability assessment, including viruses, 
worms; (iii) development and testing of advanced digital forensic techniques as 
well as conducting forensics, and (iv) conducting lab exercises in network security 
courses and experimenting with intrusion detection and intruder tracking.

Figure 33.5 SaIaL at UtD.
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In addition to the SAIAL, the department has a Computer Networks 
Instructional Lab (CNIL) that is used in our Networks Laboratory course and our 
hands-on lab experiments in the network security course. This lab initially was 
funded by the Jonsson School with funds from the State of Texas and included 
networking equipment. Recently, with the help of a capacity building grant from 
the DoD IASP (Information Assurance Scholarship Program), we acquired equip-
ment for practical hands-on network security education purposes. The equipment 
includes three high-end Dell R805 servers with multi-core Opteron processors 
and 64 GB memory. Using VMware virtualization software system, this equip-
ment is capable of supporting 100-node network environments to perform a diverse 
set of network security lab exercise activities. There are also additional labs man-
aged by the IA professors (e.g., Data Security and Privacy Lab, Data Mining Lab, 
Information Assurance Lab, and Software Security Lab). In addition, UTD is 
building a secure cloud computing infrastructure discussed in Chapter 32 as part 
of our secure cloud project funded by AFOSR and NSF.

33.3 assured Cloud Computing Education Program
33.3.1 Organization of the Capacity-Building Activities
Our capacity-building project consists of two major components: (i) curriculum 
development and (ii) laboratory development. A capstone project course around 
cloud security is one of the major outcomes of this effort. Cloud systems are com-
prehensive systems including different layers making up a fairly complex and critical 
computing resource. Securing a cloud system involves different aspects of security 
all the way from data security to access control to defense against social engineering 
attacks from system-level security to network security to the use of various secu-
rity technologies (firewall systems, intrusion detection systems, etc.). Our course 
emphasizes how the principles of distributed computing come together to build a 
secure cloud. In particular, we use knowledge in known security vulnerabilities of 
distributed systems and known and new ways to address those vulnerabilities in the 
context of securing a cloud computing system.

Our current secure cloud computing framework includes secure cloud VM, 
secure cloud data management, secure cloud storage, and secure cloud monitoring. 
In addition, we are utilizing our extensive interdisciplinary research on integrat-
ing risk and cost analysis for secure systems to teach aspects of risk-based secure 
cloud management. We are closely examining the additional considerations for 
cloud forensics and incorporating these aspects into our course. The second part 
of the capacity project is to build a realistic instructional cloud system with all the 
necessary components and develop necessary curriculum around it to teach vari-
ous aspects of information assurance and computer security as it relates to securing 
such large-scale cloud systems. Our system will be open to other institutions for 
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similar educational purposes and we will share the curriculum material and the use 
of our instructional cloud system in their curriculum in accordance with the NSF 
and UTD policies and procedures. Our curriculum will be discussed in Section 
33.3.2. Our programming projects for students will be discussed in Section 33.3.3. 
Instructional cloud computing facility will be discussed in Section 33.3.4.

33.3.2 Curriculum Development Activities
We are taking a two-pronged approach to curriculum development: the first is 
a capstone course on assured cloud computing and the second is to introduce 
components into several of our key courses in IA. We will discuss details of both 
approaches below. Our approach is illustrated in Figure 33.6.

33.3.2.1 Capstone Course

Our capstone course is motivated by (a) research and development in cloud com-
puting, (b) emerging assured cloud computing research, prototypes, products, 
and standards, and (c) the research and experimentation UTD is conducting for 
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AFOSR on (i) secure storage management with virtualization and secure query 
processing in clouds, (ii) in-line reference monitors for policy management ,and 
(iii) risk/incentive-based assured information sharing. The capstone course on 
assured cloud computing includes components in (1) secure hypervisors using 
hardware/software codesign, (2) secure cloud storage algorithms with VMs, (3) 
secure cloud query processing algorithms and risk aware access control, (4) secure 
virtual network monitor implementation, (5) cloud forensics, and (6) tools for 
monitoring clouds.

Our assured cloud computing course is based on the framework of Figure 
33.1. This framework is based on layered SOA consisting of a secure VM, the 
secure cloud storage, the secure cloud data, and the secure virtual network moni-
tor layers. Cross-cutting services are provided by the policy layer, the cloud moni-
toring layer, the risk analysis layer, and the QoS (quality of service) layer. The 
first part of the capstone course focuses on general cloud computing principles 
and components, including hypervisors, storage, and data management and net-
working components. In addition, various standards as well as products from 
IBM, Microsoft, Oracle, and Salesforce.com are presented. The second part of the 
course includes the developments in assured cloud computing as well as results 
from our research in this field. In particular, our course includes the following 
components.

 i. Secure Hypervisors: VM technology is widely adopted as an enabler of cloud 
computing and provided through hypervisors. Ensuring the security of 
hypervisors is essential for assured cloud computing. Our course includes 
the developments in secure hypervisors including secure VMware and Secure 
XEN platforms. In addition, we are incorporating results from our research. 
For example, our research has found that the combination of hardware/
software approach is effective for system assurance. We are designing and 
prototyping components in hypervisors, in addition to the traditional execu-
tion platforms. In particular, our course includes descriptions of hardware/
software-combined solutions in VMs to defend against security threats, such 
as key logger, buffer overflow, and intrusions.

 ii. Secure Cloud Storage Management: Our course includes various security issues 
related to cloud storage systems including security for the Hadoop frame-
work. In addition, we are incorporating results from our research into the 
course. For example, we are developing a storage infrastructure which inte-
grates resources from multiple providers to form a massive virtual storage 
system. When a storage node hosts the data from multiple domains, a VM 
is created for each domain to isolate the information and corresponding data 
processing. Since data may be dynamically created and allocated to storage 
nodes, it is necessary to support secure VM management services such as 
pool management. The VM is created dynamically to host data and support 
processing for each domain. We leverage the thread pool concept and create 
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the technique of VM pools. The VM pool grows and shrinks according to the 
demands and resource constraints. We are implementing the virtual global 
cloud storage infrastructure on top of XEN and VMware.

 iii. Secure Cloud Data Management: Our course includes various security 
issues related to cloud data management such as cloud query optimization 
and query rewriting. In addition, we are also introducing results from our 
research. For example, we have developed secure query processing algorithms 
for RDF data in clouds with an XACML-based policy manager utilizing the 
Hadoop/MapReduce Framework (see Chapter 23). We have also designed 
algorithms for secure query processing based on the HIVE framework (see 
Chapter 24). These results as well as our experiences are being incorporated 
into our course. We are also including results based on our research on risk-
aware access control and query processing for cloud computing as well as 
QoS for clouds. For example, this module discusses how different choices 
for cloud data processing can affect the security risks. In addition, basic risk 
management and analysis tools are also covered in the context of cloud.

 iv. Secure Cloud Services: Our course includes various security issues related to 
cloud services. In particular, we investigate security aspects of platform as a 
service, software as a service, and infrastructure as a service. Various security 
standards, products, and prototypes are discussed.

 v. Secure Cloud Network Management: Our course includes various issues 
related to virtual network security and management. The potential impact of 
network-based security threats on cloud computing systems and their hosted 
applications makes cloud computing systems prime targets for adversaries. 
Securing such systems requires a multi-level approach as potential security 
threats may come from various entities both internal as well as external to the 
system. In addition, a potential security attack on a hosted service application 
may also have a negative impact on other colocated services or applications. 
Our course includes discussions of such network-based security threats on 
cloud computing systems and available detection and mitigation techniques 
in cloud network management.

 vi. Security Policy Management for Cloud Computing: We are incorporating vari-
ous types of policy management in cloud systems into our course. In addi-
tion, we are incorporating results from our research on the in-line reference 
monitor concept as applied to clouds. For example, cloud frameworks often 
demand more sophisticated policy languages for fine-grained data confiden-
tiality policies, accountability policies, and identity management policies. To 
support such policies, customized OS usually become necessary. Such OS’s 
incur computational overhead, both in terms of resource consumption and 
process load times. The need to customize the OS to support new policies 
introduces inflexibility to the policy language and can lead to large addi-
tions to the trusted computing base of the system. To achieve more flexible, 
lighter-weight, yet high-assurance protection for process-level cloud security, 
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we are extending the traditional hypervisor architecture with an extra level of 
security based on certified in-lined reference monitors (IRMs).

 vii. Cloud Monitoring: We are developing two sets of cloud monitoring tools. The 
first set of tools extends the data mining algorithms we have developed for 
malicious code detection and network traffic analysis for clouds. Our algo-
rithms mine data streams and detect novel classes of malicious code. The sec-
ond set of tools is developed solely to monitor clouds. For example, for IaaS 
type of cloud computing applications, we are developing tools to monitor the 
utilization and load distribution in the underlying physical resources. These 
tools are being incorporated into our course.

 viii. Cloud Forensics: We include topics in cloud forensics such as using the cloud 
to conduct forensics analysis and determining the sources of attacks in clouds. 
In particular, we include information on how current forensics tools can be 
extended for use in clouds as well as developing auditing and accountability 
tools for clouds. Data extraction and analysis techniques are also discussed. 
While our current research on assured clouds does not include cloud foren-
sics, we are conducting joint research with Purdue University on accountabil-
ity in clouds. For example, we are collecting accountability data per job in a 
cloud and per node in a cloud and conducting analysis. These results are also 
being incorporated into our course.

33.3.2.2 Component Insertion into Existing Courses

As illustrated in Figure 33.6, several of the components that we introduce into our 
capstone course fit nicely into our current courses in IA. We describe the enhance-
ments to our current courses. Figure 33.6 also illustrates how the new components 
will enhance our current IA courses as well as contribute toward our capstone course.

33.3.2.2.1 Computer Security

In this course students are introduced to advanced concepts in information security 
with a special emphasis on OSs security. In particular, secure memory management, 
file system management, and interprocess communication are discussed. Students 
also program viruses and worms. We introduce an additional module on cloud sys-
tems security and provide an overview of secure VMWare and other hypervisors. In 
addition, results of our research on secure hypervisors are included. In particular, 
we include descriptions of hardware/software-combined solutions in VMs to defend 
against security threats, such as key logger, buffer overflow, and intrusions.

33.3.2.2.2 Data and Applications Security

In this course we introduce policy management in databases, multilevel secure data 
management, inference problem, secure objects and multimedia systems, assured 
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information sharing, secure information integration, secure data warehousing, 
privacy-preserving data mining, secure social networks, secure knowledge man-
agement, and attacks to databases. We are incorporating additional modules into 
this course that are based on secure cloud data management such as secure query 
optimization and query rewriting and secure indexing. In addition, we introduce 
modules based on secure cloud storage management such as encrypted data storage 
and risk-based access control.

33.3.2.2.3 Network Security

This course covers both traditional topics in network security and more practical 
topics related to the security of the Internet and its applications. The course also 
includes an important hands-on exercise component where students do exercises on 
several practical Internet security topics, including password cracking, vulnerability 
scanning, and exploitation. We are incorporating additional topics into this course 
related to security challenges in clouds and available solutions to address them.

33.3.2.2.4 Digital Forensics

At present this is an undergraduate course and we have plans to introduce a graduate 
course in the near future. For the senior undergraduate course, students learn about 
forensic data recovery, forensic data analysis, event reconstruction, and file system 
forensics. Students also conduct forensic analysis using Encase tool. We introduce a 
new module on cloud forensics. In particular, we discuss how the cloud can be used to 
conduct forensics analysis. We also discuss the new attacks that can occur due to the 
cloud and explore ways of extending the current forensics tools to operate in a cloud.

33.3.2.2.5 Data Mining for Security Applications

This is a doctoral level course. Students are introduced to a variety of data mining 
techniques and then explore applications in cyber security such as intrusion detec-
tion, malicious code detection, buffer overflow detection, and botnet detection. 
Students build data mining tools for security applications. We introduce a new 
module that discusses how cloud computing can be used for scalable data mining. 
In addition, we also examine how data mining may be used for security problems in 
cloud computing such as auditing and accountability. Recently, we have introduced 
a new course on big data analytics that overlaps with the course data mining for 
security applications.

33.3.2.2.6 Building Secure Semantic Web Services

This is a PhD level course where students are introduced to semantic web and WS 
technologies as well as security issues for these technologies. In particular, semantic 
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web for policy representation as well as securing semantic web technologies are 
 discussed. Various security standards for WS are also provided. We introduce a new 
module to this course to discuss security resulting from Platform as a service and 
Infrastructure as a service among others. In addition, our research results on secure 
processing of semantic web data in a cloud (e.g., RDF data) is discussed. Various 
secure cloud services being implemented by corporations such as IBM, Microsoft, 
and Oracle are also discussed.

33.3.2.2.7 Cryptography

In this course students are introduced to a variety of cryptographic protocols and 
techniques. In addition, topics such as SMC are included. We are adding modules 
on using the cloud for computational-intensive cryptographic algorithms. In addi-
tion, secure data storage issues are also discussed.

33.3.2.2.8 Language Security

In this course students are introduced to language security concepts including pro-
gram verification methods. Our module on policy management and in-line refer-
ence monitor techniques for clouds will be incorporated into this course.

33.3.3 Course Programming Projects
As part of the courses that we have described in Section 4.2, students can carry out 
a number of programming projects that will enhance their skills in assured cloud 
computing as well as contribute to our cloud computing platform. On the basis 
of the research we are carrying out, the following are some sample programming 
projects for our students.

33.3.3.1 Fine-Grained Access Control for Secure Storage

Current Hadoop implementations enforce a coarse-grained access control policy 
that permits or denies principal access to essentially all system resources as a group 
without distinguishing among resources. Such coarse-grained security is not suf-
ficient when data, queries, and the system resources that implement them are secu-
rity-relevant, and when not all users and processes are fully trusted. Current work 
addresses this by implementing standard access control lists for Hadoop to constrain 
access to certain system resources, such as files; however, this approach has the limi-
tation that the enforced security policy is baked into the OS and therefore cannot 
be easily changed without modifying the OS. A course project for students will be 
to build flexible and fine-grained access control policies on Hadoop such as RBAC 
(Role Based Access Control), UCON (Usage Control), and ABAC (Attribute Based 
Access Control).
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33.3.3.2 Flexible Authentication

The current beta version of Hadoop supports authentication with Kerberos and 
tokens. On top of the Kerberos protocol, for assured information tasks, there may 
be a need for adding simple authentication protocols to authenticate with secure co-
processors. A second programming project is for students to add a simple public key 
implementation so that users can independently authenticate with secure coproces-
sors to retrieve secret keys used for encrypting sensitive data.

33.3.3.3 Secure Virtual Machine Management

We have examined VMware and other VMs and have selected XEN for our cloud 
implementation as it is available as open source and has excellent documentation 
and user manuals. XEN also supports non-Linux systems. Furthermore, XEN has 
certain security features that we can use to build additional security. A third pro-
gramming project is for students to build access control features into XEN.

33.3.3.4 Secure Co-Processor for Cloud

Basically, SCP is a tamper-resistant hardware capable of limited general-pur-
pose computation. When installed on the server, it is capable of performing 
local computations that are completely hidden from the server. If tampering is 
detected, then the SCP clears the internal memory. Since the SCP is tamper-
resistant, one could be tempted to run the entire sensitive data storage server 
on the SCP. Pushing the entire data storage functionality into a SCP is not 
feasible due to the following: (i) the tamper-resistant shell. SCPs have usually 
limited memory (only a few megabytes of RAM—random access memory—and 
a few kilobytes of nonvolatile memory) and computational power. Performance 
will improve over time, but problems such as heat dissipation/power use (which 
must be controlled to avoid disclosing processing) will force a gap between gen-
eral purposes and secure computing. (ii) Another issue is that the software run-
ning on the SCP must be totally trusted and verified. This security requirement 
implies that the software running on the SCP should be kept as simple as pos-
sible. Therefore, a fourth programming project for the students is to build secure 
storage for cloud using SCP.

33.3.3.5 Scalable Techniques for Malicious Code Detection

We are developing efficient and scalable feature extraction techniques, and apply-
ing these techniques on a large corpus of real benign and malicious executables. 
This feature extraction and selection process is both computational and storage-
intensive. For example, in our previous work we extracted roughly a quarter billion 
n-grams (n contiguous hexadecimal digit) from a corpus of only 3500 executables. 
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The feature extraction process required disk I/O as all the features could not be 
stored in main memory. It took around 2 h and Gigabytes of disk space for a 
machine with Quad processor and 12 GB memory. Note that this was the resource 
requirement for a static dataset. If the dataset is dynamic, like a data stream where 
new data are continuously arriving, and this feature extraction and selection is to 
be executed repeatedly to discover newer features, this process would be a main 
bottleneck. For example, we consider all together 105,388 executables. Hence, for 
this huge dataset, our previous approach may not scale well in terms of limited 
storage and timing. Therefore, we are developing scalable solutions by using our 
cloud computing framework. We can devise programming projects for students to 
examine scalability of our algorithms.

33.3.4 Instructional Cloud Computing Facility
We use various open source tools to get students familiar with the basic cloud 
computing concepts. For large-scale data analysis in the cloud, we dedicate part of 
our research cloud infrastructure consisting of a Hadoop cluster. Students conduct 
programming projects using this cluster. In addition, students have hands-on expe-
rience using Hadoop for the various activities we have described in the previous sec-
tion. For example, for the data and applications security class, the students can use 
this infrastructure to carry our programming assignments for assured information 
sharing. Students are divided into groups. Each group acts as a coalition partner 
and designs their policies for the other groups and stores the policies with the data 
in the cloud. For example, Group A devises a set for policies for Group B and a 
different set of policies for Group C. Appropriate policies will be executed against 
the data when a group (e.g., B or C) wants to access the data placed by Group A. In 
addition to structured data, the students also experiment with unstructured data 
(e.g., text, image).

In addition to the cloud described above, we plan to install Apache VCL (Virtual 
Computing Lab) as a part of our lab environment. Information on VCL can be 
found in [VCL]. Basically, the VCL is an open source system used to dynamically 
provision and broker remote access to a dedicated computer environment for an 
end-user. Such a system will be useful for introducing students to infrastructure as 
a service type of cloud applications. Using this instructional cloud computing facil-
ity, we will devise various hands-on lab exercises and assignments where students 
can apply their knowledge to practical problems. We are creating a second cloud 
cluster to be used entirely for educational purposes. With this cluster we will con-
duct cloud penetration and cloud forensics exercises as part of the capstone course 
as well as the digital forensics, network, systems, and data security courses. This 
cloud will be used solely for educational purposes. During the course of the project, 
we will develop detailed instructional material that will include lecture notes as 
well as lab exercises that we will design and place on the project web site. In addi-
tion, user manuals will be developed.
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33.4 Evaluation Plan
The best evaluators of our courses and experiments are our students. We are obtain-
ing detailed evaluations from our students and discussing with them how we can 
enhance the courses. We also get inputs from our partners and use these inputs 
to improve our courses. Our evaluations will be included in the interim and final 
reports we will prepare for the NSF. On the basis of the inputs we get, we will 
also produce user manuals for our cloud so that students from around the country 
can log into our system and learn how to use our cloud for their education and 
experiments.

We propose three broad stages of program evaluations: (1) effectiveness of the 
project implementation; (2) meeting our goals and objectives; and (3) the overall 
impact of the program. Second, the processes to evaluate are made of two major 
parts. Formative evaluation will be conducted to monitor activities that involve 
project implementation for further refinements and continual improvement. The 
purpose of this stage of evaluation is to document successes and challenges as well 
as lessons learned from the implementation stages and to monitor status of proj-
ect activities. Second, summative evaluation will be conducted for meeting our 
program goals and objectives, impact of our program on student learning, and 
improvement of cloud computing education.

33.5 Summary and Directions
In this chapter, we have built the secure cloud infrastructure discussed in Chapter 
32 and presented our strategy for education in cloud computing. Some of the 
courses we have discussed have already been offered while some others are in prog-
ress. We are utilizing the infrastructure discussed in Chapter 32 for our course pro-
gramming projects. Many of our students have become experts on programming 
with the Hadoop/MapReduce framework. At present, we are offering a new course 
on big data analytics in the cloud and will involve the implementation of various 
data mining algorithm in the cloud. There is some overlap between our courses 
in secure cloud computing and big data analytics. Our research and education on 
secure cloud computing is presented in [CLOUD].

We will continue to enhance both our cloud computing framework as well as 
the courses we offer. For example, during the Spring Semester of 2013 (January–
May 2013) we are offering a new course on analyzing and securing social networks. 
This course will also utilize our cloud infrastructure for the programming projects. 
Specifically we will expand on the work on SNODOC discussed in Chapter 14 
with security features as part of the class projects. That is, we will develop tech-
niques to mine various social network data (e.g., Twitter, YouTube, etc.), enforce 
security and privacy policies, and implement the techniques in the cloud (e.g., use 
of Storm). We believe that as the need for big data analytics increases the need for 
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better cloud infrastructures as well as more courses on assured cloud computing 
will also increase. Security will be a major aspect with respect to the infrastructures 
developed as well as the courses offered about the cloud.
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Chapter 34

a research Initiative for 
a Secure Cloud

34.1 Overview
As we have discussed throughout this book, while cloud computing has received 
a great deal of attention, there is a lot of work to be done on securing the cloud. 
Therefore, we started a collaborative research project funded by the AFOSR 
between 2008 and 2014 that included an investigation of security issues for the 
cloud. While our initial investigation was on securing the grid, we migrated to 
securing the cloud. Initially the two universities that collaborated on this effort were 
UTD and Purdue University. Subsequently, we collaborated with other universities 
such as the University of California Irvine, King’s College, University of London, 
and the University of Insubria, Italy. We also collaborated with ADB Consulting 
in areas such as entity extraction with the ultimate goal toward implementing the 
algorithms in the cloud. This project represented one of the first comprehensive 
multi-organizational collaborative efforts in investigating security issues for the 
cloud, including storage, information management, and collaboration tools for 
sensitive data. This project also focused on the needs of the DoD community and 
the National Security Agency which have been working extensively on the GIG 
(Global Information Grid), where many challenging security concerns emerged. 
In this chapter, we will describe some of the developments we have made on this 
project with respect to securing the cloud and our future plans.

It should be noted that many of the experimental systems that we discussed 
in this book are due to the developments made under this project. In this section, 
not only do we discuss our research contributions at UTD, some of which have 
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been discussed in earlier chapters, but we also discuss the contributions made by 
our university partners. The organization of this chapter is as follows. The research 
contributions including the development of secure query processors, hybrid data 
storage schemes, privacy for the cloud, and using the cloud for malware analysis are 
discussed in Section 34.2. Our future plans are discussed in Section 34.3.

34.2 research Contributions
34.2.1 Overview
Much of our research contributions on secure cloud have been discussed in Parts VI 
and VII of this book. We summarize some of this research as well as discuss some of 
our additional research in this chapter. We also discuss the research carried out by 
Purdue University under the collaborative research project that we have led at UTD.

We have discussed the research in three sections. In Section 34.2.2, we discuss 
the research on secure cloud data and information management. Specifically our 
research prototypes discussed in Part VI will be listed in this section. In Section 
34.2.3, we discuss the research on the use of cloud for security applications. That is, 
the systems discussed here illustrate the cloud providing security as a service. These 
systems are also discussed in Part VII. In Section 34.2.4, we discuss various secu-
rity models for the cloud. These models include information flow models, access 
control models, and accountability models. In Section 34.2.5, we discuss some of 
the research we are conducting toward developing secure social networks with the 
ultimate goal of implementing the techniques in the cloud.

While much of the research study discussed in Sections 34.2.2 and 34.2.3 was 
carried out at UTD, the study mentioned in Section 34.2.4 was carried out at 
Purdue University and the study discussed in Section 34.2.5 was carried out by 
ADB Consulting as part of the collaborative research project led by UTD. Sample 
references for the research are provided throughout the section. Figure 34.1 illus-
trates the research.
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Figure 34.1 Collaborative research.
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34.2.2 Secure Cloud Data and Information Management

34.2.2.1 Data Intensive Secure Query Processing in the Cloud

Semantic web is an emerging area to augment human reasoning for which vari-
ous technologies are being developed. These technologies have been standardized 
by the W3C. One such standard is the RDF. With the explosion of semantic 
web technologies, large RDF graphs are common place. This poses significant 
challenges for the storage and retrieval of RDF graphs. Current frameworks do 
not scale for large RDF graphs and as a result do not address these challenges. 
Here, we describe a framework that we built using Hadoop to store and retrieve 
large numbers of RDF triples by exploiting the cloud computing paradigm. We 
describe a scheme to store RDF data in a Hadoop DFS. More than one Hadoop 
job may be needed to answer a query because a triple pattern in a query cannot 
take part in more than one join in a Hadoop job. To determine the jobs, we pres-
ent an algorithm to generate near optimal query plan based on a greedy approach 
to answer a SPARQL Protocol and RDF Query Language (SPARQL) query. We 
use Hadoop’s MapReduce framework to answer the queries. Our results show that 
we can store large RDF graphs in Hadoop clusters built with cheap commodity 
class hardware. Furthermore, we show that our framework is scalable and effi-
cient and can handle large amounts of RDF data, unlike traditional approaches. 
We are implementing XACML-based policy management and integrating it with 
our query processing strategies. We discussed the system in Chapter 22. Details 
are given in [KHAL10].

In addition to secure query processing with semantic web data, we also devel-
oped prototype systems for secure query processing for relational data. In this 
system, the policies were specified in XACML. The relational data was man-
aged by HIVE. We discussed this system in Chapter 22. Details are given in 
[THUR10].

34.2.2.2 Secure Data Processing in a Hybrid Cloud

Cloud computing has made it possible for a user to be able to select a computing 
service precisely when needed. However, a user needs to make an informed decision 
as to whether or not to use cloud services based on factors such as the level of infor-
mation privacy desired, regulatory issues and local computing capacity. Given these 
issues, for certain users it may be a better choice to adopt a hybrid cloud (public 
and private) approach rather than relying solely on a CSP. Such a hybrid solution 
enables certain mission- or organization-critical tasks to be executed locally at a 
user’s site while allowing less important tasks to be outsourced to a public cloud. 
Moreover, this increases throughput while reducing operational costs with a high-
level of data security. We foresee three challenges that must be overcome before the 
adoption of a hybrid cloud approach:
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 1. Data design: How to partition relations in a hybrid cloud? A solution to this 
problem must account for the sensitivity of attributes in a relation as well 
as the workload of a user. Further, a solution must take into consideration 
the monetary cost of storing relations over a hybrid cloud and the risk asso-
ciated with releasing sensitive information to a public CSP. Additionally, a 
solution must also be able to adapt to a user’s changing data and workload 
requirements.

   In our approach, the data design problem is formulated as a multi-objec-
tive optimization problem where each objective captures one of the above 
sub-problems. Further, we have shown that this problem is NP-Complete, 
and therefore we have provided dynamic programming and hill-climbing 
solutions to the problem.

 2. Data security: How to protect a user’s data in a public cloud with encryption 
while enabling query processing over this encrypted data? A solution to this 
problem must ensure that neither a service provider nor a hacker who hacks 
into a service provider can learn any meaningful information from the stored 
data. Data security can be achieved by encrypting the stored data. However, 
encryption presents a new set of challenges such as granularity of encryption 
and query processing over encrypted data.

   In our approach, we use the “bucketization” technique to provide data secu-
rity. This technique does not leak any data to a service provider or a hacker. 
Furthermore, this technique allows us to efficiently query the encrypted data. 
This allows us to push a significant amount of query processing work to a 
public CSP.

 3. Query processing: How can a user issue queries transparently to a hybrid 
cloud? How to execute queries efficiently over both, encrypted and unen-
crypted data? A solution to these problems must first be able to estimate the 
cost of executing queries over both, unencrypted and encrypted data. This 
cost estimation can then be used to optimize query execution over a hybrid 
cloud.

   In our approach, we develop a set of query rewriting rules that is used to 
split a given query into its constituent sub-queries that can then be executed 
over public and private clouds. We use a linear cost estimation model to 
approximate the cost of a given query. The goal of our model is to compute 
the total response time for a query. This model takes into account the actual 
processing time as well as the time to transfer results from a public cloud to 
a private cloud. This model makes use of the query rewriting rules to split a 
query into sub-queries over public and private clouds. Query optimization 
in our approach is done by estimating the cost of several alternate plans and 
then selecting a plan with the lowest response time.

We have incorporated the above solutions into an add-on tool for a Hadoop and 
Hive-based cloud computing infrastructure. This is a project we carried out jointly 
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with the University of California at Irvine. Details of our research are discussed in 
[OKTA12].

34.2.2.3 Secure Information Integration in the Cloud

Cloud computing services like Amazon S3 are gaining a lot of popularity because 
of factors like cost efficiency and ease of maintenance. We have evaluated the fea-
sibility of using S3 storage services for storing semantic web data. The Intelligence 
Community’s Blackbook uses several semantic data sources to produce search 
results. In our approach, we stored one of the Blackbook data sources on Amazon 
S3 in a secure manner, thus leveraging cloud computing services within a semantic 
web-based framework. We encrypted the data source using Advanced Encryption 
Standard (AES) before storing it on Amazon S3. Also, we do not store the original 
key anywhere in our system. Instead, the key is generated by two separate compo-
nents; each called a “Key Server.” Then, the generated key is used to encrypt data. 
We essentially showed how information may be securely integrated with Amazon 
WSs. Details of this work were provided in Chapter 24. More information can also 
be found in [PARI12].

34.2.2.4 Secure Social Networking in the Cloud

We developed a social intelligence application to identify the location of the user on 
social networking sites by mining information from his social graph and the mes-
sages posted by him. Our system not only identifies the city level home location of a 
user, but goes one step further to pinpoint specific venues or point of interests that the 
user may have visited or has talked about in his messages. We have performed exten-
sive experiments to prove the efficacy of the algorithm in terms of accuracy and run-
ning time. The algorithm outperforms all existing location extraction approaches. 
To show the applicability of the algorithm in security analytics, we developed a 
powerful tool that allows analysts to identify the location of any Twitter user and his 
friends, tie in text to reveal what different users are talking about around the world 
in real time. The tool provides an intuitive graphical interface which an analyst 
can use to visualize the places visited by a user and his friends (determined by the 
algorithm) to identify and monitor potential security threats. In the current world 
scenario where uprisings, political meetings such as the Arab spring or London riots 
are organized on social networking sites like Twitter, our system proves to be a great 
tool for detecting, recognizing, and tracking users with mal-intent.

Much of the focus has been on developing information integration as well as 
the reasoning components for our system. In particular, information from mul-
tiple social networks was integrated securely and analyzed and reasoned to detect 
future events. We are currently investing security and privacy for the system as 
well as implementing the system in a cloud. Details of our work are given in 
[ABRO09].
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34.2.3 Cloud-Based Security Applications

34.2.3.1  Cloud-Based Malware Detection for Evolving Data 
Streams

Data stream classification for intrusion detection poses at least three major chal-
lenges. First, these data streams are typically infinite-length, making traditional 
multi-pass learning algorithms inapplicable. Second, they exhibit significant con-
cept-drift as attackers react and adapt to defenses. Third, for data streams that do 
not have any fixed feature set, such as text streams, an additional feature extraction 
and selection task must be performed. If the number of candidate features is too 
large, then traditional feature extraction techniques fail.

To address the first two challenges, we developed a multi-partition, multi-
chunk ensemble classifier in which a collection of v classifiers is trained from r con-
secutive data chunks using v-fold partitioning of the data, yielding an ensemble of 
such classifiers. This multi-partition, multi-chunk ensemble technique significantly 
reduces classification error compared to the existing single-partition, single-chunk 
ensemble approaches, wherein a single data chunk is used to train each classifier.

To address the third challenge, a feature extraction and selection technique 
is developed for data streams that do not have any fixed feature set. The tech-
nique’s scalability is demonstrated through an implementation for the Hadoop 
MapReduce cloud computing architecture. If the feature space of the data points is 
not fixed, a subproblem of the classification problem is the extraction and selection 
of features that describe each data point. As in prior work by Kolter and Maloof, 
we use binary n-grams as features for malware detection. However, since the total 
number of possible n-grams is prohibitively large, we judiciously select n-grams that 
have the greatest discriminatory power. This selection process is ongoing; as the 
stream progresses, newer n-grams appear that dominate the older n-grams. These 
newer n-grams replace the old in our model in order to identify the best features 
for a particular period.

Naive implementation of the feature extraction and selection process can be 
both time and storage-intensive for large datasets. For example, our previous work 
extracted roughly a quarter billion n-grams from a corpus of only 3500 executables. 
This feature extraction process required extensive virtual memory (with associated 
performance overhead), since not all of these features could be stored in main mem-
ory. Extraction and selection required about 2 hours of computation and many 
gigabytes of disk space for a machine with a quad-core processor and 12 GB of 
memory. This is despite the use of a purely static dataset; when the dataset is a 
dynamic stream, extraction and selection must recur, resulting in a major bottle-
neck. In this current approach, we consider a much larger dataset of 105 thousand 
executables for which our previous approach is insufficient.

We therefore design a scalable feature selection and extraction solution that 
leverages a cloud computing framework by Dean and Ghemawat. We show 
that depending on the availability of cluster nodes, the running time for feature 
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extraction and selection can be reduced by a factor of m, where m is the number of 
nodes in the cloud cluster. The nodes are machines with cheap commodity hard-
ware. Therefore, the solution is also cost-effective as high-end computing machines 
are not required.

Both theoretical and empirical evidence demonstrates its effectiveness over 
other state-of-the-art stream classification techniques on synthetic data, real botnet 
traffic, and malicious executables. Details of this were presented in Chapter 25. 
More details can also be found in [MASU11].

34.2.3.2 Cloud-Based Insider Threat Detection

Evidence of malicious insider activity is often buried within large data streams, such 
as system logs accumulated over months or years. Ensemble-based stream mining 
leverages multiple classification models to achieve highly accurate anomaly detec-
tion in such streams even when the stream is unbounded, evolving, and unlabeled. 
This makes the approach effective for identifying insider threats who attempt to 
conceal their activities by varying their behaviors over time. Our approach applies 
ensemble-based stream mining, unsupervised learning, supervised learning, and 
graph-based anomaly detection to the problem of insider threat detection, dem-
onstrating that the ensemble-based approach is significantly more effective than 
traditional single-model methods. We further investigate suitability of various 
learning strategies for evolving insider threat data. We also developed unsupervised 
machine learning algorithms for insider threat detection. Our implementation is 
being hosted on the cloud. Some of the details were discussed in Chapter 26. More 
information can also be found in [PARV12].

34.2.3.3 Cloud-Based Assured Information Sharing

Daniel Wolfe (formerly of the National Security Agency) defined assured informa-
tion sharing (AIS) as one that “provides the ability to dynamically and securely 
share information at multiple classification levels among U.S., allied and coali-
tion forces.” The DoD’s vision for AIS is to “deliver the power of information to 
ensure mission success through an agile enterprise with freedom of maneuverabil-
ity across the information environment.” More recently National Security Agency 
CIO Lonny Anderson has stated that the agency is focusing on a “cloud-centric” 
approach to information sharing with other agencies. To address the needs of the 
DoD, our project is developing technologies and tools for cloud-centric assured 
information sharing funded by the AFOSR. In our approach the organizations 
place their policies and data in the cloud. The data are shared among the organiza-
tions according to the policies.

We have developed demonstration systems with our European partners: King’s 
College, University of London, and the University of Insubria, Italy who are funded 
by EOARD (The European Office of Aerospace Research and Development). The 
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first demonstration illustrates how information may be shared in our cloud, based 
on policies specified in XACML. In the second demonstration, we are implement-
ing a semantic web-based policy engine and will show how multiple social networks 
may share information on our cloud based on semantic web-based policies. For both 
demonstrations, we will use the secure cloud data managers we have implemented. 
These demonstration systems were described in Chapters 27 and 28. Details can 
also be found in [CADE12], [THUR12].

34.2.4 Security Models for the Cloud

34.2.4.1  A Fine-Grained Model for Information Flow Control 
in Service Cloud

With increasing advances in SOA and the push for powerful service clouds, rapid 
prototyping and deployment of applications by integrating services from various 
providers is becoming a reality. While service clouds have many benefits, security is 
still a major concern. Access and information flow control are major issues in ser-
vice cloud security. We summarize our research results in the following paragraph. 
Details are given in [TU10] and [SHE12].

We have developed a novel model to support the fine-grained information flow 
control in WS compositions, namely, the Service Chain Information Flow Control 
(SCIFC) model. As the data exchanged between services in a service chain are 
potentially correlated, to avoid undesired information leakage, each service in the 
chain should consider all the services that may receive its data in either the raw or 
transformed form. In the response flow, the service chain has already been estab-
lished and each service knows who may directly or indirectly access the informa-
tion in its response. In this case, service si determines whether to allow the data 
contained in its response to be released directly or indirectly to si−1, . . ., s1. In the 
request flow, the service chain is to be established and the concrete services in the 
chain cannot be predetermined. Service si, upon composing the next service si+1, 
needs to figure out whether the data originators are willing to reveal their sensitive 
data, potentially derivable from si−1’s request, to si+1. Thus, it is necessary to support 
a back-check protocol to let si check with s1 through si−1 to decide whether si+1 can 
be composed into the chain.

Performing back-checks allows the services in a chain to control the flow of 
their sensitive information via cooperation. However, this mechanism may incur a 
high communication overhead. To reduce the protocol complexity, we allow a ser-
vice to carry along and enforce other services’ security policies. That is, s1 can send 
its security policies to s2 to allow s2 to make the composition decision based on the 
policies of both s1 and s2.

The mechanisms provided above are somewhat “blind.” That is, whether per-
forming back-check or enforcing security policies remotely, each service si must con-
sider all its prior services, from s1 to si−1, for sending out the data Qi in si’s request. 
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However, if it is impossible to derive sj’s sensitive data (1 ≤ j < i) from Qi, then si can 
disregard sj when composing si+1. We define the concepts of transformation factor to 
model the transformation effect of the service functions upon the data contained 
in the requests/responses. Based on the transformation factor, unnecessary back-
checks and/or policy enforcements in the information flow control protocols can be 
eliminated.

With the SCIFC protocols, the WSs in a service chain are empowered to spec-
ify how to protect their sensitive information without the risk of leaking critical 
information to the services they do not trust. Also, the protocols do not prevent 
any composition from forming unless there is a potential of undesired informa-
tion leakage. The SCIFC protocol is carefully designed to minimize the potential 
overhead and, hence, making the fine-grained information flow control feasible. 
Experiments have been conducted to study the performance of the SCIFC pro-
tocol. The results show that the overhead of the SCIFC protocol is approximately 
16% on average for a length-20 service chain, which is reasonable considering its 
benefit of enabling fine-grained security control.

34.2.4.2  CloudMask: Fine-Grained Attribute-Based Access 
Control

DaaS is an emerging cloud service where organizations can seamlessly store in the 
cloud and retrieve based on the access control policies that cover the legal require-
ments and organizational policies. Amazon S3 and Microsoft Azure storage service 
are two such popular services currently available. An important requirement in 
this context is represented by fine-grained access control to data stored in a cloud; 
access control should be performed according to policies expressed in terms of the 
properties of subjects, referred to as identity attributes. The email address, the role 
a user plays in her organization, the age and the location a user accesses from are a 
few examples of such identity attributes. The identity attributes that subjects should 
possess in order to access protected objects are referred to as conditions. A crucial 
issue that has not been addressed by previous research is that the identity attributes 
in the conditions often encode privacy-sensitive information.

Many existing cloud data services do provide some access control models. 
However, the privacy of the users is not protected in such models. Privacy, both 
individual as well as organizational, is considered a key requirement in all solutions, 
including cloud services, for digital identity management. Further, insider threats 
are considered one of the major sources of data theft and privacy breaches. With 
cloud computing initiatives, the scope of insider threats is no longer limited to the 
organizational perimeter.

In this work, we have developed CloudMask, an approach that supports fine-
grained attribute-based access control based on encryption while at the same time 
assuring the privacy of the identity attributes of the users accessing the data. The 
CloudMask approach is based on fine-grained encryption of data according to 
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different symmetric encryption keys. Such are selectively made available to users 
according to the access control policies specified by users. To assure scalability and 
privacy of the identity attributes, in the CloudMask approach, users are not given 
the symmetric keys directly. Instead, users are given one or more secrets that they 
can use to derive the key on the fly in conjunction with some variable public infor-
mation, which is stored on the cloud along with the data. CloudMask provides 
forward and backward secrecy without affecting the secrets given to existing users. 
In other words, CloudMask handles rekey operations efficiently since it does not 
directly share the same key with multiple users. Secrets are distributed to users by 
the oblivious commitment-based envelope (OCBE) technique. According to this 
technique, users are able to decrypt the encrypted secrets (i.e., to open the envelope) 
only if their identity attributes, hidden in cryptographic commitments to assure 
privacy, verify the policy conditions associated with the data. An implementation 
of these protocols has been carried out. Results of this research are published in 
[NABE10], [DAMI10].

34.2.4.3  Delegated Access Control in the Storage as a Service 
Model

This work develops a novel approach that enhances the performance of CloudMask 
by delegating to the cloud the re-encryption of data when the access control poli-
cies change. Unlike the basic approach of CloudMask requiring the data owner to 
perform a new data encryption with different keys when the access control poli-
cies changes, the enhanced schema does not require the owner to do the encryp-
tion. Under the enhanced schema, the cloud hosting the data is delegated to 
the re-encryption operations; however, the cloud does not learn anything about 
the data.

One’s approach is based on the use of two-layer encryption and incremental 
encryption. Under the two-layer encryption, a first “coarse” encryption step is 
performed by the data owner; this first step encrypts all data (or large chunks of 
data) with the same key. The cloud performs the second encryption step in order 
to implement fine-grained access control. Experimental results show that this 
approach greatly reduces the overhead at the data owner. This research is reported 
in [NABE12].

34.2.4.4 Attribute-Based Group Key Management Scheme

Attribute-based systems enable fine-grained access control among a group of users 
each identified by a set of attributes. Secure collaborative applications, like the 
ones enabled by the cloud, need such flexible attribute-based systems for managing 
and distributing group keys. However, current group key management schemes 
are not well designed to manage group keys based on the attributes of the group 
members.
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In this work, we have defined and implemented novel key management schemes 
that allow users whose attributes satisfy a certain access control policy to derive the 
group key. Our schemes efficiently support rekeying operations when the group 
changes due to joins or leaves of group members. During a rekey operation, the 
private information issued to existing members remains unaffected and only the 
public information is updated to change the group key. Our schemes are expressive; 
they are able to support any monotonic access control policy over a set of attributes. 
Our schemes are resistant to collusion attacks; group members are unable to pool 
their attributes and derive the group key which they cannot derive individually. 
Experimental results show that our underlying constructs are efficient and practi-
cal, and that are much more efficient than the scheme based on attribute-based 
encryption (ABE). This research is reported in [NABE11].

34.2.4.5 Privacy-Preserving Access Control in the Cloud

Data stored in the cloud often encode sensitive information and should be protected 
as mandated by various organizational policies and legal regulations. A commonly 
adopted approach to address security and privacy is to encrypt the data before 
uploading them to the cloud. Encryption alone however is not sufficient as often 
organizations have to enforce fine-grained access control on the data. Such control 
is often based on information such as role of data users in the organization, projects 
on which users are working, and so forth. Therefore, an important requirement is 
to support fine-grained access control, based on policies specified in an expressive 
access control language, over encrypted data hosted in the cloud. In particular, an 
expressive access control model, such as XACML, allows one to specify access con-
trol policies on protected objects in terms of the properties of subjects, referred to 
as identity attributes. The email address, the role a user plays in one’s organization; 
the age and the location a user accesses from are a few examples of such identity 
attributes. The identity attributes that subjects should possess to access protected 
objects are referred to as conditions. Such an attribute-based access control model 
is crucial to support fine-grained access control policies to data.

A crucial issue in this context is that the identity attributes in the access control 
policy conditions often encode privacy-sensitive information. The privacy of the 
users is thus not protected if their identity attributes are not protected. Privacy, 
both individual as well as organizational, is considered a key requirement in all 
solutions, including cloud services, for digital identity management. Further, as 
insider threats are one of the major sources of data theft and privacy breaches, 
identity attributes must be strongly protected even from accesses within the orga-
nization. With cloud computing initiatives the scope of insider threats is no longer 
limited to the organizational perimeter. Therefore, protecting the identity attributes 
of the users while enforcing attribute-based access control both within the organi-
zation and in the cloud is an important requirement. The results of this research are 
reported in [BERT09], [NABE12].
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34.2.4.5.1 Accountability in Grid

Grid computing systems provide vast amounts of computing resources such as 
computing power, data storage, and network bandwidth. Accountability in grids 
makes it possible to audit activities of users and resource providers, and to investi-
gate security breaches through the collection and analysis of accountability data. 
However, accountability data are difficult to obtain because of the complex and 
heterogeneous nature of the grids and the lack of suitable accountability systems. 
Our previous work has developed an approach to address accountability based 
on some special purpose agents, referred to as accountability agents. These agents 
are placed at strategic locations across the grids, and collect accountability data 
according to some policies, referred to as accountability policies. The account-
ability policies specify which data to collect and when to collect them, and more 
importantly, how to coordinate data collection among different administrative 
domains.

A major problem in this context is represented by conflicts among the various 
grid nodes as not all nodes may be able (or willing) to collect the required account-
ability data. To address such problem and yet achieve a flexible accountability sys-
tem, we have developed a profile-based policy selection mechanism. Under this 
approach, the best accountability policy is chosen based on the attributes of jobs 
and grid nodes, and the capability of each node to collect accountability data. The 
selected policy preserves the minimum level of accountability and approximates the 
requirements of the shared policy. The results of this research are given in [LEE11a] 
and [LEE11b].

34.2.5 Toward Building Secure Social Networks in the Cloud

34.2.5.1 Secure Social Networking

Since its inception in the mid-1990s, social networks have provided a way for users 
to interact, reflecting social networks or social relations among people, for example, 
who share interests and/or activities. At the forefront of emerging trends in social 
networking sites is the concept of “real time” and “location based.” So what makes 
location-based social media services so important?

Privacy and Safety: Posting updates on location-based social networking web-
sites and publishing your current location to the user, can result in problems like 
personalized attacks by spammers, posing threat to your safety.

Trustworthiness of User Location: In certain scenarios, such as the political sce-
nario of the Iran elections of 2009, it becomes important for organizations moni-
toring the data to be able to verify the location of a user.

Advertising and Marketing: Social networks connect people at low cost and can 
be beneficial for entrepreneurs and small businesses looking to expand their contact 
bases. These networks often act as a customer relationship management tool for 
companies selling products and services.
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Having highlighted the importance of location of the user in social media, it is 
important to understand that it is not provided explicitly by the users for a number 
of reasons. Some of the users are concerned about their privacy and security;  others 
do not find any incentive in sharing the location. Apart from this class of users 
who do not disclose their location, there are others who provide locations which 
are either incorrect or not machine readable or reveal just the state/country. The 
unstructured and free form of the text consisting of Internet slang and incomplete 
sentences makes use of traditional Natural Language Processing and gazetteer-
based data mining approaches produce inaccurate results.

We have developed a social intelligence system that integrates multiple social 
networks, determines the locations and many other attributes of the users, and 
also analyzes the integrated information and predicts threats. Our research has 
also influenced system such as SNODSOC. Some of the details can be found at 
[ABRO09], [ABRO10], [ABRO12a], [ABRO12b].

34.2.5.2 Trustworthiness of Data

Purdue University has collaborated with us and addressed the problem of data 
trustworthiness for social networks. The work has investigated the problem of data 
trustworthiness in social networks when repositories of anonymized social net-
works exist and has designed and validated approaches by which one can assign a 
trust score to user profiles (or specific information within user profiles) in a social 
network. The trust score is a numeric indicator ranging from 0 to 1 that conveys the 
confidence that the associated information is truthful; a value close to 0 indicates a 
low confidence whereas a value closer to 1 indicates high confidence.

Notice that this trust score is just an indicator and final decisions about whether 
a certain piece of information can be trusted or not may require additional analysis 
steps. The approach that we have developed is based on comparing the information 
in the social network of interest with anonymized data from other social networks 
(called reference social networks). Details can be found at [LIM12].

34.2.5.3 Text Mining and Analysis

Under the leadership of the late Dr. James R. Johnson and Ms. Anita Miller, ADB 
Consulting has collaborated with us on exploring semantic processing approaches 
for determining related information of interest between documents on a sub-sen-
tence level. As the research progressed it was discovered that semantic graph match-
ing methods yield both related information of interest as well as new augmented 
information linked to the graph being matched to a reference graph. It was also 
found that relatedness and augmented information measures could be used to sort 
relevant information. It became clear that the developed approach is applicable to 
other domains such as intelligence, monitoring of news reports, identifying cyber 
threats and attacks, as well as information of interest-driven Internet searches. 
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The approach was tested with encouraging results against cyber threat messages 
exchanged by the Anonymous activists and against published FBI reports.

This research significantly expanded semantic analysis of free text by (1) quanti-
fying semantic content and semantic context, (2) incorporating DLSafe Rules and 
abductive hypotheses that model processes and generate inferences for increased 
likelihood of matching related content and discovering new knowledge, and (3) 
creating a rigorous definition of a new expanded semantic graph structure with 
semantic relatedness measures for quantifying identified information on a level not 
previously achieved. These new techniques lay the foundation for cross-domain 
applications including the support of national intelligence analysts who need to 
identify focused information from large volumes of free text. Some of the details of 
the research can be found in [JOHN12a], [JOHN12b], and [JOHN12c].

34.3 Summary and Directions
In this chapter, we have provided an overview of our research on securing the cloud. 
This is part of a larger initiative on Data and Applications Security that also includes 
topics such as secure data provenance and semantic web technologies for security 
applications. This chapter focused on four aspects of our contributions. They are 
secure cloud data and information management, using the cloud for secure applica-
tions, developing security models for the cloud and technologies, and developing 
secure social networks in the cloud.

The technologies we have developed are relevant to the various layers of the 
secure cloud framework that we have defined. We believe that there is no one way 
to develop a secure cloud. That is, we need to mix and match a collection of tech-
nologies to meet the needs of our applications. The challenge is to integrate multiple 
secure technologies in a secure manner to develop a secure cloud. As we have stated 
earlier, it is almost impossible to provide 100% security. Therefore, we need to 
design secure clouds that will provide as much security as possible to carry out the 
mission. That is, the challenge is to develop a secure cloud from the components 
that may be compromised. Some of the challenges in developing secure systems 
from untrusted components are given in [UTD10]. We need to develop similar 
solutions for securing the cloud.
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Chapter 35

Summary and Directions

35.1 about this Chapter
This chapter brings us to a close of Building and Securing the Cloud. We discussed 
several aspects including secure services technologies, secure semantic web technol-
ogies, cloud computing technologies, secure cloud computing technologies, experi-
mental cloud computing systems, experimental secure cloud computing systems, 
cloud computing systems for security applications, building trustworthy clouds, 
and developing an infrastructure, education initiative and research program for a 
secure cloud. The topics discussed included cloud virtualization, cloud data man-
agement, cloud storage, and the security issues for cloud functions. In addition, we 
also discussed the emerging commercial products. The experimental systems are 
the ones that we have developed at UTD and include secure cloud query processing 
systems as well as cloud-based assured information-sharing systems.

The organization of this chapter is as follows. In Section 35.2, we summarize 
the book. This summary has been taken from the summaries of each chapter. In 
Section 35.3, we discuss directions for secure cloud computing. In Section 35.4, we 
discuss our goals in secure cloud computing. In Section 35.5, we give suggestions 
as to where to go from here.

35.2 Summary of this Book
We summarize the contents of each chapter essentially taken from the summary 
and directions section of each chapter. Chapter 1 provided an introduction to the 
book. We first provided a brief overview of the supporting technologies for cloud 
computing which included information security, as well as data, information and 
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knowledge management. Then, we discussed various topics addressed in the book, 
including secure web services and secure semantic web which are at the heart of 
secure cloud computing. We also discussed cloud computing and secure cloud 
computing. Our framework is a nine-layer framework and each layer was addressed 
in one part of this book. This framework was illustrated in Figure 1.11. We replicate 
this framework in Figure 35.1.

The book was divided into nine parts. Part I, which described security and 
data management technologies, consisted of three chapters: 2, 3, and 4. Chapter 2 
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Figure 35.1 Layered framework for building and secure the cloud.
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provided an overview of the evolution of computing. Chapter 3 provided an over-
view of secure systems. Data, information and knowledge management was dis-
cussed in Chapter 4.

Part II, which described secure services, consisted of three chapters: 5, 6, and 
7. Chapter 5 discussed web services and secure web services. In particular, we 
first discussed what is meant by services. Next, we discussed high-level concepts 
in service-oriented computing. Realizing service-oriented information systems 
through service-oriented archive turns and web services was discussed next. We 
also discussed security issues for services. Chapter 6 discussed semantic web ser-
vices since several of our prototypes for the cloud utilize semantic web technologies. 
Specialized secure web services and security were the subject of Chapter 7.

Part III, which described cloud computing, consisted of five chapters: 8, 
9, 10, 11, and 12. We provided an overview of cloud computing in Chapter 8. 
Cloud computing functions were discussed in Chapter 9. Cloud data manage-
ment, which is a main focus of our research and development, was discussed in 
Chapter 10. Cloud computing products and standards was the subject of Chapter 
11. Finally some specialized cloud services such as mobile clouds were discussed 
in Chapter 12.

Part IV, which described experimental cloud computing systems, consisted 
of three chapters: 13, 14, and 15. Chapter 13 discussed our prototype system on 
semantic web-based cloud query processing. Chapter 14 discussed our work on 
hosting social networks on the cloud. Chapter 15 discussed multiple prototypes 
that we have developed, including cloud computing for social networks, cloud 
computing for semantic web data storage and cloud computing for ontology-based 
query processing.

Part V, which described secure cloud computing, consisted of six chapters: 16, 
17, 18, 19, 20, and 21. Chapter 16 provided an overview of secure cloud com-
puting concepts. Secure cloud computing functions were discussed in Chapter 17. 
Secure cloud data management was the subject of Chapter 18. Secure cloud com-
puting guidelines were discussed in Chapter 19. The notion of security-as-a-service 
was discussed in Chapter 20. Secure cloud computing products were discussed in 
Chapter 21.

Part VI, which described experimental secure cloud computing systems, con-
sisted of three chapters: 22, 23, and 24. Our secure relational data query processor 
in the cloud was discussed in Chapter 22. Our secure semantic web data query pro-
cessor in the cloud was discussed in Chapter 23. Our work on secure information 
integration in the cloud was discussed in Chapter 24.

Part VII, which described the use of cloud for security applications, consisted of 
four chapters: 25, 26, 27, and 28. Our cloud-based malware detection system was 
discussed in Chapter 25. Our insider threat detection in the cloud was discussed 
in Chapter 26. Our assured information-sharing system in the cloud was discussed 
in Chapter 27. Our approach to assured information sharing in the semantic cloud 
was discussed in Chapter 28.
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Part VIII consisted of three chapters: 29, 30, and 31. It discussed our ideas on 
developing trustworthy clouds. In Chapter 29, we discussed trust management for 
cloud services. In Chapter 30, we discussed privacy issues for cloud services. In 
Chapter 31, we discussed integrity and data quality for cloud services.

Part IX consisted of three chapters: 32, 33, and 34. It discussed our approach 
to building an infrastructure, an education initiative, and a research program for 
secure cloud computing. Chapter 32 discussed the secure cloud computing infra-
structure we have developed. Our educational program in secure cloud computing 
was discussed in Chapter 33. Finally, in Chapter 34, we discussed our multi-orga-
nizational collaborative research program on secure cloud computing. The contents 
in Chapters 32, 33, and 34 form the foundations for our experimental work in 
secure cloud computing.

This book has four appendices. In Appendix A, we provide the broad picture 
how all the books we have written are related to one another. In Appendix B, we dis-
cuss data mining techniques. Our research in secure cloud computing has utilized 
many of these techniques. In Appendix C, we discuss secure data management. 
Our work on secure cloud data management is built on the concepts discussed 
in Appendix C. Finally in Appendix D, we discuss our collaborative research on 
assured information sharing which provided the main motivation for our work on 
cloud-based assured information sharing.

As we have stressed, there are many developments in the field and it is impos-
sible for us to list all of them. We have provided a broad but fairly comprehensive 
overview of the field. The book is intended for technical managers as well as tech-
nologists who want to get a broad understanding of the field. It is also intended for 
students who wish to pursue research in data and applications security, in general, 
and secure cloud computing, in particular.

35.3  Directions for Cloud Computing and Secure 
Cloud Computing

There are many directions for cloud computing and secure cloud computing. We 
discuss some of them for each topic addressed in this book. Figure 35.2 illustrates 
the directions and challenges.

35.3.1 Secure Services
Web services and SOAs are at the heart of the cloud. While there are numerous 
developments on web services, much research is needed on secure web services. 
Furthermore, major initiatives such as the global information grid and the network 
centric enterprise services are based on web services and SOAs. Therefore, secur-
ing these technologies as well as making web services more intelligent by using the 
semantic web will be critical for the next-generation cloud.
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35.3.2 Cloud Computing
There has been a lot of recent work on cloud computing including virtualization, 
cloud data storage, and cloud data management. The major challenge for cloud 
computing is handling massive amounts of data and processing. That is, solving 
the big data problem using the cloud is a challenge. Furthermore, cloud computing 
should also be examined for security applications such as malware detection and 
email spam filtering.

35.3.3 Secure Cloud Computing
We need to examine security for virtualization, storage, data management, and 
networking in the cloud. With respect to identity management and access control 
in the cloud, a lot of work remains to be done. We need appropriate security models 
for the clouds. For example, models such as ABAC need to be examined for the 
cloud. We need to develop standards similar to SAML and XACML to include 
more sophisticated forms of fine-grained access control. As web services explode 
and we carry out more and more transactions on the cloud as well as get involved 
in social networks, it is critical that we protect the identity of individuals as well 
as ensure authorized access. Secure virtualization and cloud forensics and auditing 
are also areas that need a lot of work. Finally, we need to determine aspects such 
as governance, business continuity planning, legal aspects as well as operations 
management for the cloud.

35.4 Our Goals on Securing the Cloud
While we have discussed many concepts on cloud computing and secure cloud com-
puting such as virtualization, cloud forensics, and governance aspects, much of our 
research has focused on secure cloud data management. Therefore, one of the major 
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goals for us is to continue to develop systems in secure cloud data storage, secure 
cloud data management as well as in implementing applications such as malware 
detection, insider threat detection, and assured information sharing in the cloud.

A major aspect of our research is to (i) extract entities and relationships between 
the entities from the numerous data sources both structured and unstructured, 
(ii) build networks from the extracted entities and relationships between the enti-
ties, and (iii) analyze the networks and extract the nuggets from the networks that 
will be useful for the analyst. Our goal is to implement the social networking sys-
tems that we are developing in the cloud. Furthermore, as we make progress with 
security and privacy for social networks, we will also implement the secure social 
networks in the cloud.

Our team at UTD is also conducting extensive research on secure cloud virtu-
alization, cloud forensics, and formal policy analysis for the cloud. Therefore, we 
will continue to explore the fundamental issues surrounding the cloud. Figure 35.3 
illustrates our goals on securing the cloud.

35.5 Where Do We Go from Here?
This book has focused on secure services, cloud computing, and secure cloud com-
puting. We have stated many challenges in this field in Section 35.3. We need to 
continue with research and development efforts if we are to make progress in this 
very important area.

The question is where do we go from here? First of all, those who wish to work 
in this area must have a good knowledge of the supporting technologies, includ-
ing services, semantic web, information security and data, information and knowl-
edge management. For example, it is important to understand the technologies 
that comprise the web services and how they are used for the cloud. Furthermore, 
one also needs to understand the numerous standards that are being developed and 
be able to identify the standards that are most appropriate for their organizations.

Next, since the field is expanding rapidly and there are many developments 
in the field, the reader has to keep up with the developments including reading 
about the commercial products and prototypes. Finally, we encourage the reader 
to experiment with the products and also develop security tools. This is the best 
way to get familiar with a particular field. That is, work on hands-on problems and 
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provide solutions to get a better understanding. The developers should be familiar 
with technologies such as Hadoop, MapReduce, HBase, and Storm. The cloud will 
continue to have a major impact on handling massive amounts of data and process-
ing and therefore security for the cloud will be crucial. This way, organizations will 
be more comfortable with storing their data in the cloud.

We need research and development support from the federal and local gov-
ernment funding agencies. Agencies such as the NSF, National Security Agency, 
the US Army, Navy, Air Force, the Defense Advanced Research Projects Agency, 
the Intelligence Advanced Research Projects Activity, and the Department of 
Homeland Security are funding research in security. The Air Force is focusing a 
great deal on securing the cloud. We also need commercial corporations to invest 
research and development funds so that progress can be made in industrial research 
as well as be able to transfer the research to commercial products. We also need 
to collaborate with the international research community to solve problems and 
promote standards that are not only of national interest but also of international 
interest. In summary, we need public/private/academic partnerships to develop 
breakthrough technologies in the very important area of securing the cloud.
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Conclusion to Part IX

The chapters in Part IX described the infrastructure, education initiative, and 
research program we are developing at the UTD. This work has been instrumental 
in the prototypes that we have discussed in the previous parts.

In Chapter 32, we described the infrastructure we are developing for a secure 
cloud to support our projects. Our cloud consists of a hardware component, a 
software component, and a data component. We are integrating the cloud with 
our current infrastructures and have developed a number of tools that utilize our 
infrastructure. These tools have been discussed in several chapters of this book and 
include secure query processing in the cloud, social networking in the cloud, and 
malware detection in the cloud. We utilized the Hadoop/MapReduce technologies 
to provide the data storage for the cloud.

In Chapter 33, we discussed our education program for assured cloud comput-
ing. In particular, we have developed a number of units in secure cloud computing, 
including secure cloud data management, secure cloud data storage, and secure 
cloud forensics. In addition, we have also developed a flagship course in secure 
cloud computing.

In Chapter 34, we discussed the various research projects led by the UTD that 
are ongoing on secure cloud computing. In particular, we discussed secure cloud 
query processing, security models for the cloud, and the work toward building 
secure social networks in the cloud.
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appendix a: Data 
Management Systems—
Developments and trends

a.1 Overview
The main purpose of this appendix is to set the context of the series of books 
we have written in data management, data mining, and data security. Our series 
started way back in 1997 with our book on Data Management Systems Evolution 
and Interoperation [THUR97]. Our subsequent books have evolved from this first 
book. We have essentially repeated Chapter 1 of our first book in Appendix A of 
our subsequent books. The purpose of this appendix is to provide an overview 
of data management systems. We will then discuss the relationships between the 
books we have written.

As stated in our series of books, the developments in information systems tech-
nologies have resulted in computerizing many applications in various business 
areas. Data have become a critical resource in many organizations and therefore, 
efficient access to data, sharing the data, extracting information from the data, and 
making use of the information, have become urgent needs. As a result, there have 
been several efforts on integrating the various data sources scattered across several 
sites. These data sources may be databases managed by database management sys-
tems or they could simply be files. To provide the interoperability between the mul-
tiple data sources and systems, various tools are being developed. These tools enable 
users of one system to access other systems in an efficient and transparent manner.

We define data management systems to be systems that manage the data, extract 
meaningful information from the data, and make use of the information extracted. 
Therefore, data management systems include database systems, data warehouses, 
and data mining systems. Data could be structured data such as that found in 
relational databases or it could be unstructured such as text, voice, imagery, and 
video. There have been numerous discussions in the past to distinguish between 
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data, information, and knowledge. We do not attempt to clarify these terms. For 
our purposes, data could be just bits and bytes or it could convey some meaningful 
information to the user. We will, however, distinguish between database systems 
and database management systems. A database management system is that com-
ponent which manages the database containing persistent data. A database system 
consists of both the database and the database management system.

A key component to the evolution and interoperation of data management 
systems is the interoperability of heterogeneous database systems. Efforts on the 
interoperability between database systems have been reported since the late 1970s. 
However, it is only recently that we are seeing commercial developments in het-
erogeneous database systems. Major database system vendors are now providing 
interoperability between their products and other systems. Furthermore, many of 
the database system vendors are migrating toward an architecture called the client–
server architecture, which facilitates distributed data management capabilities. In 
addition to efforts on the interoperability between different database systems and 
client–server environments, work is also directed toward handling autonomous and 
federated environments.

The organization of this appendix is as follows. Since database systems are a 
key component of data management systems, we first provide an overview of the 
developments in database systems. These developments are discussed in Section 
A.2. Then we provide a vision for data management systems in Section A.3. Our 
framework for data management systems is discussed in Section A.4. Note that 
data mining, warehousing as well as web data management are components of this 
framework. Building information systems from our framework with special instan-
tiations is discussed in Section A.5. The relationship between the various texts that 
we have written (or are writing) for CRC Press is discussed in Section A.6. This 
appendix is summarized in Section A.7.

a.2 Developments in Database Systems
Figure A.1 provides an overview of the developments in database systems technol-
ogy. While the early work in the 1960s focused on developing products based on 
the network and hierarchical data models, much of the developments in database 
systems took place after the seminal paper by Codd describing the relational model 
[CODD70] (see also [DATE90]). Research and development work on relational 
database systems was carried out during the early 1970s and several prototypes 
were developed throughout the 1970s. Notable efforts include IBM’s (International 
Business Machine Corporation’s) System R and University of California at Berkeley’s 
INGRES. During the 1980s, many relational database system products were being 
marketed (notable among these products are those of Oracle Corporation, Sybase 
Inc., Informix Corporation, INGRES Corporation, IBM, Digital Equipment 
Corporation, and Hewlett Packard Company). During the 1990s, products from 
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other vendors emerged (e.g., Microsoft Corporation). In fact, to date numerous 
relational database system products have been marketed. However, Codd has stated 
that many of the systems that are being marketed as relational systems are not really 
relational (see, e.g., the discussion in [DATE90]). He then discussed various criteria 
that a system must satisfy to be qualified as a relational database system. While 
the early work focused on issues such as data model, normalization theory, query 
processing and optimization strategies, query languages, and access strategies and 
indexes, the focus later shifted toward supporting a multi-user environment. In 
particular, concurrency control and recovery techniques were developed. Support 
for transaction processing was also provided.

Research on relational database systems as well as on transaction manage-
ment was followed by research on distributed database systems around the mid-
1970s. Several distributed database system prototype development efforts also 
began around the late 1970s. Notable among these efforts include IBM’s System 
R*, DDTS (Distributed Database Testbed System) by Honeywell Inc., SDD-I 
Multibase by CCA (Computer Corporation of America), and Mermaid by SDC 
(System Development Corporation). Furthermore, many of these systems (e.g., 
DDTS, Multibase, Mermaid) function in a heterogeneous environment. During 
the early 1990s, several database system vendors (such as Oracle Corporation, 
Sybase Inc., Informix Corporation) provided data distribution capabilities for 
their systems. Most of the distributed relational database system products are 
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based on client–server architectures. The idea is to have the client of vendor A 
communicate with the server database system of vendor B. In other words, the 
client–server computing paradigm facilitates a heterogeneous computing envi-
ronment. Interoperability between relational and nonrelational commercial data-
base systems is also possible. The database systems community is also involved in 
standardization efforts. Notable among the standardization efforts are the ANSI/
SPARC 3-level schema architecture, the IRDS (Information Resource Dictionary 
System) standard for Data Dictionary Systems, the relational query language SQL 
(Structured Query Language), and the RDA (Remote Database Access) protocol 
for remote database access.

Another significant development in database technology is the advent of object-
oriented database management systems. Active work on developing such systems 
began in the mid-1980s and they are now commercially available (notable among 
them include the products of Object Design Inc., Ontos Inc., Gemstone Systems 
Inc., Versant Object Technology). It was felt that new-generation applications such 
as multimedia, office information systems, CAD/CAM, process control, and soft-
ware engineering have different requirements. Such applications utilize complex 
data structures. Tighter integration between the programming language and the 
data model is also desired. Object-oriented database systems satisfy most of the 
requirements of these new-generation applications [CATT91].

According to the Lagunita report published as a result of an NSF workshop in 
1990 (see [SILB90] and [KIM90]), relational database systems, transaction process-
ing, and distributed (relational) database systems are stated as mature technologies. 
Furthermore, vendors are marketing object-oriented database systems and demon-
strating the interoperability between different database systems. The report goes on 
to state that as applications are getting increasingly complex, more sophisticated 
database systems are needed. Furthermore, since many organizations now use data-
base systems, in many cases of different types, the database systems need to be inte-
grated. Although work has begun to address these issues and commercial products 
are available, several issues still need to be resolved. Therefore, challenges faced by 
the database systems researchers in the early 1990s were in two areas. One was next-
generation database systems and the other was heterogeneous database systems.

Next-generation database systems include object-oriented database systems, 
functional database systems, special parallel architectures to enhance the perfor-
mance of database system functions, high-performance database systems, real-time 
database systems, scientific database systems, temporal database systems, database 
systems that handle incomplete and uncertain information, and intelligent data-
base systems (also sometimes called logic or deductive database systems). Ideally, 
a database system should provide the support for high-performance transaction 
processing, model complex applications, represent new kinds of data, and make 
intelligent deductions. While significant progress has been made during the late 
1980s and early 1990s, there is much to be done before such a database system can 
be developed.
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Heterogeneous database systems have been receiving considerable attention 
during the past decade [MARC90]. The major issues include handling different 
data models, different query processing strategies, different transaction process-
ing algorithms, and different query languages. Should a uniform view be pro-
vided to the entire system or should the users of the individual systems maintain 
their own views of the entire system? These are questions that have yet to be 
answered satisfactorily. It is also envisaged that a complete solution to heteroge-
neous database management systems is a generation away. While research should 
be directed toward finding such a solution, work should also be carried out to 
handle limited forms of heterogeneity to satisfy the customer needs. Another 
type of database system that has received some attention lately is a federated data-
base system. Note that some have used the terms heterogeneous database system 
and federated database system interchangeably. While heterogeneous database 
systems can be part of a federation, a federation can also include homogeneous 
database systems.

The explosion of users on the web as well as developments in interface technolo-
gies has resulted in even more challenges for data management researchers. A second 
workshop was sponsored by NSF in 1995, and several emerging technologies have 
been identified to be important as we enter the twenty-first century [WIDO96]. 
These include digital libraries, managing very large databases, data administration 
issues, multimedia databases, data warehousing, data mining, data management 
for collaborative computing environments, and security and privacy. Another sig-
nificant development in the 1990s is the development of object-relational systems. 
Such systems combine the advantages of both object-oriented database systems and 
relational database systems. Also, many corporations are now focusing on integrat-
ing their data management products with web technologies. Finally, for many orga-
nizations there is an increasing need to migrate some of the legacy databases and 
applications to newer architectures and systems such as client–server architectures 
and relational database systems. We believe there is no end to data management 
systems. As new technologies are developed, there are new opportunities for data 
management research and development.

A comprehensive view of all data management technologies is illustrated in 
Figure A.2. As shown, traditional technologies include database design, transac-
tion processing, and benchmarking. Then there are database systems based on data 
models such as relational and object oriented. Database systems may depend on fea-
tures that they provide such as security and real time. These database systems may 
be relational or object-oriented. There are also database systems based on multiple 
sites or processors such as distributed and heterogeneous database systems, parallel 
systems, and systems being migrated. Finally, there are the emerging technologies 
such as data warehousing and mining, collaboration, and the web. Any comprehen-
sive text on data management systems should address all of these technologies. We 
have selected some of the relevant technologies and put them in a framework. This 
framework is described in Section A.5.
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a.3 Status, Vision, and Issues
Significant progress has been made on data management systems. However, many 
of the technologies are still standalone technologies as illustrated in Figure A.3. For 
example, multimedia systems are yet to be successfully integrated with warehous-
ing and mining technologies. The ultimate goal is to integrate multiple technologies 
so that accurate data, as well as information, are produced at the right time and 
distributed to the user in a timely manner. Our vision for data and information 
management is illustrated in Figure A.4.
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Figure a.2 Comprehensive view of data management systems.
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The work discussed in [THUR97] addressed many of the challenges necessary 
to accomplish this vision. In particular, integration of heterogeneous databases, 
as well as the use of distributed object technology for interoperability, was dis-
cussed. While much progress has been made on the system aspects of interoper-
ability, semantic issues still remain a challenge. Different databases have different 
representations. Furthermore, the same data entity may be interpreted differently 
at different sites. Addressing these semantic differences and extracting useful infor-
mation from the heterogeneous and possibly multimedia data sources are major 
challenges. This book has attempted to address some of the challenges through the 
use of data mining.

a.4 Data Management Systems Framework
For the successful development of evolvable interoperable data management sys-
tems, heterogeneous database systems integration is a major component. However, 
there are other technologies that have to be successfully integrated with each other 
to develop techniques for efficient access and sharing of data as well as for the 
extraction of information from the data. To facilitate the development of data man-
agement systems to meet the requirements of various applications in fields such as 
medical, financial, manufacturing, and military, we have proposed a framework, 
which can be regarded as a reference model, for data management systems. Various 
components from this framework have to be integrated to develop data manage-
ment systems to support the various applications.

Figure A.5 illustrates our framework, which can be regarded as a model, for data 
management systems. This framework consists of three layers. One can think of 
the component technologies, which we will also refer to as components, belonging 
to a particular layer to be more or less built upon the technologies provided by the 
lower layer. Layer I is the Database Technology and Distribution Layer. This layer 
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consists of database systems and distributed database systems technologies. Layer II 
is the Interoperability and Migration Layer. This layer consists of technologies such 
as heterogeneous database integration, client-server databases, and multimedia data-
base systems to handle heterogeneous data types, and migrating legacy databases. 
Layer III is the Information Extraction and Sharing Layer. This layer essentially con-
sists of technologies for some of the newer services supported by data management 
systems. These include data warehousing, data mining [THUR98], web databases, 
and database support for collaborative applications. Data management systems may 
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utilize lower-level technologies such as  networking, distributed processing, and 
mass storage. We have grouped these technologies into a layer called the Supporting 
Technologies Layer. This supporting layer does not belong to the data management 
systems framework. This supporting layer also consists of some higher-level technol-
ogies such as distributed object management and agents. Also, shown in Figure A.5 
is the Application Technologies Layer. Systems such as collaborative computing sys-
tems and knowledge-based systems which belong to the Application Technologies 
Layer may utilize data management systems. Note that the Application Technologies 
Layer is also outside of the data management systems framework.

The technologies that constitute the data management systems framework can 
be regarded to be some of the core technologies in data management. However, 
features like security, integrity, real-time processing, fault tolerance, and high-per-
formance computing are needed for many applications utilizing data management 
technologies. Applications utilizing data management technologies may be medi-
cal, financial, or military, among others. We illustrate this in Figure A.6, where a 
three-dimensional view relating data management technologies with features and 
applications is given. For example, one could develop a secure distributed database 
management system for medical applications or a fault-tolerant multimedia data-
base management system for financial applications.

Integrating the components belonging to the various layers is important to 
developing efficient data management systems. In addition, data management 
technologies have to be integrated with the application technologies to develop 
successful information systems. However, at present, there is limited integration 

Application areas:
e.g., medical, financial, 
military, manufacturing

Core data management technologies: 
• Database management
• Distributed database management
• Heterogeneous database integration 
• Client server databases 
• Multimedia databases 
• Migrating legacy databases 
• Data warehousing
• Data mining
• Internet database management
• Relational/object-oriented database
• Database support for collaboration 

Features:
• Security
• Integrity 
• Real-time 
• Fault-
  tolerance

Figure a.6 a three-dimensional view of data management.
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between these various components. Our previous book Data Management Systems 
Evolution and Interoperation [THUR97] focused mainly on the concepts, develop-
ments, and trends belonging to each of the components shown in the framework. 
Furthermore, our current book on web data management, which we also refer to as 
web data management, focuses on the web database component of Layer 3 of the 
framework in Figure A.5.

Note that security cuts across all the layers. Security is needed for the support-
ing layers such as agents and distributed systems. Security is needed for all of the 
layers in the framework, including database security, distributed database security, 
warehousing security, web database security, and collaborative data management 
security. This is the topic of this book. That is, we have covered all aspects of data 
and applications security including database security and information management 
security.

a.5 Building Information Systems from the Framework
Figure A.5 illustrated a framework for data management systems. As shown in 
that figure, the technologies for data management include database systems, 
distributed database systems, heterogeneous database systems, migrating legacy 
databases, multimedia database systems, data warehousing, data mining, web 
databases, and database support for collaboration. Furthermore, data manage-
ment systems take advantage of supporting technologies such as distributed 
processing and agents. Similarly, application technologies such as collaborative 
computing, visualization, expert systems, and mobile computing take advantage 
of data management systems.

Many of us have heard of the term information systems on numerous occa-
sions. These systems have sometimes been used interchangeably with data manage-
ment systems. In our terminology, information systems are much broader than 
data management systems, but they do include data management systems. In fact, 
a framework for information systems will include not only the data management 
system layers, but also the supporting technologies layer as well as the application 
technologies layer. That is, information systems encompass all kinds of computing 
systems. It can be regarded as the finished product that can be used for various 
applications. That is, while hardware is at the lowest end of the spectrum, applica-
tions are at the highest end.

We can combine the technologies of Figure A.5 to put together information 
systems. For example, at the application technology level, one may need col-
laboration and visualization technologies so that analysts can collaboratively 
carry out some tasks. At the data management level, one may need both multi-
media and distributed database technologies. At the supporting level, one may 
need mass storage as well as some distributed processing capability. This special 
framework is illustrated in Figure A.7. Another example is a special framework 
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for interoperability. One may need some visualization technology to display the 
integrated information from the heterogeneous databases. At the data manage-
ment level, we have heterogeneous database systems technology. At the support-
ing technology level, one may use distributed object management technology to 
encapsulate the heterogeneous databases. This special framework is illustrated 
in Figure A.8.

Finally, let us illustrate the concepts that we have described above by using a 
specific example. Suppose a group of physicians/surgeons want a system where they 
can collaborate and make decisions about various patients. This could be a medical 
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visualization
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Figure a.7 Framework for multimedia data management for collaboration.
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Figure a.8 Framework for heterogeneous database interoperability.
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video teleconferencing application. That is, at the highest level, the application 
is a medical application and, more specifically, a medical video teleconferencing 
application. At the application technology level, one needs a variety of technologies 
including collaboration and teleconferencing. These application technologies will 
make use of data management technologies such as distributed database systems 
and multimedia database systems. That is, one may need to support multimedia 
data such as audio and video. The data management technologies in turn draw 
upon lower-level technologies such as distributed processing and networking. We 
illustrate this in Figure A.9.

In summary, information systems include data management systems as well as 
application-layer systems such as collaborative computing systems and supporting-
layer systems such as distributed object management systems.

While application technologies make use of data management technologies and 
data management technologies make use of supporting technologies, the ultimate 
user of the information system is the application itself. Today numerous applications 
make use of information systems. These applications are from multiple domains 
such as medical, financial, manufacturing, telecommunications, and defense. 
Specific applications include signal processing, electronic commerce, patient moni-
toring, and situation assessment. Figure A.10 illustrates the relationship between the 
application and the information system.

Networking Distributed 
processing

Distributed 
database

management

Multimedia
database

management

Collaboration Tele- 
conferencing

Medical application: 
medical video

teleconferencing

Figure a.9 Specific example.
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a.6 relationship between the texts
We have published two book series. The first series is mainly for technical managers, 
while the second series is for researchers and developers. This book is the tenth in the 
first series. Our previous nine books are Data Management Systems: Evolution and 
Interoperation [THUR97], Data Mining: Technologies, Techniques, Tools and Trends 
[THUR98], Web Data Management and Electronic Commerce [THUR00], Managing 
and Mining Multimedia Databases for the Electronic Enterprise [THUR01], XML, 
Databases and The Semantic Web [THUR02], Web Data Mining and Applications in 
Business Intelligence and Counter-terrorism [THUR03], Database and Applications 
Security: Integrating Data Management and Information Security [THUR05]. Building 
Trustworthy Semantic Web [THUR07], and Secure Semantic Service-Oriented Systems 
[THUR10]. Our current book [THUR13] has evolved from our previous book on 
Secure Semantic Service-Oriented Systems. All of these books have evolved from the 
framework that we illustrated in this appendix and address different parts of the 
framework. The connection between these texts is illustrated in Figure A.11.

We have published two books on the second series. The first is titled Design and 
Implementation of Data Mining Tools [AWAD09] and second is titled Data Mining 
Tools for Malware Detection [MASU11]. This is illustrated in Figure A.12.

a.7 Summary and Directions
In this appendix, we have provided an overview of data management. We first dis-
cussed the developments in data management and then provided a vision for data 
management. Then we illustrated a framework for data management. This framework 
consists of three layers: database systems layer, interoperability layer, and information 

Information systems framework

Data management  
systems framework

Application: 
medical, financial,
manufacturing, 

telecommunications,
defense 

Figure a.10 application–framework relationship.
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extraction layer. Web data management belongs to layer 3. Finally, we showed how 
information systems could be built from the technologies of the framework.

We believe that data management is essential to many information technologies 
including data mining, multimedia information processing, interoperability, and 
collaboration and knowledge management. This appendix stresses on data man-
agement. Security is critical for all data management technologies and we rely on 
these technologies for our work on cloud computing. We will provide background 
information on data mining in Appendix B. Background on access control in data 
management will be provided in Appendix C. Our approach to assured informa-
tion sharing will be discussed in Appendix D.
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appendix B: Data Mining 
techniques

B.1 Overview
Data mining outcomes (also called tasks) include classification, clustering, form-
ing associations as well as detecting anomalies. Our tools have mainly focused on 
classification as the outcome and we have developed classification tools. The clas-
sification problem is also referred to as supervised learning, in which a set of labeled 
examples is learned by a model, and then a new example with unknown label is 
presented to the model for prediction.

There are many prediction models that have been used such as Markov model, 
decision trees, artificial neural networks (ANN), support vector machines (SVM), 
association rule mining (ARM), and many others. Each of these models has its 
own strengths and weaknesses. However, there is a common weakness among all 
of these techniques which is the inability to suit all applications. The reason that 
there is no such ideal or perfect classifier is that each of these techniques is initially 
designed to solve specific problems under certain assumptions.

In this chapter, we discuss the data mining techniques we have utilized in our 
tools. Specifically, we present the Markov model, SVM, ANN, ARM, the problem 
of multi-classification as well as image classification which is an aspect of image 
mining. In our research and development, we develop hybrid models to improve 
the prediction accuracy of data mining for various applications, namely, intrusion 
detection, web page prediction and image classification. Some of these applications 
hosted on clouds were discussed in this book.

The organization of this chapter is as follows. In Section B.2, we provide an 
overview of various data mining tasks and techniques. The techniques that are 
relevant to the contents of this book are discussed in Sections B.2 through B.6. 
In particular, neural networks, SVM, Markov models, and ARM as well as some 
other classification techniques will be described. This chapter is summarized in 
Section B.7.
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B.2 Overview of Data Mining tasks and techniques
Before we discuss data mining techniques we provide an overview of some of the 
data mining tasks (also known as data mining outcomes). Then we will discuss the 
techniques. In general data mining tasks can be grouped into two categories; predic-
tive and descriptive. Predictive tasks essentially predict whether an item belongs to 
a class or not. Descriptive tasks in general extract patterns from the examples. One 
of the most prominent predictive tasks is classification. In some cases other tasks 
such as anomaly detection can be reduced to a predictive task such as whether a 
particular situation is an anomaly or not. Descriptive tasks in general include mak-
ing associations and forming clusters. Therefore, classification, anomaly detection, 
making associations, and forming clusters are also thought to be data mining tasks.

Next, the data mining techniques can either be predictive, descriptive, or 
both. For example, neural networks can perform classification as well as cluster-
ing. Classification techniques include decision trees, SVM as well as memory-based 
reasoning. ARM techniques are used in general to make associations. Link analy-
sis that analyzes links can also make associations between links and predict new 
links. Clustering techniques include K-means clustering. An overview of the data 
mining tasks (i.e., the outcomes of data mining) are illustrated in Figure B.1. The 
techniques to be discussed in this book (e.g., neural networks, SVM) are illustrated 
in Figure B.2.

B.3 artificial Neural Networks
ANN is a very well-known, powerful, and robust classification technique that has 
been used to approximate real-valued, discrete-valued, and vector-valued func-
tions. From examples [MITC97] ANNs have been used in many areas such as 
interpreting visual scenes, speech recognition, and learning robot control strate-
gies. An ANN simulates the biological nervous system in the human brain. Such 
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Figure B.1 Data mining tasks.
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nervous system is composed of large number of highly interconnected processing 
units (neurons) working together to produce our feelings and reactions. ANNs, 
like people, learn by example. The learning process in human brain involves 
adjustments to the synaptic connections between neurons. Similarly, the learning 
process of ANN involves adjustments to the node weights. Figure B.3 presents a 
simple neuron unit, which is called perceptron. The perceptron input, x, is a vec-
tor or real-valued inputs. w is the weight vector, in which its value is determined 
after training. The perceptron computes a linear combination of an input vector x 
as follows (Equation 2.1).
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Notice that wi corresponds to the contribution of the input vector compo-
nent xi of the perceptron output. Also, in order for the perceptron to output a 
1, the weighted combination of the inputs ( )∑ =i

n
i iw x1  must be greater than the 

threshold w0.
Learning the perceptron involves choosing values for the weights 

w w x w xn n0 1 1+ + +� . Initially, random weight values are given to the perceptron. 

Data mining
techniques

Classification:
decision trees
support vector

machines

Clustering:
K-means

clustering, neural
networks

Association rule
mining to make
associations and

links

Figure B.2 Data mining techniques utilized in the tools.

x0 = 1x1

x2
w1

w2

w0

wn
n

wixi wi xi > 0
O =

1  if
n

i = 0
–1 otherwise

ΣΣ
Σ

i = 0xn

.

.

.

Figure B.3 the perceptron.



626  ◾  Appendix B

© 2010 Taylor & Francis Group, LLC

Then the perceptron is applied to each training example updating the weights of 
the perceptron whenever an example is misclassified. This process is repeated many 
times until all training examples are correctly classified. The weights are updated 
according to the following rule (Equation B.2):
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where η is a learning constant, o is the output computed by the perceptron, and t is 
the target output for the current training example.

The computation power of a single perceptron is limited to linear decisions. 
However, the perceptron can be used as a building block to compose powerful 
multi-layer networks. In this case, more complicated updating rule is needed to 
train the network weights. In this work, we employ an ANN of two layers and 
each layer is composed of three building blocks (see Figure B.4). We use the back 
propagation algorithm for learning the weights. The back propagation algorithm 
attempts to minimize the squared error function.

A typical training example in WWW prediction is < >− + −[ ,..., , ] , ,k k k dt t t
T

t 1 1  
where [ ,..., , ]k k kt t t

T
− + −t 1 1  is the input to the ANN and d is the target web page. 

Notice that the input units of the ANN in Figure B.5 are τ previous pages that the 
user has recently visited, where k is a web page id. The output of the network is a 
boolean value, not a probability. We will see later how to approximate the prob-
ability of the output by fitting a sigmoid function after ANN output. The approxi-
mated probabilistic output becomes o f o I pt′ = = +( ( )) 1, where I is an input session 
and p p d k kt t t+ − +=1 1( ,..., )| t . We choose the sigmoid function (Equation B.3), 
as a transfer function so as the ANN can handle nonlinearly separable data set 
[MITC97]. Notice that in our ANN design (Figure B.5), we use a sigmoid transfer 
function, Equation B.3, in each building block. In Equation B.3, I is the input to 
the network, O is the output of the network, W is the matrix of weights, and σ is 
the sigmoid function.

pt+1

…

… … …

kt kt–τ+1 1

W

Figure B.4 artificial neural network.
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We implement the back propagation algorithm for training the weights. The 
back propagation algorithm employs gradient descent to attempt to minimize the 
squared error between the network output values and the target values of these 
outputs. The sum of the error over all of the network output units is defined in 
Equation B.4. In Equation B.4, the outputs is the set of output units in the network, 
D is the training set, and tik and oik are the target and the output values associated 
with the ith output unit and training example k. For a specific weight wji in the 
network, it is updated for each training example as in Equation B.5, where η is the 
learning rate and wji is the weight associated with the ith input to the network unit 
j (for details see [MITC97]). As we can see from Equation B.5, the search direction 
δw is computed using the gradient descent which guarantees convergence toward 
a local minimum. To mitigate that, we add a momentum to the weight update 
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Figure B.5 the design of aNN used in our implementation.
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rule such that the weight update direction dw nji ( ) depends partially on the update 
direction in the previous iteration dw nji ( )− 1 . The new weight update direction 
is shown in Equation B.6, where n is the current iteration, and α is the momen-
tum constant. Notice that in Equation B.6, the step size is slightly larger than in 
Equation B.5. This contributes to a smooth convergence of the search in regions 
where the gradient is unchanging [MITC97].

In our implementation, we set the step size η dynamically based on the distri-
bution of the classes in the dataset. Specifically, we set the step size to large values 
when updating the training examples that belong to low distribution classes and 
vice versa. This is because when the distribution of the classes in the dataset varies 
widely (e.g., a data set might have 5% positive examples and 95% negative exam-
ples), the network weights converge toward the examples from the class of larger 
distribution, which causes a slow convergence. Furthermore, we adjust the learning 
rates slightly by applying the momentum constant, Equation B.6, to speed up the 
convergence of the network [MITC97].

B.4 Support Vector Machines
SVM are learning systems that use a hypothesis space of linear functions in a high-
dimensional feature space, trained with a learning algorithm from optimization 
theory. This learning strategy, introduced by Vapnik et al. [CRIS00], is a very pow-
erful method that has been applied in a wide variety of applications. The basic con-
cept in SVM is the hyper-plane classifier, or linear separability. To achieve linear 
separability, SVM applies two basic ideas—margin maximization and kernels, that 
is, mapping input space to a higher dimension space, feature space.

For binary classification, SVM problem can be formalized as in Equation B.7. 
Suppose we have N training data points {(x1, y1), (x2, y2), . . .,(xN, yN)}, where x Ri

d∈  
and yi ∈ + −{ , }1 1 . We would like to find a linear separating hyper-plane classifier 
as in Equation B.8. Furthermore, we want this hyper-plane to have the maximum 
separating margin with respect to the two classes (see Figure B.6). The functional 
margin, or the margin for short, is defined geometrically as the Euclidean distance of 
the closest point from the decision boundary to the input space. Figure B.7 gives an 
intuitive explanation of why margin maximization gives the best solution of separa-
tion. In part A of Figure B.7, we can find infinite number of separators for a specific 
data set. There is no specific or clear reason to favor one separator over another. In 
part B, we see that maximizing the margin provides only one thick separator. Such 
a solution proves to achieve the best generalization accuracy, that is, prediction for 
the unseen [VAPN95], [VAPN98], and [VAPN99].

 

minimize

subject to 
( , )

( )
w b

T

i i

w w

w x b

1
2

1y ⋅ − ≥





  

(B.7)



Appendix B  ◾  629

© 2010 Taylor & Francis Group, LLC

 f(x) = sign(w ⋅ x − b) (B.8)
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Note that Equation B.8 computes the sign of the functional margin of point x 
in addition to the prediction label of x, that is, functional margin of x equals wx − b.

w · x + b > 0

w · x + b = +1
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Figure B.6 Linear separation in SVM.
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SVM optimization problem is a convex quadratic programming problem 
(in w, b) in a convex set Equation B.7. We can solve the Wolfe dual instead as 
in Equation B.9 with respect to α, subject to the constraints that the gradient 
of L(w, b, α) with respect to the primal variables w and b vanish and αi ≥ 0. The 
primal variables are eliminated from L(w, b, α) (see [CRIS00] for more details). 
When we solve αi we can get w y xi

N
i i i= ∑ =1a  and we can classify a new object x 

using Equation B.10. Note that the training vectors occur only in the form of dot 
product; and that there is a Lagrangian multiplier αi for each training point, which 
reflects the importance of the data point. When the maximal margin hyper-plane is 
found, only points that lie closest to the hyper-plane will have αi0 and these points 
are called support vectors. All other points will have αi = 0 (see Figure B.8a). This 
means that only those points that lie closest to the hyper-plane give the representa-
tion of the hypothesis/classifier. These most important data points serve as support 
vectors. Their values can also be used to give an independent boundary with regard 
to the reliability of the hypothesis/classifier [BART99].

Figure B.8a shows two classes and their boundaries, that is, margins. The sup-
port vectors are represented by solid objects, while the empty objects are nonsup-
port vectors. Notice that the margins are only affected by the support vectors, that 
is, if we remove or add empty objects, the margins will not change. Meanwhile any 
change in the solid objects, either adding or removing objects, could change the 
margins. Figure B.8b shows the effects of adding objects in the margin area. As we 
can see, adding or removing objects far from the margins, for example, data point 
1 or −2, does not change the margins. However, adding and/or removing objects 
near the margins, for example, data point 2 and/or −1, has created new margins.

Nonsupport vectors(a) (b)
α = 0

New margins

Support vectors

–2

–1

2

Old margins

1

Figure B.8 (a) the values of for support vectors and nonsupport vectors. (b) the 
effect of adding new data points on the margins.
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B.5 Markov Model
Some recent and advanced predictive methods for web surfing are developed using 
Markov models [YANG01], [PIRO96]. For these predictive models, the sequences 
of web pages visited by surfers are typically considered as Markov chains which are 
then fed as input. The basic concept of Markov model is that it predicts the next 
action depending on the result of previous action or actions. Actions can mean 
different things for different applications. For the purpose of illustration, we will 
consider actions specific for the WWW prediction application. In WWW predic-
tion, the next action corresponds to prediction of the next page to be traversed. 
The previous actions correspond to the previous web pages to be considered. On 
the basis of the number of previous actions considered, Markov model can have 
different orders.

 pr P pr Sk k( ) ( )=  (B.11)

 pr P P pr S P S P( | ) ( | )2 1 2 2 1 1= = =  (B.12)

 pr P P P pr S P S P S PN N N k N N N N N k N k( ,..., ) ( ,..., )| |− − − − − −= = = =1 1 1  (B.13)

The zeroth-order Markov model is the unconditional probability of the state 
(or webpage) (Equation B.11). In Equation B.11, Pk is a web page and Sk is the 
corresponding state. The first-order Markov model, Equation B.12, can be com-
puted by taking page-to-page transitional probabilities or the n-gram probabilities 
of {P1, P2}, {P2, P3},. . ., {Pk−1, Pk}.

In the following, we present an illustrative example of different orders of Markov 
model and how it can predict.

EXAMPLE

Imagine a web site of six web pages: P1, P2, P3, P4, P5, and P6. Suppose we have 
user sessions as in Table B.1. Table B.1 depicts the navigation of many users of 
that web site. Figure B.9 shows the first-order Markov model, where the next action 

table B.1 Collection of User Sessions and their Frequencies

Session Frequency

P1, P2, P4 5

P1, P2, P6 1

P5, P2, P6 6

P5, P2, P3 3
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is predicted based on only the last action performed, that is, last page traversed, 
by the user. States S and F correspond to the initial and final states, respectively. 
The probability of each transition is estimated by the ratio of the number of times 
the sequence of states was traversed and the number of times the anchor state was 
visited. Next to each arch in Figure B.8, the first number is the frequency of that 
transition, and the second number is the transition probability. For example, the 
transition probability of the transition (P2–P3) is 0.2 because the number of times 
the users traverse from page 2 to page 3 is 3 and the number of times page 2 is 
visited is 15 (i.e., 0.2 = 3/15).

Notice that the transition probability is used to resolve prediction. For exam-
ple, given that a user has already visited P2, the most probable page she visits next 
is P6. That is because the transition probability from P2 to P6 is the highest.

Notice that transition probability might not be available for some pages. For 
example, the transition probability from P2 to P5 is not available because no 
user has visited P5 after P2. Hence, these transition probabilities are set to zeros. 
Similarly, the Kth-order Markov model is where the prediction is computed after 
considering the last Kth action performed by the users, Equation B.13. In WWW 
prediction, the Kth-order Markov model is the probability of the user visit to Pkth 
page given its previous k–1 page visits.

Figure B.10 shows the second-order Markov model that corresponds to Table 
B.1. In the second-order model we consider the last 2 pages. The transition prob-
ability is computed in a similar fashion. For example, the transition probability of 
the transition (P1, P2) to (P2, P6) is 0.16 = 1 × 1/6 because the number of times 
the users traverse from state (P1, P2) to state (P2, P6) is 1 and the number of times 
pages (P1, P2) is visited is 6 (i.e., 0.16 = 1/6). The transition probability is used for 
prediction. For example, given that a user has visited P1 and P2, she most probably 
visits P4 because the transition probability from state (P1, P2) to state (P2, P4) is 
greater than the transition probability from state (P1, P2) to state (P2, P6).

The order of Markov model is related to the sliding window. The Kth-order 
Markov model corresponds to a sliding window of size K–1.

Notice that there is another concept that is similar to the sliding window con-
cept, which is number of hops. In this thesis, we use number of hops and sliding 
window interchangeably.

P5

P1
P4

P3

P2 P6 F

(3, 1.0)

(7, 1.0)

(5, 1.0)(5, 0.33)

(7, 0.47)

(3, 0.2)

(6, 1.0)(6, 0.4)

(9, 1.0)
(9, 0.6)

S

Figure B.9 First-order Markov model.
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In WWW prediction, Markov models are built based on the concept of 
n-gram. The n-gram can be represented as a tuple of the form <x1, x2,. . ., xn> 
to depict sequences of page clicks by a population of users surfing a website. Each 
component of the n-gram takes a specific page id value that reflects the surfing path 
of a specific user surfing a webpage. For example, the n-gram <P10, P21, P4, P12> for 
some user U states that the user U has visited the pages 10, 21, 4, and finally page 12 
in a sequence.

B.6 association rule Mining
Association rules is a data mining technique that has been applied successfully to 
discover related transactions. Association rules technique finds the relationships 
among item sets based on their co-occurrence in the transactions. Specifically, 
ARM discovers the frequent patterns (regularities) among those items sets. For 
example, what are the items purchased together in a super store. In the following, 
we briefly introduce ARM. For more details, see [AGRA 1993][AGRA 1994].

Assume we have m items in our database; define I = {i1, i2,. . ., im} as the set 
of all items. A transaction T is a set of items such that T ⊆ I. Let D be the set of 
all transactions in the database. A transaction T contains X if X ⊆ T and X ⊆ I. 
An association rule is an implication of the form X → Y, where, X ⊂ I, Y ⊂ I, and 
X ∩ Y = ϕ. There are two parameters to consider a rule: Confidence and support. A 
rule R = X → Y holds with confidence c if c% of the transactions of D that contain X 
also contain Y (i.e., c = pr(Y|X )). The rule R holds with support s if s% of the trans-
actions in D contain X and Y (i.e., s = pr(X,Y )). The problem of mining association 
rules is defined as: Given a set of transactions D, we would like to generate all rules 
that satisfy a confidence and a support greater than a minimum confidence (σ), 
minconf, and minimum support (ϑ), minsup. There are several efficient algorithms 

(3, 0.33)
P2, P3P5, P2

P1, P2

P2, P6

P2, P4

(9, 0.6)

(6, 0.4)
(1, 0.16)

(6, 0.67)

(5, 0.84)

(7, 1.0)

(5, 1.0)

(3, 1.0)

S
F

Figure B.10 Second-order Markov model.
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to find association rules such as AIS algorithm [AGRA93][AGRA94], SETM algo-
rithm [HOUT95], and AprioriTid [AGRA94].

In the case of Web transactions, we use association rules to discover naviga-
tional patterns among users. This would help to cache a page in advance and reduce 
the loading time of a page. Also, discovering a pattern of navigation helps in per-
sonalization. Transactions are captured from the clickstream data captured in Web 
server logs.

In many applications, there is one main problem in using ARM. First, a prob-
lem with using global minimum support (minsup), because rare hits, that is, web 
pages that are rarely visited, will not be included in the frequent sets because it will 
not achieve enough support. One solution is to have a very small support thresh-
old; however, we will end up with a very large frequent itemsets, which is com-
putationally hard to handle. Liu et al. [LIU99] discuss a mining technique that 
uses different support thresholds for different items. Specifying multiple thresh-
olds allow rare transactions, which might be very important, to be included in the 
frequent itemsets. Other issues might raise depending on the application itself. 
For example, in case of WWW prediction, a session is recorded for each user. 
The session might have tens of clickstreams (and sometimes hundreds depending 
on the duration of the session). Using each session as a transaction will not work 
because it is rare to find two sessions that are frequently repeated (i.e., identical); 
hence it will not achieve even a very high support threshold, minsup}. There is a 
need to break each session into many subsequences. One common method is to 
use a sliding window of size w. For example, suppose we use a sliding window 
w = 3 to break the session S = <A, B, C, D, E, E, F>, then we will end up with the 
subsequences S ’ = {<A,B,C>, <B,C,D>, <C,D,E>, <D,E,F>}. The total number 
of subsequences of a session S using window w is length(S)-w. To predict the next 
page in an active user session, we use a sliding window of the active session and 
ignore the previous pages. For example, if the current session is <A,B,C>, and the 
user references page D, then the new active session becomes <B,C,D>, using a 
sliding window 3. Notice that page A is dropped, and <B,C,D> will be used for 
prediction. The rationale behind this is because most users go back and forth while 
surfing the Web trying to find the desired information, and it may be most appro-
priate to use the recent portions of the user history to generate recommendations/
predictions [MOBA01].

Mobasher et al. [MOBA01] discuss a recommendation engine that matches an 
active user session with the frequent itemsets in the database, and predicts the next 
page the user most probably visits. The engine works as follows. Given an active 
session of size w, the engine finds all the frequent itemsets of length w + 1 satis-
fying some minimum support minsup and containing the current active session. 
Prediction for the active session A is based on the confidence (ψ) of the correspond-
ing association rule. The confidence (ψ) of an association rule X → z is defined as 
ψ(X → z) = σ(X ∪ z)/σ(X ), where the length of z is 1. Page p is recommended/
predicted for an active session A, iff
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The engine uses a cyclic graph called Frequent Itemset Graph. The graph is 
an extension of the lexicographic tree used in the tree projection algorithm of 
[AGRA01]. The graph is organized in levels. The nodes in level l has itemsets of size 
of l. For example, the sizes of the nodes (i.e., the size of the itemsets corresponding 
to these nodes) in levels 1 and 2 are 1 and 2, respectively. The root of the graph, 
level 0, is an empty node corresponding to an empty itemset. A node X in level l is 
linked to a node Y in level l + 1 if X ⊂ Y. To further explain the process, suppose 
we have the following sample Web transactions involving pages 1, 2, 3, 4, and 5 as 
in Table B.2. The a priori algorithm produces the itemsets as in Table B.3 using a 
minsup = 0.49. The frequent itemset graph is shown in Figure B.11.

Suppose we are using a sliding window of size 2, and the current active ses-
sion A = <2, 3>. To predict/recommend the next page, we first start at level 2 in 
the Frequent Itemset Graph, and extract all the itemsets in level 3 linked to A. 
From Figure B.11, the node {2, 3} is linked to {1, 2, 3} and {2, 3, 5} nodes with 
confidence:
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table B.2 Sample Web transaction

Transaction Id Items

T1 1, 2, 4, 5

T2 1, 2, 5, 3, 4

T3 1, 2, 5, 3

T4 2, 5, 2, 1, 3

T5 4, 1, 2, 5, 3

T6 1, 2, 3, 4

T7 4, 5

T8 4, 5, 3, 1
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and the recommended page is 1 because its confidence is larger. Notice that, in 
Recommendation Engines, the order of the clickstream is not considered, that is, 
there is no distinction between a session <1, 2, 4> and <1, 4, 2>. This is a disad-
vantage of such systems because the order of pages visited might bear important 
information about the navigation patterns of users.

table B.3 Frequent Itemsets Generated by the a Priori algorithm

Size 1 Size 2 Size 3 Size 4

{2}(6) {2, 3}(5) {2, 3, 1}(5) {2, 3, 1, 5}(4)

{3}(6) {2, 4}(4) {2, 3, 5}(4)  

{4}(6) {2, 1}(6) {2, 4, 1}(4)  

{1}(7) {2, 5}(5) {2, 1, 5}(5)  

{5}(7) {3, 4}(4) {3, 4, 1}(4)  

 {3, 1}(6) {3, 1, 5}(5)  

 {3, 5}(5) {4, 1, 5}(4)  

 {4, 1}(5)   

 {4, 5}(5)   

 {1, 5}(6)   

Depth 00

1

1, 2

1, 2, 3 2, 3, 5 1, 2, 4 1, 2, 5 1, 3, 4 1, 3, 5 1, 4, 5

2, 3, 1, 5

1, 3 1, 4 1, 5 2, 3 2, 4 2, 5 3, 4 3, 5 4, 5

2 3 4 5 Depth 1

Depth 2

Depth 3

Depth 4

Figure B.11 Frequent itemsets graph.
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B.7 Multi-Class Problem
Most classification techniques solve the binary classification problem. Binary clas-
sifiers are accumulated to generalize for the multi-class problem. There are two 
basic schemes for this generalization, namely, one-vs-one, and one-vs-all. To avoid 
redundancy, we will present this generalization only for SVM.

B.7.1 One-vs-One
The one-vs-one approach creates a classifier for each pair of classes. The training set 
for each pair of classifier (i, j) includes only those instances that belong to either 
class i or j. A new instance x belongs to the class upon which most pair classifiers 
agree. The prediction decision is quoted from the majority vote technique. There are 
n(n – 1)/2 classifiers to be computed, where n is the number of classes in the data 
set. It is evident that the disadvantage of this scheme is that we need to generate a 
large number of classifiers, especially if there are a large number of classes in the 
training set. For example, if we have a training set of 1000 classes, we need 499,500 
classifiers. On the other hand, the size of training set for each classifier is small 
because we exclude all instances that do not belong to that pair of classes.

B.7.2 One-vs-All
One-vs-all creates a classifier for each class in the data set. The training set is pre-
processed such that for a classifier j instances that belong to class j are marked as 
class (+1) and instances that do not belong to class j are marked as class (–1). In 
the one-vs-all scheme, we compute n classifiers, where n is the number of pages 
that users have visited (at the end of each session). A new instance x is predicted 
by assigning it to the class that its classifier outputs the largest positive value (i.e., 
maximal marginal) as in Equation B.15. We can compute the margin of point x as 
in Equation B.14. Notice that the recommended/predicted page is the sign of the 
margin value of that page (see Equation B.10).

 
f x wx b y x x bi i i

i

N

( ) ( )= − = ⋅ −∑a
 

(B.14)

 prediction( ) arg max ( )x f xc M c= ≤ ≤1  (B.15)

In Equation B.15, M is the number of classes, x = <x1, x2,. . ., xn> is the user session, 
and fi is the classifier that separates class i from the rest of the classes. The prediction 
decision in Equation B.15 resolves to the classifier fc that is the most distant from 
the testing example x. This might be explained as fc has the most separating power, 
among all other classifiers, of separating x from the rest of the classes.
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The advantage of this scheme (one-vs-all), compared to the one-vs-one scheme, 
is that it has fewer classifiers. On the other hand, the size of the training set is larger 
for one-vs-all than for a one-vs-one scheme because we use the whole original train-
ing set to compute each classifier.

B.8 Image Mining
Along with the development of digital images and computer storage technologies, 
huge amounts of digital images are generated and saved everyday. Applications 
of digital image have rapidly penetrated many domains and markets, including 
commercial and news media photo libraries, scientific and nonphotographic image 
databases, and medical image databases. As a consequence, we face a daunting 
problem of organizing and accessing these huge amounts of available images. An 
efficient image retrieval system is highly desired to find images of specific entities 
from a database. The system expected can manage a huge collection of images effi-
ciently, respond to users’ queries with high speed and deliver a minimum of irrel-
evant information (high precision), as well as ensuring that relevant information is 
not overlooked (high recall).

To generate such kind of systems, people have tried many different approaches. 
In the early 1990s, because of the emergence of large image collections, Content-
Based Image Retrieval (CBIR) was discussed. CBIR computes relevance based on 
the similarity of visual content/low-level image features such as color histograms, 
textures, shapes, and spatial layout. However, the problem is that visual similar-
ity is not semantic similarity. There is a gap between low-level visual features and 
semantic meanings. The so-called semantic gap is the major problem that needs 
to be solved for most CBIR approaches. For example, a CBIR system may answer 
a query request for a “red ball” with an image of a “red rose.” If we undertake the 
annotation of images with keywords, a typical way to publish an image data reposi-
tory is to create a keyword-based query interface addressed to an image database. 
If all images came with a detailed and accurate description, image retrieval would 
be convenient based on current powerful pure text search techniques. These search 
techniques would retrieve the images if their descriptions/annotations contained 
some combination of the keywords specified by the user. However, the major prob-
lem is that most of images are not annotated. It is a laborious, error-prone, and 
subjective process to manually annotate a large collection of images. Many images 
contain the desired semantic information, even though they do not contain the 
user specified keywords. Furthermore, keyword-based search is useful especially to 
a user who knows what keywords are used to index the images and who can there-
fore easily formulate queries. This approach is problematic, however, when the user 
does not have a clear goal in mind, does not know what is in the database, and does 
not know what kind of semantic concepts are involved in the domain.
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Image mining is a more challenging research problem than retrieving relevant 
images in CBIR systems. The goal of image mining is to find an image pattern 
which is significant for a given set of images and helpful to understand the rela-
tionships between high-level semantic concepts/descriptions and low-level visual 
features. Our focus is on aspects such as feature selection and image classification.

B.8.1 Feature Selection
Usually, data saved in databases is with well-defined semantics such as numbers or 
structured data entries. In comparison, data with ill-defined semantics is unstruc-
tured data. For example, images, audio, and video are data with ill-defined seman-
tics. In the domain of image processing, images are represented by derived data or 
features such as color, texture, and shape. Many of these features have multi values 
(e.g., color histogram, moment description.) When people generate these derived 
data or features, they generally generate as many features as possible, since they are 
not aware which feature is more relevant. Therefore, the dimensionality of derived 
image data is usually very high. Actually, some of the selected features might be 
duplicated or may not even be relevant to the problem. Including irrelevant or 
duplicated information is referred to as noise. Such problems are referred to as 
the “curse of dimensionality.” Feature selection is the research topic for finding an 
optimal subset of features. In this dissertation, we will discuss this curse and feature 
selection in detail.

We developed a wrapper-based simultaneous feature weighing and clustering 
algorithm. Clustering algorithm will bundle similar image segments together and 
generate a finite set of visual symbols (i.e., blob-token). On the basis of histogram 
analysis and chi-square value, we assign features of image segments of different 
weights instead of removing some of them. Feature weight evaluation is wrapped in 
a clustering algorithm. In each iteration of the algorithm, feature weights of image 
segments are re-evaluated based on the clustering result. The re-evaluated feature 
weights will affect the clustering results in the next iteration.

B.8.2 Automatics Image Annotation
Automatic image annotation is research concerned with object recognition, where 
the effort is concerned with trying to recognize objects in an image and gener-
ate descriptions for the image according to semantics of the objects. If it is pos-
sible to produce accurate and complete semantic descriptions for an image, we 
can store descriptions in an image database. On the basis of a textual description, 
more functionality (e.g., browse, search, and query) of an Image DBMS could be 
implemented easily and efficiently by applying many existing text-based search 
techniques. Unfortunately, the automatic image annotation problem has not been 
solved in general and perhaps this problem is impossible to solve.
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However, in certain sub-domains, it is still possible to obtain some interesting 
results. Many statistical models have been published for image annotation. Some of 
these models took feature dimensionality into account and applied singular-value 
decomposition (SVD) or principle component analysis (PCA) to reduce dimension. 
But none of them considered feature selection or feature weight. We developed a 
new framework for image annotation based on a translation model (TM). In our 
approach, we applied our weighted feature selection algorithm and embedded it in 
image annotation framework. Our weighted feature selection algorithm improves 
the quality of visual tokens and generates better image annotations.

B.8.3 Image Classification
Image classification is an important area, especially in the medical domain because 
it helps managing large medical image databases and has great potential on diag-
nostic aid in a real-world clinical setting. We describe our experiments for the image 
CLEF medical image retrieval task. Sizes of classes of CLEF medical image dataset 
are not balanced which is a really serious problem for all classification algorithms. 
To solve this problem, we resample data by generating sub windows. K Nearest 
Neighbor (KNN) algorithm, distance weighted KNN, fuzzy KNN, nearest pro-
totype classifier, and evidence theory-based KNN are implemented and studied. 
The results show that evidence-based KNN has the best performance based on 
classification accuracy.

B.9 Summary and Directions
In this chapter, we first provided an overview of the various data mining tasks and 
techniques and then discussed some of the techniques that we will utilize in this 
book. These include neural networks, SVMs and ARM.

Numerous data mining techniques have been designed and developed and many 
of them are being utilized in commercial tools. Several of these techniques are varia-
tions of some of the basic classification, clustering, and ARM techniques. One of 
the major challenges today is to determine the appropriate techniques for various 
applications. We still need more benchmarks and performance studies. In addition, 
the techniques should result in fewer false positives and negatives. While there is still 
much to be done, the progress over the last decade is extremely promising.
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appendix C: access 
Control in Database 
Systems

C.1 Overview
Since much of the discussion in this book is on cloud data management and secure 
cloud data management, we will provide a fairly comprehensive overview on access 
control for data management systems. In particular, we will discuss security poli-
cies as well as enforcing the policies in database systems. Our focus will be on dis-
cretionary security policies. More details on secure data management can be found 
in [FERR00] and [THUR05].

The most popular discretionary security policy is the access control policy. 
Access control policies were studied for operating systems back in the 1960s and 
then for database systems in the 1970s. The two prominent database systems System 
R and INGRES were one of the first to investigate access control for database sys-
tems (see [GRIF76] and [STON74]). Since then several variations of access control 
policies have been reported. Other discretionary policies include administration 
policies. We also discuss identification and authentication under discretionary poli-
cies. Note that much of the discussion in this appendix will focus on discretionary 
security in relational database systems. Many of the principles are applicable to 
other systems such as object database systems, distributed database systems and 
cloud data management systems.

Before one designs a secure system, the first question that must be answered is 
what is the security policy to be enforced by the system? Security policy is essen-
tially a set of rules that enforce security. Security policies include mandatory secu-
rity policies and discretionary security policies. Mandatory security policies are the 
policies that are “mandatory” in nature and should not be bypassed. Discretionary 
security policies are policies that are specified by the administrator or anyone who 
is responsible for the environment in which the system will operate.
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By policy enforcement, we mean the mechanisms to enforce the policies. For 
example, back in the 1970s, the relational database system products such as System 
R and INGRES developed techniques such as the query modification mechanisms 
for policy enforcement (see, e.g., [GRIF76] and [STON74]). The query language 
SQL has been extended to specify security policies and access control rules. More 
recently, languages such as XML and RDF have been extended to specify security 
policies (see, e.g., [BERT02] and [CARM04]).

In Section C.2, we introduce discretionary security including access control 
and authorization models for database systems. We also discuss role-based access 
control systems. In Section C.3, we discuss ways of enforcing discretionary security 
including a discussion on query modification. We also provide an overview of the 
various commercial products. The appendix is summarized in Section C.4. The 
discussion in this appendix will provide an overview of essentially the basics of 
discretionary security focusing primarily on relational database systems.

C.2 Security Policies
The organization of this section is as follows. In Section C.2.1, we will provide 
an overview of access control policies. Administration policies will be discussed 
in Section C.2.2. Issues on identification and authentication will be discussed in 
action C.2.3. Auditing a database management system will be discussed in Section 
C.2.4. Views as security objects will be discussed in Section C.2.5. Figure C.1 
illustrates various components of discretionary security policies.

C.2.1 Access Control Policies
Access control policies were first examined for operating systems. The essential point 
here is that can a process be granted access to a file? Access could be read access or 
write access. Write access could include access to modify, append, or delete. These 
principles were transferred to database systems such as Ingres and System R. Since 

Identification
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authentication
policies

Access control
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authorization policies

Administration
policies 

Discretionary
security

Figure C.1 Discretionary security policies.
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then various forms of access control policies have been studied. Notable among 
those are the role-based access control policies which are now implemented in sev-
eral commercial systems. Note that access control policies also include mandatory 
policies. Figure C.2 illustrates the various access control policies.

C.2.1.1 Authorization-Based Access Control Policies

Many of the access control policies are based on authorization policies. Essentially 
what this means is that users are granted access to data based on authorization 
rules. In this section, we will discuss various types of authorization rules. Note that 
authorization policies are discussed in detail in the book chapter by Ferrari and 
Thuraisingham [FERR00].

Positive authorizations: Early systems focused on what is now called positive 
authorization rules. Here, user John is granted access to relation EMP or user Jane 
is granted access to relation DEPT. These are access control rules on relations. One 
can also grant access to other entities such as attributes and tuples. For example, 
John has read access to attribute Salary and Write access to attribute Name in rela-
tion EMP. Write access could include append, modify, or delete access.

Negative authorization: The question is if John’s access to an object is not speci-
fied, does this mean John does not have access to that object? In some systems any 
authorization rule that is not specified is implicitly taken to be a negative autho-
rization while in other systems negative authorizations are explicitly specified. For 
example, we could enforce rules such as John does not have access to relation EMP 
or Jane does not have access to relation DEPT.

Conflict resolutions: When we have rules that are conflicting then how do we 
resolve the conflicts? For example, we could have a rule that grants John read access 
to relation EMP. However we can also have a rule that does not grant John read 
access to the salary attribute in EMP. This is a conflict. Usually a system enforces the 
least privilege rule in which case John has access to EMP except for the salary values.

Strong and weak authorization: Systems also enforce strong and weak authori-
zations. In the case of strong authorization the rule holds regardless of conflicts. 

Policies for integrity,
privacy,

data sharing
and collaboration 

Positive and negative
authorization

policies

Role-based
access control

and
usage policies

Access
control
security
policies

Figure C.2 access control security policies.
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In the case of weak authorizations, the rule does not hold in case of conflict. For 
example, if John is granted access to EMP and it is a strong authorization rule and 
the rule where John is not granted access to salary attribute is a weak authorization, 
there is a conflict. This means the strong authorization will hold.

Propagation of authorization rules: The question here is how do the rules get 
propagated? For example, if John has read access to relation EMP then does it 
automatically mean that John has read access to every element in EMP? Usually 
this is the case unless we have a rule that prohibits automatic propagation of an 
authorization rule. If we have a rule prohibiting the automatic propagation of a 
rule then we must explicitly enforce authorization rules that specify the objects that 
John has access to.

Special rules: In our work on mandatory policies, we have explored extensively 
the enforcement of content and context-based constraints. Note that security 
 constraints are essentially the security rules. Content and context-based rule are 
rules where access is granted depending on the content of the data or the context 
in which the data are displayed. Such rules can be enforced for discretionary secu-
rity also. For example, in the case of content-based constraints, John has read access 
to tuples only in DEPT D100. In the case of context or association-based con-
straints, John does not have read access to names and salaries taken together, how-
ever, he can have access to individual names and salaries. In the case of event-based 
constraints, after the election, John has access to all elements in relation EMP.

Consistency and completeness of rules: One of the challenges here is ensuring the 
consistency and completeness of constraints. That is, if the constraints or rules are 
inconsistent then do we have conflict resolution rules that will resolve the conflicts? 
How can we ensure that all of the entities (such as attributes, relations, elements, 
etc.) are specified in access control rules for a user? Essentially what this means is, 
are the rules complete? If not what assumptions do we make about entities that do 
not have either positive or negative authorizations specified on them for a particular 
user or a class of users?

We have discussed some essential points with respect to authorization rules. 
Some examples are given in Figure C.3. In the next section, we will discuss a very 

Authorization rules

•  John has read access to employee
   relation
•  John does not have write access to
   department relation
•  Jane has read access to name values in
   employee relation 
•  Jane does not have read access to
   department relation

Figure C.3 authorization rules.
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popular access control policy and that is role-based access control, which is now 
implemented in commercial systems.

C.2.1.2 Role-Based Access Control

Role-based access control has become one of the most popular access control meth-
ods (see [SAND96]). This method has been implemented in commercial systems 
including Trusted Oracle. The idea here is to grant access to users depending on 
their roles and functions.

The essential idea behind role-based access control also known as RBAC is 
as follows. The users need access to data depending on their roles. For example, 
a president may have access to information about his/her vice presidents and the 
members of the board while the chief financial officer may have access to the finan-
cial information and information on those who report to him. A director may 
have access to information about those working in his division while the human 
resources director will have information on personal data about the employees of 
the corporation. Essentially role-based access control is a type of authorization pol-
icy, which depends on the user role and the activities that go with the role.

Various research efforts on role hierarchies have been discussed in the litera-
ture. There is also a conference series called SACMAT (Symposium on Access Control 
Models and Technologies) that evolved from role-based access control research 
efforts. For example, how does access get propagated? Can one role subsume 
another? Consider the role hierarchy illustrated in Figure C.4. This means if we 
grant access to a node in the hierarchy does the access propagate upwards? That is, 
if a department manager has access to certain project information does that access 
get propagated to the parent node, which is a director node? If a section leader has 
access to employee information in his/her section does the access propagate to the 
department manager who is the parent in the role hierarchy? What happens to the 
child nodes? That is, does access propagate downwards? For example, if a depart-
ment manager has access to certain information, then do his subordinates have 
access to that information? Are there cases where the subordinates have access to 
data that the department manager does not have? What happens if an employee has 
to report to two supervisors, one his department manager and the other his project 
manager? What happens when the department manager is working on a project 
and has to report to his project leader who also works for him?

Role-based access control has been examined for relational systems, object 
systems, distributed systems, and now some of the emerging technologies such as 
data warehouses, knowledge management systems, semantic web, e-commerce sys-
tems, and digital libraries. Furthermore, object models have been used to represent 
roles and activities (see, e.g., Proceedings of the IFIP Database Security Conference 
Series). This is an area that will continue to be discussed and the ACM SACMAT 
(Symposium on Access Control Models and Technologies) is a venue for publishing 
high-quality papers on this topic.
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More recently, Sandhu et al. have developed yet another access control-like 
model and that is the usage control model, which he refers to as UCON (see, e.g., 
the work reported in [PARK04]). UCON model attempts to integrate three poli-
cies and they are trust management, access control, and rights management. The 
idea is to provide control on the usage of objects. While the ideas are somewhat 
preliminary, this model shows a lot of promise.

C.2.2 Administration Policies
While access control policies specify access that specific users have to the data, 
administration policies specify who is to administer the data. Administration duties 
would include keeping the data current; making sure the metadata is updated when-
ever the data is updated, and ensuring recovery from failures and related activities.

Typically, the database administer (DBA) is responsible for updating say the 
metadata, the index, and access methods and also ensuring that the access control 
rules are properly enforced. The system security officer (SSO) may also have a role. 
That is, the DBA and SSO may share the duties between them. The security-related 
issues might be the responsibility of the SSO while the data-related issues might be 
the responsibility of the DBA. Some other administration policies being considered 
include assigning caretakers. Usually owners have control of the data that they 
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Figure C.4 role hierarchy.
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create and may manage the data for its duration. In some cases owners may not be 
available to manage the data in which case they may assign caretakers.

Administration policies get more complicated in distributed environments 
especially in a web environment. For example, in web environments, there may 
be multiple parties involved in distributing documents including the owner, the 
publisher, and the users requesting the data. Who owns the data? Is it the owner or 
the publisher? Once the data has left the owner and arrived at the publisher, does 
the publisher take control of the data?

There are many interesting questions that need to be answered as we migrate 
from a relational database environment to a distributed and perhaps a web environ-
ment. These also include managing copyright issues, data quality, data provenance, 
and governance. Many interesting papers have appeared in recent conferences on 
administration policies. Figure C.5 illustrates various administration policies.

C.2.3 Identification and Authentication
For the sake of completion, we discuss identification and authentication as part 
of our discussion on discretionary security. By identification we mean users must 
identify themselves with their user ID and password. Authentication means the 
system must then match the user ID with the password to ensure that this is indeed 
the person he is purporting to be. A user may also have multiple identities depend-
ing on his roles. Identity management is receiving a lot of attention lately (see 
[BERT02]).

Numerous problems have been reported with the password-based scheme. One 
is that hackers can break into the system and get the passwords of users and then 
masquerade as the user. In a centralized system, the problems are not as compli-
cated as in a distributed environment. Now, with the WWW and e-commerce 
applications, financial organizations are losing billions of dollars when hackers 
masquerade as legitimate users.

More recently, biometrics techniques are being applied. These include face rec-
ognition and voice recognition techniques to authenticate the user. These techniques 
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Figure C.5 administration policies.
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are showing a lot of promise and are already being used. We can expect widespread 
use of biometric techniques as face recognition technologies advance.

C.2.4 Auditing a Database System
Databases are audited for multiple purposes. For example, they may be audited 
to keep track of the number of queries posed, the number of updates made, the 
number of transactions executed and the number of times the secondary storage 
is accessed so that the system can be designed more efficiently. Databases can also 
be audited for security purposes. For example, have any of the access control rules 
been bypassed by releasing information to the users? Has the inference problem 
occurred? Has privacy been violated? Have there been unauthorized intrusions?

Audits create a trail and the audit data may be stored in a database. This data-
base may be mined to detect any abnormal patterns or behaviors. There has been a 
lot of work in using data mining for auditing and intrusion detection. Audit trail 
analysis is especially important these days with e-commerce transactions on the 
web. An organization should have the capability to conduct an analysis and deter-
mine problems like credit card fraud and identity theft.

C.2.5 Views for Security
Views as a mechanism for security has been studied a great deal both for discretion-
ary security and mandatory security. For example, one may not want to grant access 

V2. VIEW EMP (D# = 10)

SS# Ename Salary

1 John 20 K

5 Bill 20 K

6 Larry 20 K

V1. VIEW EMP (D# = 20)

SS# Ename Salary

2 Paul 30 K

3 Mary 40 K

4 Jane 20 K

1 Michelle 30 K

EMP

SS# Ename Salary D#

1 John 20 K 10

2 Paul 30 K 20

3 Mary 40 K 20

4 Jane 20 K 20

5 Bill 20 K 10

6 Larry 20 K 10

1 Michelle 30 K 20

Rules:
John has Read access to V1
John has Write access to V2

Figure C.6 Views for security.
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to an entire relation especially if it has say 25 attributes such as healthcare records, 
salary, travel information, personal data, and so on. Therefore, the DBA could form 
views and grant access to the views. Similarly in the case of mandatory security, 
views could be assigned security levels and we will discuss this in Part IV.

Views have problems associated with them including the view update problem 
(see [DATE90]). That is, if the view is updated then we need to ensure that the base 
relations are updated. Therefore, if a view is updated by John and John does not 
have access to the base relation, then can the base relation still be updated? That 
is, do we create different views for different users and then does the DBA merge 
the updates on views as updates on base relations? Figure C.6 illustrates views for 
security.

C.3 Policy Enforcement and related Issues
The organization of this section is as follows. SQL extensions for security are dis-
cussed in Section C.3.1. In Section C.3.2, we discuss query modification. Impact 
of discretionary security on other database functions will be discussed in Section 
C.3.3. Visualization of security policies is discussed in Section C.3.4. Discussion 
of prototypes and products that implement discretionary security policies will be 
given in Section C.3.5. Note that we will focus on relational database systems. 
Figure C.7 illustrates the various aspects involved on enforcing security policies. 
These include specification, implementation, and visualization.

C.3.1 SQL Extensions for Security
This section discusses policy specification. While much of the focus will be on SQL 
extensions for security policy specification we will also briefly discuss some of the 

Policy enforcement

Query modification algorithm

Rule processing to enforce the access  control 
rules

Theorem proving techniques to determine if 
policies are violated

Consistency and completeness checking of 
policies

Figure C.7 Policy enforcement.
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emerging languages. Note that SQL was developed for data definition and data 
manipulation for relational systems. Various versions of SQL have been developed 
including SQL for objects, SQL for multimedia, and SQL for the web. That is, SQL 
has influenced data manipulation and data definition a great deal over the past 20 
years (see [SQL3]).

As we have stated, SQL is a data definition and data manipulation language. 
Security policies could be specified during data definition. SQL has GRANT 
and REVOKE constructs for specifying grant and revoke access to users. That 
is, if a user John has read access to relation EMP, then one could use SQL and 
specify something like “GRANT JOHN EMP READ” and if the access is to 
be revoked, and then we need something like “REVOKE JOHN EMP READ.” 
SQL has also been extended with more complex constraints such as granting 
John read access to a tuple in a relation and granting Jane write access to an ele-
ment in a relation.

In [THUR89], we specified SQL extensions for security assertions. These asser-
tions were for multilevel security. We could use similar reasoning for specifying 
discretionary security policies. For example, consider the situation where John does 
not have read access to names and salaries in EMP taken together, but he can 
read names and salaries separately. One could specify this in SQL-like language as 
follows.

GRANT JOHN READ
EMP.SALARY
GRANT JOHN READ
EMP.NAME
NOT GRANT JOHN READ
Together (EMP.NAME, EMP.SALARY).

If we are to grant John read access to the employees who earn less than 30 K, 
then this assertion is specified as follows.

GRANT JOHN READ
EMP
Where EMP.SALARY < 30 K

Note that the assertions we have specified are not standard assertions. These 
are some of our ideas. We need to explore ways of incorporating these assertions 
into the standards. SQL extensions have also been proposed for role-based access 
control. In fact, products such as Oracle’s Trusted database product enforce role-
based access control. The access control rules are specified in an SQL-like language. 
Note that there are many other specification languages that have been developed. 
These include XML, RDF, and related languages for the web and the semantic web. 
Figure C.8 illustrates specification aspects for security policies.
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C.3.2 Query Modification
Query modification was first proposed in the INGRES project at the University of 
California at Berkeley (see [STON74]). The idea is to modify the query based on the 
constraints. We have successfully designed and implemented query modification for 
mandatory security (see [DWYE87], [THUR87], [THUR93]). However, much of 
the discussion in this section will be on query modification based on discretionary 
security constraints. We illustrate the essential points with some examples.

Consider a query by John to retrieve all tuples from EMP. Suppose that John 
only has read access to all the tuples where the salary is less than 30 K and the 
employee is not in the Security department. Then the query

Select * from EMP
Will be modified to
Select * from EMP
Where salary < 30 K
And Dept is not Security

Where we assume that the attributes of EMP are say Name, Salary, Age, and 
Department.

Essentially what happens is that the “where” clause of the query has all the con-
straints associated with the relation. We can also have constraints that span across 
multiple relations. For example, we could have two relations EMP and DEPT 
joined by Dept #. Then the query is modified as follows:

Select * from EMP
Where EMP.Salary < 30 K
And EMP.D# = DEPT.D#
And DEPT.Name is not Security

We have used some simple examples for query modification. The detailed algo-
rithms can be found in [DWYE87] and [STON74]. The high-level algorithm is 
illustrated in Figure C.9.

Policy specification

SQL extensions to specify security policies

Rule-based languages to specify policies

Logic programming languages such as prolog 
to specify policies

Figure C.8 Policy specification.
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C.3.3 Discretionary Security and Database Functions
In Section C.3.2, we discussed query modification which is essentially processing 
security constraints during the query operation. Query optimization will also be 
impacted by security constraints. That is, once the query is modified, then the 
query tree has to be built. The idea is to push selections and projection down in the 
query tree and carry out the join operation later.

Other functions are also impacted by security constraints. Let us consider trans-
action management. Bertino et al. have developed algorithms for integrity constraint 
processing for transactions management (see [BERT89]). We have examined their 
techniques for mandatory security constraint processing during transaction man-
agement. The techniques may be adapted for discretionary security constraints. The 
idea is to ensure that the constraints are not violated during transaction execution.

Constraints may be enforced on the metadata. For example, one could grant 
and revoke access to users to the metadata relations. Discretionary security con-
straints for metadata could be handled in the same way as they are handled for data.

Other database functions include storage management. The issues in storage 
management include developing appropriate access methods and index strategies. 
One needs to examine the impact of the security constraints on the storage manage-
ment functions. That is, can one partition the relations based on the constraints and 
store them in such a way so that the relations can be accessed efficiently? We need to 
develop secure indexing technologies for database systems.

Query modification algorithm

Input: Query, security constraints
Output: Modified query

For constraints that are relevant to the query, 
modify the where clause of the query via a 
negation

For example: If salary should not be released 
to Jane and if Jane requests information from 
employee, then modify the query to retrieve 
information from employee where attribute is 
not salary

Repeat the process until all relevant constraints 
are processed

The end result is the modified query

Figure C.9 Query modification algorithm.
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Databases are audited to determine whether any security violation has occurred. 
Furthermore, views have been used to grant access to individuals for security pur-
poses. We need efficient techniques for auditing as well as for view management.

In this section, we have examined the impact of security on some of the major 
database functions including query management, transaction processing, metadata 
management, and storage management. We also need to investigate the impact 
of security on other functions such as integrity constraint processing and fault-
tolerance computing. Figure C.10 illustrates the impact of security on the database 
functions.

C.3.4 Visualization of Policies
There are three aspects to policy enforcement. One is policy specification, the other 
is policy implementation, and the third is policy visualization. Policy visualization 
is especially useful for complex security policies.

Visualization tools are needed for many applications including geospatial 
applications as well as web-based applications so that the users can better under-
stand the data in the databases. Visualization is also useful for integrating secu-
rity policies. For example, if multiple systems from multiple organizations are 
to be merged then their policies have to be visualized and merged so that the 

Secure database functions

Query processing: Enforce access control rules 
during query processing; inference control; con-
sider security constraints for query optimization

Transaction management: Check whether secu-
rity constraints are satisfied during transaction 
execution

Storage management: Develop special access 
methods and index strategies that take into 
consideration the security constraints

Metadata management: Enforce access control 
on metadata; Ensure that data is not released 
to unauthorized individuals by releasing the 
metadata

Integrity management: Ensure that integrity of 
the data is maintained while enforcing security

Figure C.10 Security impact on database functions.
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administrator can have some idea of the integrated policy. Figure C.11 illustrates 
visualization for policy integration.

Policy visualization is also helpful for dynamic policies. That is, when poli-
cies change often, visualizing the effects would be quite useful in designing secure 
systems. In some of our work, we have used graph structures to specify constraints 
instead of simple rules. This is because graphs enable us to visualize what the rules 
look like. Furthermore, policies may be linked to one another and with graph struc-
tures one can analyze the various links to obtain the relationships between the 
policies.

The area of policy visualization is a relatively new research area. There are some 
research programs at DARPA on policy visualization. This is an area that needs 
work especially in a web environment where organizations collaborate with each 
other and carry out e-business. Policy visualization is also important for homeland 
security applications where various agencies have to work together and share infor-
mation and yet maintain their autonomy.

C.3.5 Prototypes and Products
We now discuss discretionary security as implemented in System R and Oracle. 
Note that System R is a prototype and Oracle is a product. Both are based on the 
relational model. Several prototypes and products have implemented discretionary 
access control and some of them are listed in Figure C.12.

Note that information on prototypes and products will be changing continually 
as technology progresses. Therefore, in many cases information about the proto-
types and products may be soon outdated. Our purpose in discussing prototypes 

Visualization for policy integration

Semantic data models to represent the application, 
security constraints and detect security violations via 
inference

Apply visualization tools to check for the consistency 
of policies

Example: Jane has access to salary values in relation 
EMP and at the same time Jane does not have read 
access to EMP. Use colors to represent data that Jane 
does and does not have access to. If a data element has 
two colors associated with it, then there is a conflict

Use hyper media systems to browse security policies

Figure C.11 Visualization for policy integration.
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and products is to explain the concepts. Up-to-date information on prototypes and 
products can be obtained from the vendor and possibly from the web.

System R was one of the first systems to introduce various discretionary security 
concepts (see [GRIFF76]). In this system objects to be protected are represented 
by tables and views. Subjects can enforce several privileges on the security objects. 
Privileges supported by the model include select (select tuples), update (modify 
tuples), insert (add tuples), delete (delete tuples), and drop (delete table). The model 
also supports decentralized administration facilities. A subject can grant privileges 
it has to other subjects. The model also enforces recursive revocation. That is, when 
a subject A revokes an authorization on a table to subject B, then B in turn revokes 
authorization of the table to C that it had previously granted access to.

System R model has been extended in many directions. These include group 
management where access is granted and revoked to groups of users, distributed 
database management where authorization is extended for System R* which is the 
distributed version of System R, and negative authorizations. Note that much of 
the research carried out for System R on security has been transferred to the DB2 
commercial product. A detailed discussion of System R authorization model and its 
extensions can be found in [FERR00].

In the Oracle Databases Server, privileges can be granted to either users or roles. 
Roles are hierarchically organized. A role acquires all the privileges that are in lower 
positions of the hierarchy. A user can be authorized to take on several roles, while 
there is a limit. A role can be enabled or disabled at a given time. With each role, 
a password may be assigned to ensure only authorized use of privileges are granted 
to the role.

The privileges can be divided into two categories: system and object privileges. 
System privileges allow subjects to perform system-wide action on a particular type 
of object. Examples of system privileges are the privileges to delete the tuples of any 
table in a database or create a cluster. Object privileges allow subjects to perform 
a particular action on a particular object. Examples include insert or delete tuples 
from a particular table. Other issues such as cascading privileges and revocation of 
privileges are discussed in detail in [FERR00].

Products:
IBM’s DB2,

Oracle’s Trusted Oracle

Prototypes:
IBM’s system R

UC Berkeley’s Ingres

Some prototypes
and

products

Figure C.12 Prototypes and products.
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C.4 Summary and Directions
In this appendix, we have provided an overview of discretionary security policies in 
database systems. We started with a discussion of access control policies including 
authorization policies and role-based access control. Then we discussed administra-
tion policies. We briefly discussed identification and authentication. Finally, we 
discussed auditing issues as well as views for security. Next, we discussed policy 
enforcement. The major issues in policy enforcement are policy specification, policy 
implementation, and policy visualization. We discussed SQL extensions for speci-
fying policies and as well provided an overview of query modification. We also 
briefly discussed how policy visualization might be used to integrate multiple poli-
cies. Finally, we discussed some prototypes and products that implement discre-
tionary security. We focused mainly on relational databases systems.

There is still a lot of work to be done. For example, much work is still needed 
on role-based access control for emerging technologies such as digital libraries and 
the semantic web. We need administration policies to manage multi-party transac-
tions in a web environment. We also need biometric technologies for authenticating 
users. Digital identity is becoming an important research area especially with cloud 
systems.

Security policy enforcement is a topic that will continue to evolve as new tech-
nologies emerge. We have advanced from relational to object to multimedia to 
web-based to cloud data management systems. Each system has some unique fea-
tures that are incorporated into the security policies. Enforcing policies for the 
various systems will continue to be a major research focus. We also need to carry 
out research on the consistency and completeness of policies. Policy visualization 
may help toward this.

Policy management in the cloud is an active area of research. Our work includes 
access control as well as policy-based information sharing in the cloud. The experi-
mental systems we have developed on security policy enforcement in the cloud are 
discussed throughout this book.
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appendix D: assured 
Information Sharing Life 
Cycle

D.1 Overview
This chapter describes our approach to Assured Information Sharing (AIS). The 
research is being carried out under a MURI (Multi-university Research Initiative) 
project funded by the Air Force Office of Scientific Research (AFOSR). The main 
objective of our project is define, design, and develop an assured information-sharing 
life cycle (AISL) that realizes the DoD’s information-sharing value chain. In this 
chapter we describe the problem faced by the Department of Defense and our solu-
tion to developing an AISL system.

Daniel Wolfe (formerly of the NSA) defined AIS as a framework that “provides 
the ability to dynamically and securely share information at multiple classifica-
tion levels among U.S., allied and coalition forces.” The DoD’s vision for AIS is 
to “deliver the power of information to ensure mission success through an agile 
enterprise with freedom of maneuverability across the information environment.” 
In our current project on AIS, our objective is to help achieve this vision by defining 
an AIS life cycle and developing a framework to realize it.

The main objectives of our project are define, design, and develop an AISL that 
realizes the DoD’s information sharing value chain. To achieve this objective, we 
are developing tools and techniques that include following: (i) a comprehensive pol-
icy framework that provides support to specify and reason with a variety of policies 
including confidentiality, accountability, and trust, (ii) an event-based secure SOA 
that will support the services for AIS, (iii) a security infrastructure that will provide 
the services needed to enforce the policies for life cycle-oriented applications and 
management, (iv) techniques to exploit social networks to forge information mobil-
ity, (v) approaches for assured information integration, analysis, and quality; and 
(vi) tools for assured behavior-based incentivized information sharing.
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The organization of this appendix is as follows. In Section D.2, we discuss the 
problem. In Section D.3, we discuss the AISL framework. Incentives for information 
sharing are discussed in Section D.4. The appendix is summarized in Section D.5. 
Six universities are participating in this project. They are the University of Maryland, 
Baltimore Count, Purdue University, UTD, the University of Illinois at Urbana 
Champaign, the University of Michigan, and the University of Texas at San Antonio.

D.2 the Problem
To fight the global war on terror the DoD, federal agencies, coalition partners, 
and first responders, among others have to proactively share information and make 
effective decisions. Yet in doing so, one must protect the confidentiality of sensi-
tive information and appropriately respect the privacy of individuals. Traditional 
security policies are often based on the concept of “need to know” and are typified 
by predefined and often rigid specifications of which principals and roles are pre-
authorized to access what information. One of the recommendations of the 9/11 
commission (MARK03) was to find ways to move from this traditional perspective 
toward one that emphasizes the “need to share.” Our research to address the above 
problem will be guided by (i) DoD’s information-sharing strategy and (ii) scenarios 
that are relevant to information sharing needs of the DoD and other Government 
agencies. Information includes contextual data, metadata, and descriptions of 
architectures, resources, policies, processes, and strategies.

In May 2007, the DoD CIO published a document (DoD 2007) that articu-
lated DoD’s information-sharing strategy. The vision for information sharing is 
to “develop the power of information to ensure mission success through an agile 
enterprise with freedom of maneuverability across the information environ-
ment.” To achieve this vision, the DoD has formulated the following four goals: 
(i) “Promote, encourage and incentivize sharing,” (ii) “Achieve an extended enter-
prise,” (iii) “Strengthen the agility in order to accommodate unanticipated partners 
and events,” and (iv) “Ensure trust across organizations.” DoD has stated that the 
four information-sharing goals will be realized through five implementation strate-
gies that we address in our work.

Our initial scenario pertains to the Distributed Common Ground System 
(DCGS). To ensure the horizontal integration of joint Intelligence, Surveillance, 
and Reconnaissance (ISR), sensor platforms for improving time critical targeting, 
the DoD is developing DCGS as a global intelligence-sharing network, based on 
network centric enterprise SOA. While the Air Force is developing DCGS (with 
Raytheon Corporation as the prime contractor), the Navy is developing its version 
called DCGS-N and the Army is developing its version called DCGS-A. The three 
organizations must share information for combat operations via DCGS as well as 
with foreign intelligence services (NRC 2006). We will show how our research 
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can enable and enhance this system, and also explore other scenarios with our col-
laborators. Details of our work are given in [ISI09].

D.3 assured Information Sharing Life Cycle
AISL consists of three major phases shown in Figure D.1: (1) information discov-
ery and advertising, (2) information acquisition, release, and integration, and (3) 
information usage and control. These phases will realize the information-sharing 
value chain of (DoD 2007). During the discovery phase parties advertise the infor-
mation they own and search for relevant information. Each party in the informa-
tion landscape may thus play two main roles: information provider and information 
consumer. Information discovery and advertising entail several issues: determining 
what and to whom to advertise, supporting selective advertising, ensuring confiden-
tiality and verifying integrity, and determining incentives for information sharing. 
Information acquisition, release, and integration entails several issues: determining 
what information to release and to whom, verifying the need for the information, 
evaluating the risk and benefits in acquiring/releasing the information, and stating 
and evaluating obligations derived from information acquisition and release. In the 
usage and control phase, a key requirement is that information providers maintain 
“an awareness of where and how this information is used” (DoD 2007). This entails 
addressing several issues: controlling how information is used once it is released, 
joint administration, access control and accountability, investigating confidential-
ity and integrity breaches, and assessing the benefits derived from its use.

Figure D.1 the aISL. (t. Finin et al., assured information sharing life cycle, 
Proceedings of the IEEE Intelligence and Security Informatics Conference, Dallas, 
tX. © (2009) IEEE.)
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The AISL is a concrete embodiment of the notion of assured information sharing 
value chain in that it provides a set of services, tools, and processes collectively able 
to securely assemble the right combination of information sources and instantly 
being able to securely communicate, coordinate, and respond appropriately to the 
situation at hand. As such the AISL is highly dynamic and can rapidly react to situ-
ations but at the same time provides security guarantees. The above three phases 
are executed multiple times by several processes and for different classes of infor-
mation. Figure D.2 illustrates the various modules that will implement AISL. The 
glue consists of policies, secure semantic event-based service-oriented architecture 
(SSE-SOA) that supports web services, and a security infrastructure that supports 
the enforcement of the policies. The high-level web services include assured infor-
mation management, assured knowledge management, assured social networking, 
assured incentive management, and assured federation management.

Our goal is to get the right information to the decision maker so that he/she can 
make decisions in the midst of uncertain and unanticipated situations. We are devel-
oping tools and techniques to assess and/or quickly revalidate the information to 
be used for decision making, as well as to enhance the information about origin, 
through the use of accountability processes. By using our tools, the decision maker 
can determine the origin of the information. Such awareness may prompt for addi-
tional fast validation of information, leading to rapid search for other information 
that can confirm or invalidate the initial information. The AISL is dynamic and 
supported by information quality and provenance techniques in all its phases.

Core:
 policies

SSE-SOA
security

infrastructure

Assured
incentive

management
service

Assured
social

network
management

service

Assured
information
management

services

Assured
federation

management
service  

Assured
knowledge

management
services  

Figure D.2 Secure services. (t. Finin et al., assured information sharing life 
cycle, Proceedings of the IEEE Intelligence and Security Informatics Conference, 
Dallas, tX. © (2009) IEEE.)
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D.4 Incentives and Information Sharing
The AISL project has made many contributions to developing policies, models, and 
technologies for information sharing. One of the unique contributions that we at 
the UTD have made to this project is on incentive-based information sharing.

We have built mechanisms to give incentives to individuals/organizations for 
information sharing. Once such mechanisms are built, we can use concepts from the 
theory of contracts to determine appropriate rewards such as ranking or, in the case of 
certain foreign partners, monetary benefits. First, we explored how to leverage secure 
distributed audit logs to rank individual organizations between trustworthy partners. 
To handle situations where it is not possible to carry out auditing, we developed game 
theoretic strategies for extracting information from the partners. We conducted stud-
ies based on economic theories and integrate relevant results into incentivized AIS.

A risk in modeling complex issues of information sharing in the real world to 
formal analysis is making unrealistic assumptions. By drawing on insights from psy-
chology and related complementary decision sciences, we considered a wider range of 
behavioral hypotheses, aimed at improving the interface between the system and its 
intended users. The system built seeks to integrate numerous sources of information 
and provide a variety of quantitative output to help monitor the system’s performance, 
most importantly, sending negative alerts when the probability that information 
is being misused rises above preset thresholds. The quality of the system’s overall 
performance will ultimately depend on how human beings wind up using it. The 
field of behavioral economics emerged in recent decades, borrowing from psychology 
to build models with more empirical realism underlying fundamental assumptions 
about the way in which decision makers arrive at inferences and take actions. We aug-
mented the formal analysis of the incentivized information-sharing component of the 
system with a wider consideration of motivations, including interpersonal compari-
sons, as factors that systematically shape behavioral outcomes and, consequently, the 
performance of information-sharing systems. Our results are reported in [NIX12].

D.5 Summary and Directions
The project has made several novel contributions and they have been reported in 
[AISL]. These include security models, frameworks, architectures, information 
management, social networks, and incentives for information sharing.

In our work, we integrated the research results with the cloud to develop cloud-
based AIS systems. These systems were reported in Part VII. In addition to enhanc-
ing our systems, we plan to discuss our project with DARPA (Defense Advanced 
Research projects Organization) or IARPA (Intelligence Advanced Research Projects 
Activity) to develop real-world operational systems for AIS. The executive directive 
signed by the president of the United States in February 2013 makes Cyber Security 
and AIS among agencies, companies, and universities even more critical.
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