












Preface 

The mathematical representation and analysis of circuits, signals and noise are 
key tools for electronic engineers. These tools have changed dramatically in 
recent years but the theoretical basis remain unchanged. Nowadays, the most 
complicated circuits can be analysed quickly using computer-based simulation. 
However, good appreciation of the fundamentals on which simulation tools are 
based is essential to make the best use of them. 

In this book we address the theoretical basis of circuit analysis across a 
broad spectrum of applications encountered in today's electronic systems, es­
pecially for communications. Throughout the book we follow a mathematical-
based approach to explain the different concepts using plenty of examples to 
illustrate these concepts. 

This book is aimed at engineering and sciences students and other profes­
sionals who want solid grounding in circuit analysis. The basics covered in the 
first four chapters are suitable for first year undergraduates. The material cov­
ered in Chapters five and six is more specialist and provides a good background 
at an intermediate level, especially for those aiming to learn about electronic 
circuits and their building blocks. The last two chapters are more advanced and 
require good grounding in the concepts covered earlier in the book. These two 
chapters are suited to students in the final year of their engineering degree and 
to post-graduates. 

In the first chapter we begin by reviewing the fundamental laws and theo­
rems applicable to electrical circuits. In Chapter two we include a review of 
complex numbers, crucial for dealing with AC signals and circuits. 

The varied and complex nature of signals and electronic systems require a 
thorough understanding of the mathematical description of signals and the cir­
cuits that process them. Frequency domain circuit and signal analysis, based on 
the appUcation of Fourier techniques, are discussed in Chapter three with spe­
cial emphasis on the use of these techniques in the context of circuits. Chapter 
four then considers time domain analysis and Laplace techniques, a^ain with 
similar emphasis. 

Chapter five covers the analysis techniques used in two-port circuits and 
also covers various circuit representations and parameters. These techniques 
are important for computer-based analysis of linear electronic circuits. In this 
chapter the treatment is frequency-domain-based. 



Chapter six introduces basic electronic amplifier building blocks and de­
scribes frequency-domain-based analysis techniques for common circuits and 
circuit topologies. We deal with bipolar and field-effect transistor circuits as 
well as operational amplifiers. 

Radio-frequency and microwave circuit analysis techniques are presented 
in Chapter seven where we cover transmission lines, 5-parameters and the con­
cept and application of the Smith chart. Chapter eight discusses the mathemat­
ical representation of noise and its origins, analysis and effects in electronic 
circuits. The analysis techniques outlined in this chapter also provide the basis 
for an efficient computer-aided analysis method. 

Appendix A and B provide a synopsis of frequently used mathematical 
formulae and a review of matrix algebra. Appendix C gives a summary of 
various two-port circuit parameters and their conversion formulae. 

In writing this book we have strived to make it suitable for teaching and 
self-study. Concepts are illustrated using examples and the reader's acquired 
knowledge can be tested using the problems at the end of each chapter. The 
examples provided are worked in detail throughout the book and the problems 
are solved in the solution manual provided as a web resource. For both exam­
ples and problems we guide the reader through the solution steps to facilitate 
understanding. 

Luis Moura 
Izzat Darwazeh 
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1.1 Introduction 

1 Elementary electrical circuit analysis 

Analogue electronic circuits deal with signal processing techniques such as 
amplification and filtering of electrical and electronic^ signals. Such signals are 
voltages or currents. In order to understand how these signals can be processed 
we need to appreciate the basic relationships associated with electrical currents 
and voltages in each electrical component as well as in any combination that 
make the complete electrical circuit. We start by defining the basic electrical 
quantities - voltage and current - and by presenting the main passive electrical 
devices; resistors, capacitors and inductors. 

The fundamental tools for electrical circuit analysis - Kirchhoff's laws -
are discussed in section 1.4. Then, three very important electrical network the­
orems; Thevenin's theorem, Norton's theorem and the superposition theorem 
are presented. 

The unit system used in this book is the International System of Units (SI) 
[1]. The relevant units of this system will be mentioned as the physical quanti-
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10^ 
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1012 

Table 1.1: Powers of ten. 

1.2 Voltage and 
current 

ties are introduced. In this book detailed definition of the different units is not 
provided as this can be found in other sources, for example [2, 3], which ad­
dress the physical and electromagnetic nature of circuit elements. At this stage 
it is relevant to mention that the SI system incorporates the decimal prefix to 
relate larger and smaller units to the basic units using these prefixes to indicate 
the various powers of ten. Table 1.1 shows the powers of ten most frequently 
encountered in circuit analysis. 

By definition electrical current is the rate of flow (with time) of electrical 
charges passing a given point of an electrical circuit. This definition can be 
expressed as follows: 

dq{t) 
i{t) = 

dt 
(1.1) 

^The term 'electronic signals' is sometimes used to describe low-power signals. In this book, 
the terms 'electrical' and 'electronic' signals are used interchangeably to describe signals pro­
cessed by a circuit. 
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Figure 1.1: a) Voltage 
source driving a resistance, 
b) Hydraulic equivalent 
system. 

where i{t) represents the electrical current as a function of time represented by 
t. The unit for the current is the ampere (A). q{t) represents the quantity of 
flowing electrical charge as a function of time and its unit is the coulomb (C). 
The elementary electrical charge is the charge of the electron which is equal to 
1.6 X 10-1^ C. 

At this stage it is relevant to mention that in this chapter we represent con­
stant quantities by uppercase letters while quantities that vary with time are 
represented by the lower case. Hence, a constant electrical current is repre­
sented by / while an electrical current varying with time is represented by i{t). 

Electrical current has a a very intuitive hydraulic analogue; water flow. Fig­
ure 1.1 a) shows a voltage source which is connected to a resistance, R, creating 
a current flow, / , in this circuit. Figure 1.1b) shows an hydraulic equivalent 
system. The water pump together with the water reservoirs maintain a constant 
water pressure across the ends of the pipe. This pressure is equivalent to the 
voltage potential difference at the resistance terminals generated by the voltage 
source. The water flowing through the pipe is a consequence of the pressure 
difference. It is common sense that the narrower the pipe the greater the water 
resistance and the lower the water flow through it. Similarly, the larger the 
electrical resistance the smaller the electrical current flowing through the resis­
tance. Hence, it is clear that the equivalent to the pipe water resistance is the 
electrical resistance R. 

The electrical current, / , is related to the potential difference, or voltage V, 
and to the resistance R by Ohm's law: 

+ 
"K 

a) 

V 

b) 

Figure 1.2: Ideal voltage 
source, a) Symbols, 
b) V-I characteristic. 

I = V_ 
R 

(1.2) 

The unit for resistance is the ohm (also represented by the Greek symbol ft). 
The unit for the potential difference is the volt (or simply V)^. Ohm's law 
states that the current that flows through a resistor is inversely proportional to 
the value of that resistance and directly proportional to the voltage across the 
resistance. This law is of fundamental importance for electrical and electronic 
circuit analysis. 

Now we discuss voltage and current sources. The main purpose of each of 
these sources is to provide power and energy to the circuit to which the source 
is connected. 

1.2.1 Voltage sources 

Figure 1.2 a) shows the symbols used to represent voltage sources. The plus 
sign, the anode terminal, indicates the higher potential and the minus sign, the 
cathode terminal, indicates the lower potential. The positive flow of current 
supplied by a voltage source is from the anode, through the exterior circuit, 
such as the resistance in figure 1.1 a), to the cathode. Note that the positive 
current flow is conventionally taken to be in the opposite direction to the flow 
of electrons. An ideal constant voltage source has a voltage-current, V-I, 

Hi is common practice to use the letter V to represent the voltage, as well as its unit. This 
practice is followed in this book. 
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Figure 1.3: Practical volt­
age source, a) V-I charac­
teristic, b) Electrical model. 

characteristic like that illustrated in figure 1.2 b). From this figure we observe 
that an ideal voltage source is able to maintain a constant voltage V across its 
terminals regardless of the value of the current supplied to (positive current) or 
the current absorbed from (negative current) an electrical circuit. 

When a voltage source, such as that shown in figure 1.1 a), provides a 
constant voltage at its terminals it is called a direct current (or DC) voltage 
source. No practical DC voltage source is able to maintain the same voltage 
across its terminals when the current increases. A typical V-I characteristic 
of a practical voltage source is as shown in figure 1.3 a). From this figure 
we observe that as the current / increases up to a value Ix the voltage drops 
from Vs to Vx in a linear manner. A practical voltage source can be modelled 
according to the circuit of figure 1.3 b) which consists of an ideal voltage source 
and a resistance Rg whose value is given by: 

Rs = (1.3) 

This resistance is called the 'source output resistance'. Examples of DC volt­
age sources are the batteries used in radios, in cellular phones and automobiles. 

An alternating (AC) voltage source provides a time varying voltage at its 
terminals which is usually described by a sine function as follows: 

Vs{t) Vs sin(cjt) (1.4) 

where Vs is the amplitude and uj is the angular frequency in radians per second. 
An ideal AC voltage source has a V-I characteristic similar to that of the ideal 
DC voltage source in the sense that it is able to maintain the AC voltage regard­
less of the amount of current supplied or absorbed from a circuit. In practice 
AC voltage sources have a non-zero output resistance. An example of an AC 
voltage source is the domestic mains supply. 

Example 1.2.1 Determine the output resistance of a voltage source with Vs 
12 V, Vx = 11.2 V and 4 = 34 A. 

Solution: The output resistance is calculated according to: 

R = ^ ^ - ^ ^ 

= 0.024 Q 

= 24mn 

1.2.2 Current sources 
Figure 1.4 a) shows the symbol for the ideal current source^. The arrow indi­
cates the positive flow of the current. Figure 1.4 b) shows the current-voltage. 

^Although the symbol of a current source is shown with its tenninals in an open-circuit situa­
tion, the practical operation of a current source requires an electrical path between its terminals or 
the output voltage will become infinite. 
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b) 
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Figure 1.4 : Ideal current 
source, a) Symbol, b) I-V 
characteristic. 
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Figure 1.5: Practical cur­
rent source, a) I-V charac­
teristic, b) Equivalent 
circ ̂uit. 

I-V, characteristic of an ideal current source. From this figure it is clear that an 
ideal current source is able to provide a given current regardless of the voltage 
at its terminals. Practical current sources have an I-V characteristic like that 
represented in figure 1.5 a). As the voltage across the current source increases 
up to a value Vx the current tends to decrease in a linear fashion. Figure 1.5 b) 
shows the equivalent circuit for a practical current source including a resistance 
Rs which is once again called the 'source output resistance'. The value of this 
resistance is: 

Rs 
Vx 

I. 
(1.5) 

Examples of simple current sources are difficult to provide at this stage. Most 
current sources are implemented using active devices such as transistors. Ac­
tive devices are studied in detail in Chapter 6 where it is shown that, for ex­
ample, the field-effect transistor, in specific configurations, displays current 
source behaviour. 

Example 1.2.2 Determine the output resistance of a current source whose out­
put current falls from 2 A to 1.99 A when its output voltage increases from 0 
to 100 V. 

Solution: The output resistance is calculated according to: 

Its 

10^ Q 

lOkfi 

Power supplied by a source 

As mentioned previously, the main purpose of a voltage or current source is to 
provide power to a circuit. The instantaneous power delivered by either source 
is given by the product of the current supplied with the voltage at its terminals, 
that is. 

Ps{t) = V{t)i{t) (1.6) 

The unit for power is the watt (W) when the voltage is expressed in volts (V) 
and the current is expressed in amperes (A). If the voltage and current are 
constant then eqn 1.6 can be written as: 

VI (1.7) 

Often it is of interest to calculate the average power, PAVS »supplied by a source 
during a period of time T. This average power can be calculated by the suc­
cessive addition of all values of the instantaneous power, ps {t), during the time 
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interval T and then dividing the outcome by the time interval T. That is, PAVS 

can be calculated as follows" :̂ 

PAY. ^ T / ^^^^ "̂̂ ^ 

^-j^ v{t)i{t)dt (1.8) 

Ps{t) (mW) 

60 L 

where to is a chosen instant of time. For a periodic signal (voltage or current) 
T is usually chosen as the period of the signal. 

Example 1.2.3 A 12 volt DC source supplies a transistor circuit with periodic 
current of the form; i{t) = 3 + 2 cos(27r lOOt) mA. Plot the instantaneous 
power and the average power supplied by this source in the time period 0 < 

/ t < 0.01 s. 

/ p^y^ Solution: The instantaneous power is calculated using eqn 1.6: 

\ / ps{t) = 12x [3 + 2cos(2 7rl00t)]10-^ 

^ = 3 6 + 24 cos(2 TT1001) (mW) 

t (ms) jj^jg jg plotted in figure 1.6. The average power is calculated according to eqn 
1.8: 

Figure 1.6: Instantaneous 

and average power. p^^^ ^ J^ T ' 11 x\i + 2cos(2 i^imDWO-^ dt 
1 /*U.Ui 

= jTTTj- / 12 X [3 + 2cos(2 7^100t)]10" 

= 100 X 12 X 10"^ 

= 36 mW 

2 ""̂ -̂ ^ 

'*+27100 ^̂ "('"̂ °°*) 

Note that the same average power will be obtained if eqn 1.8 is applied over 
any time interval T as long as T is a multiple of the period of the waveform. 

1.3 Electrical The main passive electrical elements are the resistor, the capacitor and the in­
ductor. For each of these elements we study the voltage-current relationship 
and we also present hydraulic analogies as suggested by Wilmshurst [4]. passive 

elements 
1.3.1 Resistance and conductance 
The resistance^ has been presented in the previous section. Ohm's law relates 
the voltage at the terminals of a resistor with the current which flows through 
it according to eqn 1.2. The hydraulic analogue for a resistance has also been 
presented above in figure 1.1. It is worth mentioning that if the voltage varies 

^Recall that the integral operation is basically an addition operation. 
^Strictly speaking, the suffix -or designates the name of the element (like resistor) while the 

suffix -ance designates the element property (like resistance). Often these two are used inter­
changeably. 
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*w = f 

Figure 1.7: Voltage and cur­
rent in a resistance. 

with time then the current varies with time in exactly the same manner, as 
illustrated in figure 1.7. Therefore, the resistance appears as a scaling factor 
which relates the amplitude of the two electrical quantities; current and voltage. 
So, we can generalise eqn 1.2 as follows: 

i{t) = 
R 

and 

v{t) = Ri{t) 

Figure 1.7 illustrates this concept. 

(1.9) 

(1.10) 

Example 1.3.1 Consider a current i{t) = 0.5 sm{ut) A flowing through a 
resistor of 10 f2. Determine an expression for the voltage across the resistor. 

Solution: Using eqn 1.10 we obtain the voltage v{t) as 

v{t) Ri{t) 

5 sm{u;t) V 

Often it is useful to express Ohm's law as follows: 

I = GV (1.11) 

where G = R~^ is known as the 'conductance'. The unit of the conductance 
is the siemen (S) and is equal to (1 ohm )~^. 

A resistance dissipates power and generates heat. When a resistance is 
driven by a DC source this power dissipation, PR, is given by: 

PR = VI (1.12) 

where V represents the voltage across the resistance terminals and / is the 
current that flows through it. Using Ohm's law we can express eqn 1.12 as 
follows: 

PR RI^ 

Yl 
R 

(1.13) 

(1.14) 

These two eqns (1.13 and 1.14) appear to be contradictory in terms of the role 
the resistance plays in determining the level of power dissipation. Does the 
dissipated power increase with increasing the resistance (eqn 1.13) or does it 
decrease (eqn 1.14)? The answer to this question relates to the way we view 
the circuit and to what quantity we measure across the resistor. Let us consider 
the case where a resistor is connected across the terminals of an ideal voltage 
source. Here, the stimulus is the voltage that results in a current through the 
resistor. In this situation the larger the resistance the smaller the current is and. 
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according to eqn 1.12, there is less power dissipation in the resistance. Note 
that, in the extreme situation of i? —> oo the resistance behaves as an open 
circuit (the current is zero) and there is no power dissipation. On the other 
hand, if the resistance is driven by an ideal current source, then the voltage 
across the resistor is the resulting effect. Hence, the larger the resistance, the 
larger the voltage developed across its terminals and, according to eqn 1.12, 
the power dissipation increases. 

For time-varying sources the instantaneous power dissipated in a resistor 
is given by: 

PR{t) = V{t)i{t) (1.15) 

= Rf{t) (1.16) 

R 
(1.17) 

where v{t) represents the voltage across the resistance and i{t) is the current 
that flows through it. The average power dissipated in a period of time T can 
be expressed as follows: 

R r 
to-\-T 

2 i^{t)dt (1.19) 

- ^ r ^'(^)dt (1.20) 
«/ to 

where to is a chosen instant of time. When the resistor is driven by a periodic 
signal, T is normally chosen to be its period. 

Example 1.3.2 An AC voltage v{t) = A sm{u;t), with A = lOV, is applied 

to a resistance R = 50fl. Determine the average power dissipated. 

Solution: According to eqn 1.20 we can write: 

PAV^ = YRI ^A^'''^{^t)dt 

1 — cos{2 Lot) 

T R Jo 

0 
2 /"T 

• — 1 . 1 1 . ' ^ I / • . i l l 1 . 1 

dt 

VI 1 r 
t — -— ^m{2 ujt) 

2UJ n 

2TR 

Since the period of the AC waveform is T = 27r/c(;, the last eqn can be written 

as: 

1 V? 
PAY. = ^ ^ (1-21) 

= 1 W 
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Figure 1.8: The capacitor. 
a) In an electrical circuit. 
b) Hydraulic analogue. 

1.3.2 Capacitance 
Figure 1.8 a) shows a capacitor connected to a voltage source. A capacitor is 
usually implemented using two metal plates separated by an insulator. This 
means that the capacitor does not allow the passage of direct current. How­
ever, when a voltage is applied across the terminals of an uncharged capacitor 
electronic charge can be added to one of the metal plates and removed from 
the other. This charge is proportional to the applied voltage and defines the 
capacitance according to the following eqn: 

q{t) =Cv{t) (1.22) 

where C is the capacitance and v{t) is the voltage applied across its terminals. 
The capacitance can be seen to have the ability to accumulate charge. The unit 
for the capacitance is the farad (F) when, in eqn 1.22, v{t) is expressed in volts 
and q{t) is expressed in coulombs. In other words, a capacitor of one farad will 
store one coulomb of charge if a potential difference of one volt exists across 
its plates. From eqns 1.1 and 1.22 we can relate the current through a capacitor 
with the voltage across its terminals according to the following eqn: 

i{t) = C 
dv{t) 

dt 
(1.23) 

Figure 1.8 b) shows a hydraulic analogue for the capacitor which is an elas­
tic membrane covering the section of a water pipe. In this analogy the voltage 
becomes the water pressure, the capacitor becomes the membrane elasticity, 
and the charge becomes the water volume displaced by the membrane. Let us 
consider that there is water on both sides of the elastic membrane. This mem­
brane does not allow the direct crossing of water between the two sides of the 
pipe. However, if there is a pulsed increase of the water pressure in one side 
of the membrane, as illustrated in fig 1.8 b), the stretching of this membrane 
causes an effective travelling of the pulse from one side of the membrane to the 
other (with no water passing through the membrane!). This process is concep­
tually similar to the flow of charges (current) in the metal plates of a capacitor. 
Note that if there is too much pressure on the membrane it will eventually 
breakdown and the same can happen to a capacitor if too much voltage is ap­
plied to it. 

Integrating eqn 1.23 we obtain an expression for the voltage in terms of the 
current, that is: 

v{t) = ^ / ' * ' dt + Vcc (1.24) 

where Vco represents the initial voltage across the terminals of the capacitor at 
t = 0. 

Unlike the resistor the capacitor does not dissipate any power. In fact be­
cause this circuit element is able to accumulate charge on its metal plates it 
stores energy. To illustrate this we return to the hydraulic analogue; if two 
shutters are inserted across each side of the pipe in order to stop the stretched 
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membrane relaxing to its original state this is equivalent to the disconnection 
of a charged capacitor from the circuit. The energy stored in a capacitor can be 
written as 

Ec = \CV^ (joule) 

where V is the voltage across the capacitor terminals. 

(1.25) 

Inductance 

Water flow I ^f'"'''^^ 

• Water pressure 

b) 

Figure 1.9: The inductance. 
a) In an electrical circuit. 
b) Hydraulic analogue. 

1.3.3 Inductance 
Figure 1.9 a) shows an inductor connected to a current source. The inductor 
is usually formed by a coil of a metal wire. The passage of current, i{t), in a 
metal wire induces a magnetic flux which in turn (according to Faraday's law) 
results in a voltage, v{t), developing across the terminals, such that: 

v{t) 
di{t) 

dt 
(1.26) 

where L is the inductance of the wire. The unit for the inductance is the henry 
(H) when, in eqn 1.26, v{t) is expressed in volts and the current rate of change, 
di{t)/dt, is expressed in amperes per second. Thus, an inductance of one henry 
will have a potential difference of one volt across its terminals when the current 
passing through it is changing at a rate of one ampere per second. Figure 
1.9 b) shows a hydraulic analogue for the inductor which consists of paddles 
connected to a flywheel. In this analogy the voltage becomes the water pressure 
and the current becomes the rate of water flow. The inductance becomes the 
flywheel moment of inertia. The flywheel requires water pressure to change 
the speed of the paddles which, in turn, change the rate of the water flow. 
In figure 1.9 b) we illustrate the situation where the application of a pulse of 
water pressure causes an increase in the speed of the water flow which will 
be maintained constant by the flywheel inertia until a different level of water 
pressure is applied. In electrical terms this means that the voltage difference at 
the terminals of an inductor is proportional to the rate of variation of the current 
that flows through it. 

Integrating eqn 1.26 we obtain an expression for the current that flows in 
the inductor in terms of the voltage at its terminals, that is: 

i{() = li'"'" dt + Iio (1.27) 

where Iio represents the initial current in the inductor at t = 0. 
Like the capacitor, the inductor does not dissipate energy and is capable of 

storing energy. However, the energy is now stored in terms of the magnetic 
flux created by the current. This energy can be written as 

EL 
1 

Lr (joule) (1.28) 

where I is the current through the inductor. 
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1.4 Kirchhoff's 
laws 

Figure 1.10: Kirchhoff's 
current law. a) Illustration 
of the current law. b) Equiv­
alent representation. 

Figure 1.11: 
application 
law. 

Circuit for the 
of the current 

Kirchhoff's laws provide the basis of all circuit analysis techniques as long as 
such circuits can be described by lumped elements such as resistors, capaci­
tors, etc. There are two Kirchhoff's laws: the current law and the voltage law. 
These two laws are quite simple in terms of concept. However, the application 
of these laws requires careful attention to the algebraic sign conventions of the 
current and voltage. 

The current law 

The current law states that the sum of currents entering a node is equal to 
the sum of the currents leaving the node. A node is a point at which two or 
more electrical elements have a common connection. Figure 1.10 a) shows an 
example of a node where the currents h and I2 are entering the node while the 
current Is is leaving the node. According to the current law, we can write: 

which can also be expressed as: 

/ l + /2 + {-h) = 0 

This is equivalent to reversing the direction of the current Is, as shown in figure 
1.10 b). Hence, the current law can also be stated as follows: the sum of all 
currents flowing into a node, taking into account their algebraic signs, is zero. 

Example 1.4.1 Consider the circuit of figure 1.11. Determine the currents / i , 
I2 and 73. 

Solution: From figure 1.11 we can write the following eqns for nodes X, Y 
and Z, respectively: 

6 + 7 + J i = 3 + 4 + 5 

3 + 4 = I2 

5 + /2 = h 

Solving to obtain / i , I2 and Is we obtain: 

/ i = - 1 A 

I2 = 7 A 

Is = 12 A 

Note that the current / i is negative which means that the direction of the current 
is the opposite of that shown in the figure. 

The voltage law 

The voltage law states that the sum of all voltages around any closed electrical 
loop, taking into account polarities^, is zero. Figure 1.12 shows a circuit with 

^In this book we use curved arrows to indicate the potential difference between two points in a 
circuit, with the arrow head pointing to the lower potential. 
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Figure 1.12: Kirchhoff's 
voltage law. 
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Figure 1.13: Circuit for the 
application of the voltage 
law. 

two closed loops. By applying the voltage law we can write the following 
equations for loop 1 and loop 2, respectively: 

VR{t)+VL{t)-Vs{t) = 0 

Vc{t)-VR{t) = 0 

It should be noted that since the connections of the elements are assumed as 
ideal (zero resistance), voltage differences are observed only across the various 
elements. Hence, for example, node z is, from an electrical point-of-view, the 
same at the low end of the voltage source and at the low-end of the inductor. 

Example 1.4.2 Consider the circuit of figure 1.13. Determine the voltages Vi 
and 1̂2 • 

Solution: From figure 1.13 and starting from point x we can apply the 
voltage law to the upper and lower loop, respectively, as indicated below: 

1/2 + 5 - 2 = 0 

2 -f Vi - 6 = 0 

Solving we get: 

1/2 = - 3 V 

Vi = AY 

We observe that V2 is negative meaning that the polarity of the voltage drop is 
opposite to that chosen originally. 

1.4.1 Series and parallel combinations of passive elements 

Two connected elements are said to be in series if the same current flows 
through each and in parallel if they share the same voltage across their termi­
nals. We study now the series and parallel combinations of resistors, capacitors 
and inductors. 

Resistance 

Figure 1.14 a) shows two resistors in a series connection. These two resistors 
can be replaced by a resistor with an equivalent resistance, Req, as shown in 
figure 1.14 b). Hence, Req must draw the same amount of current / as the 
series combination. Applying Kirchhoff's voltage law to the circuit of figure 
1.14 a) we obtain: 

-Vs^Vi + V2 = 0 (1.29) 

that is 

K V1 + V2 (1.30) 
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Figure 1.14: a) Series com­
bination of two resistors, 
b) Equivalent resistance. 

Figure 1.15: a) Parallel 
combination of two resis­
tors, b) Equivalent resis­
tance (conductance). 

Since the current that flows through both resistors is the same we can write the 
last eqn as follows: 

Vs = R1I + R2I 

= {Ri+R2)I 

Applying Ohm's law to the circuit of figure 1.14 b) we obtain: 

Vs 

therefore 

= Req I 

R. eq Ri + R2 

(1.31) 

(1.32) 

(1.33) 

It can be shown (see problem 1.4) that the above can be generalised for the 
series combination of N resistors as follows: 

JV 

R, eg Ê ^ (1.34) 
k=i 

that is, the equivalent resistance is obtained by the addition of all resistances 
that make the series connection. 

Figure 1.15 a) shows two resistors in SL parallel connection. Each resistor 
Rk can be expressed as a conductance Gk = R^^. Applying Kirchhoff's 
current law to the circuit of figure 1.15 a) we obtain: 

= h+h (1.35) 

Since the voltage across each conductance is the same we can write the last eqn 
as follows: 

7, = G^V + G2V 

= (Gi + G2)F 

Applying Ohm's law to the circuit of figure 1.15 b) we obtain: 

Is 

so that 

Geq = Gl + G2 

- GegV 

(1.36) 

(1.37) 

(1.38) 

It can be shown (see problem 1.5) that this result can be generalised for the 
parallel combination of N resistors as follows: 

N 

= Ê ^ (1.39) 
k=i 

that is, the equivalent conductance is the addition of each conductance that 
composes the parallel connection. 
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The equivalent resistance, R^q, for the parallel combination of two resist­
ances can be obtained by re-writing eqn 1.38 as follows: 

1 

R. eq 

or, 

•^eq — 

1 1 
Rl i?2 

-Ri R2 

Rl + R2 

(1.40) 

(1.41) 

Often, we use the notation 11 to indicate the parallel connection of resistances, 
that is, i?i I |i?2 means Ri in parallel with R2. 

i{t) 

( _Jvs{t) :0^Mmi^ 

Figure 1.16: a) Series com­
bination of two capacitors, 
b) Equivalent capacitor 

Example 1.4.3 Consider two resistances i?i = 3 k^ and R2 = 200 ft. 

1. Determine the equivalent resistance, R^q, for the series connection of Ri 
andi?2. 

2. Determine the equivalent resistance, Req, for the parallel connection of 
Rl andi?2-

Solution: 

1. According to eqn 1.33 the equivalent resistance is Req = 3.2 kf̂ . 

2. According to eqn 1.41 the equivalent resistance is Req = 188 Q. 

It should be remembered that for the series connection of resistances the equiv­
alent resistance is larger than the largest resistance in the series chain whilst for 
the parallel connection the equivalent resistance is smaller than the smallest re­
sistance in the connection. 

Capacitance 

Figure 1.16 a) shows two capacitors in a series connection. These can be re­
placed by a capacitor with an equivalent capacitance, Ceq, as shown in figure 
1.16 b). Applying Kirchhoff's voltage law to the circuit of figure 1.16 a) we 
obtain: 

Vs{t) Vl{t) + V2{t) (1.42) 

Since the current that flows through both capacitors is the same then, according 
to eqn 1.24, we can rewrite the above eqn as follows: 

Vsit) = ^ [ i{t)dt+^ [ i{t)dt 
^1 Jo ^2 Jo 
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Here we assume that the initial voltage across each capacitor is zero. Applying 
eqn 1.24 to the capacitor of the circuit of figure 1.16 b) we obtain: 

From eqns 1.44 and 1.43 we conclude that 

Vs{t) = -^ [ i{t)dt (1.44) 
^eq Jo 

7 ^ = 7^ + 7^ (1-45) 
Ueq Oi 0 2 

that is: 

Ci C2 .. .^. 
^ - = cTTc; ^'•''^ 

It can be shown (see problem 1.7) that eqn 1.45 can be generalised for the 
series combination of N capacitors as follows: 

^^ k=l '^ 

Figure 1.17 a) shows two capacitors in di parallel connection. Applying 
Kirchhoff's current law to the circuit of figure 1.17 a) we obtain: 

is{t) = ii{t)+i2{t) (1.48) 

Since the voltage across each capacitor is the same then, using eqn 1.23, we 
can write the above eqn as follows: 

= (^1 + ^ 2 ) ^ (1.49) 

Applying eqn 1.23 to the capacitor of the circuit of figure 1.15 b) we obtain: 

Figure 1.17: a) Parallel ..^. ^ ^^ dv{t) ^^ ̂ ^^ 
combination of two capaci- * ^^ dt 
tors, b) Equivalent capaci-
tor 

Ceq = C1+C2 (1.51) 

It can be shown (see problem 1.8) that the above eqn can be generalised for the 
parallel combination of N capacitors as follows: 

AT 

Ceq = J2Ck (1.52) 
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Figure 1.18: a) Series com­
bination of two inductors, 
b) Equivalent inductor 

Example 1.4.4 Consider two capacitances Ci = 0.3 /JF and C2 = I /^F. 

1. Determine the equivalent capacitance, Ceq, for the series connection of 
Ci andC2. 

2. Determine the equivalent capacitance, Ceq, for the parallel connection 
of Ci andC2. 

Solution: 

1. According to eqn 1.46 the equivalent capacitance is Ceq = 0.2 /xF 

2. According to eqn 1.51 the equivalent capacitance is Ceq = 1.3 /xF 

It should be noted that, for capacitors, the series connection results in a de­
creased value for the equivalent capacitance while the parallel connection re­
sults in an increased value for the equivalent capacitance. 

Inductance 

Figure 1.18 a) shows two inductors^ in a series connection. These two induc­
tors can be replaced by a single inductor with an equivalent inductance, Leq, 
as shown in figure 1.18b). Applying Kirchhoff's voltage law to the circuit of 
figure 1.18 a) we obtain: 

Vs{t) Vl{t)+V2{t) (1.53) 

Since the current that flows through both inductors is the same then, according 
to eqn 1.26, we can rewrite the last eqn as follows: 

di{t) 
= (L1 + L2) 

dt 
(1.54) 

Applying eqn 1.26 to the equivalent inductor in figure 1.14 b) we obtain: 

Vsit) = ^eq^^ 

Comparing this eqn with eqn 1.54 we conclude that 

Leq = Li + L2 

(1.55) 

(1.56) 

It can be shown (see problem 1.10) that the last eqn can be generalised for the 
series combination of N inductors as follows: 

^eq 

N 

fc=l 

(1.57) 

^We assume the inductors to be uncoupled, that is they are sufficiently far apart or mounted in 
such a way so that their magnetic fluxes do not interact. 
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Figure 1.19: a) Parallel 
combination of two induc­
tors, b) Equivalent inductor 

Figure 1.19 a) shows two inductors in a parallel connection. Applying 
Kirchhoff's current law to the circuit of figure 1.19 a) we obtain: 

is{t) = zi( t)+i2(t) (1.58) 

Since the voltage across each inductor is the same, we can apply eqn 1.27 to 
eqn 1.58 as follows: 

is{t) = — I v{t)dt^— I v{t)dt 
^l Jo ^2 Jo 

where we assume that the initial current in each inductor is zero. Applying eqn 
1.27 to the equivalent inductor of figure 1.15 b) we obtain: 

is{t) h- f v{t) 
^eq Jo 

dt 

Comparing the last eqn with eqn 1.59 we conclude that 

1 

^eq 

1 1 
Li L2 

(1.60) 

(1.61) 

The equivalent inductance, Lgg, for the parallel combination of two induc­
tances can be obtained from eqn 1.61 as follows: 

(1.62) 

It can be shown (see problem 1.11) that the above eqn can be generalised for 
the parallel combination of N inductors as follows: 

1 ^ 1 

— = Y — 
Leq t^, Lk 

(1.63) 

Example 1.4.5 Consider two inductances Li = 1.5 mH and 1/2 = 1 mH. 

1. Determine the equivalent inductance, Leg, for the series connection of 
Li andL2. 

2. Determine the equivalent capacitance, Leg, for the parallel connection of 
Li andL2. 

Solution: 

1. According to eqn 1.56 the equivalent inductance is Ceq = 2.5 mH. 

2. According to eqn 1.62 the equivalent inductance is Ceq = 0.6 mH. 

It is interesting to note that like resistors (but unlike capacitors) the series con­
nection of inductors increases the value of the equivalent inductance while the 
parallel connection decreases it. 
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1.4.2 Other types of circuit element connections 

Circuit elements can be connected in combinations which are neither parallel 
nor series. For example, take the circuit of figure 1.20 a) for which we want 
to determine the equivalent resistance, Req, between terminals A and B. In 

A 

B 

Ri 

R4 > 

90 

^ 8 0 Q 

flOOi 

30 Q 

100 Q 

Figure 1.20: a) Resistive circuit, b) Calculation of the equivalent resistance, Req, by applying a test voltage 
source, Vt. c) Calculation of the equivalent resistance, Req, by applying a test current source. It. 

this circuit there is not a single combination of two resistances which share the 
same current through or the same voltage across their terminals and, therefore, 
there is not a single parallel or series connection. This means that we cannot 
directly apply the rules discussed previously, for parallel and series connections 
of resistances, to determine Req. However, the calculation of the equivalent 
resistance can be done by applying a test voltage source, Vt, to the terminals 
of the circuit as shown in figure 1.20 b). Then, we determine the current It 
supplied by this source. Finally, by calculating the ratio Vt/h we can find the 
equivalent resistance, Req, effectively applying Ohm's law. Alternatively, we 
can apply a test current source, It, to the circuit as illustrated in figure 1.20 c). 
Again, by calculating the ratio Vt/h we obtain Req. In general, this procedure 
can be applied to any circuit. 

Example 1.4.6 Determine the equivalent resistance, Req, of the circuit of fig-
1/3 ure 1.20 between terminals A and B. 

Solution: We apply a test voltage source to the circuit as shown in figure 1.21. 
Figure 1.21: Calculation of jj^j^ figure also shows the definition of the voltages across and currents through 
^e^- each resistance. Applying Kirchhoff's current law we can write: 

h^^h + h 

h = h + h 

h = l2 + h 

(1.64) 
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and applying Kirchhoff's voltage law we can write 

Vt = Vi + V4 

Vt = V2 + V3 

These two sets of eqns can be rewritten as: 

' - f e + l 

rii 1x4 it^ 

ris ri2 ^5 

Vt = V^ + Vi 

Vt = V2 + F3 

Solving, to obtain Vt/h = Reg, we get: 

(1.65) 

(1.66) 

Yi 
It 

i?2-R5(^l + -R4) + -Rl-R2(-R3 + -R4) 

+ 

R2{R5 -\- Rs -\- R4) H~ RbiR^ + i?i + R3) + Ri{Rs + -R4) 

ii3i?4(i?2 + i?5) + RlRsiRA: + ^5) 
R2{R5 + ^3 + -^4) + R^{R4, H- i?i + i^a) -h Ri{R3 4- i?4) 
49.5 0 

1.4.3 Electrical network analysis - Nodal analysis 
There are various electrical analysis methods, all derived from Kirchhoff's 
laws, to analyse electrical circuits. One of most effective and computation­
ally efficient is the Nodal analysis method. Therefore, we now illustrate the 
application of this method to resistive electrical networks. 

Figure 1.22 a) shows a circuit for which we want to determine the current 
I A' Since the resistance i?2 is short-circuited the voltage across this resistance 
is zero and, according to Ohm's law, the current that flows through R2 is zero. 
Hence, the circuit of figure 1.22 a) can be replaced by its equivalent represented 
in figure 1.22 b). First, we indicate the voltages at each node. These voltages 
indicate the potential difference between the node being considered and a ref­
erence node which can be chosen arbitrarily. This node is traditionally called 
'node zero' (0) or the 'ground terminal' and is often chosen as the node with 
the highest number of attached electrical elements. For this circuit there are 
three nodes (X, Y, Z) plus the reference node zero, as shown in figure 1.22 b). 
Then, we consider, in an arbitrary manner, the current direction in each branch. 
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IA=^ 

Ri 

r->m-
(100 Q) 

(7V) 

1x4 

(300 n)' 

R3 

(1.6 k^) 

R2 
(4k^) 

a) 

IY 
(10 mA) 

R5 
(Ik^) 

T/ ^ 1 

V̂x 

/̂  = /. 

vv 

•mh—i 

0 

b) 

Figure 1.22: aj Resistive electrical network, b) Equivalent circuit. 
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Vy 

Figure 1.23: Expressing the 
current across Ri in terms 
of{Vx-VY)/Ri. 

as indicated in figure 1.22 b). The current that flows through each resistance 
can be expressed, according to Ohm's law, as the ratio of the voltage across 
that resistance and the resistance value. Figure 1.23 illustrates this procedure 
for the current / i that flows through i?i; since the voltages Vx and Vy have 
been defined, referenced to ground, then by applying Kirchhoff's voltage law 
we can express the voltage across i?i, Vi, as the difference between Vx and 
VY' Hence we can write: 

VX-VY 

Ri 
(1.67) 

Applying this technique to the remaining currents, as defined in the circuit of 
figure 1.22 b), we can write: 

h 

h 

h 

VZ-VY 

Rs 

R4 

-R5 

Applying Kirchhoff's current law to nodes Y and Z we can write: 

h+W+h = h 
ly + h + h = 0 

These two eqns can be expressed, using eqns 1.67-1.70, as follows: 

VX-VY ^ . ^ VZ-VY 

+ IY + Ri R3 

VY_ 

i t4 

Y _ VY VZ 

(1.68) 

(1.69) 

(1.70) 

(1.71) 

(1.72) 

(1.73) 

(1.74) 
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Note that the only two unknown quantities are VY and V^. Solving the last two 
eqns in order to obtain Vy and Vz we get: 

VY = R^ ^^^"^ "̂  IYRSRI + VxRs ^^^^^ 
-R3-R4 H" R4R5 H~ -R1-R4 + RiRs -\- -R1-R5 

= 5.6 V 
y — n R4:Vx - R^Rdv - IYRSRI .. ^^s 

-R3-R4 "I" R4R5 ~\~ -R1-R4 + -R1-R3 + -R1-R5 
= -4.0 V 

Since / ^ = /s , eqn 1.68 gives us I A = —6 mA. 

1.4.4 Resistive voltage and current dividers 
Resistive voltage and current dividers are simple yet very important circuits 
which allow us to obtain fractions of a source voltage or current, respectively. 
In addition, these circuits play a major role in the calculation of voltage and 
current gains in electronic amplifier analysis. 

Resistive voltage divider 

Figure 1.24 a) shows the resistive voltage divider formed by resistances i?i and 
i?2- For this circuit we observe that the current flowing through i?i and R2 is 
the same. Hence, we can write: 

Vs - Vo Vo 
Ri R2 

Solving this eqn in order to obtain Vo we get: 

(1.77) 

Figure 1.24: a) Resistive Vo = Vs — (1.78) 
voltage divider b) Resistive ^1 "̂  ^2 
current divider We observe that if Ri = R2 then Vo = 0.5 Fg. Also, if Ri » R2 then Vo 

tends to zero. On the other hand, if Ri « R2 then Vo tends to Vg. 

Resistive current divider 

Figure 1.24 b) shows the resistive current divider formed by resistances i?i and 
i?2. For this circuit the voltage across each resistor is the same. Hence, we can 
write the following set of eqns: 

V V 
^s = ^ + ^ (1-79) 

-txi K2 

h = ^ (1.80) 

Rearranging, we obtain lo'. 

We can conclude that if Ri = R2 then lo = 0.5 Ig. Also, if i?i > > R2 then 
lo tends to /«. On the other hand, if i?i < < R2 then lo tends to zero. 
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Figure 1.25: a) Voltage-
controlled voltage source, 
b) Voltage-controlled cur­
rent source. c) Current-
controlled voltage source, 
d) Current-controlled cur­
rent source. 

Ri (2kQ) /2 

(1 mA) 
(Gm = 40 mA/V) 

Figure 1.26: Circuit con­
taining a voltage-controlled 
current source. 

1.4.5 Controlled sources 
The voltage and the current sources presented in section 1.2 are called indepen­
dent sources. Other types can be controlled by either a voltage or current exist­
ing elsewhere in the circuit. These controlled (or dependent) sources are often 
used to model the gain of transistors operating in their linear region and also to 
model the gain of linear electronic amplifiers, as will be discussed in Chapter 
6. There are four types of controlled sources, drawn as diamond shapes, as 
illustrated in figure 1.25. 

• Voltage-controlled voltage sources: the output of the source is a voltage, 
Vo, and the quantity that controls it is also a voltage, Vi. Ay is the ratio 
Vo/Vi and is called the 'voltage gain' of the source. Ay is dimensionless; 

• Voltage-controlled current sources: the output of the source is a current, 
lo, but the quantity that controls it is a voltage, Vi. Gm is the ratio lo/Vi 
and is called the 'transconductance gain' of the source. The dimension 
of Gm is the siemen; 

• Current-controlled voltage sources: the output of the source is a voltage, 
Vo, but the controlling quantity is a current li. Rm is the ratio Vo/U and 
is called the 'transresistance gain' of the source. The dimension of Rm 
is the ohm; 

• Current-controlled current sources: the output of the source is a current, 
lo, and the controlling quantity is also a current, 7 .̂ Ai is the ratio lo/U 
and is called the 'current gain' of the source. Ai is dimensionless. 

It is important to note that the output characteristics of each of the dependent 
sources is exactly the same as those of its corresponding independent source 
(see figures 1.2 b) and 1.4 b)) but with / and V values being controlled by a 
quantity occurring somewhere else in the circuit. 

Example 1.4.7 Consider the circuit of figure 1.26 containing a voltage-control­
led current source. Determine the voltage across the resistance R2. 

Solution: According to Kirchhoff's current law the current that flows through 
i?2 is the sum of Is with the current supplied by the voltage-controlled current 
source, Gm Vi, that is: 

I2 = Is^GmVi 

Since Vi = i?i Is we can write the last eqn as follows: 

h = Is{l + GmRi) 

Finally; 

V2 = i?2 ^2 

= R2ls{l + GmRl) 
- 81 V 
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1.5 Thevenin's 
theorem 

X 
Electrical 

Network 

Figure 1.27: a) Generic 
DC electrical network, b) 
Thevenin equivalent circuit. 

Thevenin's theorem states that any two-terminal electrical network, such as that 
depicted in figure 1.27 a) consisting of resistances and independent sources 
(voltage or current or both) can be replaced by an equivalent ideal voltage 
source in series with an equivalent resistance, as shown in figure 1.27 b). The 
value of the equivalent voltage source, Vr/i, known as the Thevenin voltage, 
is the open-circuit voltage at the output terminals. Rrh is the Thevenin resist­
ance 'looking into' the terminals of the network when all independent voltage 
sources are replaced by short-circuits and all independent current sources are 
replaced by open-circuits. 

Example 1.5.1 Determine the Thevenin equivalent circuit for the circuit of 
figure 1.28 a) where the two terminals to be considered are X and Y. 

Solution: The calculation of the Thevenin voltage can be performed by analysis 
of the circuit of figure 1.28 b). Note that Vrh is equal to VA- We can write the 
following set of eqns: 

Ir = h+h 
Vs = 

h = 

VB-VA 

h 

These can be rewritten as follows: 

it2 R\ 

R3 

VB 

VB-VA 
VC-VB 

Ri 

(30 n) (7 V) 

Rs «2 

Rrh 
^ = = I — A W — , 

y^ I (49.5 n) 

(1.1 V) 

X 

d) 

Figure 1.28: a) Electrical network, b) Calculation of the Thevenin voltage, c) Calculation of the Thevenin 
resistance, d) Thevenin equivalent circuit. 

Solving, in order to obtain the voltages VA, VB and Vc we get: 

Ir R2 ~ Vs 
VA = R3 

R3 + Ri + R2 
1.1 V 

(1.82) 
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1.6 Norton's 
theorem 

VB 

Vc 

IrR2R3 + RlVs + R2Vs 
R3 -h i?i H- R2 

8.1 V 

R 
i?3 + i?l + i?2 

(1.83) 

(1.84) 

8.6 V 

Since the Thevenin voltage is the voltage across points X and Y it is the same 
as VA, that is, Vrh — 1.1 V. The calculation of the Thevenin equivalent resis­
tance can be carried out by analysing the circuit of figure 1.28 c) where it can 
be seen that the voltage source, V ,̂ has been replaced by a short-circuit and the 
current source, /^, has been replaced by an open-circuit. The calculation of the 
Thevenin resistance can be calculated by applying a test voltage, Vt, between 
terminals X and Y, the terminals where the resistance is to be determined. The 
ratio between Vt and the current supplied by this test voltage source, It, is the 
required resistance. Applying Kirchhoff's current law to the circuit of figure 
1.28 c) we can write: 

It = Ii+h (1.85) 

From this figure we can also observe that the voltage Vt is applied to R^ and 
also to the series combination of Ri and i?2. Hence we can write: 

Vt 

Ri + R2 R3 + 

Solving for Vt/It we obtain: 

Rrh = 
RsiRi -^ R2) 
Ri -^ R2 -^ Rs 
49.5 0 

(1.86) 

(1.87) 

It should be noted that this resistance could also be calculated by close inspec­
tion of figure 1.28 c) after recognising that the resistance RTH is the parallel 
combination of Rs with the series combination of Ri and R2. 

Norton's theorem states that any two-terminal electrical network, such as that 
depicted in figure 1.29 a) consisting of resistances and independent sources 
(voltage or current or both) can be replaced by an equivalent independent cur­
rent source in parallel with an equivalent resistance, as shown in figure 1.29 b). 
The value of the current source is the current flowing from XtoY when X 
to Y are short-circuited. The equivalent resistance (Norton resistance), R^t 
is the resistance 'looking into' the terminals of the network when the indepen­
dent voltage sources are replaced by short-circuits and the independent cur­
rent sources are replaced by open-circuits. Norton's theorem is the dual of 
Thevenin's since the equivalent voltage source, Vrh, is replaced by an equiva­
lent current source, Ij\ft, and the series resistance, RTH, is replaced by a parallel 
resistance, Risft. 
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Electrical 

Network 

X 

Y 
• 

a) 

X 

^Rm 

b) 

Figure 1.29: a) Generic 
electrical network, b) Nor­
ton equivalent circuit. 

Figure 1.30: a) Equivalent 
circuit for the calculation 
of the short-circuit current 
^Nt = h- b) Norton equiv­
alent circuit. 

Example 1.6.1 Determine the Norton equivalent circuit for the circuit of figure 
1.28 a) where the two terminals to be considered are X and Y. 

Solution: The calculation of the Norton short-circuit current, iNt^ can be per­
formed by analysing the circuit of figure 1.30 a) for which we can write the 
following set of eqns: 

INI = h 
Ir = h+h 

VB = Vs 

(1.88) 

(1.89) 

(1.90) 

Note that since Rs is short-circuited, the voltage across its terminals is zero 
and there is no current flowing through this resistance. Eqn 1.89 can be written 
as follows: 

(1.91) 

ince VB 

olving in 

Ir 

= Vs we have that: 

Ir 

order to obtain Vc 

Vc = 

= 

VC-VB 

Ri 

Vc-Vs 

Ri 

we can write: 

Ri R2 J 

Rl + i?2 
7.7 V 

1̂ 

-1 
J?2 

Rl -\- R2 
K 

(1.92) 

(1.93) 

The Norton equivalent short-circuit current is, 

VC-VB 
iNt — 

Rl 
= 0.023 A 

(1.94) 

The Norton equivalent resistance is determined in a fashion similar to that used 
to calculate the Thevenin resistance in example 1.5.1. Consequently, the Nor­
ton equivalent circuit for the circuit of 1.28 a) is as shown in figure 1.30 b). 

It is useful to note the straightforward equivalence between the Thevenin 
and Norton theorems. If, for example, the Thevenin equivalent circuit is known 
then the equivalent Norton circuit can be obtained as shown in figures 1.31 a) 
and 1.31b), that is: 

iNt = 
VTH 

RTH 

RNI — RTH 

(1.95) 

(1.96) 
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d) 

Figure 1.31: a) Thevenin circuit, b) Equivalent Norton circuit, c) Norton circuit, d) Equivalent Thevenin 
circuit. 

1.7 Super­
position 
theorem 

On the other hand, if the Norton equivalent circuit is known then the Thevenin 
equivalent circuit can be obtained as shown in figures 1.31 c) and 1.31 d), that 
is: 

Vrh — INI RNI 

RTH = RNI 

(1.97) 

(1.98) 

It is left to the reader to prove these equivalences. 
We emphasise that the discussion of Thevenin and Norton theorems pre­

sented above applies to circuit networks containing only independent sources 
(voltage and current). However, there are algebraic techniques which allow us 
to obtain Thevenin and Norton equivalent circuits when the networks include 
dependent sources [5]. 

The superposition theorem is of considerable importance since it can provide 
useful insight into the relative contribution of a given independent source to 
the current flowing through or the voltage across a given circuit element. The 
superposition theorem also plays a major role in the frequency domain circuit 
analysis, discussed in Chapter 3, and in the noise analysis of linear electronic 
circuits presented in Chapter 8. 

The superposition theorem applies to linear circuits and it can be stated 
as follows: "In a network containing several current and/or voltage sources, 
the voltage across (or the current flowing through) any circuit element can be 
obtained from the algebraic sum of the voltages (currents) caused by each in­
dependent source considered individually with all other independent voltage 
sources considered as short-circuits and all other independent current sources 
considered as open-circuits". As stated above, the superposition theorem does 
not allow for the substitution of controlled voltage sources and controlled cur­
rent sources by short-circuits and open-circuits, respectively. In this respect the 
superposition theorem applies only to independent sources^. 

Example 1.7.1 Apply the superposition theorem to determine the equivalent 
Thevenin voltage of the circuit of figure 1.28 a) where the two terminals to be 

^Using mathematical manipulation techniques it possible to apply the superposition theorem to 
dependent sources [5]. 
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Figure 1.32: Application of 
the superposition theorem to 
the circuit of figure 1.28 a). 
a) The contribution from Vg. 
b) The contribution from Ir. 
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considered are the X and Y terminals. 

Solution: Figure 1.32 a) shows the equivalent circuit for the calculation of the 
contribution of Vg to the Thevenin voltage across the terminals X and Y. Note 
that the positive current supplied by the voltage source flows as indicated in 
this figure. Since all resistances are in series the current can be determined, 
according to Ohm's law, as follows: 

33.3 mA 

The contribution to the Thevenin voltage is the voltage across Rs and can be 
expressed as follows: 

VTH. -IRs 
Ki?3 

= -2 .7 V 

Figure 1.32 b) shows the equivalent circuit derived to calculate the contribu­
tion of Ir to the Thevenin voltage. The current that flows through Rs can be 
calculated using the current divider concept. Hence, since i?2 is in a series 
connection with Rs we can write: 

h = Ir 
R2 

i?l + i?2 + Rs 
= 47.6 mA 

and this contribution to the Thevenin voltage, the voltage across Rs, can be 
expressed as follows: 

VTH, = hRs 
^2 Rs 

Ri + R2 + Rs 

= 3.8 V 

Adding Vrha ^^^ "^Thb we obtain the Thevenin voltage as: 

VTH = 1.1 V 
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each independent source in a clear manner. While the contribution of Vg to the 
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1. K.C.A. Smith and R.E. Alley, Electrical Circuits, an Introduction, 1992 
(Cambridge University Press). 

2. J.D. Kraus, Electromagnetics with applications, 1999 (McGraw-Hill) 
5th edition. 



1. Elementary electrical circuit analysis 11 

3. A. J. Compton, Basic Electromagnetism and its Applications, 1990 (Chap­
man and Hall). 

4. T.H. Wilmshurst, Analog Circuit Techniques, with Digital Interfacing, 
2001 (Newnes). 

5. A.M. Davies, Some fundamental topics in introductory circuit analysis: 
A critique, IEEE Transactions on Education, Aug. 2000, Vol. 43, No. 3, 
pp. 330-335. 

1 . 9 P r o b l e m s l . l A voltage v{t) = lO sin(2 TT100 t+7r /4) volts is applied across the termi­
nals of a 1 fjF capacitor. Sketch the current through the capacitor as a function 
of time from t = Oiot = 20 ms. 

1.2 A current i{t) = 20 cos(2 n 50001) mA flows through a 3 mH inductor. 
Sketch the voltage across the inductor as a function of time from t = 0 to 
t = 500 /iS. 

1.3 Find the current through and the voltage across each resistance for the 
circuits of figure 1.33. Take Vi = 2 V, F2 = 3 V, Ji = 0.2 A and I2 = 0.5 A. 

I 100 Q I 

Vi V2 

D 170 n 

b) 

70 (̂  

Ri 160 n ' 

330 n Ro 

60 n 

Figure 1.33: Circuits of problem 1.3. 

1.4 Show that the equivalent resistance for the series combination of Â  resist­
ances is given by eqn 1.34. 
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1.5 Show that the equivalent conductance for the parallel combination of Â  
resistances satisfies eqn 1.39. 

1.6 For each circuit of figure 1.34 determine the equivalent resistance and 
conductance between points A and B. 

R2 
60 n 

R3 
] 70 Q 1 

^^Ri 160 Q ^ ; 

^ : 3 3 0 Q i ? 3 ^ ^ 

80 Q 

Ri 100 n 

-AW-
170 n 

Figure 1.34: Circuits of problem 1.6, 

1.7 Show that the equivalent capacitance for the series combination of Â  
capacitances satisfies eqn 1.47. 

1.8 Show that the equivalent capacitance for the parallel combination of N 
capacitances satisfies eqn 1.52. 

1.9 For each circuit of figure 1.35 determine the equivalent capacitance be­
tween points A and B. 

1.10 Show that the equivalent inductance for the series combination of N 
inductors is given by eqn 1.57. 

1.11 Show that the equivalent inductance for the parallel combination of N 
inductors satisfies eqn 1.63. 
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1 /̂ F 3 /JF 6 /XF 

Ci Ci Cs 

a) 

T'* 

2 /iF I 2 /iF 17 ^iF 

\cs I ^ 2 ' I ^' 

I 3 ^ F TTi^F 

_L 
C3 , 4 / i F 

* 5 

b) 

Figure 1.35: Circuits of problem 1.9. 

Figure 1.36: Circuits of problem 1.12. 

1.12 For each circuit of figure 1.36 determine the equivalent inductance be­
tween points A and B. 

1.13 For each circuit of figure 1.37 determine the voltage across and the cur­
rent through RQ. 

0.1 AJ 

Figure 1.37: Circuits of problem 1.13. 

1.14 For each circuit of figure 1.38 determine the voltage across and the cur­
rent through i?i. 

1.15 For the circuits b) and c) of figure 1.38 determine the Thevenin equiva­
lent circuits at points A and B. 
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^) c) 

Figure 1.38: Circuits of problems 1.14, 1.15 and 1.16. 

1.16 For the circuits b) and c) of figure 1.38 determine the Norton equivalent 
circuits at points A and B. 

1.17 For the circuits of figure 1.39 determine the voltage across and the cur­
rent through i?3. Use values of Ai = 12, Gm = 0.5 S, Ay = 10 and 
Rm = 40 n. 

b) 

Rml 

Figure 1.39: Circuits of problem 1.17. 

1.18 Apply the superposition theorem to the circuits of figure 1.40 to deter­
mine the voltage across and the current through R2. Gm = 0.9 S, Ay = 10. 
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GmVc 

120 Q 

O'"' ilson 

Figure 1.40: Circuits of problem 1.18. 



2 Complex numbers: An introduction 

2.1 Introduction 

2.2 Definition 

i~r v^i 
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Zl 

X 
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axis 

Complex numbers play a major role in alternating current (AC) circuit analysis 
through the use of the phasor concept and associated analysis. This simplifies 
the analysis of circuits by representing voltage and current quantities in terms 
of magnitude and phase. Phasor analysis is also the foundation of frequency 
domain signal analysis and is used extensively in the remaining chapters of this 
book. 

Phasors are basically a convenient representation of complex numbers. In 
this chapter we introduce complex numbers and the different ways of repre­
senting them. Following this introduction, we define complex numbers. In 
section 2.3 we describe the elementary algebraic operations for these types of 
numbers. Then, in section 2.4 we discuss the polar representation of complex 
numbers and in section 2.5 we introduce the exponential representation which 
is basically the phasor representation. Finally, in section 2.6, we present the 
calculation of powers and roots of complex numbers. 

Real numbers can be integers (e.g. —1,0, +2), fractional numbers (e.g. —1/2, 
1/3,5/6) and irrational numbers (e.g. VS, IT). We can represent all real num­
bers on a single axis, the so-called real axis as illustrated in figure 2.1 a). 

Complex numbers are quantities which are represented in a plane as shown 
in figure 2.1 b). This plane is called the 'complex plane' and it is defined by two 
orthogonal axes, X and Y; the real axis and the imaginary axis\ respectively. 
The representation of the complex plane using two orthogonal axes is also 
called the Argand diagram. Every complex number, z, can be defined by a pair 
of real numbers (or pair of coordinates), x and y, which identify the position 
of z in the complex plane: 

z = {x,y) (2.1) 

Figure 2.1: a) The real axis, 
b) The complex plane. 

In eqn 2.1 x is called the 'real part' of the complex number while y is called 
the 'imaginary part' of the complex number. In figure 2.1 b) we illustrate the 
representation of the complex numbers zi = (1,2) and Z2 = (—A/3 ,4 /3 ) . It 
should be noted that all real numbers can be represented as complex numbers 
where the y coordinate is zero and they have the general form (x, 0). 

^The imaginary axis is also represented here by jY. 
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j Y I Imaginary axis 

Real axis 

1 X 

a) 

jYJImaginary axis 

i^ X 1 = - 1 

Figure 2.2: a) The number 1 
multiplied by j . b) The num­
ber {j X 1) multiplied by j . 

jY^ 

jy\ 

Imaginary axis 

z = X + j y 

\ 
\ Real axis 

X 

y ^ 

Figure 2.3: Representation 
ofz = x-\-jy. 

jy 

p^'" 

! 
i / = - i 

X.̂  

1 Imaginary axis 

1 '\ 
'i Real axis 

)l X 

pi 

Figure 2.4: Multiplication 
by - J . 

The complex number j 

The complex number j is introduced here as an 'operator' so that when a num­
ber is multipHed by j the outcome is that number rotated by 90 degrees (7r/2 
radians) counter-clockwise in the complex plane. Let us consider the number 
1 multiplied by j . According to the definition of j , the multiplication of 1 by 
j results in a 90 degrees counter-clockwise rotation of this number in the com­
plex plane, as shown in figure 2.2 a). If we multiply (j x 1) by j again there is 
another 90 degrees counter-clockwise rotation, as shown in figure 2.2 b). From 
this figure we arrive at the central definition of the complex number j \ 

-1 (2.2) 

which means that j — v — 1. Note that j is a complex number located on the 
imaginary axis, that is, its real part is zero. This is expected since real numbers 
do not encompass square roots of negative numbers. Complex numbers located 
on the imaginary axis (with zero real part) are usually referred to as 'imaginary 
numbers'. 

The introduction of the j number allows the representation of complex 
numbers, which were formerly represented as z = (x, y), as shown below: 

z=x^jy (2.3) 

This is called the Cartesian (or rectangular) representation of complex num­
bers. We emphasise that the representation of complex numbers given by eqn 
2.3 is equivalent to the representation of complex numbers given by eqn 2.1. 
In fact, eqn 2.3 indicates that the complex number z is the addition of a real 
number x and an imaginary number j y, the latter results from the 90 degrees 
counter-clockwise rotation of the real number y as illustrated by figure 2.3. 
Also, note that the imaginary axis, j Y, can be seen as the counter-clockwise 
90 degrees rotation of the real axis, X. 

Example 2.2.1 Show that the multiplication of a number by {—j) is equivalent 
to the rotation of this number by 90 degrees in the clockwise direction. 

Solution: We illustrate the operation mentioned above using the number 1. 
Thus, 1 X (—j) can be written as j x (—1) which, in turn, can be expressed, 
according to eqn 2.2, as (1 x j ) x (j^). Hence the multiplication by j three times 
corresponds to the rotation by 270 degrees counter-clockwise in the complex 
plane. This is equivalent to rotating by 90 degrees clockwise, as shown in 
figure 2.4. 

Equality of two complex numbers 

Two complex numbers zi = xi -\- jyi and Z2 = X2+ j 2/2 are said to be equal 
when both their real and imaginary parts are equal, that is: 

_ J Real (zi) = Real (zi) i.e. xi = X2 
^̂  ~ ^̂  \ Imag (zi) = Imag (zi) i.e. 2/1 = ^2 

(2.4) 
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where Real (zi) indicates the real part of zi and Imag (2:1) indicates the imag­
inary part of zi. 

2.3 Elementary We discuss now the addition, subtraction, multiplication and division of com-

algebra pî ^̂ ^̂ ^̂ ^̂ -
2.3.1 Addition 

The addition of two complex numbers zi = xi -\- j yi and Z2 = X2 -\- j 2/2 
results in a third complex number zs = xs -\- j 2/3 whose real part, xs, is the 
sum of the real parts of zi and Z2 and its imaginary part, 2/3, is the sum of the 
imaginary parts of zi and Z2. Hence we can write: 

jYi 

J2 

j 

-J 

Imaginary axis 

Zi 

^ V 2 .^3'' 

Z2 

X 

5 Real 
axis 

Figure 2.5: Addition ofzi = 
3 + jf 2 and Z2 = 2 — j . 

that is: 

Z3 = Zi-i- Z2 

= {xi +^2 )+ j (2 / i +2/2) 

X3 = Xi-\- X2 

2/3 = 2/1+ 2/2 

(2.5) 

(2.6) 

(2.7) 

It is possible to represent the addition of two complex numbers on the Argand 
diagram. Figure 2.5 illustrates the addition of zi = 3 + j 2 with Z2 = 2 — j 
which is equal to Z3 = 5 + j 1. Note that the addition of these two numbers 
is similar to the addition of two vectors, each is defined by one of the complex 
numbers, using the parallelogram rule. 

2.3.2 Subtraction 

The subtraction of two complex numbers zi = xi + j 2/1 and Z2 = 0:2 -h j 2/2 
results in a complex number Z3 = X3 + j 2/3. xs is the subtraction of the real 
parts of zi and Z2 and 2/3 is the subtraction of the imaginary parts of zi and Z2. 
Thus, we can write: 

jYi 
J 3 

. ' /2 

''<^j 

-2 

-j 

I Imaginary axis 

.r.^3 

/ ŷ ^̂  

^ ^ 2 3 

Z2 

X 

Real 
axis 

Figure 2.6: Subtraction of 
Z2 = 2-j from zi = 3 + i 2. 

that is: 

Z3 = Zi - Z2 

= (xi -X2)-\-j{yi -2/2) 

2̂ 3 = Xi - X2 

2/3 = 2 / 1 - 2/2 

(2.8) 

(2.9) 
(2.10) 

Figure 2.6 illustrates the subtraction of Z2 = 2 — j from zi = 3 + j 2 which 
is equal to Z3 = 1 + j 3. In order to be able to apply the parallelogram rule we 
first need to represent the vector defined by (—Z2) in the Argand plane. Then, 
we can add zi with (-Z2) as described above. Note that (-Z2) = p Z2 can be 
represented in the Argand diagram by rotating Z2 by 180 degrees. 
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2.3.3 Multiplication 

We discuss now the multiplication of complex numbers where we distinguish 
between three situations: multiplication of a complex number by a real number, 
multiplication of a complex number by an imaginary number and multiplica­
tion of a complex number by another complex number. 

Multiplication by a real number 

The multiplication of a complex number zi = xi -\- j yi by a real number 
Z2 = X2 results in a complex number z^ = xs-\- j ys whose real part, xs, is the 
multiplication of the real part of zi with X2 and its imaginary part, ys, is the 
multiplication of the imaginary part of zi with X2. Hence we can write: 

^ • ^ ^ 

i2 

j 

Imaginary axis 

y ^,** 
^ x ^ ' ^ i 

y ^ Zi X 

2 4 Real 
axis 

2:3 = Zi X Z2 

= {xi X2) ^ j {yi X2) 

that is: 

a:iX2 

yiX2 

(2.11) 

(2.12) 

(2.13) 

Figure 2.7 illustrates the multiplication of zi = 2 + j with Z2 = 2 which is 
equal to zs = 4 -\- j 2. This multiplication is similar to scaling the magnitude 

Figure 2.7: Multiplication of of the vector defined by zi by an amount given by X2. 
z\ = 2 + j with Z2 = 2. 

Multiplication by an imaginary number 

The multiplication of a complex number zi = xi -\- j yi by an imaginary 
number Z2 = j y2 results in a complex number zs = xs-{- j 2/3: 

Z3 

Z3 

- 2 

JY 

J4 

Vi2 
V 

' Imaginary axis 

90'' 

^Z2 

(7r/2) 

^"\ 

X 

2 Real 
axis 

Figure 2.8: Multiplication of 
z\ = 2 + j with Z2 = j 2. 

that is: 

Zi X Z2 

^1 j 2/2 + f 2/1 2/2 

(-2/12/2)+i (3:12/2) (recall that j2 - -1 ) (2.14) 

X3 = 

2/3 = 

-yi2/2 

a:i2/2 

(2.15) 

(2.16) 

Figure 2.8 illustrates the multiplication of zi = 2 + j with Z2 = j2 which is 
equal to Z3 = — 2 + j 4. This multiplication is effectively a 90 degrees rotation 
of the vector defined by zi followed by a scaling of this vector by an amount 
given by \y2\ = 2. The 90 degrees rotation of the vector defined by zi is 
counter clockwise if 2/2 > 0. If 2/2 < 0 the 90 degrees rotation of this vector is 
clockwise. 
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Multiplication by a complex number 

The multiplication of a complex number zi = xi -\- j yi by another complex 
number Z2 = X2-\- j 2/2 results in a different complex number Z3 = X3 + j 2/3. 
The result is clearly the combination of the two multiplication cases considered 
above. In other words it is addition of the multiplication of a complex number 
by a real number and the multiplication of a complex number by an imaginary 
number, zs can be calculated as follows: 

Z3 = 

that is 

= Zi X Z2 

= {xi + j y i ) X {x2-\-jy2) 

= Xi X2 + Xi j 2/2 4- j Vl X2 + f Vl 2/2 

= (^1 X2 - Vl 2/2) + j {xi y2 + yi X2) 

xs = xxX2- y\ 2/2 

2/3 = a:i 2/2 + X2 2/1 

(2.17) 

(2.18) 

(2.19) 

For example the multiplication of 2:1 = 2 + j by 22 = 2 + j 2 is 

23 = (2 + j ) x ( 2 + i 2 ) 

= 4 + i 4 + j 2 + j22 

= 2 + j 6 

4 

- 3 

^2 

3Y\ 
i2 

jV2 

-iv^ 
- i2 

' Imaginary axis 

X 

1 Real 
axis 

^1 

Figure 2.9: Complex num­
bers and their conjugates. 

Complex conjugate 

Two complex numbers are said to be the conjugate of each other when they 
have the same real part but have imaginary parts of opposite sign. For example, 
the complex conjugate of zi = 1 H- j 2 is 1 — j 2 and the complex conjugate 
of Z2 = -S- jV2 is —3-\-j y/2 as illustrated by figure 2.9. It is common 
to represent the complex conjugate of z by 2:*. It is interesting to note the 
following results which apply to complex conjugates: 

• The addition of a complex number, z, to its conjugate is a real number 
equal to twice the real part of z. 

z-i-z* = {x-^jy)-\-{x-j y) 

= 2x (2.20) 

The subtraction of a complex number, z, from its conjugate is an imagi­
nary number equal to twice the imaginary part of z. 

z - z* = {x-\-jy)-{x-j y) 

(2.21) 

• The multiplication of a complex number, z, with its conjugate is a real 
number equal to the addition of the squares of its real part and imaginary 
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part. 

z X z* = {x + jy)x{x-j y) 

= x^-xjy + jyx^- {jy){-jy) 

= x^ - f y'^ (recall that f = -1 ) 

- x'-{-y') 

= x^^y^ (2.22) 

2.3.4 Division 

The division of a complex number zi = xi + j yi by a complex number Z2 = 
^2 + J2/2 results in another complex number zs = xs -\- j ys- In order to 
calculate zs we use the fact that a complex number multiplied by its conjugate 
is a real number (see also eqn 2.22). zs = 2:1/̂ 2 can then be calculated as 
follows: 

zi 
Zs = — 

Z2 

= ^x4 
Z2 Zl 

^ (^1 + j yi){x2 - j y2) 

{x2+jy2){x2 -jy2) 

Using eqn 2.22 we can write eqn 2.23 as follows: 

(2.23) 

{xi-h J yi){x2 - J y2) .^ ^ . . 
Zs = 2~^—2 (2.24) 

^2 + 2/2 
Expanding the numerator we obtain: 

Zs = 
xi X2 - j y2 xi + j yi X2 - f yi y2 

xl^yl 
xi x2-\- yiy2 , . yi ^2 - y2 ^1 ,^ ^^ . 

2 , 2 ^ ^ 2 I 2 ( ^ • ^ ^ ) 
-^2 I ^ 2 ^ 2 I 2/2 

X3 = o - — 9 — (2-26) 

that is 

2/3 = 2 ^ 2 (2-27) 
^2 + 2/2 

For example, the division of 3 + j 4 by 1 — j 2 can be calculated as follows: 

3 + i 4 

X1X2 + 

^2 + 
2/1^2 -

2/12/2 

2/1 

2:3 
1 - J 2 

l-j2 "" l+j2 

1 + 4 
-l+j2 
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2.3.5 Complex equations 

The solution of complex equations involves the calculation of two unknown 
quantities; the real part and the imaginary part. For example, let us solve the 
following complex equation: 

3z = 4 z * + 9 + 5 j (2.28) 

If we expand z into its components x and j y, the last eqn can be written as 
follows: 

3 x + j 3 ? / - 4 x - 4 j i / + 9 + 5 j (2.29) 

Grouping the real parts and the imaginary parts we have: 

(3x - 4x - 9) + j (3y + 42/ - 5) = 0 (2.30) 

Both real and imaginary parts must each be equal to zero: 

3 x - 4 x - 9 = 0 

32/-h42/-5 = 0 

that is 

y = i 

(2.31) 

(2.32) 

2.3.6 Quadratic equations 

Quadratic equations have the general form: 

ax'^ + bx + c = 0 (2.33) 

where a, b, and c are real numbers and x is the unknown variable which is to 
be determined. This eqn has two solutions which can be expressed as follows: 

. = - ^ ^ v ^ ^ " ^ ^ (2.34) 
2a 

The solutions are real numbers if 6̂  — 4 a c > 0. However, when &̂  — 4 a c < 0 
the square root of a negative number is required. Using complex numbers the 
solutions can be written as follows: 

- b d : ^ - ( - b 2 + 4ac) 

2a 

-b±y/p{4ac-b'^) 
(2.35) 

2a 

where now we have 4 a c — 6̂  > 0. Therefore, the last eqn can be written as 

-b± A / ^ V 4 a c - b ' ^ 
X = 

2a 
-b ± j y/Aac-b'^ 

„ (2.36) 
2a 
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Equation 2.36 indicates that when 6̂  — 4 a c < 0 the two solutions for this 
quadratic eqn are complex numbers. It should also be noted that these are 
complex conjugates. 

Example 2.3.1 

1. 3z^ + 

2. 3 z 2 -

Solution: 

1. We have 
solutions 

Solve the 

Z + 5 - C 

3 z - 6 = 

a = 3, 6 = 
are compl( 

following quadratic 

) 

0 

l , c = 
x̂ and % 

Zl 

Z2 

5, and 6̂  -
;iven by eqn 

eqns: 

4 a c — 
2.36: 

1 . ^ 5 9 

1 

~ ~ 6 ~ 
. \ /59 

-59. Therefore the two 

Now we have a = 3, 6 = —3, c = —6, and 6̂  — 4 a c = 81. Therefore 
the two solutions are real and given by eqn 2.34 

zi = - 1 

Z2 = 2 

2.4 Polar repre­
sentation 

Y 

y ' 

' Imaginary axis 

r ^^^ 

^^,^'9 

Z 

X 

V Real 
axis 

So far the representation of a complex number z, has used a Cartesian (or 
rectangular) representation where a complex number is identified by its coor­
dinates on the real and the imaginary axes using one of the following notations: 
z = (x^y) = X -\- jy. This representation is illustrated again in figure 2.10. A 
complex number also defines a vector represented by its length, r, and by the 
angle, 0, of the vector with the real axis. When z is represented by r and 0 (usu­
ally written as z = rZO) it is said to be represented by its 'polar coordinates'. 
The length of the vector, r, is often called the 'modulus', \z\, or magnitude 
of the complex number z. The angle 6 is usually called the 'argument' of z. 
When z is represented in its Cartesian form (z = x-\-jy) the modulus of z can 
be determined from Pythagoras's theorem: 

\z\ = r \ / x 2 + ^ (2.37) 

F' 7)0' r t ' d ^^^^ ^̂ ^̂  1̂1 ^^^ ^^^^ ^^ obtained as follows (see also eqn 2.22) 
polar representations for 

complex numbers. 
= y/z X (2.38) 

The argument of z, 9, can be determined using the following trigonometric 
relationship: 

tan(l9) = -
X 

that is: 

= tan' -•(I) 

(2.39) 

(2.40) 
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Example 2.4.1 Represent z = 5-\- j y/S in polar coordinates 

Solution: From eqn 2.37, r is the magnitude of z; 

r = V25 + 3 = \/28 

and from 2.40 

e = tan-^ I ^ j = 0.3 rad 

Thus z = \/28 Z0.3 rad. 

Conversion between polar and Cartesian 

Using basic trigonometry, a complex number in polar form, z = rZ6, can be 
converted to Cartesian form, z = (x^y) = x -\- j y, as follows: 

x = r cos((9) (2.41) 

y = r sin((9) (2.42) 

Example 2.4.2 Represent z = 3 Zn/A rad in rectangular coordinates 

Solution: According to eqns 2.41 and 2.42 z can be written as: 

z = 3 cos (j) + j 3 sin (j) = 2.1 + j 2.1 

2.4.1 Multiplication and division 

The polar representation is very attractive since it considerably simplifies the 
multiplication and division of complex numbers. To multiply two complex 
numbers in the polar form we multiply the moduli and we add the arguments, 
that is, if we want to multiply zi = riZ6i with Z2 = ^2/^2 we obtain a 
complex number zs = r^ZOs where: 

zs = ri X r2Z{ei ^ 62) (2.43) 

that is 

r^ = n X r2 (2.44) 

Os = 61+62 (2.45) 

For example, the multiplication of zi = 2.3 Z2.3 rad with Z2 — 4.0 Z0.4 rad 
is equal to zz = 9.2 Z2.7 rad. 
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The division of two complex numbers represented in the polar form is done 
by dividing the moduli and subtracting the arguments, that is, dividing zi = 
riZOi by Z2 = r2/^2 gives a complex number Z3 = rsZ^s where: 

zs = -Z{ei-e2) (2.46) 

that is 

rs = - (2.47) 

193 = 61-62 (2.48) 

For example, the division of zi = 2.3 Z2.3 rad by Z2 = 4.0 Z0.4 rad is equal 
iozs = 0.6/1.9 rad. 

It is worth mentioning that to add or subtract two complex numbers ex­
pressed in polar form it is necessary to convert them first to a Cartesian (rect­
angular) form. The addition or the subtraction can then be effected as described 
in section 2.3. The result can, of course, be converted back to a polar represen­
tation. 

Example 2.4.3 Determine the result of the addition of zi = 4.2 Z7r/9 with 
Z2 = 1.5Z-37r/4. 

Solution: According to eqns 2.41 and 2.42 zi and Z2 can be written as follows: 

zi = 3.9+ j 1.4 

Z2 = -1 .1 - j 1.1 

Hence zi-\-Z2 = 2.8 + j 0.3 = 2.82 ZO.ll rad. 

2.5 The The exponential form of a complex number is similar to the polar represen-
PYnonPTi t i ^ l t^tion discussed above. In order to obtain this exponential form we start by 

^ expanding cos(^) and sin(^) in Maclaurin series (see appendix A) we have 

/32 M D2n 

cosW = l - ^ + ^ + --- + ( - l ) " ^ + --- (2.49) 
form 

Now, cos(^) + j sm{6) can be written as 

The series can be written as 

k=0 
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Recognising eqn 2.52 as the Maclaurin series of exp(j 6) we arrive at Euler's 
formula: 

ê '̂  = cos(l9)+jsin((9) (2.53) 

Using eqns 2.41, 2.42 and 2.53 we can write a complex number z = r Z6 as 

z = r cos{6) -\- jr sm{0) 

= r [cos{9) + j sin(^)] 

= re^^ (2.54) 

One advantage of the exponential representation of complex numbers is its 
simplicity. This exponential form is also called the 'phasor representation' of 
complex numbers and it plays a major role in the representation of signals and 
systems in the frequency domain as discussed in the next chapter. 

It is interesting to note that setting 9 = 7r/2 and 9 = —7r/2 in eqn 2.53 we 
get the useful relationships: 

j = e '̂5 (2.55) 

-j = e-^^ (2.56) 

Example 2.5.1 Determine the exponential form of z = (3 + j 5) ^. 

Solution: According to eqns 2.37, 2.40 and 2.54, z can be written as follows: 

1 
^ ~ 3 + j 5 

1 
v/32 + 52 gj tan-i (5/3) 

1 

_}_ e - j i 0 3 

2.5.1 Trigonometric functions and the exponential form 

It is possible to express the trigonometric functions using the exponential rep­
resentation of complex numbers. Let us consider a complex number with r = 1 
and its complex conjugate in the exponential form: 

e^^ = cos{9)-\-j sin{9) (2.57) 

e-^^ = cos{-9) + j sm{-9) 

= cos(<9) - j sm{9) (2.58) 
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2.6 Powers and 
roots 

2 cos{0) 

PJ^ + e -jO 

Adding eqn 2.57 to eqn 2.58 we obtain: 

e^' + e-^' --

that is: 

C0S(l9) : 

On the other hand if we subtract eqn 2.58 from eqn 2.57 we obtain: 

eJ^-e-^^ = 2jsin((9) 

that is: 

JO -^-jo 
sin(l9) --

It is a trivial matter to show that: 

(2.59) 

2 j 

tan(l9) = -
1 e JO , 

j e^o ^ g -jO 

(2.60) 

(2.61) 

A very useful theorem for the calculation of the powers and roots of complex 
numbers is De Moivre's theorem which states that: 

[cos(6>) + j sin(l9)]'' = cos(n 9) -f j sin(n 9) 

Therefore, a complex number z^ can be written as: 

z^ = (re^-^)" 

= r^ cos(n(9)+jr^ sm{n9) 

(2.62) 

(2.63) 

(2.64) 

(2.65) 

These eqns are valid for all real values of n. This means that De Moivre's for­
mula allows us to calculate the powers and roots of complex numbers. How­
ever, we must bear in mind that there is usually more than one solution when 
finding the roots of a complex number. 

Powers of a complex number 

The calculation of the powers of a complex number results from the straight­
forward application of eqn 2.64 or 2.65. For example, the calculation of the 
cube of z = Se-̂ /̂"^ is: 

= 27 cos(37r/4) + j 27 sin(37r/4) 

The powers of complex numbers have many uses in obtaining trigonometric 
identities, as the following example illustrates. 
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Example 2.6.1 Express sin(2(/)) in terms of cos((/)) and of sin((/>) 

Solution: From eqn 2.57 we can write 

e^'2^ = cos(2(/>)+jsin(2(/)) 

therefore, sm{2(t)) can be expressed as: 

sm{2(l)) = Imag [e-̂ '̂ ]̂ 

= Imag [(e-^'^)^] 

= Imag [(cos((/>) + j sin((/>))^] 

= Imag [cos((/))^ + 2 j cos((/>) sin((/>) — sin(</>)̂  

= 2 cos((/>) sin((/)) 

(2.66) 

(2.67) 

- 2 ^ 3 ' ' 

- i ; 

2:4'> 

J>"' 

_;. 

-j 

^ Imaginary axis 

A27r/5\ 

\ ' ;1 Real 
\ ' axis 

\ / ' 

Figure 
^̂  = 1, 

2.11: Solutions of 

n roots of unity 

We consider now the solution of z^ = 1 which is equivalent to determining 
the n-roots of the number 1 in the complex plane. Note that 1 can be seen as a 
complex number with modulus one and argument zero. Other arguments with 
multiples of 27r (±27r, =b47r, ±67r, etc.) are also valid since the addition (or the 
subtraction) of 27r to the argument of a complex number does not change its 
position in the complex plane or change its value. Therefore, z'^ = 1 can be 
expressed as follows: 

^n ^ e^2^^^ AT G { . . . , - 2 , - l , 0 , + l , + 2 , . . . } (2.68) 

To solve this eqn we take both sides to the power of 1/n, that is: 

(z^)i = ej27riv/n^ AT G { . . . , - 2 , - 1 , 0 , + 1 , + 2 , . . . } (2.69) 

We can find the n different roots by setting A/" to 0, 1, 2, . . . , (n — 1) in the 
last eqn. Note that other values of N result in repeated roots. To illustrate this 
concept consider the example below. 

Example 2.6.2 Find the solutions of z^ = 1. 

Solution: z^ = 1 can be expressed as follows: 

^5 ^ ^j2nN (2.70) 

with N e {..., - 2 , - 1 , 0 , +1 , + 2 , . . . } . Taking the 5th root we obtain 

J2nN/5 (2.71) 
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Substituting N G {0,1,2,3,4} in the last eqn, we obtain (see also figure 
2.11): 

7V = 0 

N = 2 

N = 3 

N = A 

Note that, for this example there is a basic set of five roots. For values of N 
greater than four we start to obtain repetitions of the roots. For example, by 
setting Â  = 5 in eqn 2.71 we obtain z = e^'^'^ = 1. Note that this is the same 
root as for Â  = 0. 

j y | Imaginary axis 

Figure 2.12: Solutions of 
2;3 = 4 + j 4. 

The n roots of a general complex number 

The calculation of the n roots of a general complex number, w, can be seen as 
the calculation of the solutions of the following eqn: 

Expressing w in an exponential form gives: 

w Tin E' 
jO^ 

We can write eqn 2.72 as follows: 

Tin 6" 
je^-^j2 7rN 

(2.72) 

(2.73) 

(2.74) 

where we use the fact that the addition of a multiple of 2n to the argument of a 
complex number does not change its value. Taking the n roots of both sides of 
eqn 2.74 we obtain 

z = ( r^ )* e^'^-/^+^'2^^/^ (2.75) 

The n different roots are determined by setting N ioO, 1, 2, . . . , (n — 1). 

Example 2.6.3 Find the solutions of z^ = 4 + j 4. 

Solution: First, we represent 4 + j 4 in an exponential form; 4 \/2 e^ ^/^. Then, 
z^ — ^-\- j 4: can be written as follows: 

Z^ = 4 ^ g J V 4 + j 2 ^ i V 

taking the cubic root we obtain 

z = {4V2)i e^""/i2+j2.iv/3 

(2.76) 

(2.77) 
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substituting Â  G {0,1,2} in the last eqn we obtain: 

2.7 Bibliography 

2.8 Problems 

Â  = l 

N = 2 

^2 = (4 72)^6^'^"/^ 

Z3 (4^2)^ 3 e^ 
•17/12 

Figure 2.12 shows these roots represented in the Argand diagram. 

1. M. Attenborough, Mathematics for Electrical Engineering and Comput­
ing, 2003 (Newnes). 

2. C.R. Wylie and L.C. Barrett, Advanced Engineering Mathematics, 1995 
(McGraw-Hill International Editions), 6th edition. 

2.1 Represent the following complex numbers in the Argand diagram: 

1. zi = l^jA 

2. Z2 = l-3^ 

3. Z3 = - 2 + j 2 . 5 

4. 2:4 = -TT - j \ / 3 

2.2 Perform the following algebraic operations: 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

( l + i 4 ) + ( l - i 4 ) 

( - 2 + i l ) - ( - 2 - i l ) 

( J 2 . 5 ) x ( l - i 4 . 5 ) 

( 2 - i 4 ) / ( - 3 - i 8 ) 

(-0.45,4)-(0.8,3.1) 

(1.4,2)+ (0.8,3.1) 

(-5,0) X (0.8,3.1) 

(-0.45,4)7(0.8,3.1) 

2.3 Solve the following quadratic equations: 

1. 

2. 

3. 

4. 

5. 

^2 + 3 ^ + 34 = 0 

4 z 2 - 2 ^ - 5 = 0 

-2^2 + ^ = 5 

x;2+ 6^ + 9 = 0 

6^2 + 3 ^ 2 + 27 = 0 
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2.4 Represent the following numbers in the polar representation: 

1. z = l+jl 

2. z^-l+jy/2 

3. z = 2-j0.3 

4. z = -V7-jV3 

2.5 Represent the following numbers in the Cartesian representation: 

1. Z = 0.bZ27T 

2. z = 1.5Z-7r/3 

3. z = 0.5Z67r/4 

4. z = 0.5Z-37r/2 

2.6 Calculate the following: 

1. 4e^'^/2 X 0.5e^'^^/2 

2. 4e^'^/V(0.5e^'3^/2) 

3. 3.4 e"^'^/^ X 5e-^'^ 

4. 2.1e-^'^/V(9e^'^^/^) 

5. 4.8e^'^/9 + 6.5e^'^^/2 

6. 0.9 e"^'^/^ - 0.5e^'^^/2 

2.7 Solve the following equations: 

1. z2 ^ 1 

2. z ^ - j 

3. z^ = 1 + j l 

4. 2e^'^z^ = 5e^'^/4 



3 Frequency domain electrical signal and 
circuit analysis 

3.1 Introduction 

3.2 Sinusoidal 
AC electrical 

analysis 

In this chapter we present the main electrical analysis techniques for time 
varying signals. We start by discussing sinusoidal alternating current (AC) 
signals^ and circuits. Phasor analysis is presented and it is shown that this 
greatly simplifies this analysis since it allows the introduction of the 'gener­
alised impedance'. The generalised impedance allows us to analyse AC cir­
cuits using all the circuit techniques and methods for DC circuits discussed in 
Chapter 1. In section 3.3 we extend the phasor analysis technique to analyse 
circuits driven by non-sinusoidal signals. This is done by first discussing the 
Fourier series which presents periodic signals as a sum of phasors. The Fourier 
series is a very important tool since it forms the basis of fundamental concepts 
in signal processing such as spectra and bandwidth. Finally, we present the 
Fourier transform which allows the analysis of virtually any time-varying sig­
nal (periodic and non periodic) in the frequency domain. 

AC sinusoidal electrical sources are time-varying voltages and currents de­
scribed by functions of the form: 

Vs{t) = Vs sin{(jut) 

is{t) = Is sm{ujt) 

(3.1) 

(3.2) 

where Vs and Is are the peak-amplitudes of the voltage and of the current 
waveforms, respectively, as illustrated in figure 3.1. u represents the angu­
lar frequency, in radians/second, equal to 2 n/T where T is the period of the 
waveform in seconds. The repetition rate of the waveform, that is the linear 
frequency, is equal to l / T in hertz. The quantity {uj t) is an angle, in radians, 
usually called the instantaneous phase. Note that uj T corresponds to 2 TT rad. 
Here we interchangeably use the terms voltage/current sinusoidal signal or 
waveform, to designate the AC sinusoidal quantities. 

By definition, all transient phenomena (such as those resulting, for exam­
ple, from switching-on the circuit) have vanished in an AC circuit in its steady-
state condition. Thus, the time origin in eqns 3.1 and 3.2 can be 'moved' so 

^ Any signal varying with time is effectively an AC signal. We limit our definition of an AC 
signal here to a sinusoidal signal at specific frequency. This is particularly helpful to calculate 
impedances at specific frequencies as will be seen later in this chapter. 
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Vs{t) {is{t)) 

^Period T 

IPrequency 1/T) 

a) 

27r = 360° 
b) 

Figure 3.1: a) AC volt­
age (current) waveform ver­
sus time. b) AC voltage 
(current) waveform versus 
phase. 

Phase 

Phase 

Figure 3.2: Phase difference 
((j) = TT/S) between an AC 
voltage and an AC current, 
a) The current lags the volt­
age, b) The voltage leads the 
current. 

Vs{t) and is{t) are equally well described by cosine functions, that is: 

Vs{t) = Vscosicjt) (3.3) 

is{t) = IsCos{ujt) (3.4) 

While the choice of the absolute time origin is of no relevance in AC analysis, 
the relative time difference between waveforms, which can also be quantified 
in terms of phase difference, is of vital importance. Figure 3.2 a) illustrates the 
constant phase difference between a voltage waveform and a current waveform 
at the same angular frequency uj. If any two AC electrical waveforms have 
different angular frequencies, ooi and uj2, then the phase difference between 
these two waveforms is a linear function of time; {ui —002)1. Assuming a time 
origin for the voltage waveform we can write the waveforms of figure 3.2 a) 
as: 

^s{i) = ^s sin(cjt) 

is{t) — Is sin((jt — (j)) 

(3.5) 

(3.6) 

where <j) ~ ir/S. In this situation it is said that the current waveform lags the 
voltage waveform by (/>. In fact, the current waveform crosses the phase axis 
(point A) later than the voltage waveform. On the other hand, if we choose 
the time origin for the current waveform, as illustrated in figure 3.2 b), we can 
write these waveforms as follows: 

Vs{t) = Vssm{ujt^(l)) (3.7) 

is{t) = Issm{u;t) (3.8) 

and it is said that the voltage waveform leads the current waveform. 

3.2.1 Effective electrical values 
By definition, the effective value of any voltage waveform is the DC voltage 
that, when applied to a resistance, would produce as much power dissipation 
(heat) as that caused by that voltage waveform. Hence, if we represent the 
AC voltage waveform by V̂  sm{u; t) and the effective voltage by Vg//, then, 
according to eqn 1.20, we can write: 

hi 
hi 

T T/2 

R 

eff 

dt 

dt 

dt 

T Jo R T Jo 

The last eqn can be written as follows: 

R 

R 
dt (3.9) 

T R f-
Jo 

T R JO 

^ s 

2T 

cos{2ujt) 
dt 

t sm(2u;t) (3.10) 
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Figure 3.3: Voltage AC 
waveforms and its corre­
sponding effective voltage. 

Since u = 2TT/T the last eqn can be written as: 

v^ (3.11) 

or Veff = Vs/\/2 ^ 0.707 Vs. Figure 3.3 illustrates the effective voltage of an 
AC voltage waveform. 

In a similar way it can be shown that the effective value of a sinusoidal 
current with peak-amplitude Is is leff = h/V^- The effective value of a 
sinusoidal voltage and/or current is also called the root-mean-square (RMS) 
value. 

Example 3.2.1 Show that the effective value of a triangular voltage waveform, 
like that shown in figure 3.4, with peak amplitude Vs is Ve/f = Vs/VS. 

Solution: Following the procedure described above we can write: 

/o R T Jo f l R 
dt 

Looking at figure 3.3 we see that the triangular waveform is synmietrical. 
Therefore, it is sufficient to consider the period of integration from t = 0 to 
t = T/4, giving 

^ 

<̂  

R 
V2 

R 

^eff 

T'^R 
T/4: 

RT^ 

V^ 
^ s 
3 

dt 

(3.12) 

that is, Veff = Vs/VS c^ 0.577 F,. 

Figure 3.4: Triangular volt­
age waveform and its corre­
sponding effective voltage. 

3.2.2 I-V characteristics for passive elements 
We now study the AC current-voltage (I-V) relationships for the main passive 
elements, presented in Chapter 1. We use cosine functions to represent AC 
currents and voltages waveforms. However, the same results would be obtained 
if sine functions were used instead. 

Resistance 

Assuming a current, i{t) = Ix cos{Ljt) passing through a resistance R, the 
voltage developed across its terminals is, according to Ohm's law: 

VR{t) = Ri{t) 

= RIx cos{u;t) 

= Vr COs{ujt) (3.13) 
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i{t) 

-AM^ 

Figure 3.5: Voltage and cur­
rent in a resistance. 

Figure 3.6: Voltage and cur­
rent in a capacitor 

with 

Vr = RIx (3.14) 

Dividing both sides by \/2 we obtain the RMS (or effective) value for the AC 
voltage as 

Vr '^eff = R 
V2 

= RL ̂eff (3.15) 

where Ix^^j is the RMS (or effective) value for the AC current. From eqn 3.13 
and figure 3.5 we observe that the voltage and the current are in phase, that is, 
the phase difference between the voltage and the current is zero. 

Capacitance 

If a current, i{t) = Ix cos{u;t) passes through a capacitance C, the voltage 
developed across its terminals is (see also eqn 1.24) 

vc{t) = ^ / ' * ' dt + Vcc (3.16) 

Note that since we are assuming steady-state conditions in the AC analysis we 
may set the initial condition Vco = 0, that is 

vc{t) C Jo 
Ix cos ((J t) dt (3.17) 

Perfonning the integration we obtain: 

vc{t) = - ^ s i n ( u ; i ) 

cos I 

Vc cos i^t- ^) 

Vc = 

In terms of RMS magnitudes we have: 

Vc.„ = 
Ixeff 

ff 

(3.18) 

(3.19) 

(3.20) 

where /^e// = h/V^- The quantity Xc = {ou C)~^ is called the capacitive 
reactance and is measured in ohms. It is important to note that the amplitude 
of vc{t) is inversely proportional to the capacitance and the angular frequency 
of the AC current. From eqn 3.18 and figure 3.6 we observe that the voltage 
waveform lags the current waveform by 7r/2 radians or 90 degrees. 
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+ VL{t) 

Figure 3.7: Voltage and cur­
rent in an inductor 

Figure 3.8: Veff/hff ver­
sus uj for passive elements. 

Inductance 

When a current, i{t) = Ix cos(u; t) passes through an inductance L, the voltage 
developed across its terminals is, according to eqn 1.26, given by: 

VL{t) 
dt 

= —L UJ Ix sin(c<; t) dt 

= LLUIx cos (out-\- —] 

= Vi cos ((jt-\- -] 

with Vi = Luj Ix'In terms of RMS values we have: 

(3.21) 

eff 

= XL Ixeff (3.22) 

where Ix^^^ = h/V^- The quantity XL = UJL is called the inductive react­
ance which is also measured in Ohms. Note that now the amplitude of the 
voltage viit) is proportional to the inductance and the angular frequency of 
the AC current. From eqn 3.21 and figure 3.7 we observe that the voltage 
waveform leads the current waveform by 7r/2 radians or 90 degrees. 

Figure 3.8 illustrates the ratio Veff/hff versus the frequency, UJ, for the three 
passive elements discussed above. It is interesting to note that at DC (u; = 0) 
the capacitor behaves as an open-circuit and the inductor behaves as a short-
circuit. On the other hand, for very high frequencies (UJ —^ CXD) the capacitor 
behaves as a short-circuit and the inductor behaves as an-open circuit. 

A note about voltage polarity and current direction in AC circuits 

Although voltages and currents in AC circuits continuously change polarity 
and direction it is important to set references for these two quantities. The 
convention we follow in this book is illustrated above. When the current flows 
from the positive to the negative terminal of a circuit element it is implied that 
the current and voltage are in phase for a resistor as in figure 3.5; the current 
leads the voltage by 90 degrees for a capacitor as in figure 3.6 and lags by the 
same amount for an inductor as in figure 3.7. 

Kirchhoff's laws 

Kirchhoff's laws presented in Chapter 1 (see section 1.4) can be applied to de­
termine the voltage across or the current through any circuit element. However, 
we must bear in mind that the voltages and the currents in AC circuits will, in 
general, exhibit phase differences when capacitors or inductors are present. 
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(100^) 

(J - 20 krad/s 

Figure 3.9: RL circuit. 

Example 3.2.2 Determine the amplitude of the current i{t) in the RL circuit 
of figure 3.9. Also, determine the phase difference between this current and the 
voltage source. 

Solution: Since the circuit contains an inductor we expect that the current will 
exhibit a phase difference, 0, with respect to the source voltage. Hence, the 
current i{t) can be expressed as follows: 

i{t) = Is cos{ujt + ( (3.23) 

This current flows through the resistance inducing a voltage difference at its 
terminals which is in phase with i{t): 

VR{t) = Ri{t) 

= RIsCos{ujt + (j)) (3.24) 

On the other hand, the flow of i{t) through the inductor causes a voltage dif­
ference across its terminals which is in quadrature with i{t), as expressed by 
eqn3.21: 

VL{t) = XL IS cos (a;t + (/) + | ) (3.25) 

with XL — UJL. According to Kirchhoff's voltage law we can write: 

Vs{t) = VR{t)-\-VL{t) 

= RIs cos{u;t + </>) + XL h cos (cj^ + (/>+ — 1 

= Rig cos{ujt -\- (f)) + XL IS cos {ujt + (f)) cos ( — j 

-XL IS sin {cut + 0) sin f - j 

= RIs cos{ujt -^(j)) - XL IS sin {cut + 0) (3.26) 

The last eqn can be written as follows (see also appendix A): 

Vs COS{LJ t) = y ^ M ^ X ^ Is cos{ujt + (/) + ?/̂ ) (3.27) 

where 

il) = tan"^ ( - ^ (3.28) 

In order for eqn 3.27 to be an equality the amplitude and the phase of the cosine 
functions on both sides of this eqn must be equal. That is: 

y/WTXlls 

LO t + (j)-\-tp 

(3.29) 
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Solving the last set of eqns in order to obtain Is and 0 we have: 

Vs 

sfwv^jn? 
= 37 mA 

= - ^ 
= -0.38 rad (-21.8°) 

(3.30) 

(3.31) 

3.2.3 Phaser analysis 

In principle any AC circuit can be analysed by applying Kirchhoff's laws with 
the trigonometric rules, as in the example 3.2.2 above. However, the appli­
cation of these trigonometric rules to analyse complex AC circuits can be a 
cumbersome task. Fortunately, the use of the complex exponential (the phasor) 
and complex algebra, discussed in the previous chapter, provides a consider­
able simplification of AC circuit analysis. 

From Euler's formula (see also section 2.5) a cosine alternating voltage 
waveform can be represented using the complex exponential function as fol­
lows: 

F, cos(a;t + 0) = Vs ^ (3.32) 

where we can see that the voltage expressed by eqn 3.32 is the addition of two 
complex conjugated exponential functions (phasors). Note that either of these 
two complex exponential functions carries all the phase information, u t and 
(j), of the voltage waveform. In fact, the simplicity of analysis using phasors 
arises from each AC voltage and current being mathematically represented and 
manipulated as a single complex exponential function. However, in order to 
obtain the corresponding time domain waveform we must take the real part of 
the complex exponential waveform. Thus, the voltage waveform of eqn 3.32 
can be expressed as: 

^5 cos{u; t + cf)) = Real y j{ujt+4>) (3.33) 

In order to illustrate that phasor analysis is similar to AC analysis using trigono­
metric rules we reconsider the current-voltage relationships for the passive ele­
ments using the complex exponential representation. We determine the voltage 
developed across each element when an AC current, i{t), flows through them, 
i{t) being expressed by its complex exponential representation, I{juj,t), as 
follows: 

i{t) = Real[/(ia;,t)] (3.34) 

liJLu.t) = he^^' (3.35) 
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l[j^.t) R 

Figure 3.10: Complex V-I 
relationship for a resistance. 

Resistance 

The complex voltage (see also figure 3.10) across the resistance terminals is de­
termined by applying Ohm's law to the phasors representing the voltage across 
and the current flowing through the resistance, that is: 

VR{juo,t) = RI{juj,t) 

(3.36) 

Taking the real part of VR{J CJ, t) we obtain the corresponding voltage wave­
form; 

^^nii) — RIx cos{u;t) 

This eqn is the same as eqn 3.13. 

(3.37) 

Z^iJuC)-^ 
lU^.t) 

+ ViJLJ.t) 

Figure 3.11: Complex V-
I relationship for a capaci­
tance. 

Capacitance 

Assuming a complex representation for the current flowing through a capacitor, 
I{j ijj^ i), the complex voltage across the capacitance is given by: 

ju;C 
1 

HJ^.t) 

(3.38) 

(3.39) 

(3.40) 

The quantity {ju;C)~^ is called the capacitive (complex) impedance. This 
impedance can be seen as^ {—j) times the capacitive reactance Xc = (CJC)"^ 

discussed in section 3.2.2. Note that (—j) accounts for the —90° phase differ­
ence between the voltage and the current. 

Taking the real part of Vc{juj,t) we obtain the corresponding voltage 
waveform at the capacitor terminals; 

vc{t) = Real 

= Real 

JujC 
he^^^dt 

LuC 

where we used the following equalities (see also section 2.5): 

-j = e-^-/^ 

Now vc{t) can be written as 

vc{t) 
tuC cos i^'-l) 

(3.41) 

(3.42) 

Note that eqn 3.42 is the same as eqn 3.18. 

^Recall that j ~ ^ = -j. 
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I{j(f,t) Z = jujL 

^ 
+ V{juj,t) 

Figure 3.12: Complex V-
I relationship for an induc­
tance. 

Inductance 

Assuming a complex representation for the current flowing through the induc­
tor, I{j uj^ t), the complex voltage across the inductance is given by: 

VL{ju;,t) = L '•'^^ ' ' 

=- jujL /xc-"^* 

= juL I{ju;,t) 

(3.43) 

(3.44) 

The quantity Z = juoL is called the inductive (complex) impedance. This 
impedance can be seen as j times the inductive reactance XL = ooL discussed 
in section 3.2.2. Note that now j accounts for the 90° phase difference between 
the voltage and the current. Taking the real part of VL {j a;, t) we obtain 

vc{t) = Real [jouL I^e^ UJ t ] 

^ Real c^L/,e^'("*+^/2) 

— Ix^L cos (uot-\- — j 

We note again that eqn 3.45 is the same as eqn 3.21. 

(3.45) 

Kj^.t) 

vu^.t) 

3.2.4 The generalised impedance 

The greatest advantage of using phasors in AC circuit analysis is that they 
allow for an Ohm's law type of relationship between the phasors describing 
the voltage and the current for each passive element: 

Viju.t) 
= Z (3.46) 

Where Z is called the generalised impedance: 

• Z = Rfora resistance 

• Z = {juj C)~^ for 3. capacitance 

• Z = JLO Lforan inductance 

The generalised impedance concept is of great importance since it permits an 
extrapolation of the DC circuit analysis techniques discussed in Chapter 1 to 

_ the analysis of AC circuits. This means, for example, that we can apply the 
Nodal analysis technique to analyse AC circuits as illustrated by the next ex­
ample. Figure 3.13 shows the symbol used to represent a general impedance. 

Figure 3.13: Symbol of the 
general impedance. Example 3.2.3 Using the phasor analysis described above, determine the am­

plitude and phase of the current in the circuit of figure 3.9 and show that the 
results are the same as those obtained in example 3.2.2. 
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Solution: The phasor describing the current can be written as follows: 

I{juj,t) = /,e^("*+^) (3.47) 

Applying Kirchhoff's voltage law we can write: 

Vse^"^^ = R Is ê '̂ ^ *+ )̂ +ju;LIs ê '̂ ^ *+ )̂ (3.48) 

or 

y^e^'^* = {RJtju;L)Ise^^'^^^'^^ (3.49) 

The impedance R-\- jujL can be expressed in the exponential form (see also 
section 2.5) as follows 

R^jujL = Vi?2+u;2L2e^'*^^"'( '^) (3.50) 

Hence eqn 3.49 can be written as: 

Vse^^' = VR^+UJ^L^ IS e^("^+^+t^-~'(^)) (3.51) 

In order for eqn 3.51 to be an equality the amplitude and the phase of the 
complex voltages on both sides of this eqn must be equal. That is: 

r V, = vwTZPi?is 

y UOt = LO t-\- (f)-\-X/J 

Solving, we have: 

I - Yi 
Vi?2 + a;2 12 

= 37niA 

4> = - i p 

= -0.38 rad (-21.8°) 

Note that these values are equal to those obtained in example 3.2.2. 

(3.52) 

(3.53) 

(3.54) 

The rotating and the stationary phasor 

The concept of the rotating phasor arises from the time dependence of the 
complex exponential which characterises AC voltages and currents. Let us 
consider the phasor representation for an AC voltage as shown below 

Viju.t) = Ke^'("*+^) (3.55) 

This rotating phasor can be represented in the Argand diagram, as illustrated 
in figure 3.14 a). Note that each instantaneous value for the rotating phasor, 
(that is, its position in the Argand diagram) is located on a circle whose radius 
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Imaginary axis 
Angular velocity 

i Imaginary axis 

Vs sin(0) 
Real 
Axis 

Vs cos((̂ ) 

b) 

Figure 3.14: The complex 
phasor represented in the 
Argand diagram. 
a) Instantaneous value of the 
rotating phasor 
b) The stationary phasor 

is given by the voltage amplitude, Vg, with an angle a;t + 0 at each instant of 
time. Each position in this circle is reached by the phasor every 27r/a; seconds. 

The rotating phasor described by eqn 3.55 can be decomposed into the 
product of a stationary (or static) phasor with a rotating phasor as expressed by 
the eqn below: 

V{joj,t) K e ^ J'^t 

Static phasor Rotating phasor 

= Vs p3<^t 

(3.56) 

(3.57) 

where Vs represents the static phasor. In the rest of this chapter, and unless 
stated otherwise, static phasors are represented by capital letters with capital 
sub-scripts. 

In AC circuits where currents and voltages feature the same single tone or 
angular frequency, u, both sides of the eqns describing the voltage and current 
relationships contain the complex exponential describing the rotating phasor, 
exp{jujt), as illustrated by eqns 3.48, 3.49, and 3.51 of example 3.2.3. Thus, 
the phasor analysis of an AC circuit can be further simplified if we apply Ohm's 
law and the concept of the generalised impedance to only the static phasor to 
represent AC voltages and currents. Note that this mathematical manipula­
tion is reasonable since, in AC circuits, what is important is to determine the 
amplitude and the relative phase difference between the AC quantities, both 
described by the static phasor. In the rest of this chapter a phasor will mean a 
static phasor. 

Example 3.2.4 Determine the amplitude and phase of the current in the circuit 
of figure 3.9 using the static phasor concept described above and show that the 
results are the same as those obtained in example 3.2.2. 

Solution: The static phasor describing the current can be written as follows: 

Is = he^"^ (3.58) 

while the static phasor describing the source voltage can be written as: 

Vs = Ke^'^ 

= Vs 

Applying Kirchhoff's voltage law we can write: 

Vs = {R + jujL)Is 

= VR^^UJ^L^ e^ '^^'"i"^) Is 

(3.59) 

(3.60) 

(3.61) 

that is 

Is 
Vs 

Vs 

, - j t a n - ^ ( ^ ) 

37.0 X 10"^ e"-̂ -̂̂ ^ A 
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Note that this result is equivalent to those obtained in examples 3.2.2 and 3.2.3. 

Series and parallel connection of complex impedances 

As mentioned previously the concept of the generalised impedance greatly sim­
plifies the analysis of AC circuits. It is also important to note that the series of 
various impedances Zk,k = 1^2,... N, can be characterised by an equivalent 
impedance, Zeq, which is the sum of these impedances: 

TV 

/ c = l 

For example, in the circuit of figure 3.9 we observe that the impedance of the 
resistance is in a series connection with the impedance of the inductor. Hence, 
an equivalent impedance for this connection can be obtained adding them: 

Zeq = R + JUJL (3.63) 

The real part of an impedance is called the resistance while the imaginary part 
of the impedance is called the reactance. 

For a parallel connection of various electrical elements it is sometimes eas­
ier to work with the inverse of the complex impedance, the 'admittance', Y; 

Y - \ (3.64) 

The parallel connection of admittances Y/c, k — 1,2,... Â , can be charac­
terised by an equivalent admittance, Y^q, which is equal to their sum: 

N 

fc = l 

It follows that the parallel connection of two impedances Zi and Z2 can be 
represented by an equivalent impedance Zeq given by 

^1 Z2 
Z1+Z2 

Zeq = ^ \ t (3.66) 

Example 3.2.5 Consider the AC circuit represented in figure 3.15 a). Deter­
mine the amplitude and the phase of the voltage across the resistance i?2- Then, 
determine the average power dissipated in i?2-

Solution: Vsi{t) and is2{t) can be expressed in their phasor representations as 
follows: 

Vsi{t) = Real [Vsie^^'] 

Vsi = Vsie^^ 

is2{t) = Real [Is2e'^'] 

IS2 = / s 2 e ~ ^ 2 
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(30 mH) 

Ri (120 Q) 

C2 

'^sl{t) = ^sl cos(a;t + 7r/4) 

is2{t) = /s2sin(a;t) 

a; = 5 krad/s 

/52 = 25 mA 

(il50fi) 

^R2L2 

Figure 3.15: a) AC circuit, b) Equivalent circuit represented as complex impedances. 

where we have used the following equality: sm(ujt) = cos{ujt — 7r/2). The 
impedances associated with the two inductances and two capacitances are cal­
culated as follows: 

ZL. 

^L2 

7^ 
^ C i 

Zc. 

— 

= 

= 

= 

= 

= 

= 

j UJLI 
u;=5xio3rad/s 

j 150 n 

juL2\ 
a;=5xio3rad/s 

j 5 0 Q 
1 

jujCi L=5xio3rad/s 
- j 6 6 . 7 f ] 

1 

JUJC2 L=5xio3rad/s 
= -j 20 n 

From figure 3.15 a) we observe that the impedance associated with the capaci­
tance C2 is in a parallel connection with the resistance i?i. We can determine 
an equivalent impedance for this parallel connection as follows (see eqn 3.66): 

^C2Ri 

3 . 2 - j 19.5 fi 
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Also, we can see that R2 is in a series connection with the inductance L2. The 
equivalent impedance for this connection can be calculated as shown below: 

ZR2L2 — -^2 + ^ L 2 

= 100 + j 5 0 n 

Figure 3.15 b) shows the reduced AC circuit with the various impedances as­
sociated with the inductances and capacitances as well as the phasor currents 
and phasor voltages at each node referenced to node 0. Applying Kirchhoff's 
current law we can write: 

I A + Is2 = IB 

IC + IB = ID 

These can be rewritten after applying Ohm's law to the various impedances as 
shown below: 

Vsi-Vx . , VX-VY 
—^ H IS2 = 7^ 

^C2Ri ^ C i 

Vsi -VY ^ VX-VY VY 

^Li Zci ZR^L2 

Solving in order to obtain VY, we have: 

Vsi{ZL-i_ + Zc^ -f ZC2R1) + ZL^IS2ZC2RI 
VY •^ R2L2 

' ZR^L2{ZLI + Zci + ZC2R1) + ZL:^{ZC2RI + ^Ci 

Substituting complex values in the last eqn we obtain: 

VY = 3.5e^^-^V 

The current that flows through R2 is ID given by: 

VY 
ID = 

ZR2L2 

32 X IQ-^e^^-^^ A 

and the voltage across the resistance R2 is given by: 

VRS = -̂ 2 ID 

= 3.2e^i-«0v 

that is, the AC voltage across the resistance R2 has a peak amplitude of 3.2 V. 
The phase of this voltage is 1.80 rad (103°). 

The average power dissipated by R2 can be calculated according to eqn 
1.20 (see also section 1.3): 

-^ [^ 4.W^^ (3.67) 
rto-\-T 

^AVR2 
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with T = 2IT/U; = 1.3 X 10 ^ = 1.3 ms. to is chosen to be zero. VR^{t) can 
be obtained from its phasor value as follows: 

VR,{t) = Real [VR,e^^'] 

= Real [3.2e '̂̂ -^°e '̂̂ *] 

= 3.2 cos(u;t +1.80) V 

The average power dissipated by R2 can be calculated as shown below: 

3.22 rT 
^AVR2 - / cos'^ {(jj t+ 1.SO) dt 

; Jo T R2 Jo 

It is left to the reader to show that the PAVR2 is equal to: 

_ 3.2^ 1 
PAVR2 - - Y Y , 

- 0.05 W 

It is important to note that the average power dissipated in the resistance can 
also be calculated directly from the phasor representation of the current flowing 
through and the voltage across R2 as follows (see problem 3.2): 

^AVR2 iReal[y^,/^J = iReal[F4/^, 
2 

2 R2 

= 0.05 W 

(3.68) 

(3.69) 

(3.70) 

where the current flowing through R2 is IR^ = ID-

Figure 3.16: a) Thevenin 
equivalent AC circuit, b) 
Norton equivalent AC cir­
cuit. 

Thevenin and Norton theorems 

Thevenin and Norton equivalent AC circuits can be obtained in a way similar 
to that described for DC resistive circuits. The main difference is that now the 
Thevenin equivalent AC circuit comprises an ideal AC voltage source in series 
with a complex impedance as shown in figure 3.16 a). The Norton equivalent 
AC circuit is constituted by an ideal AC current source in parallel with a com­
plex impedance as illustrated in figure 3.16 b). 

Example 3.2.6 Consider the AC circuit represented in figure 3.17 a). Deter­
mine the Thevenin equivalent AC circuit at the terminals X and Y. 

Solution: Figure 3.17 b) shows the equivalent circuit for the calculation of the 
open-circuit voltage between terminals X and Y. Firstly, the impedances for 
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the capacitance and inductance are calculated for cv = lO'̂  rad/s, as shown 
below: 

juL 
L;=IO4 rad/s 

Zc 

= J400Q 
1 

JujC u;=io4 rad/s 
-j 1000 n 

The phasor associated with the voltage Vs{t) is V5 = 3 e~^^^^ V. 
Note that the impedance associated with the capacitance is in a parallel 

connection with the resistance. Hence, we can replace these two impedances 
by an equivalent impedance given by: 

ZRC 
ZcR 

Zc^R 
- 400-isoon 

(3.71) 

The voltage between terminals X and Y can be obtained from the voltage 

(40 mH) 

(3cos(10^t-7r/5) V) 

ZL 

(j400Q) 

(0.1/iF) 

c 

X 

(2kQ) 
R 

Y 

X 

ZRC 

(400 - j 800 Q) 

Y 

> ^ i 
> (i400Q) 

7 

X 

ZRC 

(400 - 3 800 Q) 

Y 
• 

c) 

ZTK 
(200 + j 600 Q) 

VTh 

X (4.7 e- '̂1-0 V) 

X 

Y 

'-^Th 

b) d) 

Figure 3.17: a) AC circuit, b) Calculation of the Thevenin voltage, c) Calculation of the Thevenin 
Impedance, d) Equivalent Thevenin circuit. 
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impedance divider (see also section 1.4.4) formed by the impedances ZRC and 
ZL as follows: 

Vrh = Vs 
ZRC 

ZRC + ZL 

Figure 3.17 c) shows the equivalent circuit for the calculation of the Thevenin 
impedance, where the AC voltage source has been replaced by a short-circuit. 
From this figure it is clear that the impedance ZL is in a parallel connection 
with ZRC Hence Zrh can be calculated as follows: 

^Th = 
ZRC ZL 

ZRC -f- ZL 

= 200 + J600J7 

Figure 3.17 d) shows the Thevenin equivalent circuit for the circuit of 3.17 
a). The Thevenin voltage VTh{t) can be determined from its phasor, Vrh, as 
follows: 

vrnit) = Real[V5e^ ' -^]_, , . , ,d /s 
= 4.7cos(10^t-1.0) V 

Source Load 

Figure 3.18: Circuit model 
to derive maximum power 
transfer 

3.2.5 Maximum power transfer 
Whenever an AC signal is processed by an electrical network containing at 
least one resistance there is loss of power in the resistances. Since it is often 
important to ensure that this loss is minimal we consider the conditions which 
ensure maximum power transfer from two adjacent parts of a circuit. For this 
purpose we consider the circuit shown in figure 3.18 where the section of the 
circuit providing the power is modelled as an AC voltage source with an output 
impedance Zs and the section where the power is transmitted is modelled as 
an impedance ZL- We assume that the source impedance Zs has a resistive 
part given by Rs and a reactive part described by j X5. Similarly, the load 
impedance has a resistive component, RL and a reactive component given by 
j XL. The current Is supplied by the source is given by 

Is = 
VL 

(3.72) 
ZL + ZS 

and the average power dissipated in the load, PL, is given by (see eqn 3.70): 

V? RL 

2 {Rs + RL)^ + {Xs + XL)^ 
(3.73) 
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3.3 Generalised 
frequency 

domain 
analysis 

From the last eqn we observe that the value of X/, which maximises the average 
power in the load is such that it minimises the denominator, that is: 

XL = -Xs 

Under this condition the average power in the load is given by 

PL 
RL V^ 

2 {Rs + Rir 

(3.74) 

(3.75) 

In order to find the value of RL which maximises the power in the load we cal-
culated PL/rfi?L and then we determine the value of i?L for which d Pi /d i?L 
is zero; 

dPL 
dRL 

Yl {RS + RL)-2RL 

2 {Rs + RL)^ 

Clearly, the value for RL which sets dPL/dRL = 0 is 

RL = RS 

Hence, the maximum average power delivered to the load is; 

PLr 
V2 
^ s 

SRL 

(3.76) 

(3.77) 

(3.78) 

It is clear that maximum power transfer occurs when ZL = Zg. 

The analysis presented in the previous sections can be considered as a particu­
lar case of frequency domain analysis of single frequency signals. As discussed 
previously, those single frequency signals can be expressed in terms of phasors 
which, in turn, give rise to phasor analysis. It was seen that phasor analysis 
allows the application of Ohm's law to the generalised impedance associated 
with any passive element considerably simplifying electrical circuit analysis. 

The analysis of circuits where the signal sources can assume other time-
varying (that is non-sinusoidal) waveforms can be a cumbersome task since 
this gives rise to differential-integral equations. Therefore, it would be most 
convenient to be able to apply phasor analysis to such circuits. This analy­
sis can indeed be employed using the 'Fourier transform' which allows us to 
express almost any time varying voltage and current waveform as a 'sum' of 
phasors. 

For reasons of simplicity, before we discuss the Fourier transform we present 
the Fourier series which can be seen as a special case of the Fourier transform. 

The term 'signal' will be used to express either a voltage or a current wave­
form and we use the terms signal, waveform or function interchangeably to 
designate voltage or current quantities, which vary with time. 

3.3.1 The Fourier series 
The Fourier series is used to express periodic signals in terms of sums of sine 
and cosine waveforms or in terms of sums of phasors. A periodic signal, with 
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Figure 3.19: Periodic wave­
forms, a) Sine, b) Rectangu­
lar ••c) Trie ingi f/fl/: 

period T, is by definition a signal which repeats its shape and amplitude every 
T seconds, that is: 

x{t±kT) x{t), fc = l ,2, (3.79) 

Examples of periodic waveforms are presented in figure 3.19 where we have 
drawn a sine wave, a periodic rectangular waveform, and a periodic triangular 
waveform. From this figure it is clear that the waveforms repeat their shape 
and amplitude every T seconds. 

In order to show how the Fourier series provides representations of periodic 
waves as sums of sine or cosine waves we present, in figure 3.20 a), the first two 
non-zero terms (sine waves) of the Fourier series for the periodic rectangular 
waveform of figure 3.19 b). Figure 3.20 b) shows that the sum of these two 
sine waves starts to resemble the rectangular waveform. It will be shown that 
the addition of all the terms (harmonics) of a particular series converges to 
the periodic rectangular waveform. In a similar way, figure 3.20 c) represents 
the first two non-zero terms of the Fourier series of the triangular waveform. 
Figure 3.20 d) shows that the sum of just these two sine waves produces a good 
approximation to the triangular waveform. 

Since sine and cosine functions can be expressed as a sum of complex 
exponential functions (phasors), the Fourier series of a periodic waveform x{t) 
with period T can be expressed as a weighted sum, as shown below: 

,{t) = £ Cne^'^^' (3.80) 

where the weights or Fourier coefficients, Cn, of the series can be determined 
as follows: 

1 pto+T 

Cn = ^ J x{t)e-^^-9'dt (3.81) 

Here to is a time instant which can be chosen to facilitate the calculation of 
these coefficients. 

The existence of a convergent Fourier series of a periodic signal x{t) re­
quires only that the area of x{t) per period to be finite and that x{t) has a 
finite number of discontinuities and a finite number of maxima and minima per 
period. All periodic signals studied here and are to be found in any electri­
cal system satisfy these requirements and, therefore, have a convergent Fourier 
series. 

From eqn 3.80 we observe that the phasors which compose the periodic 
signal x{t) have an angular frequency 27rn/T which, for |n| > 1 is a multiple, 
or harmonic, of the fundamental angular frequency u = 27r/T. Note that, for 
n = 0 the coefficient Co is given by: 

Co -ri 
to+T 

x{t) dt (3.82) 

This eqn indicates that Co represents the average value of the waveform over 
its period T and represents the DC component of x{t). 
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Mt) + xz{t) iyiit) + yz{t) 

Figure 3.20: a) The first two non-zero terms of the Fourier series for the 
periodic rectangular waveform, b) The sum of first two non-zero terms of the 
Fourier series as an approximation to the periodic rectangular waveform, c) 
The first two non-zero terms of the Fourier series for the periodic triangular 
waveform, d) The sum of first two non-zero terms of the Fourier series as an 
approximation to the periodic triangular waveform. 

As an example we determine the Fourier series of the periodic rectangular 
waveform shown in figure 3.19 b). Using eqn 3.81 with to = 0 we can write: 

^ n 
, g - i 2 7 r f t ^ ^ 1 f 

= M / Ae-^^^^'dt^ I {-A)e-^^^^'dt\ (3.83) 

where A is the peak amplitude. The last eqn can be written as follows: 

^ n 
1 / AT 
f y-j27rn 

A 

T/2 

+ 

- i2 
2A 

j 2 7rn 

- 0 
nn V 

- J 2 7r̂  

-AT 
- J 2 7rn 

-A 

o-J'^^T* 

T/2y 

J —j2'Kn\ J 

( l _ e - ^ ' ^ ^ ) (3.84) 
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where we have used the following equality: 

g-j2 7rn ^ ^^ n = 0 , ± l , ± 2 , ± 3 , . . . (3.85) 

However, we note that: 

-jTrn / - 1 if n = ± l , ± 3 , ± 5 , . . . 

and, therefore, the coefficients given by eqn 3.84 can be written as follows: 

^ ^ r 2 if n = ±l,±3,±5,... 
^ " " j T r n \ 0 if n = 0 , ± 2 , ± 4 , ± 6 , . . . ''^•'^'' 

Note that forn = 0 the last eqn cannot be determined as the result would be a 
non-defined number; 0/0. Hence, Co must be determined from eqn 3.82: 

1 /-^/^ 1 f^ 
Co = - Adt-- Adt = 0 (3.88) 

-̂  ^0 ^ JT/2 

confirming that the average value of x{t) is zero as is clear from figure 3.19 b). 
From the above, eqn 3.87, can be written as follows: 

C. = { f - '' ^^l''"^' (3.89) 
(̂  0 if \n\ IS even 

It is clear that all even harmonics of the Fourier series are zero. Also, we 
observe that Cn = Cl^, a fact that applies to any real (non-complex) periodic 
signal. The coefficients Cn can be written, in a general form, using the complex 
exponential form as follows: 

Cn = \Cn\e^^^^-^ (3.90) 

and eqn 3.80 can be written as follows: 

oo 

x{t) = Yl |C„|eJ'2'^T«+J^(Cn) (3_91) 

gj2 7rf t+ jZ(C„) ^ g - j 2 T f f - j Z ( C „ ) 
n = —OO 

oo 

Co + 5^2|C„| 
2 

OO 

= Co + 5 ] 2 | C n | c o s ( 2 7 r ^ t + Z(Cn)) (3.92) 
n = l 

Expressing the coefficients Cn of eqn 3.89 in a complex exponential form (see 
also eqn 3.90) we have: 

C„ = <! -^f '^ ij H^^"'*'̂  (3.93) 
'̂  ^ 0 if \n\ is even ^ ^ 

Hence, x{t) can be written, using eqn 3.92, as shown below: 

4A 
.(t) = ^ l i CO, ( 2 , 2 , - I ) (3.M, 

n = l 
(n odd) 
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Figure 3.20 a) shows the first and the third harmonics of the rectangular signal 
as: 

from which figure 3.20 b) was derived. 

Example 3.3.1 Determine the Fourier series of the periodic triangular wave­
form, y{t), shown in figure 3.19 c). 

Solution: From figure 3.19 b) we observe that the average value of this wave­
form is zero. Hence, Co = 0. Using eqn 3.81 with to = 0 we can write: 

T 

f3T/i 

e-^^^^'dt 

+ r f ^ _ 4 A \ e-^^^^'dt\ (3.97) 

with A representing the peak amplitude of the triangular waveform. Solving 
the integrals the coefficients can be written as follows: 

Cn = - ^ f 2 e - ^ " ? _ i _ 2 e - ^ ' ^ ' ^ + e - ^ ' 2 " ^ ' ) (3.98) 

Using the result of eqn 3.85 we express the coefficients Cn as follows: 

Cn - 4 ^ e - ^ ' ^ t ( i_e-^-- ) (3.99) 

and using the result of eqn 3.86 we can write these coefficients as: 

C7„ = ( # ^ ^ " ' ^ " ' ! Hi^^^ '^ (3.100) 
[ 0 if \n\ is even 

From eqn 3.92 the Fourier series for the triangular periodic waveform can be 
written as: 

\-^ oA / n 7rn\ ,̂  ^_ 

( n odd) 
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Figure 3.20 c) shows the first and the third harmonics given by 

8 ^ / I TT 
^ c o s ( 2 ^ - * - -2/1 (i) - — c o s ( 2 7 r - t - - ) (3.102) 

Figure 3.20 d) clearly shows that the sum of these two harmonics, yi {t)-\-ys (t), 
approximates the triangular periodic signal. 

Normalised power 

As discussed in section 1.3.1 the instantaneous power dissipated in a resistance 
R with a voltage v{t) applied to its terminals is v'^{t)/R while the instanta­
neous power dissipated caused by a current i{t) is i'^{t) R. Since signals can 
be voltages or currents it is appropriate to define a normalised power by setting 
R= IQ. Then, the instantaneous power associated with a signal x{t) is equal 
to: 

p{t) = x^{t) (3.104) 

Thus, ifx{t) represents a voltage, the instantaneous power dissipated in a resis­
tance R is obtained by dividing p{t) by R while if x{t) represents a current the 
instantaneous power dissipated in that resistance R is obtained by multiplying 
p{t) by R. It is also relevant to define a normalised average power (once again, 
R= lQ)by integrating eqn 3.104 as follows: 

PAY = ^J^ x\t)dt (3.105) 

Example 3.3.2 Determine an expression for the average power associated with 
the periodic rectangular waveform shown in figure 3.19 c). 

Solution: The average power associated with the periodic rectangular wave­
form is the normalised average power (R = ICt) which can be determined 
according to eqn 3.105, that is: 

PAY = Uj^^\^dt + £^{-Afdt\ 

= A^ (Watts) (3.106) 

where A is the amplitude of the waveform. 
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Parseval's power theorem 

Parseval's theorem relates the average power associated with a periodic signal, 
x{t), with its Fourier coefficients, Cn-

1 pto-\-T oo 
- x\t)dt = Cô  + ^ 2 | C n ^ /"" x^{t)dt = C2 + ^ 2 | C „ | 2 (3.107) 

The proof of this theorem can be obtained as follows: The Fourier series indi­
cates that x{t) can be seen as a sum of a DC component with sinusoidal com­
ponents as indicated by eqn 3.92. Hence, the average power associated with 
x{t) can be seen as the addition of the average power associated with the DC 
component with the average power associated with each of these components. 
It is known that the average power associated with a DC signal is the square 
of the amplitude of that DC signal. Also, it is known that the average power 
associated with a sinusoidal component is equal to half the square of its peak 
amplitude. Since the amplitude of each Fourier component of x{t) is equal to 
2 I Cn I then the average power associated with each of these AC components 
is equal to: 

p.. = ( ^ . „ > , 

= 2 | C n P , n > l (3.108) 

and the total average power of x{t) is: 

oo 

PAY. = C^^^2\Cn\^ (3.109) 
n=l 

Example 3.3.3 Show that the fundamental and the third harmonic of the Fourier 
series of the periodic rectangular waveform, shown in figure 3.19 c), contain 
approximately 90% of the power associated with this waveform. 

Solution: According to eqn 3.106 the power associated with the rectangular 
periodic waveform with amplitude ±A is A"^ W. From eqn 3.108 the power as­
sociated with the fundamental component and the third harmonic of the Fourier 
series of the periodic rectangular waveform can be calculated as follows (see 
also eqn 3.89): 

. / 2 ^ \ ' ^f2AV 

= 0.9 A'^ (W) 

Time delay 

If a periodic signal x{t) has a Fourier series with coefficients Cn we can obtain 
the Fourier series coefficients, C^, of a replica of x{t) delayed by r seconds. 
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Angular velocity 

|C„| sin[27rfi + ZCn] 

Imaginary axis 

2TrM + ZCn 

yACn) 

27r^ 

b) 

Figure 3.21: a) Phason b) 
Line spectrum ofaphasor. 

i.e. x{t — T) with |r| < r / 2 , as follows: 

Jto 

using the change of variable t' = t — r,WQ can write: 

dt = dt' 

Z — ZQ , Z — ZQ T 

t = to + T ; t' =to-T + T 

and eqn 3.110 can be written as 

rt'o+T 

(3.110) 

c: 
(3.111) 

where t'^ = to — r. Note that the delay r adds an extra linear phase to the 
Fourier series coefficients Cn-

3.3.2 Fourier coefficients, phasors and line spectra 
Each phasor which composes the Fourier series of a periodic signal can be seen 
as the product of a static phasor with a rotating phasor as indicated below: 

\Cn\e 

Static phasor Rotating phasor 

(3.112) 

Comparing this eqn with eqn 3.56 we can identify each complex coefficient, 
Cn, as the static phasor corresponding to a rotating phasor with angular fre­
quency a; = 2 TT n/T. The phasor (static and rotating components), which is 
shown in figure 3.21 a) can be represented in \ht frequency domain by asso­
ciating its amplitude, |Cn|, and its phase, Z{Cn), with its angular frequency 
u = 27cn/T (or with its linear frequency / = n/T). This gives rise to the 
so called line-spectrum, as illustrated in figure 3.21 b). This frequency repre­
sentation consists of two plots; amplitude versus frequency and phase versus 
frequency. 

Since the Fourier series expresses periodic signals as a sum of phasors we 
are now in a position to represent the line spectrum of any periodic signal. As 
an example, the line spectrum of the periodic square wave with period T can 
be represented with Cn given by eqn 3.89. Figure 3.22 shows the line spectrum 
representing the fundamental component, the third and the fifth harmonics for 
this waveform. As mentioned previously, all the frequencies represented are 
integer multiples of the fundamental frequency u = 27r/T. Hence, the spec­
tral lines have a uniform spacing of 27r/T. It is also important to note that the 
line spectrum of figure 3.22 has positive and negative frequencies. Negative 
frequencies have no physical meaning and their appearance is a consequence 
of the mathematical representation of sine and of cosine functions by complex 
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exponentials because these trigonometric functions (sine and cosine) are rep­
resented by the sum of a pair of complex conjugated phasors (see also eqns 
2.59, 2.60 and 3.92). We also note that the line spectrum has been plotted as a 
function of the angular frequency oj = 27r/. However, we frequently plot hne 
spectra versus the linear frequency / = a;/(27r). 

2,A 
2A 
37r 

Amplitude \Cn\ 
(volt) 

-5x27r 
T 

-3x27r 
T 

-2n 
T 

2n 
T 

3x27r 
T (rad/s) 

Phase ZCn (rad) 

f (90-) 

(-90«) 

Figure 3.22: Line spectrum of the rectangular waveform. 

3.3.3 Electrical signal and circuit bandwidths 
We discuss now the concepts of signal and electrical system bandwidths. In 

Figure 3.23: Periodic volt- order to do so we consider the RC circuit of figure 3.23 which is driven by a 
age applied to an RC circuit. square-wave voltage Vs{t) as shown in figure 3.23 b). This voltage waveform 
b) The periodic voltage v{t). can be expressed as: 

vsit) = Yl ^-r^^n—^j (3.113) 
k=-oo \ ^ / 

where Va (V) is the amplitude and T is the period. r/T is called the 'duty-
cycle' of the waveform and is equal to 1/2 in this case. The function rect (t/r) 
is defined as follows: 

rect I - I = 
i , "2 < ^ < 5 

elsewhere 
(3.114) 
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The Fourier coefficients for Vs{t), Vs^, can be obtained from eqn 3.81 where 
to is chosen to be —T/2, that is: 

Vs. 
= ? /_">"""(?)"" ' * * * -T/2 

r /2 

^ y-T /2 

T K -j2TT^t 
r / 2 

- iT27rn 

TTTl 2j 

Va 

r/2 

= Sm TT —; r 

7rn \ T J 

The last eqn can be written as follows: 
y ^ Va^ sin (TT f r ) 

T 

VaT . (nr 
—;^r- sine 

T V 
nT\ 

T) 
where the function sinc(x) is defined as follows: 

sin(7rx) 
sinc(x) = 

TTX 

Since r/T = 1/2, eqn 3.117 can be further simplified to: 

y,̂  = ysmc(-j 

(3.115) 

(3.116) 

(3.117) 

(3.118) 

(3.119) 

It is left to the reader to show that the DC component of Vs (t), VSQ , is equal to 
VaT/T=Va/2. 

The voltage signal Vs{t) can be written as follows: 

vs{t) = E T î̂ K?)̂ '"^ (3.120) 

Once again, it is left to the reader to show that the periodic square waveform 
of figure 3.19 b) can be seen as a particular case of the rectangular waveform 
of figure 3.23 b) when r/T = 1/2. Hint, assume that the average (or DC) 
component is zero and use a delay of T/4. 

The signal bandwidth is a very important characteristic of any time vary­
ing waveform since it indicates the spectral content and, of course, its mini­
mum and maximum frequency components. From eqn 3.120 we observe that 
the spectrum and therefore the bandwidth of the periodic square wave is in­
finite. However, it is clear that very high order harmonics have very small 
amplitudes and its impact on the series can be neglected. So a question arises; 
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Pundamental+3rd +5th harmonics 

Figure 3.24: Rectangular 
periodic waveform, a) Ap­
proximation by the various 
components, b) Line spec­
trum of the approximation. 

where do we truncate the Fourier series in order to determine the significant 
bandwidth of the signal? The criteria to perform such a truncation can vary 
depending on the appHcation. One of these can be stated as the range of fre­
quencies which contain a large percentage of the average power associated 
with this signal. For example, if this criterion defines this percentage as 95% 
of the total, then the bandwidth for the signal of figure 3.23 b) is 3/T. In fact, 
|VsoP + 2\Vs,\^ + 2IF53P = 0-95 X V^/2 where V^/2 is the total average 
power associated with this signal. It is also important to realise that the signal 
bandwidth is a measure of how fast a signal varies in time. In order to illustrate 
this idea we consider figure 3.24 a) where we see that the addition of higher 
order harmonics increases the 'slope' of the reconstructed signal and that it 
varies more rapidly with time. 

Now that we have determined the Fourier components of the input voltage 
signal, Vs{t), of the circuit of figure 3.23 a) we are in a position to determine 
the output voltage Vc{t). This voltage can be determined using the AC pha-
sor analysis, discussed in section 3.2.3, and then applying the superposition 
theorem to all the voltage components (phasors) of the input signal Vs{t). 

The voltage phasor at the terminals of the capacitor, Vc, is determined us­
ing phasor analysis. This voltage can be obtained noting that the impedance 
associated with the capacitor and the resistor form an impedance voltage di­
vider. Thus Vc can be expressed as follows: 

Vc = 
Zc + R 

Vs (3.121) 

where Zc = [jooC) ^ is the impedance associated with the capacitor. Hence, 
we can write: 

Vc = 
1 

l^jujRC 
Vs (3.122) 

If we divide the phasor which represents the circuit output quantity, Vc, by 
the phasor which represents the circuit input quantity, V5, we obtain the circuit 
transfer function which, for the circuit of figure 3.23 a), can be written as 
follows: 

H{u) 
1 

l-^jujRC 
(3.123) 

or 

H{f) = 
l+j27rfRC 

(3.124) 

The transfer function of a circuit is of particular relevance to electrical and 
electronic circuit analysis since it relates the output with the input by indicating 
how the amplitude and phase of the input phasors are modified. Figure 3.25 
shows the magnitude (on a logarithmic scale) and phase of H{f), given by 
eqn 3.124, versus the frequency / , also on a logarithmic scale, for various 
values of the product RC. RC is called the 'time constant' of the circuit. 
Close inspection of the transfer function H{f) allows us to identify two distinct 
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Figure 3.25: Magnitude and phase of the transfer function of the RC circuit of 
figure 3.23. 

frequency ranges. The first is for 27rfRC < < 1, that is for / < < {27rRC)~ 
Over this frequency range we can write: 

H{f) 1 for / « (27ri^C) - 1 (3.125) 

indicating that the circuit does not significantly change the amplitudes or phases 
of those components of the input signal with frequencies smaller than {27rRC) ~ ̂ . 

The second frequency range is identified as 27rfRC > > 1. Now we can 
write: 

H{f) 
j27rfRC 

foTf»{27rRCy (3.126) 

indicating that the circuit significantly attenuates the amplitudes of those com­
ponents of the input signal with frequencies larger than (27ri?C)~^. The atten­
uation of these high frequency components means that the circuit preferentially 
allows the passage of low-frequency components. Hence, this circuit is also 
called a low-pass filter. The frequency fc = {27r RC)~^ is called the cut-off 
frequency of the filter and it establishes its bandwidth. A more detailed discus­
sion of the definition of circuit bandwidth is presented in section 3.3.5. Note 
that for frequencies f » fc this circuit introduces a phase shift of —7r/2. 

We are now in a position to apply the superposition theorem in order to 
obtain the output voltage. This can be effected by substituting the phasor Vs in 
eqn 3.124 by the sum of phasors (Fourier series) which represents the square 
wave and by evaluating the circuit transfer function at each frequency / = 
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n/T. That is: 

Vc„ [H{f)]f=^ X Vs., 

1 

(3.127) 

l+j27TfRC 
1 

l+j2-K^RC 

xVs„ 
J — T 

where the phasors Vc^ are the coefficients of the Fourier series representing the 
voltage Vc{i) and the phasors Vs^ are the coefficients representing the periodic 
square voltage Vs{t). The phasors Vc^ can be written as: 

VCr. 
Va . 

sine © <-> l 4 - j 2 7 r f i ? C 2 

Which can also be written in the complex exponential form as: 

(3.128) 

Vc^ = { 

y e^('¥'-f)-^'*^^"'('"f^^) 

2 

0 

7 r n ^ l + ( ^ / ? C ) ^ 
for \n\ odd 

forn = 0 

for \n\ even and \n\ > 1 
(3.129) 

Figure 3.25 shows that if the low-pass filter features a time constant such that 
2TTRC = 10 s, corresponding to fc = 0.1 Hz, all frequency components of the 
input signal, with the exception of the DC component, are severely attenuated. 
Although for 2'KRC = 1 S (/C = 1 Hz) the fundamental frequency component 
is slightly attenuated, all higher order harmonics are considerably attenuated. 
This implies that for both situations described above the output voltage will be 
significantly different from the input voltage. On the other hand, for 27rRC = 
0.1 s (fc = 10 Hz) the fundamental, the third and the fifth order frequency 
components are hardly attenuated although higher-order harmonics suffer great 
attenuation. Note that, for this last situation (fc = 10 Hz), the significant 
bandwidth of the input voltage signal does not suffer significant attenuation. 
This means that the output voltage is very similar to the input voltage. 

Since the Fourier coefficients of Vc{t) are known, this voltage can be writ­
ten using eqn 3.92, that is: 

Vc{t) 

with 

2Va 

nnyJl+{^^RCy 
cos (27r^< + <^„) (3.130) 

-v^ 2 2 ^^^ {2IT ^EC) for n odd 
for n even 

(3.131) 

Figure 3.26 illustrates the output voltage Vc{t) for the three time constants dis­
cussed above. As expected, for the two situations where 27rRC = 10 s and 
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Vc{t) (V) 
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Figure 3.26: Waveforms for Vc{t). a) 2nRC = 0.1 5. h) 2T:RC =ls.c) 2'KRC = 10 s. 

2TTRC = 1 S the output voltage Vc{t) is very different from the input voltage 
due to the filtering effect of the input signal frequency components. However, 
for 2'KRC = 0.1 s the output voltage is very similar to the input signal since 
the main frequency components are not significantly attenuated. 

It is also interesting to note that the effect of filtering all frequency com­
ponents (27r RC = 10 s) of the square voltage waveform results in a near-
triangular periodic waveform, such as that of figure 3.19 c), with an average 
value (DC component) equal to the DC value of the input square wave input 
voltage (see next example). 

The waveforms of Vc{t) illustrated in figure 3.26 can be interpreted as the 
repetitive charging (towards Va) and discharging (towards 0) of the capacitor. 
At the higher cut-off frequency (27rRC = 0.1 s) the capacitor can charge and 
discharge in a rapid manner almost following the input signal. However, as 
the cut-off frequency (or bandwidth) of the filter is decreased the charging and 
discharging of the capacitor takes more time. It is as if the output voltage is 
suffering from an 'electrical inertia' which opposes to the time-variations of 
that signal. In fact, the bandwidth of a circuit can actually be viewed as a 
qualitative measure of this 'electrical inertia'. 

Example 3.3.4 Consider the circuit of figure 3.23 a). Show that if the cut­
off frequency is such that fc « T~^ then the resulting output voltage is a 
near-triangular waveform as shown in figure 3.26 a). 

Solution: If (27ri?C)~^ «T~^ this means that; 

27rnRC 
» 1 , n > 1 (3.132) 

and we can write the Fourier coefficients of the output voltage, expressed by 
eqn 3.128, as follows: 

Vc^ 
J2 

2 

sinc(f) if n 7^0 

ifn = 0 

(3.133) 
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Figure 3.27: Magnitude and 
phase of a transfer function 
of a distortionless system. 

This eqn can be written in exponential form as follows: 

^ YsJL 1 _ p-jmT/2 i f i T i l i o o d d 
2RC 7r2n2 ^ ^̂  K l̂ A5> UUU 

Vc, 2 

0 

i f n ^ O 

if \n\ is even and \n\ > 0 

(3.134) 

Comparing the last eqn for |n| odd with eqn 3.100 for |n| odd we observe that 
they are similar in the sense that they exhibit the same behaviour as |n| in­
creases (note the existence of the term 1/n^ in both equations). The difference 
lies in the amplitude and in the average value for the output triangular wave­
form which now is Va/2. 

3.3.4 Linear distortion 
Linear distortion is usually associated with the unwanted filtering of a signal 
while non-linear distortion is associated with non-linear effects in circuits. To 
illustrate linear distortion let us consider the transmission of a periodic signal 
y{t) through an electrical channel with a transfer function H{f). The output 
signal, z{t), is said undistorted if it is a replica of y{t), that is if z{t) differs 
from y{t) by a multiplying constant A, representing an amplification (A > 1) 
or attenuation (̂ 4 < 1), and a time delay, td- Hence, z{t) can be written as 

z{t) = Ay{t-td) (3.135) 

The relevant question is: what must H{f) be in order to have such a distor­
tionless transmission? To answer this we assume that y{t) has a Fourier series 
given by: 

yit) ^ Cy„e^'-^Ut (3.136) 

From eqn 3.135 and from the time delay property of Fourier series (see eqn 
3.111) we can write the Fourier coefficients of z{t) as follows: 

From eqn 3.127 we can determine H{f) as follows: 

(3.137) 

[^(/)l/=-
Cz 

(3.138) 

that is 

H{f) ^ e J 2 x / i < i (3.139) 
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Figure 3.27 shows the magnitude and the phase of this transfer function. From 
this figure we conclude that a distortionless system must provide the same am­
plification (or attenuation) to all frequency components of the input signal and 
must provide a linear phase shift to all these components. 

The application of a sequence of rectangular pulses to an RC circuit illus­
trates what can be considered as linear distortion. Now, let us consider the 
transmission of those same pulses through an electrical channel which is mod­
elled as the RC circuit of figure 3.23 a). From the discussion above we saw that 
if the cut-off frequency of the RC circuit is smaller than the third harmonic fre­
quency of the input signal, then the output signal is significantly different from 
the input signal. Severe linear distortion occurs since the various frequency 
components of the input signal are attenuated by different amounts and suf­
fer different phase shifts. However, if the cut-off frequency of the RC circuit 
is larger than the third harmonic frequency then the output signal is approxi­
mately equal to the input signal, as illustrated by figure 3.26 c). This is because 
the most significant frequency components of the input signal are affected by 
the same (unity) gain. Note that, in this situation, the phase shift is zero indi­
cating that there is no delay between the input and output signals. 

3.3.5 Bode plots 

In the previous section we saw that the complex^ nature of a transfer function, 
H{f) (or H{uo)), implies that the graphical representation of H{f) requires 
two plots; the magnitude of i / ( / ) , \H{f)l and the phase of i / ( / ) , ^H{f), 
versus frequency, as illustrated in figure 3.25. 

Often, it is advantageous to represent the transfer function, \H{f)\, on a 
logarithmic scale, given by 

|i^dB(/)| = 20 1ogio|i:^(/)| (dB) (3.140) 

Here, \H^^{f)\ and frequency are represented on logarithmic scales. The unit 
of the transfer function expressed in such a logarithmic scale is the decibel 
(dB). 

The main advantage of this representation is that we can determine the 
asymptotes of the transfer function which, in turn facilitate its graphical rep­
resentation. Note that the logarithmic operation also emphasises small differ­
ences in the transfer function which, if plotted in the linear scale, would not 
be so clearly visible. In order to illustrate this we again consider the transfer 
function of the RC circuit of figure 3.23, given by 

We can express this as 

\H^{f)\ = 20 1ogio 
l+j2irfRC 

^ As in complex numbers described in Chapter 2. 
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= 20 1ogio 
V l + (27r/i?C)2 

= 20 logio (1) - 20 logio (1 + i2Tr fRCf)~' 

= - 1 0 1ogio(l + (2 7r/i?C)2) (3.142) 

We can now identify the two asymptotes of |iIdB(/)|. noting that 

l + ( 2 7 r / i ? C ) 2 ~ l i f 2 7 r / i 2 C « l (3.143) 

l + (27 r / i ?C)2~(27 r / i ?C)2 i f 2 7 r / i ? C » l (3.144) 

Hence, we can write 

|FdB(/)| ^ - l O l o g i o ( l ) 

^ OdB i f / « ; r ^ (3.145) 

|FdB(/)| 2̂  - 10 logio(27r/i?C)2 

~ -20 logio(27r/i?C) i f / » ^ - L ^ (3.146) 

The phase of H{f) is given by 

and it can also be approximated by asymptotes: 

0 i f / < iTi X ^ — 

^H{f) ~ { 

10 ^ 2 7TRC 

1 / J- / 10 

27rHC 

(3.148) 
Figure 3.28 a) shows \H^B{f)\ versus the frequency. In this figure we also 
show the corresponding values of \H{f)\. A gain of —20 dB (corresponding to 
an attenuation of 20 dB) is equivalent to a linear gain of 0.1 (or an attenuation 
of 10 times). 

The two asymptotes given by eqns 3.145 and 3.146 are represented in fig­
ure 3.28 a), by dashed lines. Since the X-axis is also logarithmic the asymptote 
given by eqn 3.146 is represented as a line whose slope is —20 dB/decade. A 
decade is a frequency range over which the ratio between the maximum and 
minimum frequency is 10. Note that this slope can be inferred by inspection 
of figure 3.28 a) where we observe that for / = {2 7r RC)~^ the asymptote 
given by eqn 3.146 indicates 0 dB. From this figure we observe that these 
two asymptotes approximately describe the entire transfer function. The max­
imum error, A, between H{f) and the asymptotes occurs at the frequency 
/ = (2 7ri^C)-^It isgivenby 

A = - 20 1ogio(27r/ i?C);=(2. i ,c)- i - |^dB(/) | /=(2.HC)-i 

= 0 + 10 1ogio(2) 

:^ 3dB 
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Figure 3.28: Magnitude and phase of the transfer function of the RC circuit of 
figure 3.23 (solid lines) and asymptotes (dashed lines). 

The circuit or system bandwidth is very often defined as the range of positive 
frequencies for which the magnitude of its transfer function is above the 3 dB 
attenuation value. This 3 dB value is equivalent to voltage or current output to 
input ratio of l / \ /2 2:̂  71% (see figure 3.28 a)) or, alternatively, output to input 
power ratio of 50%. Hence, the bandwidth for the RC circuit is from DC to 
/ = (2 TT i?C)~^, the cut-off frtqucncy. 

Figure 3.28 b) shows the angle of the transfer function, ZH{f), and also its 
asymptotes given by eqn 3.148. From this figure we observe that for frequen­
cies smaller than one tenth of the cut-off frequency the phase of the transfer 
function is close to zero. At the cut-off frequency / = (2 TT i? C) ~^ the phase 
of the transfer function is —7r/4 and for frequencies significantly greater than 
this, the phase of the transfer function tends to —7r/2. 

Poles and zeros of a transfer function 

In general, a circuit transfer function can be written as follows: 

fr(f. ^ (1 + j2nf/zr){l + J2nf/Z2) • • • (1 + j2irf/zn) 
^^> (1 + j21^f/p^){l + J27r//p2) • • • (1 + i27r/ /p„) ^ " '' 
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V5 

Figure 3.29: CR circuit. 

Each Zj, i = 1 , . . . , n, is called a zero of the transfer function, and, for j27r/ = 
—Zi the transfer function is zero. Each pi, i = 1 , . . . , m, is called a pole of 
the transfer function. At j27rf = —pi the transfer function is not defined since 
H{jpi/{27r)) -^ ±00 depending on the sign of the DC gain, ^ . For a practical 
circuit m > n and m, the number of poles, is called the order of the transfer 
function. 

This representation of a transfer function is quite advantageous when all 
the poles and zeros are real numbers since, in this situation, it greatly simplifies 
the calculation of |i7dB(/)|- In fact, if all the poles and zeros of H{f) are real 
numbers we can write: 

|i:^dB(/)| = ^ 1 0 log; 

m 

- ^ 10 log 
fc=i 

1 + 

1 + 

2 7r/ 

2 7r/ 

Pk 
(3.150) 

Let us consider the CR circuit of figure 3.29. Note the new positions of the re­
sistor and capacitor. It can be shown (see problem 3.6) that the transfer function 
of this circuit, Hcnif) — VR/VS-, can be written as: 

HCR^I) = 
j2TrfRC 

l+j27rfRC 
(3.151) 

Relating this transfer function with eqn 3.149 we observe that Hcnif) has 
one pole, equal to (7? C) ~ ̂ , and a zero located at the origin. Since the pole and 
the zero are real numbers we can use eqn 3.150 to determine \HCR^(/)| as 
follows: 

\HCR.M) 20 logio(27r//?C) - 10 logio (l + {2nfRCf) 

(3.152) 

We can identify the two asymptotes of \HcR^g{f)\ (see also eqns 3.143 and 
3.144) which are given by: 

i f / « 
1 

i f / » 

2nRC 
1 

2'!rRC 

\HcR,s{f)\ ^ 20 1ogio(27r/i?C)dB 

\HcR^^{f)\ :^ OdB, 

The phase of HcR{f) is given by 

and it can also be approximated by asymptotes: 

2 ^̂  ^ ^ 10 ^ 2nRC 

ZHcR{f)c^l f - f logio(27r/i?C) ,,,,\j,n<f< 

(3.153) 

(3.154) 

(3.155) 

10 

0 

10x27r i?C 

10 
2TTRC 

2'KRC 

f> 
(3.156) 
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Figure 3.30: Magnitude and phase of the transfer function of the CR circuit of 
figure 3.29 (solid lines) and asymptotes (dashed lines). 

Figure 3.30 a) shows the magnitude, in dB, of this transfer function given by 
eqn 3.152 and the asymptotes given by eqns 3.153 and 3.154. We observe 
that this circuit attenuates frequencies smaller than the cut-off frequency, fc = 
(2 TT i? C)~^, while it passes the frequency components higher than fc. Hence, 
this circuit is called a high-pass filter. Note that, in theory, the bandwidth of this 
filter is infinity, although in practice unwanted circuit elements set a maximum 
operating frequency to this circuit. 

Figure 3.30 b) shows the phase of the transfer function. The three asymp­
totes for this phase given by eqn 3.156 are also shown. At frequencies smaller 
than / = (2 TT i? C10)~^ the circuit imposes a phase of 7r/2 while at frequen­
cies higher than / = 10 (2 TT i? C)~^ the circuit does not change the phase. 
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Figure 3.31: a) RLC circuit, 
b) AC equivalent circuit. 

Signal filtering as signal shaping 

Signal filtering can act as signal shaping as illustrated in example 3.3.4 where a 
triangular waveform was obtained from the low-pass filtering of a square-wave. 
This shaping is accomplished using at least one energy storage element in an 
electronic network, that is by using capacitors or inductors. Capacitive and 
inductive impedances are frequency dependent and different frequency com­
ponents of a periodic signal suffer different amounts of attenuation (or ampli­
fication) and different amounts of phase shift giving rise to modified signals. 

To further illustrate this idea let us consider the circuit of figure 3.31 where 
a square-wave voltage is applied (see figure 3.19 b)). The purpose of this circuit 
is to reshape the input signal in order to obtain a sine wave voltage. 

The output voltage, Vo{t), is the voltage across the capacitor and induc­
tor. Since the input voltage Vs (t) can be decomposed as a sum of phasors the 
voltage Vo{t) can be determined using AC phasor analysis together with the 
superposition theorem. We start by calculating the voltage at the output, VQ, 
using phasor analysis. Since the capacitor is in a parallel connection with the 
inductor we can determine an equivalent impedance, 

with 

^LC = 

Zc = 

ZL ZC 

ZL + ZC 

1 
jujC 

ZL = JLoL 

that is: 

ZLC 
jujL 

1-LU^LC 

(3.157) 

(3.158) 

(3.159) 

(3.160) 

From figure 3.31 b) we observe that ZLC and the resistor form an impedance 
voltage divider. Thus the voltage VQ can be expressed as follows: 

Vo -
ZLC 

ZLC + R 
j uj L 

Vs 

l - w ^ L C 

1-oj^LC + R 
jwL 

R{l-oj^LC)+jujL 
Vs 

The transfer function is, therefore, 

Clearly, this can also be written as 

HRLcif) • 

JLOL 
R{l-uj'^LC)+juL 

j2nfL 
R{l + iJ2nf)^LC)+j2TrfL 

(3.161) 

(3.162) 

(3.163) 
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The two poles of HRLCU) ^^^ ^^ determined by setting the denominator of 
eqn 3.163 to zero and solving this eqn in order to obtain i 2 TT / , that is 

R{l + {j27rffLC)+j27rfL = 0 (3.164) 

and since L^ — 4 L C i?^ < 0 we obtain 

The two poles of the transfer function are obtained from the last eqn (see also 
eqn 3.149) as 

= -j27rfi 

2RLC 
1,2 (3.166) 

The two poles given by the last eqn are complex conjugated. This means that 
we cannot apply eqn 3.150 and we must determine \HRLc^^{f)\ using the 
standard procedure, that is: 

\HRLc,^{f)\ = 20 1ogio 
j27rfL 

R{l-{27rf)^LC)+j27rfL\ 

= 20 1ogio(27r/L) 

- 10 1ogio[ i? ' ( l - (27r / )2LC)2 + (27r/L)2] (3.167) 

Figure 3.32 shows a plot of \HRLC^^ (/) | . This figure indicates that the RLC 
circuit does not attenuate the component / = {27ry/LC)~^ = 1 kHz since 
\HRLC^-Q{{27ry/LC)~^)\ = 0 dB. However, it attenuates all frequency com­
ponents around this frequency. Thus, this circuit is called a band-pass filter. 
The (3 dB) bandwidth of this circuit is 22 Hz centred in 1 kHz. For band-pass 
filters the Quality Factor, Q, is defined as the ratio of the central frequency, /o, 
to its bandwidth, BW, that is 

Q = ^ (3.168) 

The quality factor is a measure of the sharpness of the response of the circuit. A 
high quality factor indicates a high frequency selectivity of the band-pass filter. 
For this circuit the quality factor is Q = 45. Note that the third and the fifth 
harmonics suffer an attenuation greater than 40 dB resulting from the frequency 
selectivity of the circuit. This means that these frequency components have an 
amplitude (at least) 100 times smaller at the output of the circuit compared to 
its original amplitude at the input of the circuit. 

We are now in a position to apply the superposition theorem to obtain Vo{t). 
This can be effected by substituting the phasor Vs in eqn 3.163 by the Fourier 
series which represents the periodic square wave and by evaluating the transfer 
function of the circuit, HRLCU), at each frequency of these phasors, that is: 

Vo„ = [ i?«Lc( / ) ] /=f X Vs„ 

R{l-4Tr'^^LC)+j2Tr^L 
Vs„ (3.169) 



3. Frequency domain electrical signal and circuit analysis 87 

|i?MC,B(/)|dB 
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Figure 3.32: Magnitude of the transfer function of the RLC circuit of figure 
3.31. 

where the phasors VQ^ are the coefficients of the Fourier series representing 
Vo{t) and the phasors Vs^ are the coefficients of the Fourier series representing 
Vs{t). Clearly, Vs^ coincide with Cn given by eqn 3.87. However, the units 
for these coefficients are volts. The phasors VQ^ can be written as: 

VOr. 

. 727 r -L 

R{1 

0 

_2A. 

4 7 r 2 — L C ) + j 2 7 r - L 
(V) for I n I odd 

for I n I even 
(3.170) 

Figures 3.33 a) and 3.33 b) show the magnitude and the phase of the spectral 
components of Vs{t), respectively, while figures 3.33 c) and 3.33 d) show the 
magnitude and the phase of the components of Vo{t), respectively. It is clear 
that the fundamental component (at / = l /T) is present in the output voltage 
but that higher order harmonics are severely attenuated'*. Comparing figures 
3.33 b) and 3.33 d) it is also clear that the circuit changes the phase of the 
higher order harmonics of the input signal. 

^These harmonics appear to be zero given the resolution of figure 3.33 c). 
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Figure 3.33: Spectral representations of: a) magnitude of vsit); b) phase of 
Vs{t); c) magnitude ofVo{t); d)phase ofVo{t). 

The voltage Vo{t) can now be written using eqn 3.92 as: 

CX) 

Vo{t) = Yl 2 | V b J c o s ( 2 7 r ^ t + angle(yoj) (3.171) 
n = l 

(n odd) 

Since the harmonics, at frequencies higher than the fundamental, are strongly 
attenuated, we can write Vo{t) as 

(3.172) 

Vo{t) - 2 IVbJ cos ( 2 TT - 1 + angle {VQ,) 

4 / 1 TT 
— cos 2 TT — r — — 
TT V T 2 

Finally figure 3.34 shows Vs{t) and Vo{t) given by eqn 3.171. From this figure 
it is clear that the output voltage is a sine wave corresponding to the fundamen-

1"̂ ^̂  tal component of the input periodic voltage signal Vg (t). 

3.3.6 The Fourier transform 

In the previous section we have seen that the Fourier series is a very powerful 
Figure 3.34: Vs{t) andVo{t). signal analysis tool since it allows us to decompose periodic signals into a sum 
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iVa 

t{s) 

Figure 3.35: Periodic volt­
age rectangular waveform. 

of phasors. Such a decomposition, in turn, allows the analysis of electrical cir­
cuits using the AC phasor technique with the superposition theorem. Whilst 
the Fourier series applies only to periodic waveforms the Fourier transform is 
a far more powerful tool since, in addition to periodic signals, it can represent 
non-periodic signals as a 'sum' of phasors. In order to illustrate the difference 
between the Fourier series and the Fourier transform we recall the Fourier se­
ries of a rectangular waveform like that depicted in figure 3.35 with amplitude 
Va and duty-cycle r/T. Figure 3.36 a) shows the waveform and its correspon­
dent line spectrum (magnitude). If we now increase the period T (maintaining 
T and the amplitude constant) we observe that the density of phasors increases 
(figure 3.36 b) and 3.36 c)). Note that the amplitude of these phasors decreases 

Time domain Frequency domain 

. . • . I I I • • . . y n . ) 
-10 - 5 0 5 10 15 

• \Vn\ 

. 1 . I I I I . I . / (Hz) 
I I • , • I I I , I I 1 I i I I i I , I I I I , • I I • , ^ 

- 4 - 2 0 2 6 8 10 t (s) - 1 5 - 1 0 

/(Hz) 

/(Hz) 

10 15 

Figure 3.36: The Fourier transform of a rectangular pulse. 

since the power of the signal decreases. If we let the period tend to infinity 
this is equivalent to having a non-periodic signal, that is, we have a situation 
where the signal v{t) is just a single rectangular pulse. In this situation the sig­
nal spectrum is no longer discrete and no longer constituted by equally spaced 
discrete phasors. Instead the spectrum becomes continuous. In this situation 
the spectrum is often referred to as having a continuous spectral density. 

The procedure described above, where the period T is increased, can be 
written, in mathematical terms, as follows: 

oo 

(3.173) 

where we indicate the explicit dependency of the Fourier coefficients Vn on the 
discrete frequency n/T. The last eqn can be written as shown below: 

v{t) ^ ^ E TVn[^) e^^-^'Af (3.174) 
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where A / = 1/T. Equation 3.174 can be written as follows^: 

/

oo 

V{f) e^'2-/* df (3.175) 
-OO 

The discrete frequencies are described by the discrete variable, n/T. This 
variable tends to a continuous variable, / , describing a continuous frequency 
when T -^ oo. V{f), the (continuous) spectrum or the spectral density ofv{t), 
can be calculated as follows: 

V{f) = ^un^TVn[^) (3.176) 

pT/2 

= lim / v{t) e-^'^^'^Ut (3.177) 
f^T/2 

-T/2 

Where we chose to = —T/2. Finally, the last eqn can be written as: 

/

oo 

-OO 

(3.178) 

A sufficient condition (but not strictly necessary) for the existence of the Fourier 
transform of a signal x{t) is that the integral expressed by eqn 3.178 has a finite 
value for every value of / . 

Example 3.3.5 Consider the single square voltage pulse shown in figure 3.36. 
Show that the Fourier transform of this pulse is the same as that obtained from 
eqn 3.176, which is derived from the Fourier series of a periodic sequence of 
rectangular pulses (see eqn 3.117), when T -^ oo. 

Solution: Using eqn 3.178 we can write 

V{f) = r Varect(^^ e-^^^^'dt 

rr/2 

J-r/2 -r/2 

- j 2 7 r / 2 j 
V ; r s i n c ( / r ) (3.179) 

From eqn 3.176 we can write : 

V rr^aT . fnr\ 
= nm T ——- smc —-

T-.00 T \T ) 
= VaT sine ifr) (3.180) 

^Recall that 

lim Y ^ / ( x i ) A x = / f{x)dx 
^ ^ - 0 " ^ J a 
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where n/T —> / as T ^> oo. 

From the above it should be clear that the Fourier transform, V{f), repre­
sents a density of phasors which completely characterise v{t) in the frequency 
domain. Such a representation is similar to the Fourier series coefficients in the 
context of periodic signals. However, it is important to note that whilst the unit 
of the voltage phasors (Fourier coefficients), Vn is the volt, the unit of the spec­
tral density, V{f), is volt/hertz (or voltxsecond). v{t) and V{f), as given by 
eqns 3.175 and 3.178 respectively, form the so-called Fourier transform pair: 

«W i V{f) (3.181) 

where '^ denotes the Fourier integral operation. 

Linearity 

The Fourier transform is a linear operator. Given two distinct signals xi (t) and 
X2 {t) with Fourier transforms Xi (/) and X2 (/), respectively, then the Fourier 
transform of y{t) = axi{t) -\- bX2{t) is given by; 

/

oo 

[axi{t) + bx2{t)]e-^^''^*dt 
-00 

- a X i ( / ) +6X2(7) (3.182) 

Duality 

Another important property of Fourier transform pairs is the so-called duality. 
Let us consider a signal x{t) with a Fourier transform represented by X{f). If 
there is a signal y{t) = X{t) then its Fourier transform is given by 

/

oo 

-00 

/ O O 

X(t)e^'2 '^(-^ ' 'dt (3.183) 
-00 

and, according to eqn 3.175 we have that 

Y{f) = x{~f) (3.184) 

that is 

X{t) ^ x{-f) (3.185) 

Example 3.3.6 Use the duality property of Fourier transform pairs to calculate 
the Fourier transform of y{t) = A sinc(t 77). 
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Solution: From eqn 3.179 and from eqn 3.185 we can write: 

Y{f) = - r e c t f ^ ) (3.186) 

Note that the rectangular function is an even function, that is rect(—/) = 
rect(/). 

Time delay 

If a function x{t) has a Fourier transform X{f) then the Fourier transform of 
a delayed replica of x{t) by a time r, x(t — r) , is given by: 

/

oo 

- O O 

using the change of variable t' 

(3.187) 

)le r =t-

dt 
t -^ —CXD 

t -^ OO 

r we can write; 

= dt' 
; t' -^ —00 

; t' ^> 00 

and eqn 3.187 can be written as 

/

oo 

- O O 

= X(/)e-^'2^-^^ (3.188) 

Note that the delay r causes an addition of a linear phase to X ( / ) . If r is 
negative this means that the signal is advanced in time and the linear phase 
added to the spectrum has a positive slope. It is worth noting the similarity 
between the delay property of the Fourier transform with the delay property of 
the Fourier series (see eqn 3.111). 

The Dirac delta function 

The Dirac delta function, 5{t) can be visualised as an extremely narrow pulse 
located at t = 0. However, the area of this pulse is unity which implies that its 
amplitude tends to infinity. A common way of defining this function is to start 
with a rectangular waveform with unity area, such as that depicted in figure 
3.37 a), which can be expressed as follows: 

z{t) = - r e c t ( - j (3.189) 

with r = 1. If we now decrease the value of r, as shown in figures 3.37 b) 
and c) we observe that the width of the rectangle decreases whilst its amplitude 
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Figure 3.37: Rectangular function, a) T = 1. Z?) r = 0.5. cj r = 0.25. d) T -^ 0 (Dirac delta function). 

X 

t;(to) 

increases in order to preserve unity area. When we let r tend to zero we obtain 
the Dirac delta function; 

S{t) r 1 ft 
lim - rect -

which is depicted in figure 3.37 d). Note that 

/

oo 
S{t) dt = 1 

-oo 

(3.190) 

(3.191) 

The area is represented by the bold value next to the arrow representing the 
delta function. An important property of the Dirac delta function is called the 
sampling property which states that the multiplication of this function, centred 
at to, by a signal v{t) results in a Dirac delta function centred in to with an area 
given by the value of v{t) dXt — to, that is: 

v{t)x8{t-to) = v{to) xS{t-to) (3.192) 

We emphasise that the area of v{t) x S{t — to) is equal to v{to), that is: 

J —c 

v{t)x5{t-to) = v{to) (3.193) 

Figure 3.38 illustrates this last property expressed by eqns 3.192 and 3.193. 

Figure 3.38: Illustration of -jhe Fourier transform of a DC signal 
the sampling property of the 
Dirac delta function. Let us calculate the Fourier transform of a DC signal, w{t), with amplitude A. 

According to eqn 3.178 this transform would be given by 

/

oo 

-OO 

(3.194) 
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However, the definite integral cannot be determined because it does not con­
verge for any value of / . Hence, the calculation of this Fourier transform 
requires the following mathematical manipulation. We express the DC value 
as follows: 

w{t) = lim Asinc{tr]) (3.195) 

Figure 3.39 a) illustrates eqn 3.195 where we observe that as 77 -^ 0, w{t) -
A. Taking the Fourier transform of w{t), expressed by eqn 3.195, we obtain 

/

oo 

lim Asmc{trj)e-^^''^Ut (3. 

-00 ^-"0 

196) 

Since the integrand is a continuous function we can change the order of the 
limit and the integral, that is 

/

oo 

Asmc{trj)e-^'^''^^dt (3. 
-CX) 

From eqn 3.186 we can write W{f) as follows: 

W{f) 

197) 

lim — rect - (3.198) 

This eqn is, by definition (see eqn 3.190), the Dirac delta function multiplied 
by A (see also figure 3.39 b)), that is: 

Figure 3.39: a) Representa- W{f) = AS{f) (3.199) 

\^?'. ^ . ^ "^ ^ w — xhis type of mathematical manipulation yields what is called the 'generalised 
) ourier ransjorm oj pourier transform' and it allows for the calculation of Fourier transforms of a 

^ *̂ broad class of functions such as that illustrated in the next example. 

Example 3.3.7 Determine the Fourier transform of the unit-step function de­
picted in figure 3.40. 

Solution: The unit-step function is defined as follows: 

1 i f t > 0 
u{t) (3.200) 

0 elsewhere 

This function can also be seen as the addition of a DC value of 1/2 with the 
signum function multiplied by a factor 1/2, as illustrated by figure 3.40, and 
can be written as 

where the signum function, sign(t), is defined as: 

1 i f t > 0 
sign(t) 

(3.201) 

(3.202) 
- 1 i f t < 0 
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ku{t) 

+ 
• isign(t) 

Figure 3.40: Unit-step func­
tion as the addition of a con­
stant value with the signum 
function. 

- 1 

Figure 3.41: The signum 
function obtained from 
eqn 3.203. a = 0.5, 0.1 and 

The Fourier transform of u{t) is the addition of the Fourier transform of a 
DC value (discussed above in detail) with the Fourier transform of the signum 
function. We need a mathematical manipulation so that the calculation of the 
transform of the signum function converges to its correct value. Figure 3.41 
shows that sign(t) can also be written as follows: 

sign(t) = lim < 
a-^O 

i ( l - e - i ) e-^* i f t > 0 

I (ei -l) e"* i f t < 0 

(3.203) 

with a > 0. Figure 3.41 shows eqn 3.203 for a = 0.5, 0.1 and 0.02. From this 
figure it is clear that as a tends to zero eqn 3.203 tends to eqn 3.202. 

The Fourier transform of the signum function can now be calculated as 
follows: 

Sign(/) = lirn^ / ( e - - l ) e^*e-^'2"^'dt 

= lim 
a-»-0 

+ lim 

- 1 
+ 

aeoc ^at-j2nft 

a — 2j TT f a'^ — 2J7rfa-\-l 
oo 
oo 

ae a -at-j2n ft 
a2 + 2 J 7 r / a + l a + 2J7r / ) 

1 

j^f 

Jo 

(3.204) 

where we have used the following equalities: 

0 for t < 0, (a > 0) 

0 for t > 0, (a > 0) 

lim e« 

lim e " 
a-^O 

Using eqns 3.201, 3.199 and 3.204, we can write the Fourier transform of the 
unit step function as follows: 

U{f) = \s{f) + \sign{f) 

2 J ^ n f 
(3.205) 

The generalised Fourier transform also allows us to perform the calculation of 
the Fourier transforms of periodic functions. Let us consider, for example, a 
periodic voltage signal, v{t) with period T which has a Fourier series such that: 

v{t) E Kê -̂ "̂  (3.206) 
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The Fourier transform of v{t), V{f), can be related to its Fourier series coeffi­
cients, Vn, as follows: 

/
oo 

-OO 

/

OO OO 

-^ n=-oo 

OO /.OO 

= E ^- / e^^^^'e-^^^f'dt 
n = - o o ^ - ^ 

OO „oO 

= E ^- / e-^^<^-^)'dt (3.207) 
n = - o o ^ - ^ 

This integral can be related to the Fourier transform of a DC quantity. Accord­
ing to eqn 3.199 we have 

/
OO 

1 X e-^ 2 ^-^^di = (?(/) (3.208) 
-OO 

and, therefore, the integral of eqn 3.207 can be calculated as 

r e-J2.{f-9)t^^^^(^f_n-^ (3209) 

Finally, eqn 3.207 which represents the spectrum of the periodic waveform v{t) 
can be expressed as 

OO 

V{f) = J2 ^-S[f-^) (3.210) 
n = —OO 

which is a discrete series of phasors as expected. 

Example 3.3.8 Determine the spectrum V{f) of the periodic voltage wave­
form, v{t) of figure 3.35 with r = T/3. 

Solution: From eqns 3.117 and 3.210 we can write V{f) as follows: 

Vif) = t ^«i«c(^)5(/-^) 
n = — O O 

Rayleigh's energy theorem 

This theorem states that the energy. Ex, of a. signal x{t) can be calculated from 
its spectrum X{f) according to the following eqn: 

/

OO nOO 

x{tfdt^ l^(/)|'rf/ (3.212) 
-OO J —OO 



3. Frequency domain electrical signal and circuit analysis 97 

Figure 3.42: Causal expo­
nential. 

Example 3.3.9 Determine the energy of the causal^ exponential, w{t) shown 
in figure 3.42, using Rayleigh's energy theorem. Then, show that this result is 
the same as that obtained from the integration of w'^(t). 

Solution: The causal exponential w{t) of figure 3.42 can be written as: 

e"^* f o r t > 0 

0 elsewhere 

where a > 0. Hence, the spectrum of w{t) can be calculated as 

/

oo 

-OO 

w{t)^ 

f 
Jo 

^-at^-j2nft^^ 

1 
-a-j27vf 

1 

-j27Tft 

a + j27rf 

From eqn 3.212 the energy of w{t) can be calculated as follows. 

Eo, 

1 1 /^27r 
-tan"^ '-)] 

(j27r \ ^ J. 
1 /TT 7r\ 1 

a27r \2^2)^Ja 

The energy can also be calculated according to: 

/•oo 

E^ = w'^{t)dt 
«/—oo 

/•oo 

= / e-^^'dt 
Jo 

= 
. - 2 ^ 

oo 

0 

1 
< 2a 

This result is the same as that given by Rayleigh's energy theorem. 

(3.213) 

(3.214) 

(3.215) 

(3.216) 

^A causal signal x{t) is defined as any signal which is zero for t < 0. 
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3.3.7 Transfer function and impulse response 
The transfer function, H{u) or H{f), of a circuit has been introduced in sec­
tion 3.3.3 where we saw that it can be obtained from phasor analysis, more 
specifically by evaluating the ratio of the phasor of the output signal with that 
of the input signal for all frequencies, uj or f = a;/(27r). There are four funda­
mental types of transfer functions: 

• Voltage transfer function: In this situation both input and output pha-
sors are voltages. The transfer function represents a voltage gain (or 
voltage attenuation if this gain is less than one) versus the frequency. 
This transfer function is dimensionless. 

• Current transfer function: Both input and output phasors are currents. 
Hence, the transfer function represents a current gain (or current atten­
uation if this gain is less than one) versus the frequency. This transfer 
function is also dimensionless. 

• Impedance transfer function: In this situation the input phasor is a 
current whilst the output phasor is a voltage. Note that now the gain 
versus the frequency has units of ohms. This transfer function is usually 
called 'transimpedance gain'. 

• Admittance transfer function: The input phasor is a voltage whilst 
the output phasor is a current. Now the gain versus the frequency, rep­
resented by this transfer function, has units of Siemens. This transfer 
function is usually called 'transconductance gain'. 

From the discussion about the Fourier series we have concluded that knowledge 
of the transfer function of a circuit allows the calculation of the spectrum of the 
output signal for a given periodic input signal, using eqn 3.127. In similar way, 
the spectrum of the output signal, Xo{f), for a given input signal with Xi{f) 
can be calculated as 

Xoif) = H{f) X X,{f) (3.217) 

Figure 3.43: Impulse re­
sponse of an RC circuit. 

Taking the inverse Fourier transform of Xo{f) and Xi{f) we obtain the time 
domain representation for the output and input signals respectively. We can 
also take the inverse Fourier transform of the transfer function, i ? ( / ) , which 
is defined as the circuit impulse response represented by h{t). The impulse 
response of a circuit is the circuit response when a Dirac delta function (with 
unit area) is applied to this circuit. 

Example 3.3.10 Determine the impulse response of the circuit of figure 3.43. 

Solution: The impulse response can be obtained calculating the inverse Fourier 
transform of the transfer function H{f) which is given by eqn 3.124: 

H{f) -
l+j2TrfRC 

(3.218) 
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^ 
-/M 

X 
H{f) 

AT sinc(/r) 

1/r >> /M 

fM 

Figure 3.44: A narrow pulse 
applied to a circuit. 
Frequency domain represen­
tation. 

From example 3.3.9 we know that 

1 
cr + j 2 7 r / 

e"^* f o r t > 0 

0 elsewhere 

Since H{f) in eqn 3.218 can be written as 

h{t) is given by 

h{t) = 

This eqn can also be written as: 

m 

RC -k.+32-Kf 

•^e RC fort > 0 

elsewhere 

RC 
e RC u{t) 

(3.219) 

(3.220) 

(3.221) 

(3.222) 

where u{t) represents the unit step function defined by eqn 3.200. 

From a theoretical point-of-view the impulse response h{t) of a circuit is 
obtained applying a Dirac delta function, as illustrated in figure 3.43. It should 
be clear to the reader that, in a practical situation, it is not possible to apply 
a Dirac delta pulse to a circuit to observe its impulse response; first because 
extremely narrow pulses with infinite amplitude are physically impossible to 
create and secondly because if this were possible the circuit would most cer­
tainly get damaged with the application of such a pulse! Hence, the application 
of a Dirac delta pulse should be understood as a mathematical model or abstrac­
tion which helps us to identify h{t). However, as we show in example 3.3.11, 
if we apply a narrow pulse whose bandwidth is much greater than that of the 
circuit then the output is a very good estimate of its impulse response, h{t). 

Example 3.3.11 Show that if we apply a finite narrow pulse, whose bandwidth 
is much greater than the circuit bandwidth then the output produced by the 
circuit is a good estimate of its impulse response, h{t). 

Solution: Let us consider a circuit with a transfer function H{f) with maxi­
mum frequency / M as illustrated in figure 3.44. If we apply, to the circuit, a 
narrow rectangular pulse, Xi{t), such that 

Xi{t) = Area (-] (3.223) 

with T « f]^ then the spectrum of Xi{t), that is Xi{f) = AT sine ( / r ) , is 
nearly constant in the frequency range —fM<f<fM,^^ shown in figure 
3.44. Hence, the output spectrum Xo{f) is: 

Xo = Xi{f)H{f) 
^ ArHif) (3.224) 
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Taking the inverse Fourier transform the output signal is Xo{t) c:=^ AT h{t). 

3.3.8 The convolution operation 

The time domain waveform for Xo{t), in eqn 3.217, can be obtained by calcu­
lating the following inverse Fourier transform: 

/

oo 

H{f)Xi{f) e^-2-
-OO 

ft df (3.225) 

Since the input signal, in the time domain, is represented by Xi{t), this can be 
written as: 

/

o o /"OO 

H{f) Xi{\)e'^''f^d\ e^^^'fUf (3.226) 
-OO J — oo 

V ' 

XiU) 

Changing the order of integration^ this eqn can be written as follows: 

/

o o /•OO 

Xi{\) i7(/)e^2x/(t-A)^y:^^ (3 227) 
-OO « / — o o 

^ V ' 

h{t-X) 
Because H{f) has an inverse Fourier transform represented by h{t), then Xo{t) 
can be calculated as: 

/

oo 
Xi{\)h{t-X) 

-OO 

d\ (3.228) 

This represents the convolution operation between x{t) and h{t). This opera­
tion is also represented as follows: 

Xo{t) Xi{t) * h{t) (3.229) 

with * indicating the convolution operation. It can be shown (see problem 3.10) 
that 

Xi{t) * h{t) = h{t) * Xi{t) (3.230) 

In order to understand the convolution operation we consider the RC circuit 
of figure 3.45 where now a single square voltage pulse, Vi{t), is applied to its 

Figure 3.45: Square voltage input. The output voltage Vo{t) can be determined according to eqn 3.228. 
pulse, Vi{t), is applied to an However, we shall evaluate Vo{t) by first approximating the input square pulse 
RC circuit. by a sum of (Â  + 1) Dirac delta functions, as illustrated in figure 3.46. Now 

^This change of the order of integration is possible whenever the functions are absolutely in-
tegrable. The variety of signals of interest and their corresponding spectra obey this requirement. 
See [2] for more details. 
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vAt) (V) 
T A A A 

-0.5 

(N + l ) - i 

0.5 

Vo{t) (V) 

N + l = & 

t(s) 

a) 

Vr{t) (V) 

-0.5 0.5 

f Vo(t) (V) 

A^-I-1 = 21 

f v,{t) (V) 

-0.5 0.5 

f Vo{t) (V) 

t s 

c) 

Figure 3.46: Illustration of the convolution operation with the input voltage 
signal in the circuit of figure 3.45 being approximated as a sum of {N + 1) 
Dirac delta functions, a) N ^l = ^,h) N ^l ^21, c) N ^ oo. 
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Vi{t) is approximated by the following expression: 

fc=0 
N 

^S<-^) -> N . -
fc=0 

Note that the sum of the areas of the (iV +1) delta functions is equal to the area 
of the rectangular pulse, AT = 1. Using eqn 3.228 the voltage at the output of 
the RC circuit, Vo{t) is given by 

/

oo 

Vi{X) h{t - A) dX (3.232) 
-OD 

= j^|:/_XA+^)M.-A)<iA (3.233, 

where h{t) is given by eqn 3.222 with RC = 0.2 s. From eqn 3.193 we can 
write this as, 

fc=0 ^ ^ 

This eqn is shown in figure 3.46 with (iV+1) = 6, {N-\-l) = 21 and iV -> co. 
From figure 3.46 a) (AT + 1 = 6) it is clear that the result of the convolution 
between Vi{t) and h{t) can be seen as a weighted sum of the impulse response 
h{t) induced by each of the Dirac delta functions which approximates the input 
signal Vi{t). By increasing N we increase the number of delta functions and, 
of course, we increase their density in the time interval r . If AT -^ oo then 
Vi{t) 'becomes' the rectangular pulse as shown in figure 3.45 c) and Vo{t) is 
now a smooth waveform. Note the similarity of Vo{t) obtained now, when the 
input voltage is a single rectangular pulse, with the output voltage when the 
input voltage is a periodic sequence of rectangular pulses (see also figures 3.23 
and 3.26). 

Figure 3.47 illustrates the computation of Vo{t) given by eqn 3.232. Accord­
ing to the definition of h{t) we can write 

{ e - w for t-X>0 
(3.235) 

0 for t - A < 0 

and since RC = 0.2 we have 

h{t -X)= { (3.236) 
0 for A > t 

Figure 3.47 a) illustrates the integrand of eqn 3.232 for t = -0.75 s. Note 
the inversion of /i(—0.75 — A) in the A axis. In this figure it is clear that the 
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/i(-0.75 - A) 

-1.5 -1.0 -0.5 0 0.5 1.0 1.5 

Figure 3.47: Illustration of mathematical convolution. 
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product of/i(-0.75 - A) with Vi{\) is zero and, accordingly, 1^0(0.75) = 0. In 
fact, the output voltage is zero until t > —0.5 s as illustrated by figure 3.47 b). 
For —0.5 < t < 0.5 the output voltage can be obtained from the following 
expression: 

Vo{t) - 5 / e-^(*-^) dX , -0 .5 < t < 0.5 (3.237) 
^ - 0 . 5 

-5(t-A) 

-5(t+0.5) 
-0.5 

-0 .5 < t < 0.5 

-0.5 < t < 0.5 (3.238) 

Figures 3.47 c), d) and e) illustrate the calculation of eqn 3.237 for t = —0.25, 
t = 0 and t = 0.25, respectively. For t > 0.5 the output voltage can be 
obtained from the expression indicated below (see figures 3.47 f) and 3.47 g)): 

Vo{t) 
/

U.t) 

e-5(*-^) dX 
-0.5 

0.5 
-5(*-A) 

^ e - 5 ( t - o . 5 ) _ ^ 
-0 .5 
-5(t+0.5) 

t>0.5 

t > 0 . 5 

t > 0 . 5 

From the above we can write Vo{t) as follows; 

0 for t < -0 .5 
Vo{t)={ l-e-^(*+0-^) for - 0 . 5 < t < 0 . 5 

^_5(t-0.5) _ g-5(t+0.5) foj. ^ > 0.5 

(3.239) 

(3.240) 

Example 3.3.12 Determine the waveform resulting from the convolution of 
two identical rectangular waveforms xi{t) and X2{t) with amplitude A = 1 
and width T = 1 s. 

Solution: According to the definition of a rectangular waveform (see also eqn 
3.114) we can write xi(A) as 

that is 

XI (A) 

xi(A) = 

and X2{t — A) can be written as 

X2{t-X) = 

1 < A < 1 

1 , ^ < A < i 

0 , elsewhere 

(3.241) 

(3.242) 

(3.243) 
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W - l - A ) fi.o 

xi{X) 
A(s) 

- 2 - 1 , )0 1 2 

3 : ^ ( - 0 . 5 - A ) J i . o 

^i(A) 

A(s) 

- 2 - 1 î jO 1 2 

• 1 0 

^2(-A) 

(overlapped) 
2:i(A) 

A(s) 

Figure 3.48: Convolution 
of two identical rectangular 
waveforms. 

that is 

X2{t-X) 
1, t-l<X<t-\-^ 

(3.244) 
0 , elsewhere 

The convolution of xi (t) and X2 (t) is given by 

y{t) 
/

oo 

xi{X) X2{t - X) dX (3.245) 
-OO 

Figure 3.48 a) shows the functions whose product forms the integrand of eqn 
3.245 for t = —1 s, that is, this figure shows xi{X) and X2(—1 — A). From 
this figure it is clear that the product of these two functions is zero and so is 
the result of its integration. Note that for t < —1 the product of xi{X) with 
X2{t — A) is zero. Figures 3.48 b), c) and d) indicate that for the time interval 
— 1 < t < 1 the two functions overlap. This overlap is maximum for t = 0 as 
shown by figure 3.48 c). For the time interval, — 1 < t < 0, we can write eqn 
3.245 as follows: 

y{t) 
J-o 

t-fO.5 

t + 1 

dX , -l<t<0 

-l<t<0 (3.246) 

For the time interval 0 < t < 1 the overlap of the two functions decreases as 
illustrated by figure 3.48 d) for ^ = 0.5. For this time interval we can write eqn 
3.245 as follows: 

y{t) 
Jt-O.b 

dX 

= 1 
5 

0<t<l 

0<t<l (3.247) 

For ^ > 1 there is no overlap between xi{X) and X2(—1 — A) and y{t) is again 
zero. From the above we can write y{t) as 

y{t) 

( 0 if t<-l 
l-\-t if -l<t<0 
1-t if 0 < t < 1 
0 if ^ > 1 

(3.248) 

Figure 3.48 f) shows that y{t) represents a triangle. In fact eqn. 3.248 defines 
the triangular function, triang(t). 

The discussion presented above reveals, once again, the advantage of anal­
ysing circuits and signals in the frequency domain. While time domain anal­
ysis involves the calculation of convolution integrals using the circuit impulse 
response and the time domain signal, the frequency domain involves the mul­
tiplication of the circuit transfer functions with the signal spectrum (or signal 
Fourier transform) which is, by far, a more simple mathematical operation. 
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This is a consequence of the convolution theorems: 

x{t) * y{t) ^ X{f) X Y{f) 

x{t) X y{t) ^ X{f) * Y{f) 

(3.249) 

(3.250) 
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3.5 Problems 3.1 Determine the effective (or RMS) value of each periodic waveform shown 
in figure 3.49. Consider VA = VB = Vc = 2Y and T = 1 ms. Figures a) and 
c) represent sections of sinusoidal waves. 

Figure 3.49: Waveforms of problem 3.1. 

3.2 Sown that the average power dissipated by an impedance ZL is PAY = 
0.5 Real [VA I*A\ where VA is the phasor representing the voltage across ZL and 
I A is the phasor representing the current through ZL-
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3.3 Using phasor analysis, calculate all voltages across and currents through 
each passive element of the circuit of figure 3.50. v{t) = 10 005(0; 14- 7r/4) V 
and i{t) = 0.15 cos(a; t + 7r/3) A. The angular frequency uj is 30 krad/s. 

v{t) 

200 fi 0.7 /iF 

0.lvr{t){A) 

Figure 3.50: Circuits of problem 3.3. 

3.4 For the circuit of figure 3.51 find the load ZL for which maximum power 
transfer occurs at / = 35 kHz. 

3.5 Consider again the waveforms of figure 3.49. Determine the Fourier series 
of each waveform and sketch the correspondent line spectrum. 

I—H^—I hn 
' 120 n 0.6 fiF ^ 

v{t) 

Figure 3.51: Circuit of problem 3.4. 

3.6 Show that the transfer function, H{f) = Vo/Vg, of the circuit of figure 
3.29 can be expressed by eqn 3.151. 

3.7 Determine the output voltage, Vo{t), for the circuits of figure 3.52. Vs{t) 
is the periodic sequence of triangular pulses as shown in figure 3.49. Consider 
T = 0.1ms and VB = 2.5 V. 

3.8 Determine the transfer functions, H{f), and the 3 dB bandwidth of the 
circuits of figure 3.53. For the circuit of figure 3.53 a) determine the quality 
factor. 

3.9 Determine the Fourier transforms of the signals shown in figure 3.54. 
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Is 

. ^ ^ ^ 

100 n 

( _ ) < * ) 14mH; 

W) = ^ 

T ImH 

230 r̂  

[Vo 
1.1 /iF 

Vo{t) 

b) 

Figure 3.52: Circuits of problem 3.7. 

W) = fe 

"̂O. 
2mH 

1.5 V 

4 t (ms) 
a) 

Figure 3.53: Circuits of problem 3.8. 

Mt) 

IV 

- 3 - 2 1 2 3 t (ms) 
b) 
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2V 

IV 

- 3 - 1 1 1 3 t (ms) 
c) 

Figure 3.54: Signals of problem 3.9. 

Voit) 

3.10 Show that the mathematical convolution satisfies the commutative prop­
erty expressed by eqn 3.230. 

3.11 Find the impulse response of the circuit of figure 3.55. 

Figure 3.55: Circuit ofprob- 3.12 Consider the circuit of problem 3.11 driven by a rectangular pulse; Vi = 
lem 3.11. Varect{t/Ta - 1/2). Va = 2W,Ta = 0.5 ms. Determine the output voltage 

using the convolution operation. 



4 Natural and forced responses circuit 
analysis 

4.1 Introduction 

4.2 Time 
domain 
analysis 

In this chapter we discuss the natural and the forced responses of passive elec­
trical circuits. The natural response of a circuit is its response when the circuit 
is not been driven by any signal source and it usually describes how the ener­
gies stored in the capacitors and inductors are transferred and finally dissipated 
in resistive elements. 

The forced response of an electrical circuit is the combination of the steady-
state response, studied in detail in the last chapter, with the transient response 
and is a consequence of the application of a voltage or current signal to a circuit. 

The time domain expressions for the voltages or currents in the circuit can 
be derived by using Fourier transform techniques, discussed in the last chapter, 
or by using the Laplace transform. 

We start by presenting the analysis of a circuit with non-zero initial con­
ditions driven by a signal source which is switched-on at a specific instant of 
time (usually t = 0). Then we show that this analysis can be effected using 
Fourier transform techniques. In section 4.4 we present the Laplace transform 
and in section 4.5 we use this tool to analyse the natural response and the step 
forced responses of RC, RL, LC and RLC circuits. 

In the last chapter we saw that the choice of the time origin is not relevant 
for the study of the steady-state behaviour of electrical circuits. However, to 
address both the natural and the transient responses, the definition of a time 
origin, usually associated with the start of an event such as the switching-on of 
a circuit, is obviously of fundamental importance. Signals which have a time 
origin, that is, they are zero for t < 0, are called causal signals since they have 
a physical origin or cause. Figure 4.1 shows two examples of causal voltage 
signals which can be expressed as follows: 

^Si {t) = Y [1 - cos(a; t)] u{t) 

VS: xt) = VsYl 
k=0 

u{t-kT)-u[t-kT 

(4.1) 

(4.2) 

where Vg represents the amplitude of the signal and LO = 2n/T is the angular 
frequency where T is the period. u(t) is the unit-step function as described in 
the last chapter (eqn 3.200). The multiplication by u{t) in eqn 4.1 guarantees 
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.vsM) 

Figure 4.1: Causal signals. 
Examples. 

'\~TI2 ) 

t 

frect 

\u{t) 

- 1 

-«(*-!) 

Figure 4.2: Rectangular sig­
nal as the sum to two unit-
step functions. 

vc{t) 

Figure 4.3: RC circuit. 

causality. The mathematical representation of the causal signal of figure 4.1 b) 
and expressed by eqn 4.2 is based on the expression of the rectangular function 
as the difference of two unit-step functions (as illustrated in figure 4.2) that is 

rect izi 
. 2 , 

u{t) ult-^ 

Circuits with non-zero initial conditions 

In section 3.3.7, we presented the concept of the impulse response of a circuit. 
This, together with the convolution operation, allows us to obtain the output 
response of a circuit in the time domain when a particular input signal is driving 
the circuit. However, it is important to note that this type of analysis assumed 
that no capacitors or inductors were storing energy prior to the application 
of the input signal. That is, this type of analysis is valid when all the initial 
conditions associated with the capacitors and inductors are zero. 

In order to address analysis with non-zero initial conditions driven by causal 
signal sources we consider the circuit of figure 4.3 driven by the voltage source 
described by eqn 4.1. We want to determine the voltage across the capacitor, 
vc{t), in the time domain. This circuit incorporates a switch which is open for 
t < 0. We assume that for t < 0 the capacitor has a voltage across its terminals 
equal to Vco^. The switch is closed at t = 0 applying vsj_ (t) to the RC circuit. 
Applying Kirchhoff's current law to the RC circuit of figure 4.3 we can write, 
for t>0, the following eqn: 

vs,{t)-vc{t) 
R 

= C 
dvcjt) 

dt 
(4.3) 

This can also be written as 

vsAt) = vc{t) + RC 
dvcjt) 

dt 

or 

^ [l~cos{u;t)]u{t) = vc{t) + r ^ ^ (4.4) 

where T = RC. The differential equation defined by 4.4 has a general solution, 
for t>0, which can be written as follows: 

P T 

^ 2 
1 

1 + U^T 2rr2 
cos(cc; t) 

ist term 

+ 
LOT 

1 + U^T 2^2 
sin(a; t) j u{t) + Vcoe-ru{t) (4.5) 

ist term (cont.) 
2nd term 

^Note that this corresponds to a stored energy C Vcof^ (see also eqn 1.25). 
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Figure 4.4: aj T/m^ domain 
voltage across the capaci­
tor of figure 4.3. b) Con­
tribution by the steady-state 
regime, c) Contribution by 
the transient response, d) 
Natural response. 

We observe that the first term is related to the application of the input signal 
vsi {t) to the RC circuit. In fact, it can be shown that this first term can be 
obtained from the convolution operation between the input voltage vs^ (t) and 
the circuit impulse response (see example 4.2.1). However, the second term of 
eqn 4.5 depends only on the initial voltage of the capacitor, Vco-

By using trigonometric identities (appendix A) and taking into consider­
ation the initial condition (t < 0) eqn 4.5 can be written, for all time t, as 
follows 

vc{t) = 
2 V Vl + a;2r2 sm ujt-\- tan ^ ( — 

UJT 
u{t) 

+ 

+ 

Contribution by the steady-state response (Fig. 4.4 b) 

-Vs 
2 

C^V2 

l^uH-2^2 
u{t) 

Contribution by the transient response (Fig. 4.4 c) 

Vcoe-iu{t) + Vcou{-t) (4.6) 

Natural response (Fig. 4.4 d) Initial condition (Fig. 4.4 d) 

where we can identify all the different contributions to vc{t). The steady-
state response represents the voltage vc{t) when all transient phenomena of 
the circuit have vanished, as extensively discussed in the previous chapter. 

To illustrate the different contributions we plot vc{t) and its constituent 
parts in figure 4.4. Figure 4.4 a) shows vc{t), given by eqn 4.6, assuming 
r = 10/uj and Vco = Vs/6. Figures 4.4 b) and 4.4 c) show the contributions 
by the steady-state and transient regimes, respectively. Figure 4.4 d) shows the 
initial condition and the natural response associated with vc{t). The transient 
response corresponds to the response of the circuit between the time when the 
signal is applied to the circuit and the time where the circuit is considered to be 
in steady-state. The combination of the steady-state response with the transient 
response is called the 'forced response' since it is caused by the forcing signal 
source applied to the circuit. The natural response associated with vc{t) cor­
responds to the voltage across the capacitor, for t > 0, that would be obtained 
if the voltage source vs^ (t) was replaced by a short-circuit at t = 0. In fact, 
this natural response can be seen as the contribution of the voltage Vco to the 
overall voltage across the capacitor for t > 0. It is interesting to note that this 
contribution can also be obtained by applying the superposition theorem to the 
circuit of figure 4.3 resulting in the circuit of figure 4.5. For this circuit we can 
write 

^ dvcjt) ^ vcjt) ^ Q 
dt R 

(4.7) 

which is a homogeneous first order differential equation with a general solution 
given by 

vc{t) = VcoeT (4.8) 
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+ 

vc{t) 

Figure 4.5: Equivalent cir­
cuit for the calculation of the 
natural response (t > 0) of 
the RC circuit of figure 4.3. 

6T 9T 

Figure 4.6: The voltage 
across the capacitor given 
hyeqn4.12. T4o = 0 V: 

Since vc (t) is also the voltage across the resistance R we can obtain the current 
i{t) as 

(4.9) 

Example 4.2.1 Consider the RC circuit of figure 4.3 driven by the voltage 
source described by eqn 4.1. Determine the voltage vc{t) obtained by cal­
culating the convolution between vs^ {t) and the circuit impulse response and 
show that this result is equal to the first term of eqn 4.5. 

Solution: The RC circuit impulse response, h{t), was derived in Chapter 3 
and is given by eqn 3.222. The convolution between vs^ {t) and h{t) can be 
determined as 

/

oo 
vs,{\)h{t-X)dX 

-OO 

/ : 

Vs 
[1 — cos{uj A)] u{X) e -r u{t — A) d\ 

* Vs — [1 — cos(u; A)] e d\ 

2^2 Vs _ t ^ l + u ; ^ r cos(c(;A) — a;r sin(a;A) 
I + C J V 2^2 

2 V l+cj2r2 ^ ^ l + u;V2 ^ ^ 

l + a;2^2^ 
( t > 0 ) (4.10) 

Comparing this eqn with the first term of eqn 4.5 we observe that they are 
identical. 

Example 4.2.2 Consider again the RC circuit of figure 4.3 but now driven by 
the voltage source described by eqn 4.2. This voltage source corresponds to 
the periodic sequence of square pulses, as illustrated in figure 4.1 b). Consider 
a period T equal to r / 3 (r = RC). Determine the voltage vc{t). 

Solution: According to eqn 4.4, and for t > 0, the voltage vc(t) satisfies the 
following eqn: 

oo r 

fc=0 

u{t-kT) -u(t-kT- - - a t ) + r ' ^ (4.11) 

This differential equation has a general solution which can be written as fol­
lows: 

oo 

k=0 

E
/ t-nT-T/2\ ( T \ 

( l - e ^ uit-nT--] 
n=0 ^ ^ 

(4.12) 
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where the first term represents the natural response and the last two terms rep­
resent the forced response (given by the sum of the transient and steady-state 
responses). Figure 4.6 shows vc{i) given by eqn 4.12 where we assume that 
Vco is zero. Note the similarity between this waveform, when is in its steady-
state condition, and that shown in figure 3.26 a) of section 3.3.3. In both situ­
ations the cut-off frequency, fc = (27rr)~^, of the RC circuit is smaller than 
1/T causing the output signal, vc{t), to approximate a triangular waveform as 
discussed in example 3.3.4. 

4 , 3 T r a n s i e n t The Fourier transform, studied in detail in the previous chapter, can also be 
^ ^ 1 • used to analyse the appHcation of causal signals to electrical circuits. In order 

^ to demonstrate this application we introduce two important theorems which 
u s i n g allow us to take into account the initial conditions of electrical circuits; the dif-

pi I ferentiation and the integration theorems for causal signals. 

transforms 4.3.I Differentiation theorem 

This theorem states that if a causal signal x(t) has a Fourier transform X{f) 
then the Fourier transform of the time derivative of x{t) is given by: 

dx(t) 

dt 
= j 2 7 r / X ( / ) - x ( 0 ) (4.13) 

where 5 [̂] designates the Fourier transform operation defined by eqn 3.178. In 
order to prove this theorem we consider the Fourier transform of x{t)\ 

/

oo 

-CX) 

Since x{t) is a causal signal the last eqn can be written as: 

/»oo 

X{f) - / x{t)e-^^'^f'dt (4.14) 

This eqn can be evaluated by integrating (by parts) using the following equality: 

w dz — w z — z dw 

with 

w — x{t) 

dz = e-^^'^^'dt 

Thus, we have 

dw 
dx{t) 

dt 
dt 

z = 
J'^T^f 

=>-J27r/t 
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Now eqn 4.14 can be written as 

pOO -1 
Jo ^'j2nf 

-j2nft 

+ J 2-

that is: 

xif) 
1 

J2nf 
1 

1 f°° dx 

!7r/ Jo d 

1 f°° dxit) 

^^K-^^-f'dt 

x(0) + 
J27r/ i 2 7 r / 

where it is assumed that: 

Finally, we have the required result 

\dx{t) 

dt 
dx(t)' 

dt 

e-^^^f'dt 

dt 
= j27rfX{f)-x{0) (4.15) 

4.3.2 Integration theorem 

This theorem states that if a causal signal x{t) has a Fourier transform X{f) 
then the Fourier transform of the time integration of x{t) is given by: 

I ""^^^ dX ' X{f) + ^6{f) 
j2nf '" 2 

The proof of this theorem can be performed by noting first that 

pt /-OO 

/ x{X)dX = / x{X)u{t-X)dX 
Jo J-oo 

— x{t) * u{t) 

Hence, from eqn 3.249, we can write (see also eqn 3.205) 

(4.16) 

\f x{X) 
Uo 

dX = Xif)U{f) 

^ Xif) + ^Sif) 
j2nf 

(4.17) 

4.3.3 I-V characteristics for passive elements 

These two theorems have a significant influence on the frequency domain cur­
rent-voltage characteristics of electrical components that are capable of storing 
energy and when the voltage or the current applied to these elements are causal 
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i{f) 

y{f) 

signals. Recall that for those electrical components capable of storing energy 
the I-V relationships for causal voltage and current signals accommodate the 
initial conditions. Thus, there will be a voltage associated with the energy 
stored in a capacitor and a current associated with the energy stored in an in­
ductor. 

/(/) 

vif) 
b) 

V(f) 

Figure 4.7: I-V charac­
teristics for a) resistances, 
b) capacitances, c) induc­
tances. 

Resistance 

For resistances the I-V characteristic obeys the linear relationship between 
F ( / ) a n d / ( / ) 

V{f) = RI{f) (4.18) 

where V{f) and / ( / ) are the Fourier transforms of the causal voltage and 
current applied to the resistance as indicated in figure 4.7 a). 

Capacitance 

The current through a capacitor can be related to the voltage across its terminals 
according to the following eqn: 

i{t) = C 
dv{t) 

dt 
(4.19) 

Applying the Fourier transform to this eqn we obtain (see also eqn 4.13) 

/(/) = j27rfCV{f)-Cv{0) (4.20) 

where v{0) is the voltage across the capacitor terminals at t = 0. V{f) and 
/ ( / ) represent the Fourier transforms of the voltage across and the current 
through the capacitor, respectively. Solving to obtain V{f) we get 

V{f) 
Hf) 

+ 
v{0) 

j2iTfC j 2 7 r / 

Iif)Zcif)+ ^^'^ 
J 2 7 r / 

(4.21) 

with 

Zcif) 
1 

j27rfC 

Note that Zc{f) represents the complex impedance associated with the capa­
citor C as discussed in the last chapter. 

Inductance 

The voltage across an inductor can be related to the current flowing through it 
according to the following eqn: 

v{t) = L 
di{t) 

dt 
(4.22) 
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Vs^if) C 
+ 

Vc{f) 

Figure 4.8: RC equivalent 
circuit in the frequency 
domain. 

Applying the Fourier transform to this eqn we obtain (see also eqn 4.13) 

V{f) = j27rfLI{f)-Li{0) (4.23) 

where i{0) is the current flowing through the inductor at t = 0. V{f) and / ( / ) 
represent the Fourier transforms of the voltage across and the current through 
the inductor, respectively. Eqn 4.23 can also be written as: 

v{f) = ZLif)iif)-Lm (4.24) 

with 

ZLif) j27rfL 

where Z L ( / ) is the complex impedance of the inductor L. 
Solving to obtain / ( / ) we get 

lif) v{f) ^ m 
j2nfL j2iTf 

(4.25) 

Example 4.3.1 Use the Fourier transform method to determine the voltage 
across the capacitor of the RC circuit of figure 4.3 when driven by the volt­
age source described by eqn 4.2. 

Solution: Figure 4.8 shows the equivalent circuit for i > 0. Since / ( / ) flows 
through both the resistor and the capacitor we can write (see also eqns 4.18 and 
4.20): 

VsAD-Vcif) 
R 

j2T^fCVc{f)-CVec 

where V52 (/) is the Fourier transform of vs2 (0- Solving this to obtain Vc{f) 
we have: 

Vcif) VsAf) 
+ 

T K < 

l + j 2 7 r / r l + i 2 7 r / T 

Vsj (/) can be obtained, according to eqns 3.188 and 3.205, as follows: 

oo 

k=—oo 

Now, eqn 4.26 can be written as 

(4.26) 

Vc{f) = 
l+j27rf 777+ S ( 

e - j 2 . / f c T _ g 

k= — oo 

-j2nf{kT+T/2)\ 

[l+j2nfT2^^^^^ {l+j2nfT)j27rf) ^'^'^'^^ 

H{f) 
S{f) + J2irf HU) 
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where 

Taking into account eqns 3.214, 4.16 and 3.188, the inverse Fourier transform 
of eqn 4.27, vc{t), for t > 0, can be calculated as 

vc{t) = Vcoe-iu{t)^ y2 / -e-ru{X)dX 
k=-oo V^ ^ 

rt-kT-T/2 ^ \ 

- / -e-^u{X)dX\ (4.28) 

that is, vc{t) for t > 0 is given by 

oo 

vc{t) = Vcoe-iu{t)^Vs^{l-e-'-^^u{t-kT) 
k=0 

E
/ t-nT-T/2\ ( T \ 

(l-e -r ) u h - n T - - \ (4.29) n = 0 

Note that this expression for vc{t) is the same as that obtained in example 
4.2.2 and is shown in figure 4.6 for T = r / 3 . 

4.4 The Laplace We have shown above that the Fourier transform can be used to analyse the 
t r a f i ^ f o r m transient behaviour of electrical circuits. Here we introduce the Laplace trans­

form which is highly suited for the analysis of circuits driven by causal signals. 

Definition 

The unilateral Laplace transform of a causal signal, x{t) is defined as^: 

/»oo 

X{s) = / x{t)e-'^ 
Jo 

dt (4.30) 

where 5 is a complex number which is called the Laplace transform variable. 
As an example we calculate the Laplace transform of the unit-step function 
which, according to eqn 4.30, is given by 

/•oo 

U{s) = / u{t)e-'' 
Jo 

dt 
0 
/»CX) 

/ Ixe-'^dt 
Jo 
- 1 

•e-^' 

0 

^There is also the bilateral Laplace transform which is defined from — oo to CXD. Such a trans­
form has special applications and is not used here. In this book when we refer to the Laplace 
transform we always mean the unilateral one. 
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i Imag (s) 

= - f l - lim e-"') 
S \ t^oo / 

= ~ for Real (s) > 0 
s 

(4.31) 

(4.32) 

We emphasise that the Laplace transform of the unit-step function exists only 
for values of s such that their real part is greater than zero, otherwise the limit 
in eqn 4.31 does not converge. The range of allowed values for s defines the 

Reai(s) so-called Region Of Convergence (ROC) of the Laplace transform. For the 
unit-step the ROC is indicated in figure 4.9. 

Figure 4.9: Resion of con- Example 4.4.1 Find the Laplace transform of the following functions 

vergence of the Laplace L xi{t) = e-'/^u{t) 
transform of the unit-step. 

2. X2{t) = e-^^^u{t) 

3. X3{t) = e-^^u{t) 

4. X4{t) = C0S(2 TT fo t) u{t) 

where r, a and fo are positive real numbers and 7 is a complex number. 

Solution: 

1. The Laplace transform of the causal, real exponential is 

poo 

Jo 

sr + l 

(1 — lim e 
\ t-^00 

sr-\-l 

1 + 3 T \ 

' ) 

for Real (5) > - 1 / r (4.33) 

2. Similarly, the Laplace transform of the causal, complex exponential can 
be expressed as 

/*oo 

^2(5) = / e-^'''u{t)e-''dt 
Jo 

1 
for Real (5) > 0 

s -\- J a 
(4.34) 

3. The Laplace transform of this causal, complex exponential can be ex­
pressed as 

nOO 

Xsis) = / e-'^^u{t)e-'*dt 
Jo 

= ^ — for Real ( s ) > - R e a l (7) (4.35) 
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4. The Laplace transform of the causal cosine waveform can be expressed 
as 

/•oo j2nfot , p - j 2 7 r / o t 

X^{s) = / ^ u{t)e-''dt 
Jo 2 

pj 2 TT /o t _^ g - j 2 TT /o t 

/o 

^ f ^^^—n + —77^—; I forRealfs) > 0 

for Real (5) > 0 (4.36) 
(2 7r/ ,)2 + 52 

The inverse Laplace transform 

The inverse Laplace transform of X(5) is defined by 

nC-{-j 00 

x{t) = — - / X{s)e'*ds foTt>0 
J 2 TT Jc-joo 

(4.37) 

where c is a real number which sets the path of integration in the complex 
domain. This path of integration must be defined within the ROC of X{s). 
The solution of this type of integral is out of the scope of this book and is not 
discussed further^. In practice, eqn 4.37 is rarely used and we use instead the 
method of partial fractions. In addition, Laplace transform tables like those 
presented in appendix A are also used. 

4.4.1 Theorems of the Laplace transform 

Before presenting the partial fractions expansion method, we discuss some im­
portant theorems associated with the Laplace transform. The proofs of these 
are left as an exercise for the reader. All the signals expressed in the time 
domain are assumed to be zero for t < 0. 

Linearity 

Let us consider two causal signals xi{t) and X2{t) with Laplace transforms 
given by Xi (s) and X2(s), respectively. If z{t) = ai xi {t) -\- a^ X2{t), where 
ai and a2 are real constants, then its Laplace transform can be written as: 

Z{s) = aiXi{s) + a2X2{s) (4.38) 

Time delay 

If z{t) = x{t — r ) where r represents a positive time delay then the Laplace 
transform of z{t) is given by: 

Z{s) = e-'^X{s) (4.39) 

^For a detailed discussion on this subject see, for example, [1]. 
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Time differentiation 

If z{t) is a signal resulting from the time differentiation of a causal signal x(t), 
such that 

z{t)=^^x{t) (4.40) 
at 

then the Laplace transform of z{t) is given by: 

Z{s) = sX{s)-x{0) (4.41) 

The proof of this theorem is similar to that presented in the context of Fourier 
transforms in section 4.3.1. 

Example 4.4.2 Find the Laplace transform of h{t) = sin(2 TT fo t) u{t). 

Solution: Taking into account that 

sin(2 TT fo t) u{t) = - ^ - cos(2 TT fo t) u{t) (4.42) 
2 7r/o at 

then using eqns 4.38, 4.36 and 4.41 we have 

- I f s 
27rfo V (27r/,)2 + s2 

27r/o 
(4.43) 

Time integration 

If z{t) is a signal resulting from the time integration of a causal signal x{t), 
such that 

z{t) = I x{\) dX (4.44) 

then the Laplace transform of z{t) is given by: 

Z{s) = ^ ^ (4.45) 

s 
The proof of this theorem is similar to that presented in the context of Fourier 
transforms in section 4.3.2. 

Example 4.4.3 Find the inverse Laplace transform of 
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Solution: Z[s) can be expressed as 

Z{s) = ^ (4.46) 
s 

with 

Xis) = ^ (4.47) 

The inverse Laplace transform of X{s) is, according to eqn 4.33, equal to 

x{t) = - e - * / ^ u ( 0 (4.48) 

r 
Now, using eqn 4.44 we have 

ft 1 
z{t) = / -e-^^''u{t)dr 

Jo ^ 

= -e-'/^u{t)\' 

= ( l - e"*/^) u{t) (4.49) 

Time scaling 

If z{t) = x{at) then the Laplace transform of z{t) is given by: 

1 , . /5^ 
Z{s) = -X(-) (4.50) 

Convolution 

If z{t) results from the convolution ofx{t) with y{t) then the Laplace transform 
of z{t) is given by: 

Z{s) = X{s)Y{s) (4.51) 

Shift in the s domain 

Let us consider a causal signal x{t) with Laplace transform X{s). If Z{s) = 
X{s-\-a) then 

z{t)=x{t)e-'^^ (4.52) 

Differentiation in the s domain 

Let us consider a causal signal x{t) with Laplace transform X{s). If Z{s) is 
such that 

^(«) = £!r^(^) (4.53) 
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then 

z{t) = [-IY f" x{t) (4.54) 

Example 4.4.4 Find the inverse Laplace transform of 

G[s) = 7 V T T (4-55) 

where n = 0,1,2, — 

Solution: Since, 

1 _ (-1)^ d^ 1 

(5 + a)^+i n! ds'^ s + a 

then, by using eqn 4.33, with a = 1/r, together with eqn 4.54 we can write 

t 

(4.56) 

g{t) = -.e-'^u{t) (4.57) 
n! 

ixW 

Time periodicity 

,Q ^ ^ Let us consider x{t) to be a causal periodic waveform with period T as illus-
a) trated in figure 4.10. This can be written as 

XT(t) 

(t) = J^'^Tit-kT) (4.58) x^ , 
k=0 

T 
b) where xrit) is zero outside the time interval [0, T ] . The Laplace transform of 

x{t) is given by: 
FiguTQ 4.10: Periodic wave- 1 
form, a) x{t). b) XT{t), X{s) = ^ _ ^.^T ^T{S) (4.59) 

with 
/•OO 

XT{S) = I XT{t)e-'^dt (4.60) 
Jo 

Example 4.4.5 Find the Laplace transform of the waveform of figure 4.1 b). 

Solution: According to eqn 4.60 we can write: 
nT/2 

Vsr{s) = / Vse-^'dt 
Jo 

= Yl ( i - e - ^ ^ / 2 ) (4.61) 

Using eqn 4.59 we have 

V. l - e - ^ ^ / 2 
VsAs) = -^ ,_,-.T (4.62) 
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4.4.2 Partial-fraction expansion 
The partial-fraction expansion method is used to obtain the inverse Laplace 
transform if the 5-domain function can be expressed as a ratio of polynomials 
in s. To illustrate the application of this method we consider the partial-fraction 
expansion of the following 

X{s) = s^a, + sa^+ao 
{S + P2){S + pi){s + po) 

where each p , is a distinct pole of X{s). 
This last eqn can also be written in the partial-fraction form as follows: 

S+P2 S-\-pi S-\-po 

where each Ki is a constant to be determined by first equating eqns 4.63 and 
4.64 as indicated below: 

5^ a2 + 5 a i + ao 

{s-\-p2){s-\-pi){s-^Po) 

K2{s+pi){s^Po)-\-Ki{s-\-p2){s-hpo) + Ko{s-\-p2){s-\-pi) 
(4.65) 

{s-\-p2){s-\-pi){s-\-po) 

that is 

s^ a2 -h 5 a i + ao = {KQ + i^i + K2) s^ 

+ [Ko {pi + P2) + Ki {pQ 4- P2) + K2 {pi + po)]s 

+ KopiP2 + Kipop2-\-K2PiPo (4.66) 

By equating the coefficients of the powers of 5 in the last eqn we obtain the 
following set of eqns 

( a2 = Ko-\-Ki-{-K2 

ai = Ko {pi + P2) + Ki {po + P2) + K2 (pi + Po) (4.67) 

[ ao = KoPiP2-^KipoP2-^K2PiPo 

Finally, solving this set of eqns to obtain Ko, Ki and K2 we get 

Ko = 

Ki = 

K2 = 

Po ct2 - Qi Po + ao 

(P2-P0) (P1 - P o ) 

Pi Q2 - a i Pi + ao 

( P 2 - P l ) ( p 0 - P l ) 

PJ Q2 - Ql P2 + do 

(Pl - P 2 ) ( P 0 - P 2 ) 

Taking the inverse Laplace of eqn 4.64 using eqns 4.35 and 4.38 we can deter­
mine x{t) as 

x{t) = {Ko e"*^° + Ki e-^P' + K2 e"*^^) u{t) 
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Example 4.4.6 Determine the inverse Laplace transform of the following func­
tion which occurs in the analysis of a damped simple harmonic oscillator. 

^(^) = 2 ^ 0 "̂ ^ ^ 2 (4.68) 

Un is called the natural frequency while r/ is called the damping factor. Con­
sider the following situations: r/ < 1, ry = 1 and 77 > 1. 

Solution: 

1. T] <1. First we express the denominator of Y{s) as a product of the two 
poles which can be obtained solving the following quadratic eqn 

s'^-\-2r]ijOnS + ujl = 0 (4.69) 

that is (see also eqn 2.36) 

s = -rjun±3^n Vl-^^ , (4.70) 

Now, eqn 4.68 can be written as 

Y{s) 
UJI 

and Y{s) can then be written in the partial-fraction form as 

s-\-r]UJn-\-ju;n^/l -vF' s-\-r]UJn - j ^n \ / l - v'^ 

Equating the last two eqns we have 

Lol = {Ko -\-Ki)s-\- KQ (^r]ujn - j^n A/I - ^^j 

n 

By equating the coefficients of the powers of s we obtain the following 
set of eqns 

r 0 = Ki + i^o 

(4.71) 
Solving to obtain K^ and Ki we get 

Ko = J 
2^Y^ 

Kx = -J-
2 y r ^ 
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Using eqns 4.35 and 4.38 we can determine y{t) as 

yit) = 

It is left to the reader to show that the last eqn can be written as 

y{t) = !±— sin Lr. y r ^ ^ ) e-*""" u{t) (4.72) 

2. ry = 1. For this situation we can write Y{s) as follows: 

Y{s) = 
(s + COnf 

Using eqn 4.57 we have 

yit) = Lolte-'^'^'uit) 

3. 77 > 1. In this situation Y{s) has two real poles; 

Hence, Y{s) can be written in the partial-fraction form as 

(4.73) 

(4.74) 

Y{s) = + S + T]UJn + i^ny/rF^-l S + r]U>n -UJn \/ff' - 1 

Equating this with eqn 4.68 we have 

Ji = {KQ + K I ) S + JsTo (r/w„ - w„ V^2 _ 1^ 

From this we can write 

< 

(4.75) 
and solving to obtain KQ and Ki we get 

u„ 

2V^F^ 

2 v / ; ^ ^ ^ 
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Using eqns 4.33 and 4.38 we can determine y{t) as 

y{t) = { 7"̂ " ^-t{r,.„+.r.V^^) 

+ ,^" e"* (" "" - " " ^ ^ ^ ^ ) \u(t) 

It is left to the reader to show that y{t) can also be written as 

y{t) = / " e-^^"- sinh (Un Vv^ - 11) u{t) (4.76) 
V r/2 - 1 V / 

The application of this analysis to RLC circuits is discussed later in this chapter. 

The discussion presented above applies to s-functions without repeated poles. 
In practice this is the most frequently encountered situation. However, let us 
consider an 5-function which has n + 1 poles including n identical ones as 
shown below: 

W{s) = - i - r (4.77) 
{s + Pi)"" {s + po) 

This function can be written in a partial-fraction form as follows: 

(5+pi)^ (s+pi)^-l **' (5+pi)2 S-\-pi 

+ - ^ (4.78) 

Now, applying a procedure similar to that described above we can determine 
the coefficients i^i^.^ and KQ. Using eqns 4.35 and 4.57 the inverse Laplace 
transform of W{s) can be obtained as 

^ W = E ^ ^ 3 ^ e - ^ ^ ^ ^ ( t ) + Koe-^^«u(t) (4.79) 
fc=i ^ *̂ 

Relationship between Laplace and Fourier transforms 

The Laplace transform can be seen as the transformation of time functions 
into a sum of generic exponentials of complex arguments, exp{st) with s = 
a-\-j 27r / , instead of the sum of exponentials with purely imaginary arguments, 
exp(j 27r / 1 ) , obtained from the Fourier transform. For any causal time func­
tion x{t) whose Laplace transform Region Of Convergence (ROC) includes the 
imaginary axis, j 2 TT / , the Fourier transform, Xjr[f) can be obtained from the 
Laplace transform, ^£(5) as follows: 

XAf) = Xc{s) (4.80) 

with 5 replaced by j 2 TT / . 
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Example 4.4.7 Use eqn 4.80 to obtain the Fourier transform of 
x{t) — exp(—t/r) u{t) where r is a positive real number. 

Solution: According to eqn 4.33 the Laplace transform of x{t) is 

X{s) = —^^— forRealfs) > - 1 / r (4.81) 

Since the ROC includes the imaginary axis the Fourier transform of x{t) is 

sr + 1 
r 

(4.82) 
j 2 7 r / r + l 

Note that this result is the same as that given by eqn 3.214 replacing a by 1/r. 

4.5 Analysis We are now in position to employ the Laplace transform to analyse the natural 
iKiiia ^^^ forced responses of electrical circuits. Again we use the circuit of figure 

^ 4.3 driven by the periodic sequence of square pulses of figure 4.1 b) to illustrate 
Laplace this procedure. 

transforms , ̂ . ^ , . ,._ 
4.5.1 Solving dinerential equations 
The differential equation expressed by eqn 4.11 can be solved in the Laplace 
domain, taking into account the time differentiation theorem expressed by 
eqn 4.41, as follows: 

VsM = VC{S)^T[SVC{S)-V,O] 

= Vc{m + sr)-Vcor (4.83) 

Vs2 (s) and Vc{s) are the Laplace transforms ofvs2 {t) and vc{t), respectively. 
Equation 4.83 can be solved to obtain Vc{s) as follows: 

Vcis) = ^ + ^ (4.84) 
1 -\- ST 1 H- 5 r 

Since Vs^ (s) has been determined in example 4.4.5, we can write Vc{s) as 

5 (1 H- ST) 1 — e ^^ l-\- ST 

The solution of the differential equation expressed by eqn 4.11 can now be 
obtained after calculating the inverse Laplace transform of Vc{s) given by the 
last eqn. From eqn 4.33 we have 

1 + s r ^^^ 
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I{a) 

I(s) 

V(3) 

V{s) 

b) 

+ V{s) 

Figure 4.11: Laplace do­
main I-V characteristic for 
a) resistance, b) capacit­
ance, c) inductance. 

where ^ denotes a Laplace transform pair. From eqn 4.49 we have 

K 
S{1 + ST) 

Using eqn 4.39 we have 

V, ( l - e-*/^) u{t) 

s ( l + s r ) 
( l - e - ^ ^ / 2 ) V, (l - e-*/^) uit) 

Finally, from eqn 4.59 we get 

K 1 -sT/2 

S{1-\-ST) 1-e-'^ 

oo 

k=0 

( t-kT-T/2\ 
1 - e r j u[t-kT 

From the above we can write vc{i), for t > 0, as 
oo 

vc{t) = Fcoe-^uW + V; J ] ( l - e - ^ ^ ) u ( i -A;T) 
fe=0 

t-nT-T/2 

n=0 

which is the same expression as that obtained in examples 3.3.4 and 4.2.2. 

)u[t-nT-:^ (4.86) 

4.5.2 I-V characteristics for passive elements 
The discussion above illustrates the usefulness of the Laplace transform in 
solving linear integral-differential equations in the context of electrical circuit 
and signal analysis. Hence, any circuit can be analysed by first applying Kirch-
hoff's laws, using the time domain relationships between current and voltage 
for each electrical element discussed in Chapter 1, and then solving the circuits 
equations in the Laplace domain. The voltage across or current through any 
circuit element, in the time domain, can of course be obtained by determining 
the corresponding inverse Laplace transform. 

Although this procedure already provides a significant simplification of the 
analysis of circuits it would be useful to apply the Laplace transform directly 
to the circuit. This can, in fact, be done by determining the current-voltage 
relationships of the passive elements in the Laplace domain. 

Resistance 

Applying the Laplace transform to Ohm's law we obtain a linear relationship 
between V{s) and I{s) 

V{s) = RI{s) (4.87) 

where V{s) and I{s) represent the Laplace transforms of the voltage across 
and the current through the resistance, respectively. 
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Capacitance 

Applying Laplace transforms to eqn 4.19 we obtain (see also eqn 4.41) 

I{s) = sCV{s)-Cv{0) (4.88) 

where v{0) is the voltage across the capacitor terminals at t = 0. V{s) and I{s) 
represent the Laplace transforms of the voltage across and the current through 
the capacitor, respectively. Solving eqn 4.88 in order to obtain V{s) we get 

Vis) = M^m („,) 
5 0 S 

= / (3)Zc(s) + ^ (4.90) 
s 

with 

where Zc{s) represents the complex impedance, in the Laplace domain, asso­
ciated with the capacitor C. Note that eqn 4.89 can also be obtained by finding 
the Laplace transform of v{t) in eqn 1.24. 

Inductance 

Applying Laplace transforms to eqn 4.22 we obtain (see also eqn 4.41) 

V{s) = sLI{s)-Li{0) (4.91) 

where i(0) is the current flowing through the inductor at t = 0. V{s) and I{s) 
represent the Laplace transforms of the voltage across and the current through 
the inductor, respectively. Eqn 4.91 can also be written as: 

V{s) = ZL{s)I{s)~Li{0) (4.92) 

with 

ZL{S) = sL 

where ZL{S) represents the complex impedance of L, in the Laplace domain. 
Solving eqn 4.91 we get 

sL s 

Note that this last eqn can also be obtained by applying Laplace transforms to 
eqn 1.27. 



130 4. Natural and forced responses circuit analysis 

The generalised impedance in the s domain 

There is a straightforward relationship between the generalised impedance pro­
vided by the phasor analysis Zj^{f), presented in the last chapter, and the gen­
eralised impedance in the Laplace domain associated with each of the passive 
elements, Zc{s): 

• for a resistance; Zjr{f) = Zc{s) = R; 

• for a capacitance; Zjr{f) = Zc{s)\s=j2nf = (j 2 7r/C)~^ 

• for an inductance; Zj^{f) = Zc{s)\s=j2'Kf = j '^T^ f L 

Note that these relationships are consistent with the relationship between the 
Laplace and Fourier transforms (see eqn 4.80). 

Vds) 

Figure 4.12: Analysis of the 
RC circuit in the Laplace do­
main (t > 0). 

Circuit analysis 

Figure 4.12 is used to illustrate a partial analysis of the RC circuit in the 
Laplace domain. Applying Kirchhoff's current law we can write (see also 
eqn 4.88): 

VsAs)-Vc{s) 
R 

= sCV{s)-Cvc 

Solving this eqn in order to obtain Vc{s) we can write 

Vc{s) = 
VsAs) . VcoT 

+ 1 + 5 r 1 -\- ST 

(4.94) 

(4.95) 

with T = RC 2is before. Note that this last eqn, obtained by applying Kirch-
hoff's current law in the Laplace domain, is the same as eqn 4.85 which is 
obtained applying the Laplace transform to the time domain differential equa­
tion expressed by eqn 4.11. 

4.5.3 Natural response 
RL and RC circuits 

We have studied the natural response of the RC circuit in section 4.2. Let us 
consider now the RL circuit of figure 4.13 a). The switch is closed for t < 0 
and it is open for t > 0. The equivalent circuit for t < 0 is shown in figure 
4.13 b). Because the inductor is conducting a constant current the voltage 
across its terminals is zero. This means that the voltage across i?i is zero and, 
therefore the voltage V is applied to i?2. It follows that the DC current that 
flows through R2 and the inductor is 

For t < 0 the inductor stores energy equal to L /fo/2 (see eqn 1.28). From the 
above, it is clear that the initial condition associated with the current through 
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(i = 0) 
. 0 ^ ^ ^ 

(For t > 0) 

I{s) 

c) 

Figure 4.13: a) RL circuit, 
b) Equivalent circuit for t < 
0. c) Equivalent circuit for 
t>0. 

t 

1 

0.8-

0.6-

0.4-

0.2-

- 1 

i{t)/Iio 

\ 1 2 \ 3 
. t/r 

4 

Figure 4.14: i{t) normalised 
to Iio versus the time nor­
malised to r. 

the inductor, when the switch is closed ait = 0, is Iio. Figure 4.13 c) shows 
the equivalent circuit for t > 0 (the switch is open). Now the energy stored by 
the inductor will be dissipated by the resistance Ri and we can write 

VL{S) = VR{S) 

Using the expressions for VL{S) and VR-^{S), given by eqns 4.91 and 4.87, 
respectively, 

sLI{s)-LIio = -Ril{s) 

Solving the last eqn in order to obtain I{s) we have 

^ ^ 1 - h S T 

with r = L/Ri. Finally, using eqn 4.33 we obtain 

i{t) = Iioe-'^^u(t) 

Note that the natural response of this circuit is similar to that discussed for the 
RC circuit. Figure 4.14 shows i{t) normalised to Iio versus the time normalised 
to r. From this figure we observe that the time necessary for the current to go 
from 90% of Iio to 10% of Iio, is about 2.2 x r. It is interesting to find the 
voltage VL{t) = VRi{t) developed across the resistor/inductor parallel com­
bination of figure 4.13 c). This can be obtained either by using eqn 4.22 or 
simply by finding i?i x i{t). This gives 

VL{t) = -RiIioe-'^^u{t) 

A plot of VL{t) normalised to i?i Iio versus time normalised to r is shown in 
figure 4.15. Note that the voltage developed across the inductor is negative at 
t = 0 and tends toward zero. Such a voltage is known as the inductor's back 
emf (electro-motive force). 

You might like to note that if i^i -^ oo then VL{0) -^ oo. This is the large 
emf produced when ^^(t) is suddenly reduced to zero and is the basis of the 
traditional ignition coil in a car. Modem car ignition systems use capacitive 
discharge together with sophisticated electronic circuitry. 

Example 4.5.1 Consider the circuit shown in figure 4.16 a). Determine the 
voltage across the capacitor and the current flowing through R^ for t >0. 

Solution: The equivalent circuit for t < 0 is shown in figure 4.16 b). In this 
situation the capacitor is not conducting and the voltage drop across i?2 is zero. 
This means that the voltage across the capacitor terminals is equal to VA where: 

VA V 
R' 

R' + R4: 
(4.96) 

with i?' = i?31 |i?i. The capacitor stores energy equal to C V\/2 and the initial 
condition is Vco being equal to VA-
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- 1 

-0.2 

-0.4 

-0.6 

-0.8 

- 1 

VL{t)l{RxIlo) 

\ 
1 2 

3 4 

— t/r 

Figure 4.15: VL{t) nor­
malised to (i?i Iio) versus 
the time normalised to r. 

{t^O) 

-MV-

ycit) 

R2 + {m\m 

Figure 4.16: a) RC circuit, 
b) Equivalent circuit for t < 
0. c) Equivalent circuit for 
t > 0. d) Equivalent resist­
ance 'seen' by Cfor t > 0. 

Figure 4.16 c) shows the equivalent circuit for t > 0, that is when the 
switch is closed. For this situation, the energy stored by the capacitor will be 
dissipated by the resistances i?i, R2 and R^. 

For this circuit we can write after applying Kirchhoff's current law, the 
following eqns: 

VA{S) - Vc{s) 

VA{S) - Vc{s) 

= sCVc{s)-CV,, 

^ VA{S) 

R2 R' 

Solving these two eqns in order to obtain Vc{s) we get: 

(4.97) 

(4.98) 

Vc{s) = 
l + sC{R' + R2) 

Using eqn 4.33 we have 

vcit) = Vcoe-"^'u{t) 

(4.99) 

(4.100) 

where T' = C {R + R^). Note the similarity of the expression for the natural 
response given by the last eqn and that obtained for the circuit of figure 4.3 
(see also eqns 4.6 and 4.8). The effective resistance seen across the capacitor 
terminals is given by R2 + R' = R2 + (i?l||i?3) as shown in figure 4.16 d). 

In order to obtain the current flowing through R3, his), we consider again 
eqn 4.98 from which we can write 

R' 

CR'Vco 
l + sC{R' + R2) 

and the current flowing through R3 is 

VAis) 

(4.101) 

his) = 
i?.s 

CR'V,, 

R3[l + sCiR' + R2) 
(4.102) 

again using eqn 4.33 we obtain 

isit) = 
R'Vc, 

Rs iR' + R2) 
.-t/r' uit) (4.103) 

Note that the behaviour of the current i^it) is similar to that of the voltage 
across the capacitor. 
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+ \S2 <= 

r ^ X(^ = o+) I 

a) 

For t > 0 

I(s) 

I VLC{S) 

b) 

Figure 4.17: a) LC circuit, 
b) Equivalent circuit for 
t>0. 

Figure 4.18: Hydraulic ana­
logue of the LC circuit of fig­
ure 4.17. 

LC circuits 

Let us consider now the LC circuit of figure 4.17 a). For t < 0 the switch Si 
is closed while the switch S2 is open. Hence, the DC voltage applied to the 
capacitor, Vco, is V. There is no voltage across the inductor. Hence, for t < 0 
the capacitor stores energy while the inductor is not storing any energy. 

At t = 0 the switch ^i is opened and the switch 52 is closed. Figure 4.17 
b) shows the equivalent circuit for ^ > 0. Now the voltage across the capacitor 
is the same as the voltage across the inductor; VLC- Hence, we can write 

that is 

sLI{s) 

I{s) 

I{S) Vco 
' sC s 

s^LC + 1 

The voltage can be determined as 

VLC{S) = 
sLCVco 

52LC + I 

Using eqns 4.36 and 4.43 we can determine the current and the voltage in the 
time domain 

i{t) = -CVcoSm(—t] u{t) 

VLc{t) = Vco cos ( —— t j u{t) 

These two last equations indicate that the current flows in a sinusoidal manner 
between the capacitor and the inductor, with the electrical energy being trans­
ferred periodically between electrostatic energy in the capacitor to magnetic 
energy in the inductor. The frequency of this energy transfer (oscillation) is 
/ = {27^^/LC)~^. This LC circuit has a simple hydraulic analogue where a 
water pipe, with its section covered by an elastic membrane, is connected to 
a flywheel forming a closed circuit as shown in figure 4.18 (see also section 
1.3). We assume that this circuit is completely filled with water. If we rotate 
the fly-wheel manually the membrane will be stretched due to the water pres­
sure created in one of its sides. This procedure is 'equivalent' to storing energy 
in the capacitor of the LC circuit. If we release the flywheel there will be an 
oscillatory motion of water flow. If we assume that there are no losses in this 
circuit this oscillation will carry on indefinitely. We note that LC circuits form 
the basis of analogue oscillators used in various telecommunication circuits. 

RLC circuits 

We consider now the RLC circuit of figure 4.19 a). For t < 0 the switch is 
closed and for t > 0 the switch is open. For t < 0 the DC voltage V is 
simultaneously applied to the resistance R and to the capacitor C. The voltage 
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{t = o) 

For t > 0 

VR(S) 

b) 

Figure 4.19: a) RLC, b) 
Equivalent circuit for t >0. 

i{t)/{CVcou;n 

V = 0.1 

Figure 4.20: i{t) given 
eqn 4.106 normalised to 
CVco^n versus the time 
normalised touj~^. 

across the capacitor, Vco, is equal to the DC source voltage V. Figure 4.19 b) 
shows the equivalent circuit for t > 0. From this circuit we can write the 
following eqn 

that is: 

VR{S) = VC{S) + VL{S) 

RI{s) = -M^Y^_sLI{s) 
sC s 

Solving in order to get I{s) we have 

I{s) = 
CK, 

s^LC + sRC + 1 

This last eqn can be written as follows: 

V,o 1 
I{s) -

L s^ + s^ + ^ 

with 

C K . 

^n = 

^ ; 
S^ + 2rjLJnS + Ujl 

^LC 

" - Hi 
(4.104) 

(4.105) 

The expression for I{s) is similar to that expressed by eqn 4.68 and discussed 
in example 4.4.6. Therefore, by using eqns 4.72, 4.73, 4.76 we can obtain the 
current of the RLC circuit, for t > 0, as follows: 

i{t) = CVco X { 

-7^^== sin (ujn A/1-7 /21) e-* ̂  ̂ - u(t) if r/ < 1 

ulte-'^^^u{t) ifr/ = 1 

V ^ 
sinh (uJn ^/rf~^t] -t rjLJn U{t) ifry > 1 

(4.106) 
Figure 4.20 shows i{t) normalised to {CVco^n) versus the time normalised 
to uj~^ for three different values of 77. We observe that, in all situations, the 
current tends to zero. This is expected since the energy initially stored by the 
capacitor is constantly dissipated by the resistance. We also observe that the 
value of T] influences the behaviour of the current. For ry < 1 the current 
exhibits an oscillatory behaviour and the circuit is said to be underdamped. In 
this situation the circuit natural response is dominated by the LC combination. 
For 7] > 1 this oscillatory behaviour does not occur. For ry = 1 the circuit is 
said to be critically damped and for 7/ > 1 the circuit is said to be overdamped. 
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Figure 4.21: a) RLC. b) 
Equivalent circuit for t > 0. 

For values of ry > 1, the transient behaviour of the circuit is dominated by the 
combination of the resistance with the capacitance. In fact, if r/ > 2 then the 
current i{t), given by eqn 4.106, can first be approximated as follows: 

i{t) ^ CVcc 
2 7 7 2 - 1 

.^^-'^V^-nt 

2 

1 - e " 
- ^ ^ - 2 r y 2 - l ^ 2 

where we use the following approximation: 

V'r?2 - 1 ~ ,7 - — i f j j > 2 

However, eqn 4.107 can be further simplified as 

i{t) ~ CVco'^e-'^uit) 

u{t) 

•u{t) (4.107) 

2rj 

Vco 

after assuming that 

and 

= ^e-^u{t) 

2rf » 1 

(4.108) 

- 2 (jJn T) t « 1 

Equation 4.108 is equal to eqn 4.9 regarding the natural response associated 
with the current of the RC circuit of figure 4.5. Note that increasing rj is equiv­
alent to increasing the value of i?, assuming that ujn is kept constant. The hy­
draulic equivalent for this circuit is similar to that shown in figure 4.18 where 
now we consider losses in the hydraulic pipes. These losses attenuate the os­
cillatory movement of the the water flow. If the resistance to water flow is very 
high (very thin pipes) then there will be no oscillatory water movement at all 
(V > 1). 

Example 4.5.2 Consider the RLC circuit of figure 4.21 a). For t < 0 the 
switch is closed. Determine the voltage v{t). 

Solution: Since the DC voltage source has been appUed to the inductor for 
a long time {t < 0) the voltage v{t) is zero. Therefore, Vs appears across Ri. 
The current flowing through this resistance, i?i, also flows through the inductor 
and it is given by 

Note that the voltage across the capacitor is zero. For t > 0 the switch is open, 
resulting in the equivalent circuit shown in 4.21 b) for which we can write: 

^ — < ' ) - ^ + 
Ilo 

0 
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Solving this last eqn in order to obtain V{s) we have 

-Lho 
V{s) ^ 

s^LC + sL/R + 1 

This can also be written in terms of its natural frequency a)„ and damping 
factor, r/, as follows: 

Vis) - -LIio 

with 

52 -\-2r]UJn -\-iol 

- A W -
)vs(t) 

'KfJiVsis) = Vs/s) 

fLC 

and 

J] = 
1 1 /L 

(4.109) 

(4.110) 

Again, by using eqns 4.72,4.73,4.76 we can obtain the voltage v(i), for t > 0, 
as follows: 

v(t) = -LIio X < 

f -^^= sin (un x/l - r/21) e"*^^- u(t) if ry < 1 
I y/l-'n'^ \ ) 

if7/ = l 

v; 
\vs{t) 

3; 
I 

vc(t) 
{Vds)) 

ŷ  
^ sinh ('cjn \/r72 - 1A e"*^'^- '?x(t) if ry > 1 

(4.111) 
Note the similarity of the natural response for the voltage v{t) for this circuit 
and the natural response of the current, i{t) of the previous RLC shown in 
figure 4.19 a). However, it should be noted that now the resistance R plays an 
opposite role to that played by the resistance of the circuit of figure 4.19. Now, 

^ if we want to decrease the damping factor, 77, we have to increase the value of 
R. This is reasonable since, as the resistance R tends to infinity (open circuit), 

Figure 4.22: RC driven by a the circuit of figure 4.19 tends to the lossless circuit of figure 4.17. 
step voltage source. 

4.5.4 Response to the step function 

We consider now the response of various passive circuits to the step function. 
The circuits are driven by either a step voltage or current source. 

RC circuits 

Figure 4.22 shows the RC circuit driven by a step voltage source. Assuming 
that the capacitor is discharged at t = 0 we can write the following eqns for 
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this circuit in the Laplace domain, as follows: 
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0.6^ 
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5 

Figure 4.23: a) vc{t) nor­
malised to Vs versus the time 
normalised to r. b) i{t) nor­
malised to Vs/R versus the 
time normalised to r. 

Vcis) 
sC 

Vsis) = RI{s) 
sC 

Since the Laplace transform for vs{t) is (see eqn 4.32) 

s 
Vs{s) 

we can determine Vc{s) and I{s) as indicated below 

Vc{s) = 
S{ST + 1) 

R ST + 1 

(4.112) 

(4.113) 

(4.114) 

(4.115) 

(4.116) 

with T = EC. Using eqns 4.49 and 4.33 we can obtain the time domain 
expression for the voltage across and the current through the capacitor: 

vc{t) = Vs {l-e-i)u{t) 

u{t) 

(4.117) 

(4.118) 

Figure 4.23 a) shows vc{t) normalised to Vs versus the time normalised to r 
and figure 4.23 b) shows i{i) normalised to Vs/R versus the time normalised 
to r . Note that, during the transient response the voltage across the capacitor 
terminals increases in an exponential manner towards Vs while the current i{t) 
tends to zero. In this figure we also show that the time required for the voltage 
to go from 10% to 90% of its final value is about 2.2 r (see figure 4.23 a)). This 
time is called the rise-time, tr. On the other hand, the fall-time, tf, is defined 
as the time taken by a signal to fall from 90% to 10% of its peak value as is the 
case for the current in this example (see figure 4.23 b)). Note that the current 
fall-time is equal to the voltage rise-time; 2.2 r. 

Example 4.5.3 The rise time of an RC low-pass filter was measured to be 
tr = 50 /iS. Determine its bandwidth. Also determine the delay time of the 
circuit, td, defined as the time taken for the signal to reach 50% of its peak 
value. 

Solution: The bandwidth of an RC low-pass filter (see section 3.3.5) is: 

1 
BW = 

2nr 

with T = RC. This eqn can be written as 

2.2 
BW 

I'Ktr 
= 7 kHz 

0.35 
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To find the delay time we solve eqn 4.117 for vc{td) = Vs/2. This gives 

0.11 

VR{t) 

{VRis)) 

Figure 4.24: CR circuit 
driven by a step voltage 
source. 

id = 0.7 r = 

= 15.7 /is 
BW 

Example 4.5.4 Consider the CR circuit of figure 4.24. Determine the output 
\olt2igevR{t). 
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Figure 4.25: VR{t) given by 
eqn 4.121 normalised to Vg 
versus the time normalised 
to T 
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Figure 4.26: RL circuit 
driven by a step voltage 
source. 

Solution: We can write the following eqn 

SC[VS{S)-VR{S)\-CV,O^ 
R 

(4.119) 

Assuming that the initial charge on the capacitor is zero {Vco = 0) we have: 

T S 
VR{S) 

= Vs 

1 + r s 
r 

Vs{s) 

l - h r 5 

with r = RC. Using eqn 4.33 we can write 

VR{t) = Vse-iu{t) 

(4.120) 

(4.121) 

Figure 4.25 shows the voltage VR{t) normalised to Vs versus the time nor­
malised to r. From this figure we observe the fast rise of the voltage to its peak 
and then its exponential decay to zero. Note that the time taken for the voltage 
to fall from 90% to 10% of its peak value (fall-time) is about 2.2 r. 

RL circuits 

Figure 4.26 shows an RL circuit driven by a step voltage source. For this circuit 
we can write: 

Vs{s)-VLis) ^VL{S) ^ ho 
R sL s 

(4.122) 

Assuming that the initial condition of the inductor is zero {Iio = 0) we can 
solve this eqn in order to obtain VL{S) as 

VL{S) 
ST 

^Vsis) 
ST -\-l ^ ^ ' ST -\-\ 

where r = L/R. Using eqn 4.33 we can write 

VL{t) = Vse-iu{t) 

K 

(4.123) 

Note the similarity between this last eqn and eqn 4.121. In fact, the time (and 
frequency) domain behaviour of this circuit is similar to the CR circuit shown 
in figure 4.24. 
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l(Vs(s) = Vsls) 
VRit) 

(VRis)) 

Figure 4.27: LR circuit 
driven by a step voltage 
source. 

Example 4.5.5 Consider the LR circuit of figure 4.27 a). Determine the output 
voltage VR{t). Assume Iio = 0. 

Solution: For this circuit we can write: 

VS{S)-VR{S) VR{S) 

sL R 

solving this eqn in order to obtain VR{S) we have 

VR{S) = 
s{sT-\-l) 

(4.124) 

(4.125) 

where r = L/R. Using eqns 4.49 and 4.34 we can write the time domain 
voltage across the resistance 

VR{t) Vs ( l - e " ^ ) u{t) (4.126) 

Note that this expression is similar to the voltage across the capacitor (see eqn 
4.117) of the RC circuit of figure 4.22. 

vc{t) 
iVcis)) 

Figure 4.28: RLC circuit 
driven by a step voltage 
source. 

RLC circuits 

Figure 4.28 shows an RLC circuit driven by a step-function voltage source. 
Assuming that all initial conditions of the circuit are zero we can write: 

m = Vsjs) 
(4.127) 

with Zeq{s) representing the equivalent impedance of the series combination 
of the inductor, resistance and capacitance. Zeq{s) is given by 

Zeq{s) 

and 1/Zeq{s) can be written as 

R-\-sL-\-
1 

C 
SUJt, 

^eq s'^ + 2rju;n-\-u;l 
(4.128) 

where LUn and rj are given by eqns 4.104 and 4.105 respectively. Hence, the 
current I{s)is given by: 

I{s) Vs{s) 

K C 

sCul 

2 
W„ 

S^ + 2T]U}n+l^l 
(4.129) 
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Again we use eqns 4.72, 4.73, 4.76 to obtain the current of the circuit in the 
time domain, for t > 0, as follows: 

i{t) = CVs X I 

r ^ ^ sin (ujn \ / l - 7^21\ e-*^^- u{t) if 77 < 1 

ifr/ = l 

sinh (un x/r/2 - 11\ e-*^^- u{t) if rj > 1 

(4.130) 
The voltage across the capacitor terminals, vc{t), can be obtained from eqn 
1.24, that is 

vc{t) = Vs X I 

^ - ^'^^l sin i^y/l- rj'^uJn t + (pj u{t) i f r 7 < l 

Ŵ ifr/ = l 

cosh iun \/r/2 - 11 j 

+ ^ ^ sinh (a ; , x A F ^ ^ ) l ] ^(0 

with 

tan" -J\/r^ 

if 7/ > 1 

(4.131) 

(4.132) 

Figure 4.29 a) shows the current i{t), given by eqn 4.130, normalised to C Vs o^n 
versus the time normalised to uj~^ considering ry = 0.1,0.3, 0.7,1 and 3. From 
this figure we observe that, regardless of the value of 77, the current in the RLC 
circuit eventually tends, as expected, to zero. As with the natural response we 
observe that for values of ry < 1 (underdamped circuit) the current exhibits 
oscillations and its transient behaviour is dominated by the LC combination. 
On the other hand, for ry > 1 (critically damped and overdamped circuit) there 
is no oscillatory behaviour. Figure 4.29 b) shows the voltage across the ca­
pacitor terminals vc{t), given by eqn 4.131, normalised to Vs versus the time 
normalised to CJ"^. We observe that for all values of ry the voltage across the 
capacitor terminals tends to Vs\ the voltage of the DC source. Very much like 
the current, we observe that for values of r/ < 1 the voltage overshoots its final 
value exhibiting an oscillatory behaviour. From this figure it is clear that the 
amount of overshoot depends on the value of ry; the smaller the value of 77 the 
greater the amount of overshoot. The first overshoot is called the peak over­
shoot and can be determined by differentiating eqn 4.131 (7/ < 1) with respect 
to the time and by setting this derivative to zero, that is 

dvc(i) 

dt 
Vs 

r]Wne 
-tlTWn 

yr sin (\/l -vl^uJn ^ + 0) 
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i{t)/{CVsUj^ ,̂ cW/K 

14 tUJn 

Figure 4.29: a) i{t), given by eqn 4.130, normalised to CVsUJn versus the time normalised to uj^^. b) 
vcit) given by eqn 4.131, normalised to Vs versus the time normalised to UJ~^. 
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1.0 

vcJVs 

0 0.2 0.4 0.6 0.8 1.0 

Figure 4.30: Peak overshoot 
normalised to Vg versus rj. 

0.5 0.6 0.7 0.8 0.9 1.0 

Figure 4.31: Settling time, 
normalised touj~^, versus rj. 

- Vs Wn e"*^^- COS ( A / 1 - rj^con t + (̂ ) = 0(4.133) 

The last eqn is zero for ( ^ 1 — rŷ  ujn t) = 0, TT, 27r, STT, — 
The peak overshoot occurs at 

^n \ / l - ry2 
(4.134) 

Note that this value applies only for zero initial conditions. Using this value 
of tov in eqn 4.131 (77 < 1) we obtain the value of the peak overshoot of 

Vc Vs 1 + exp 
-TTT] 

V T ^ ^ 
(4.135) 

Figure 4.30 shows the peak overshoot normalised to Vs versus the damping 
factor rj. 

The settling time, ts, is defined as the time that a waveform takes to attain 
(and to stay within the limits of) a percentage of its final value. This percentage 
is usually taken as 2% or 5%. It is interesting to note that for values of ry < 1 
the rise time of the waveform is relatively fast but the settling time can be quite 
large. Figure 4.31 shows the settling time of vc{t) (normalised to a;~^) versus 
7/ with the percentage of the final value being ±2% and ±5%. From this figure 
it can be seen that for ±2% the value of rj which minimises ts is rj = 0.78. 
For this situation the minimum settling time is ts = S.^/uUn- If the percentage 
which defines ts is ±5%, the value of rj which minimises ts isr] = 0.69 and 
the minimum settling time is ts — 2.^/uJn' 

The rise, fall and settling time values and the overshoot characteristics are 
used to describe the transient behaviour of different passive and active circuits 
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Zeq{s) 

is{t) 

Figure 4.32: RLC circuit 
driven by a step current 
source. 

and are of great importance, for example, in filter design. 

Example 4.5.6 Consider the RLC circuit of figure 4.32. Determine the current 
in L. Assume that all initial conditions are zero and that R > y/L/{AC). 

Solution: Since all the initial conditions of the circuit are zero we can determine 
the voltage V{s) across the circuit elements as follows: 

V{s) = Is{s)Ze,{s) (4.136) 

where Zeq{s) is the equivalent impedance corresponding to the parallel com­
bination of R with 5 L and with {sC)~^, that is 

Zeg{s) = 

Now eqn 4.136 can be written as 

sLR 
s'^RLC + sL + R 

(4.137) 

Mt)/l 

Figure 4.33: ZL(^) given by 
eqn 4.140, normalised to Is, 
versus the time normalised 
tOUJn-

V{s) 
C s^ + 2 r/ Wn s + ^2 

(4.138) 

with 7/ and Wn given by eqns 4.110 and 4.109, respectively. Since R is greater 
thanv / i / (4C) we have ry < 1. Using eqn 4.72 we can write 

v(t) ^ ^== sin (un \ / r ^ t ) e-'^^- u{t) (4.139) 

The current in the inductor 2^(0 can be obtained from eqn 1.27, that is 

p-t'qWn 

iiit) = / . 1 -
V ^ T]^ 

sin [yjl- rfuont + cjyj u{t) (4.140) 

with (f) given by eqn 4.132. Figure 4.33 shows the current given by eqn 4.140, 
normalised to Ig, versus the time normalised to UJ~^ with r] = 0.1, 0.4, 0.7 
and 0.9. For large values of t the current source behaves as a DC source. 
Since the inductor behaves as a short-circuit for DC sources then, for large t, 
the voltage across the resistor and across the capacitor tends to zero and the 
inductor conducts L. 

Example 4.5.7 Consider the RLC circuit of figure 4.34. Determine the voltage 
across C for all time t. Take V5, = 3 V and Vs^ = 7 V. 

Solution: Figure 4.35 a) shows the equivalent circuit for t < 0. Note that for 
t < 0 the inductor behaves as a short-circuit while the capacitor behaves as an 
open-circuit. The voltage across the terminals of the capacitor is the voltage 
across Ri which can be calculated as 

Vcc 

= -Vs. 
Ri 

3.5 V 
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t = 0.25 ms 10 f2 

1̂ r^^—Hl̂  
+ R2 

10 fi 

Rl 

10 Q ^ _ Q 

î 3 
L 
0.7 mH 1.4/xF 

^ 5 . 

+ 

Figure 4.34: RLC circuit. 

VRAS) 

-Vs., 

VL{S) 

Figure 4.35: Equivalent cir­
cuit for; a)t< 0; 
b)0<t< 0.25 ms. 

The current flowing through the inductor also flows through Rl and Rs. This 
current can be expressed as 

ho = ~^'' 
Rl + Rs 

= -0.35 A 
At t = 0 the switch 52 is open and ^i remains open. Figure 4.35 b) shows the 
equivalent circuit for 0 < t < 0.25 ms. For this circuit we can write: 

Vc{s) = VR,{S)^VL{S) 

that is: 

IL{S) VCO 

' sC s 
RIIL{S) + SLIL{S)-LIU 

where Ko and Iio are the initial conditions (at t = 0) associated with the 
capacitor and inductor, respectively. Solving this last eqn in order to obtain 
IL{S) we get: 

with 

IL{S) = CV, 

+ ho 
5 

5̂  + 2 ry ĉ n 5 + cc;2 

1 

= 32 krad/s 

1 
Rl 

= 0.22 

Taking the inverse Laplace transform (rj < 1) we obtain the current flowing 
through the inductor, iiit) for the time interval 0 <t < 0.25 ms, that is. 

ibit) = CVco , "" ^ sin (cjn A/I -rp't] e 
\J\-rf ^ ^ 

•trjujn 

Contribution from Vcc 
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+ ho J—^ ^̂ s (̂ - y i T v t + A e-'^^-
V1 - T ^ ^ 

Contribution from //o 

with 

The voltage across the capacitor, for 0 < t < 0.25 ms, is given by: 

vc{s) = JJM^YS^ 
sC s 

- -V ^" 

ho 1 ^ Vco 
C s^ -\-2r}UJnS-\-ijo'^ s 

taking the inverse Laplace transform we obtain 

vc{t) = i ^ cos Ln y/r^t - (/>) e-'^^-
V1 - T ^ ^ 

'̂  V 

Contribution from Vco 

ho 
7? ^ = ^ sin ( c . V ^ r ^ ^ ) e-'^-^ 

Contribution from Iio 

Figure 4.36 a) shows the voltage across the capacitor while figure 4.36 b) shows 
the current through the inductor. From these figures we observe that at t = 0.25 
ms the voltage across the capacitor is 1.17 V while the current through the 
inductor is —17.8 mA. These values are the initial conditions associated with 
the capacitor and inductor when the switch ^i is closed at t = 0.25 ms, that is, 
Vco' = 1.17 V and ho' = -17.8 mA. 

Figure 4.37 shows the equivalent circuit for t > 0.25 ms. Note that when 
the switch Si is closed ait = 0.25 ms Vsi is applied to the circuit as a step-
forcing voltage, that is, vs^ {t) = 3u{t- to) V with to = 0.25 ms. Using nodal 
analysis we can write the following eqns: 

In,{s) = h{s) + In,{s) 
(4.142) 

lRAs) = Icis) 

that is: 

r VSAS)--VL{S)^VL(S) , J,„,^_,,„ , VL{s)-Vcis) 
I 7t2 sL/ "5 Til 

I liM-M£)=,cFc(s)-cyeo'e-*° 
(4.143) 
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• vc[t) (V) • ^LW(A) 

5 xlO-^ 

Figure 4.36: a) Voltage across the capacitor b) Current through the inductor 

Figure 4.37: Equivalent circuit for t > 0.25 ms. 

with 

Vs,{s) = ^ e - ^ * " 

Vs = 3 V. Solving eqn 4.143 to obtain Vc{s) we get: 

Vc{s) = VsAs) 
s L / 2 

+ Vco^e-^' 
s^RiCuj'^: 

- ho' e -Sto 

52 + 277'a;;s + <2 

LL^'^ 

s'^ + 2r]'u'^s-\-uj'^ 

with 

^^ = 
i?2 1 

= 22.6 krad/s 

1 p / R2 C 
^ = 2^W^Hr^L 

= 0.16 
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taking the inverse Laplace transform (ry < 1) we obtain the voltage across the 
capacitor for t > 0.25 ms, that is, 

vc{t) = ^^=sin(c.;0^:^(f-o)e-(*-*°)'''< 
^ 2 y/l — rj 

> ^ 
Contribution from vs^ {t) 

+ Vco' Ri C-^k= sin L'^ y r ^ {t - to)) 
V1 - 7/'̂  ^ ^ 

-(t-to)r,'ui'„ 

Contribution from Vco' 

Vc 
+ - ^ = cos (a>; v / T T ^ (t - io) + 0') e-^'- 'o)"' < 

y i ^ 
Contribution from Vno' 

Iio' L - ~ ^ sin (a;; ^ 1 - 7?'2 (t - i , ) ) e" •(t-to)V^n 

Contribution from //Q/ 

with (f)' given by 

/)' = tan"^ 

0̂ ^̂  
Figure 4.38 shows the voltage across the capacitor for 0 < t < 1 ms. 

vc{t) (V) 

Figure 4.38: Voltage across the capacitor 
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4.1 Consider example 4.2.2. Plot vc{t) when the period T is longer than r 
(for example T = 3r). Draw comments in relation to the time taken to reach 
steady-state. 

4.2 Consider the causal signals of figure 4.39. Determine their Laplace trans­
forms and indicate their ROC. 

vi{t) 

0 1 
a) 

0 1 
b) 

Figure 4.39: Signals of problem 4.2. 

4.3 Using the partial fraction expansion method determine the inverse Laplace 
transform of the following s functions: 

X,{s) = 

Ms) = 

X^{s) = 

1 
{s - a)2 + 62 

s 
{s + a)2 {s + 6)2 

a 

s^ — a^ 
s 

4.4 Consider the circuits of figure 4.40. Using first Fourier transforms cal­
culate the voltage across i?i for all time t. Then use Laplace transforms to 
determine the same voltage. Draw conclusions. 

4.5 Consider the circuits of figure 4.41. Determine the current through the 
inductor for all time t. 
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(t = 0) 500 Q 

::vo—JUAA-̂  
^o—yyyyu^ 

i?3 ^ 

+ ^ 
r Vs 1.5 V 

— 

bi^l 
^1 kfi J 
I ^2:< 

b ikQ"^ 
3L 
plmH 

1 kQ 

a) b) 

Figure 4.40: Circuits of problem 4.4. 

{t = 0) R2 

420 Q 

Figure 4.41: Circuits of problem 4.5. 

4.6 Consider the circuits of figure 4.42. Determine the voltage across the 
capacitor Ci for all time t. Take vs{t) = 3u(t) volts. Assume zero initial 
conditions. 

0.1/iF 

2/xF 

Figure 4.42: Circuits of problem 4.6. 

4.7 Consider the circuits of figure 4.43. Determine the current through the in­
ductor for all time t. Take vs{t) = 4 u{t) volts. Assume zero initial conditions. 
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L 0.02 mH 

200 Q 

v_r)^5w 1̂ 

Figure 4.43: Circuits of problem 4.7. 

4.8 Consider the circuit of figure 4.44. Determine the current through the 
resistance, the capacitor and the inductor for all time t. Take is{i) = u{t) mA. 
Take R = 20 Q. Assume zero initial conditions. 

x 
0.3 mH 0.8/xF 

Figure 4.44: Circuit of problem 4.8 and problem 4.9. 

4.9 Consider the circuit of figure 4.44. Determine the value of the resistance 
such that the damping factor is 1. 



5 Electrical two-port network analysis 

5.1 Introduction 

Two-Port 

Network 

Input port 
(Port 1) 

Output port 
(Port 2) 

Figure 5.1: Electrical two-
port network. 

5.2 Electrical 
representa­

tions 

Two-port circuit techniques are usually employed to analyse and characterise 
linear electrical and electronic circuits. As its name suggests, a two-port circuit 
or network is a circuit with an input port and an output port, as shown in figure 
5.1. Hence, two-port circuit analysis techniques can be used to analyse and 
characterise circuits ranging from a simple resistive voltage divider to very 
complex electronic amplifiers. 

The theory of two-port circuits relates the voltage and the current variables 
at the ports. Depending upon which two of these four variables (Vi, V2, h, or 
I2) are chosen as the independent variables a different set of parameters can 
be defined each of which completely characterises the network. Each set of 
parameters is defined here as an electrical representation. In this chapter we 
consider the impedance, admittance and chain (or ABCD) representations ^ 
The electrical representations (or parameters) are obtained in the frequency 
domain by means of phasor analysis. In section 5.3 we show how these electri­
cal representations are suited for computer-based electrical analysis by means 
of a systematic analysis approach. 

As mentioned previously a two-port network can be characterised by a set of 
parameters which relates current and voltage values at the ports. Figure 5.1 
shows the convention for the voltages across each port as well as the direction 
of the current that might be present at each port. 

5.2.1 Electrical impedance representation 

The electrical impedance representation uses the currents / i and I2 as the exci­
tation signals and the voltages Vi and V2 as the responses to these excitations. 
Hence, the relevant parameters are impedances, the Z-parameters, and these 
satisfy the two following eqns: 

Vi = 

V2 = 

Ziili + Z1212 

Z21 h + Z22 h 

(5.1) 

(5.2) 

These eqns can be written in a matrix form: 

[V] \Z\ \I] (5.3) 

^ There are other types of two-port representation not discussed here. The most important of 
these is the S'-parameter representation discussed in detail in Chapter 7. 
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with 

/ 2 - 0 

\)v. 
Two-Port 

Network 

Input port 
(Port 1) 

Output port 
(Port 2) 

Two-Port 

Network 

Input port Output port 
(Port 1) (Port 2) 

Figure 5.2: Set-up for 
the measurement of the 
Z-parameters, a) Z\\ and 
Z21. h) Z\2 and Z22-

.1(2 mS) 

/2 = 0 

IY = R-^ V2 

Figure 5.3: a) Shunt admit­
tance, b) Calculation of Z\\ 
and of Z21. 

[V] = 

[Z] = 

h 

h 
Vi 

V2 

Z\\ Z\2 

Z21 Z22 

(5.4) 

(5.5) 

(5.6) 

The matrix [Z] is called here the 'electrical impedance representation' of the 
two-port network. The evaluation of the coefficients Zij, which have dimen­
sions of impedance, can be effected by performing measurements at the two-
port circuit terminals as illustrated in figure 5.2. Figure 5.2 a) shows the set-up 
for the measurements of Zn and of Z21. In this situation the output port is 
an open-circuit so that I2 = 0 and a current source / i drives the input port. 
Measuring the voltages Vi and V2 we can determine Zn and Z21 as follows: 

Zii 
h ^21 h 

(5.7) 

Zii is the input impedance (see also section 1.4.2) while Z21 is called the 
forward transimpedance gain. It is clear that Zn and Z21 can be calculated 
from eqns 5.1 and 5.2 by setting I2 = 0. Figure 5.2 b) shows the set-up for the 
measurements of Z12 and of Z22. Now the input port is an open-circuit so that 
/ i = 0 and a current source I2 excites the circuit in port 2. Measuring again 
the voltages Vi and V2 we can determine Z12 and Z22 as follows: 

>12 h ^22 — -r 
h=o 

(5.8) 
/ i = 0 

Z22 is the output impedance while Z12 is called the reverse transimpedance 
gain. Note that Z12 and Z22 can be calculated from eqns 5.1 and 5.2 by setting 

It is important to note that Z21 and Z12 also represent impedance transfer 
functions (see section 3.3.7). 

Example 5.2.1 Determine the Z-parameters of the shunt admittance of figure 
5.3 a). 

Solution: Figure 5.3 b) shows the equivalent circuit for the calculation of Zn 
and of Z21. Since / i flows through Y we have 

Zn - ^ 

1 
Y 

= R 

= 500 n 
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Since V2 == V̂i we have 

V2 
^ 2 1 — -;— 

h 
Z\\ = R 

From symmetry considerations we have: 

Z12 — Zii — R 

Z22 = Z\\ = R 

(3nF) 

Figure 5.4: a) T-network. b) 
Calculation of Zu and of 
Z2I' c) Calculation of Z12 
and of Z22-

Example 5.2.2 Determine the Z-parameters of the T-network of figure 5.4 a). 

Solution: Figure 5.4 b) shows the equivalent circuit for the calculation of Zu 
and Z2I' Since / i flows through Zi and Z^ we can write: 

Zii = Zi + Zs 

= JLjLi + 
jujC 

j a ; 3 x 10-9 
fi 

Z21 is calculated as follows: 

Z21 

j^c 
1 

j c j 3 x 10-9 
VL 

Figure 5.4 c) shows the equivalent circuit for the calculation of Z22 and of Z12. 
Since I2 flows through Z2 and Z3 we can write: 

Z22 — Z2 -\- Z2, 

1 - g;̂  3 X IQ-^^ 

j w 3 x l 0 - 9 

Z12 is calculated as follows: 

•̂ 12 = Z3 

fi 

1 
juSx 10-9 n 
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[z'l 

[Z" 

il^ 

h 
+ 

a) 

[Z'] + [Z"] 

h 

V2 

Figure 5.5: a) Series con­
nection of two-port net­
works, b) Equivalent two-
port network. 

Series connection 

Let us consider the interconnection of a two-port network, characterised by an 
impedance representation [Z'], with another two-port network, characterised 
by an impedance representation [Z''], as illustrated in figure 5.5 a). Such an 
interconnection is called a series connection as the two networks share the same 
input current and the same output current^. 

The equivalent two-port network resulting from this interconnection can be 
characterised by an equivalent impedance representation, [Zeq], which can be 
determined according to eqns 5.7 and 5.8, that is; 

^^Qii h 
(5.9) 

/2=0 

Since port 2 is an open-circuit then I2 = I2 = I2 = 0 and Ii = I[ = I'{. In 
addition, Vi = ¥{ + ¥{'. Therefore, we can write the last eqn as follows: 

^ e ^ i i -h YL 

^11 + ^11 

Similarly, it can be shown (see problem 5.2) that: 

^eqi2 

^^921 

^6^22 

^12 + ^12 

^21 + ^21 

7' -I- 7" 
-^22 "•" -^22 

(5.10) 

(5.11) 

(5.12) 

(5.13) 

that is 

[Ze,] = [Z'] + [Z"] (5.14) 

5.2.2 Electrical admittance representation 

The electrical admittance representation considers the voltages (Vi and V2) to 
be the excitation signals and the currents (/i and I2) as the responses to these 
excitations. Hence, the y-parameters satisfy the two following equations: 

h = 
h = 

Yn Vi + Y12 V2 

Y21 Vi + Y22 V2 

Equations 5.15 and 5.16 can be written in a matrix form, that is; 

[I] = [Y][V] 

where [I] and [V] are defined in eqns 5.4 and 5.5, respectively. 

^11 5̂ 12 

^21 Y'2 22 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

^The series connection of two-port networks should not be confused with the series connection 
of impedances which are ow^-port-terminal networks. 
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^ h 

( ^ 

Input por 
(Port 1) 

h 

Vi = 0 

Two-Port 

Network 

t 

a) 

Two-Port 

Network 

h 

^ 2 = 0 

Output port 
(Port 2) 

h 

~ ^ 
Input port 

(Port 1) 
Output port 

(Port 2) 

Figure 5.6: Set-up for the Y-
parameters measurement, 
a) Yii and Y21. b) Y12 and 
^22-

I L (1 /iH)| 

^ n ( 3 n F ) " ^ ( I ' n F ) 

I—•—î -Tinnp—^—» 

Figure 5.7: a) U-network. b) 
Calculation ofYu and Y21. 
c) Calculation of Y12 and 
^22-

The matrix \Y] is the electrical admittance representation (or the admittance 
parameters) of the two-port network. 

We can interpret the coefficients Yij, all of which have dimensions of ad­
mittance, in terms of measurements effected at the two-port circuit terminals 
as illustrated in figure 5.6. Figure 5.6 a) shows the set-up for the measurements 
of Yii and of 121- In this situation the output port is short-circuited so that 
V2 = 0 and a voltage source Vi drives the input port. Measuring the currents 
7i and I2 gives Fn and 121 as follows: 

Yii h 
^21 

V'2=0 Vi 
(5.19) 

1^2=0 

Yii is the input admittance while 1̂ 21 is the forward transconductance gain. 
Figure 5.6 b) shows the set-up for the measurements of Y12 and 1̂ 22• Now the 
input port is short-circuited so that T̂  = 0 and a voltage source V2 excites the 
circuit in port 2. Measuring again the currents Ji and I2 we can determine Y12 
and y22 as: 

y -^' 
V i = 0 ^''-V2 

(5.20) 
Vi=0 

y22 is the output admittance while Y12 is the reverse transconductance gain. 
Again, we note that Y21 and Y12 also represent admittance transfer func­

tions (see section 3.3.7). 

Example 5.2.3 Determine the admittance representation of the H-network of 
figure 5.7 a). 

Solution: Figure 5.7 b) shows the circuit for the calculation of Yn and Y21. 
The admittances associated with Ci, C2 and L can be written as: 

Yi 

Y2 = JUJC2 

JUL 

Since F2 is short-circuited we observe that Yi is in parallel with I3 . Since Vi 
is applied to the admittance resulting from the parallel connection of Yi with 
Is , we can write: 

that is 

Yn = ^ 

— 

h 

Fl (1-1 +1-3) 

n + l3 
1 -

1 -

-uj'^LCi 
jwL 

- w2 3 X 10-15 

Ji^ 10-6 
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I2 is the current that flows through Y^. Since Vi is directly applied to this 
admittance we can write: 

that is 

i2 = -y3Vi 

= -Y. 
1 

JLUL 
1 

- 6 

Figure 5.7 shows the equivalent circuit for the calculation of Y12 and 1̂ 22• V2 
is applied to the admittance resulting from the parallel connection of Y2 with 
13. We can write: 

V2{Y2 + Ys) 

that is 

Yo 22 
h 
V2 
Y2 

1 -

1 -

+ 13 

-uj^LC2 

juL 
-W2 10-15 

J^ 10-6 

/ i is the current that flows through Ys. Since V2 is directly applied to this 
admittance we can write: 

Y 12 -Ys 

Y21 

Figure 5.8: a) Two-port cir- Example 5.2.4 The circuit in figure 5.8 a) describes a basic representation of 
cuit. b) Calculation of Yn ^^ electronic amplifier. This amplifier has an input resistance Ri — 2.5krt and 
and of Y21. c) Calculation ^^ output resistance Ro = ^ kf). The gain of the amplifier is modelled by the 
ofYi2 and ofY22- transconductance Qm = 50 mS. Determine its F-parameters. 

Solution: Figure 5.8 b) shows the circuit for the calculation of Yu and Y21. 
Since Vi is the voltage across Ri we can write: 

yii 
h 

1 

Ri 
0.4 mS 
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Also, we have that I2 = Qm Vi and that Vi = Vi. Hence, 

^ 9mVi 
Vi 

= 9m 
= 50 mS 

Figure 5.8 c) shows the circuit for the calculation of Y12 and ^22- Since Vi = 
Vi = 0 the voltage controlled current source presents an infinite impedance. 
Hence we have: 

Y12 

^22 

= 

= 

= 

0 
1 

Ro 
0.2 mS 

h^ / 

+ \ 

h 
+ 

= — 

/v 
/ ^1 [V] 

T \ 
Vi \ 

\ I" I'W 
+ 

\Vi' [Y"\ 

a) 

+ 
Vi'/ 

[V] + [Y"] 

\ Jl 

< V2 

h 
+ 
V2 

= 
b) 

Figure 5.9: a) Parallel 
connection of two-port net­
works, b) Equivalent two-
port network. 

Parallel connection of two-port networks 

Let us consider the connection of a two-port network, characterised by an ad­
mittance representation [Y^], with another two-port network, characterised by 
an admittance representation [Y^^], as illustrated in figure 5.9 a). Such a con­
nection is the parallel combination of the two networks as they have the same 
input and output voltages^. 

The equivalent two-port network resulting from this connection can be 
characterised by an equivalent admittance representation, [Yeq], which can be 
determined according to eqns 5.19-5.20, that is; 

^11^2=0 

Since port 2 is short-circuited V2 = "̂2 = V2 = 0. In addition we have 
Vi = V{ = Vi and Ii = I[ -\-1'{. Therefore, we can rewrite the last eqn as 
follows: 

Y. e^i i (5.21) 

' e g i i 
1 + 

V,'=0 Vi' V''=0 

- Yi, + Yi[ 

Similarly, it can be shown (see problem 5.4) that: 

^^Qi2 ~ -̂ 12 + ^12 

•̂ 6921 ~ -^21 + ^21 

Yf^a^^ = Y22 H" ^22 6^22 

that is 

[¥,,] = [Y'] + [Y"] 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

^Once again, the parallel connection of two-port networks should not be confused with the 
parallel connection of admittances or impedances which are one-port-terminal networks. 
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l2 = 0 

Input port Output port 
(Port 1) (Port 2) 

Input port Output port 
(Port 1) ^\ (Port 2) 

Two-Port 

Network 

Input port 
(Port 1) 

Output port 
(Port 2) 

Figure 5.10: Set-up for the 
chain parameters measure­
ment, a) All. b) Ai2. c) 
A21. d) A22. 

5.2.3 Electrical chain representation 

The electrical chain (or cascade) representation (some times referred to as 
ABCD parameters) is a very attractive one v^hen analysis is required for cas­
caded circuits, that is when the output port of one circuit is connected to the 
input port of another. In this representation the input current Ii and the input 
voltage Vi are the excitation signals and the output current I2 and the output 
voltage V2 are the responses to these excitations. The chain parameters satisfy 
the two following equations: 

Vi = A11V2-A12I2 

Ii = A21 V2 — A22 I2 

These eqns can be written in a matrix form as follows: 

V2 Vi 

h 

[A] = 

All A12 

A21 A22 

All 

-h 

i 21 

i l 2 

i22 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

where the matrix [A] is called here the chain electrical representation of the 
two-port network. As with the two previous representations the coefficients 
Aij, can be interpreted in terms of measurements effected at the two-port cir­
cuit terminals as illustrated in figure 5.10. Figure 5.10 a) shows the set-up for 
the measurement of An where the output port is an open-circuit. An repre­
sents the inverse of the forward voltage gain and can be determined as follows: 

i l l 
V2 

(5.31) 
/2=0 

Figure 5.10 b) shows the set-up for the measurement of A12 where the output 
port is now short-circuited. A12 represents the inverse of the forward transcon-
ductance gain and can be determined as indicated below: 

i l 2 
-h 

(5.32) 
^2=0 

Figure 5.10 c) shows the set-up for the measurement of A21 where the out­
put port is an open-circuit. A21 represents the inverse of the forward tran-
simpedance gain and can be determined as follows: 

i21 
V2 

(5.33) 
/2=0 

Figure 5.10 d) shows the set-up for the measurement of A22 where the output 
port is now short-circuited. A22 represents the inverse of the current gain and 
can be determined according to the following equation: 

^ 2 2 = 
h_ (5.34) 

^2=0 
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Figure 5.11: Calculation of 
the chain parameters of a 
two-port network (electronic 
amplifier model). 

Note that An and A22 are dimensionless whilst A12 and A21 have dimensions 
of impedance and admittance, respectively. 

Example 5.2.5 Determine the chain-parameters of the two-port network of 
figure 5.11 a) which represents a simplified model of an electronic amplifier. 
Ri = 10 kQ, Ro = lkn and gm = 40 mS. 

Solution: Figure 5.11b) shows the equivalent circuit for the calculation of ^ n . 
From eqn 5.31 we can write: 

All 
Vi 

~9m Vi Ro 

— {dmRo) 

- (40)- i 

A^^ is the voltage gain of the amplifier and is equal to —40. 
Figure 5.11c) shows the equivalent circuit for the calculation of A12. From 

eqn 5.32 we can write: 

Vi 
i l 2 

-9m Vi 

= -{9m)-' 
= - (40 X 10"^)-^ n 

and the transconductance gain of the ampUfier is A]^2 = ""40 mS. 
Figure 5.11 d) shows the equivalent circuit for the calculation of A21. From 

eqn 5.33 we can write: 

^ 2 1 = X. p p 

—9m yi ^o ^i 

— —\9mRoRi) 
= -(400 X 10^)-^ S 

Hence, the transimpedance gain is A21 = —400 kQ. 
Figure 5.11 e) shows the equivalent circuit for the calculation of A22- From 

eqn 5.34 we can write: 

Vi 
A22 = 

—9m Vi Ri 

= —{9mRi) 
= - (400)-^ 

and the current gain is A22 = —400. 

Chain/Cascade connection 

Let us consider the connection of a two-port network, characterised by a chain 
representation [A'], with another two-port network, characterised by a chain 
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i^ /(' --I9. 

+ 

h 

[A'] 

Vi 

+ + 
\A!'\ 

a) 

[A'] X [A"] 

h 

+ 
^2 

4-

V2 

b) 

Figure 5.12: a) Chain con­
nection of two-port net­
works, b) Equivalent two-
port network. 

representation [A''], as illustrated in figure 5.12. Such a connection is called a 
chain or cascade connection of two-port networks. 

The equivalent two-port network resulting from this connection can be 
characterised by an equivalent chain representation, [Agg], which can be de­
termined according to eqns 5.31-5.34, that is; 

^e^i i V2 /2=0 

According to eqn 5.27 we can write: 

V^ = A^-^^ V2 — AY2 I2 

(5.35) 

(5.36) 

Since Vi = V{, V^ = V{', V2 = V^' and /^ = -!'{ we can write eqn 5.35 as 
follows: 

^eqi i 
- A' 
— ^ 1 1 

A' ^ 

which, according to eqns 5.31 and 5.33, is: 

^egii 
— A' A " -k A' A " 

21 

Similarly, it can be shown (see problem 5.6): 

^e«7i2 

^^921 

^6^22 

— A' A" _L A' A" 
22 

— A' A" I A' A" 
— ^ 2 1 ^ 1 1 ^ ^ 2 2 ^ 2 1 
— A' A" -4- A' A" 
— /l2]^ rs.12 n- ^ 2 2 ^ 2 2 

(5.37) 

(5.38) 

(5.39) 

(5.40) 

(5.41) 

Equations 5.38-5.41 can be recognised as those resulting from the product of 
matrix [A'] with matrix [A"], that is; 

[A.,] = [A'] X [A-] (5.42) 

5.2.4 Conversion between electrical representations 

Most two-port circuits can be described by any of the electrical representations 
discussed above. This means that it is possible to convert between the different 
electrical representations. The formulae for such conversions can be obtained 
using elementary matrix algebra. For example, the transformation between the 
impedance representation and the admittance representation can be obtained as 
follows: 

[I] - [y][v] (5.43) 

with [I] and [V] described as in eqns 5.4 and 5.5, respectively. \Y] is the 
electrical admittance representation, as in eqn 5.18. Using elementary matrix 
algebra we can solve eqn 5.43 to obtain [V] 

[V] = [Y]-^[I] (5.44) 
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Comparing this with eqn 5.3 it is clear that [Z] = [Y] ,̂ that is; 

I \y\ 
[Z] 

\y\ 

-^21 H i 
\y\ \y\ 

where 1̂ 1 is the determinant of the matrix [Y] defined as: 

\Y\=YnY22-Yi2y2i 

Similarly, it can be shown (see problem 5.7) that [Y] = [Z]~^. 

(5.45) 

(5.46) 

Example 5.2.6 Determine the electrical chain representation of a two-port net­
work from its electrical impedance representation. 

Solution: 

V2 — Z21 Ii -\- Z2212 

Solving eqn 5.48 in order to obtain / i we have: 

ZJ2\ ^ 2 1 

Substituting I\ in eqn 5.47 we obtain 

-^11 y _ Zl\ Z22 — 'Z'Vl 'Zl2\ 

^ 2 1 ^ 2 1 

(5.47) 

(5.48) 

(5.49) 

(5.50) 

Comparing eqn 5.49 with eqn 5.28 and comparing eqn 5.50 with eqn 5.27 we 
can write (see also eqn 5.30) 

\M 
Z21 Z21 

1 Z22 
Z21 Z21 

(5.51) 

Example 5.2.7 Determine the chain parameters of the shunt admittance of fig­
ure 5.3 a). 

Solution: The Z-parameters of the shunt admittance are calculated in example 
5.2.1. From eqn 5.51 the chain parameters can be written as follows: 

[A] 
1 0 

Y 1 
(5.52) 

with y = 2 mS. 

In appendix C we present tables of the conversions between all electrical 
representations discussed in this chapter. 
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•— 
+ 

[Ya] 

—• 
+ 
V2 

:0) 

c) 

Figure 5.13: a) Parallel 
connection of the two-port 
network (a) with a series 
admittance Yf. b) Appli­
cation of Miller's theorem, 
c) Equivalent circuit for the 
parallel connection of a two-
port network with a series 
admittance. 

5.2.5 Miller's theorem 
Miller's theorem is used extensively to simplify the analysis of some two-port 
network configurations such as that of figure 5.13 a). The theorem states that 
if the voltage gain, Ay, between port 1 and port 2 is known, then it is possible 
to obtain a circuit like that shown in figure 5.13 b) which is equivalent to the 
former circuit in terms of input impedance and forward voltage gain. The extra 
admittances Yi and Y2, indicated in figure 5.13 b), are given by: 

(5.53) 

(5.54) 

Yi = 

Y2 = 

with the voltage gain. Ay defined as 

J\fj = 

Yfil -Ay) 

J-\.y 

V2 

Io=0 

(5.55) 

In order to prove this theorem we consider that the two-port circuit a can 
be characterised by an admittance representation such that^: 

[Ya] = 
Yar. 0 

Y Y 
•* a 2 i -̂  022 

(5.56) 

Since Fa 12 — 0 the circuit is called unilateral, in the sense that the output 
voltage and current are influenced by but do not influence the input voltage 
and current. The series admittance Yf of figure 5.13 a) can be considered 
as the single element two-port network of figure 5.13 c) with the admittance 
representation given below (see problem 5.8): 

\Yf] = 
Yf 

-Yf Y, f J 

(5.57) 

Since these two-port networks are in parallel then, from eqn 5.26, the circuit 
of figure 5.13 c) can be characterised by an impedance representation [YM ] 
given by: 

~Ya,,+Yf -Yf 
\YM] = 

Y„.. 
(5.58) 

Yf Y^,,+Yf 

The forward voltage gain, Ay, the input impedance, Zi„, and the output imped­
ance, Zout, can be determined from eqn 5.58 as follows (see also eqns 5.15 and 
5.16): 

l2=0 

^For clarity of derivation we take Ya 12 to be zero. In other words, the reverse transconductance 
gain is determined by Yf alone. 
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Yf 
Ya.^+Yf 

(5.59) 

7 — — 
/2=0 

= [Y„^^+Yf{l-A,)r' 

V2\ 

- 1 

''out — 
/ i = 0 

K „ + y f 1 + 
Ya,,-Yf 
Ya,.+YfJ\ 

(5.60) 

(5.61) 

On the other hand it is possible to show (see problem 5.9) that the circuit 
of figure 5.13 b) can be characterised by an admittance representation [ l ^ ] 
given by: 

[n.] 
Ya,,+Yf{l-A,) 

Y„. 

0 

Ya.^+Yf .XL 
(5.62) 

with Ay given by eqn 5.59. The forward voltage gain, A^, the input impedance, 
Zin, and the output impedance, Zout, can be determined from eqn 5.62 as 
follows: 

(5.63) 

V2 

/ 2 = 0 

Ya,, - Yf 
Ya,,+Yf 

h / 2 = 0 

[y„„+i7(i-A„)]-^ 
V2 

h / i = 0 

h+^^ -̂i)" 
Wa ..+Yf(l-^ 

- 1 

^YfV 
-Yf)\ 

(5.64) 

(5.65) 

Comparing eqn 5.59 with eqn 5.63, and eqn 5.60 with eqn 5.64 we recognise 
that the admittance representation resulting from Miller's theorem provides the 
same forward voltage gain and the same input impedance as those obtained 
from applying the standard circuit theory. However, comparing eqn 5.61 with 
eqn 5.65 we observe that the output impedance provided by Miller's theorem 
is not the same as that provided by the circuit theory analysis. Hence, this 
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Circuit 

Figure 5.14: Application of 
Miller's theorem: example. 

method is not applicable to the determination of the output impedance of a 
circuit topology like that depicted in figure 5.13 a). 

In many practical situations where, for example, voltage amplification is 
required we have 1̂ 022! > > l^/l ^^^ I ̂ 02 J > > l^/l- Under these two condi­
tions we can approximate the voltage gain given by eqn 5.59 by the following 
eqn: 

Yn. 
(5.66) 

The voltage gain given by the last equation is the voltage gain of the two-port 
network a (without the series admittance Yf). This approximation turns out to 
be one of the most attractive advantages of the use of Miller's theorem (see [2] 
for a more detailed discussion). Miller's theorem is a very important analysis 
tool which is used in Chapter 6 to analyse and to discuss the high-frequency 
response of electronic amplifiers. 

Example 5.2.8 Apply Miller's theorem to the circuit shown in figure 5.14 a) 
in order to obtain the input impedance, Zin. Qm — 50 mAA ,̂ Rf = 20 kf], 
Ri = 2.5 kf], and RL = ^ kJ7. 

Solution: The F-parameters of circuit a are calculated in example 5.2.4. Yf — 
l/Rjr = 50/iS. Since \Ya^^\ » \Yf\ and |ya2il > > \Yf\ we can write: 

A ^ - ' 0 2 1 

Y 
•^ ^ 2 2 

= -250 

The input impedance Zin is given by the parallel connection of Ri with Y-^^ = 
[Yf (1 — Av)]~^ (see also fig. 5.14 b). That is, the input impedance can be 
calculated as follows: 

Zir. Ri 

5.3 Computer-
aided 

electrical 
analysis 

[>7(i 
Rf^ 
251 

= 77.5 n 

— Ri 

Note that Miller's theorem indicates that Rf is reflected to the input of the cir­
cuit reduced by a factor which is (approximately) the voltage gain. This, in 
turn, significantly reduces the input impedance. 

In this section we describe a matrix-based method for the computation of the 
electrical response of linear electronic circuits. This method is based on the 
representation of any complex two-port circuit as an interconnection of ele­
mentary two-port circuits such as admittances, impedances and voltage- and 
current-controlled sources. The electrical response of such elementary sub-
circuits can be characterised by one of the electrical representations discussed 
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previously. Starting from these basic two-port circuits the electrical analysis 
is performed by interconnecting these elementary circuits in order to obtain 
the electrical characterisation of the whole circuit. As discussed in the previ­
ous section the types of connection are series, parallel and chain (or cascade). 
Depending on the type of connection appropriate electrical representations are 
adopted for the two-port sub-circuits in question. 

The matrix-based analysis method can be stated as follows: 
1. Decompose the circuit to be analysed into its elementary two-port 

sub-circuits such as series impedances, shunt admittances, voltage 
and current controlled sources, etc. 

2. Identify the type of connections between the various elementary two-
port networks mentioned above (parallel, series, chain). 

3. Characterise the electrical response of each of the elementary two-
port sub-circuits according to the relevant two-port electrical rep­
resentation (admittance, impedance or chain). Whenever possible 
use an electrical representation for the elementary two-port network 
taking into account the type of connection with the other elementary 
two-port networks: 

(a) If the two-port elementary circuits are interconnected in paral­
lel use admittance representations for both elementary circuits; 

(b) If the two-port elementary circuits are interconnected in series 
use impedance representations for both elementary circuits; 

(c) If the two-port elementary circuits are interconnected in chain 
use chain representations for both elementary circuits. 

4. According to the connections between the various elementary two-
port circuits, reconstruct the overall two-port circuit. Whenever ap­
propriate use the electrical transformation matrices shown in tables 
C.l and C.2 (see appendix C) to obtain the appropriate electrical 
representations. 

The next example illustrates the application of these steps. 

Example 5.3.1 Consider the circuit of figure 5.15 a) which is the equivalent 
circuit of an electronic amplifier. Determine the transimpedance, the voltage 
and the current gains of this circuit. 

Solution: Figure 5.15 b) shows that the amplifier can be decomposed into a 
connection of elementary two-port sub-circuits. The two-port circuit composed 
by the voltage-controlled current source and Ri is in parallel with the series 
impedance i?i. The two-port circuit resulting from this connection is in series 
with the shunt admittance i?2. Finally, the two-port circuit resulting from this 
connection is in chain with the shunt admittance represented by Rs. 

We start by characterising the two-port circuit constituted by the voltage-
controlled current source and Ri in its admittance representation. From exam­
ple 5.2.4 we know that the admittance representation for this sub-circuit can be 
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VCCS + Ri 

(20A;Q) 

[gmVi 

"Vi 

Ri 

( 

•— 

2.5 A:̂ ) 

< (300Q) 

—• i 

>- K 

(5/cr2) 

• • 
gm = 50 mA/V 

Figure 5.15: Electronic amplifier a) Equivalent model, b) Decomposition in terms of elementary two-port 
circuits. 

written as follows: 

[Y^ vccs\ 

R-' 0 

0 
(5.67) 

According to eqn 5.57 we can write the admittance representation for Ri as 
follows: 

[YR^] = 
Ri ~^i 

(5.68) 
I ~Ri Ri \ 

The two-port network resulting from the parallel connection of [IVccs^] with 
[YR^] can be written, according to eqn 5.26, as follows: 

R~ -\-R^ -R^ 

[^VCCS+Hi] 
R^ R^ I 

(5.69) 

Since [YYCCS-\-RI] is in series with the shunt admittance, R2, it is appro­
priate to characterise these two sub-circuits according to impedance represen­
tations. From the example 5.2.1 we can write: 

[ZR.] = 
R2 R2 

i?2 ^ 2 

(5.70) 
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From eqn 5.45 we can write the impedance representation for VCCS + Ri 
as follows: 

[ZvCCS-\-Ri] 

_RL_ 
l+9m Ri 

_Ri_ 
1+fl'm -Ri 

Rijl-gmRi) Ri-\-Ri 
1+Pm Ri 1+Pm Ri J 

(5.71) 

Using eqn 5.14, the impedance representation for the two-port sub-circuit re­
sulting from the series connection of VCCS + Ri with R2 can be expressed 
as follows: 

[ZvCCS-\-Ri-\-R2] 

Rj 

l+ffm Ri + R2 Ri 
1+^m Ri + i?2 

l+9mRi + ^2 Tt^i + ^2 

(5.72) 

Since VCCS + Ri + R2 is in chain with the shunt impedance R3 it is 
appropriate to express these two sub-circuits in terms of chain representations. 
From eqn 5.51 we have: 

Ri-\-{l-\-9m Ri) R2 Rl[Ri-\-{l+9mRi)R2] 
Ri {l-9m Rl)-\-R2 (1+Pm Ri) Ri (l-9m i?l)+i?2 (1+Pm Ri) 

1+g'm Ri Ri+RiH'^-^-gm Ri) R2 
(5.73) 

Ri(l-gmRl)-hR2il+9mRi) Ri{l-gmRl)-^R2(l-^9mRi) J 

From eqn 5.52, we can write: 

[^Kal = 
0 

R3' 1 
(5.74) 

According to eqn 5.42 the overall circuit can be characterised by an equivalent 
chain representation [Aeq] given by: 

[A eq\ [AvCCS-\-Ri-\-R2] ^ [^Ha] (5.75) 

It is left to the reader to show that the transimpedance gain, Rm, the voltage 
gain. Ay, and the current gain. At, are 

= -17.8 kQ 

Av = [Aeq^J 

= -12.2 

Ai = [Aeq^J 

= -40.8 

(5.76) 

(5.77) 

(5.78) 
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5.5 Problems 5.1 For the two-port networks of figure 5.16 determine the Z-parameters. 

Figure 5.16: Two-port networks. 

5.2 Show that the series electrical representation of a two-port network which 
results from the series connection of two two-port networks characterised by 
impedance representations [Z'] and [Z"] can be expressed as the sum of [Z'] 
with [Z"] (refer to fig. 5.5). 

5.3 For the two-port networks of figure 5.16 determine the y-parameters. 

5.4 Show that the admittance electrical representation of a two-port network 
resulting from the parallel connection of two two-port networks characterised 
by admittance representations [V] and [ V ] can be expressed as the sum of 
[V] with [Y"] (refer to fig. 5.9). 

5.5 For the two-port networks of figure 5.16 determine the chain parameters. 

5.6 Show that the chain electrical representation of a two-port network which 
results from the chain connection of two two-port networks characterised by 
chain representations [A'] and [A''] can be expressed as the product of [A'] 
with[A"](refertofig.5.12). 
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5.7 Show that the admittance representation, [Y], can be obtained from the 
impedance representation, [Z], according to the following expression: [Y] = 
[Z]~^. [Y] and [Z] are given by eqns 5.18 and 5.6, respectively. 

5.8 Show that the series admittance Y) of figure 5.13 a) can be characterised 
by an admittance representation expressed by eqn 5.57. 

5.9 Show that the two-port network of figure 5.13 b) can be characterised by 
an admittance representation expressed by eqn 5.62. 

5.10 Derive expressions which allow for the conversion of chain to admittance 
parameters. 

5.11 Consider the two-port networks of figure 5.17 with Ri = 2.5 kQ, RQ = 
lOkTt and gm = 40 mS. For each circuit determine 

1. the input impedance (lo = 0) 

2. the output impedance (Vs = 0) 

3. the voltage gain Vo/Vs (h = 0) 

4. the current gain IQ/IS ( K = 0) 

5. the transimpedance gain VQ/IS ih — 0) 

6. the transconductance gain lo/Vs (K = 0) 

Vo Vs 

Figure 5.17: Two-port networks. 

—^^"4+ 
5.12 Consider the two-port network of figure 5.18. Apply Miller's theorem to 

1 the resistance Rj and then obtain an estimate for the circuit input impedance 
^^v, ([^ 3^^" ^^^ voltage gain Vo/Vs. Assume Ri = 2 kft, Ro = 5kft and Qm = 40 mS, 

""" Rs = 100nandRf =47kn. 

Figure 5.18: Two-port net­
work. 

5.13 Consider again the two-port network of figure 5.18 (see also problem 
5.12). Apply the computer-aided electrical analysis method described in sec­
tion 5.3 to solve this circuit. Then determine the input impedance and voltage 
gain Vo/Vs and compare these values with those obtained applying Miller's 
theorem. Draw conclusions. 



6 Basic electronic amplifier building 
blocks 

6.1 Introduction 

6.2 Modelling 
the 

amplification 
process 

Linear electronic amplification is one of the most important and fundamental 
operations applied to electrical signals. By electrical signals we mean time 
varying voltage, current or power signals which represent some information 
such as an audio signal. In this chapter we present an introduction to vari­
ous basic electronic ampHfier structures. The next section addresses important 
amplifier 'figures of merit' such as gain, bandwidth and how to model them. 
Section 6.3 deals with operational amplifiers, an important integrated-circuit 
general purpose amplifier, which can be used for a large variety of applications 
ranging from signal (audio and video) amplification to analogue signal pro­
cessing such as filtering. In section 6.4 we present other active devices which 
provide amplification. Some amplifier circuit topologies are also analysed in 
detail in terms of gain and bandwidth. 

The basic role of an electronic amplifier is intuitive: it magnifies the amplitude 
of the electrical signals mentioned above. Hence we can identify the three main 
types of electronic amplification: voltage amplification, current amplification 
and power (voltage and current) amplification. An amplifier is characterised in 
terms of figures of merit. Examples of figures of merit are the gain, the band­
width and noise figure. The first two of these are defined below while the noise 
figure is discussed in Chapter 8. 

Amplifier gain. The gain of an amplifier is the amount of amplification pro­
vided by the amplifier. An amplifier can provide voltage gain, current gain or 
both, that is, power gain. If the gain is less than one we refer to it as loss or 
attenuation. 

Amplifier bandwidth. The bandwidth of an amplifier is the range of fre­
quencies over which the amplifier is operated so as to provide uniform gain. 
As discussed in Chapter 3, a signal can be expressed in the frequency domain 
by means of a sum of weighted phasors using the Fourier series and transform. 
Hence, in order to have distortion-free amplification all the frequency compo­
nents of the signal must be amplified by the same amount. Also, the amplifier 
must provide a linear phase shift to all the frequency components of the signal, 
as discussed in section 3.3.4. 

From the above it is clear that frequency domain tools are well suited to 
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Figure 6.1: Notation em­
ployed to describe DC and 
AC signals. 

deal with the analysis of amplifiers. Therefore, and unless stated otherwise, 
the analysis of amplifiers presented here is carried out using phasor analysis. 

Signal notation 

The notation used here is as shown in figure 6.1. The time varying component, 
that is, the phasor component, is expressed by a lower case with a lower case 
subscript, e.g. ia^Vb- The DC component is expressed by an uppercase symbol 
with uppercase subscript, e.g I A , VB- The total instantaneous quantity, that 
is, the signal plus DC component, is expressed by an uppercase letter with a 
lowercase subscript, e.g. Ia,Vb. 

When a voltage is indicated at a given node, as illustrated in figure 6.2 a), 
this means that the voltage is referenced to the ground terminal (or node 0) as 
indicated in figure 6.2 b) (see also section 1.4.3). The symbol which represents 
the ground terminal is shown in figure 6.2 a). 

Ground terminal 
(node 0) 

+ z, 

•Va ri 
Vc' 

H 

X 
b) 

Figure 6.2: 
of voltages 
ground. 

Representation 
referenced to 

Typical amplifier transfer functions 

Usually, the transfer function of an amplifier, that is the gain of an amplifier 
versus frequency, can be characterised as in figure 6.3 a) or figure 6.3 b). The 
transfer function depicted in figure 6.3 a) can be decomposed into three main 
frequency ranges of operation; the low-frequency, the mid-frequency (also 
known as mid-band) and the high-frequency ranges of operation. In many 
practical amplifiers, where the low-frequency range and the high frequency 
range are sufficiently separated, such a transfer function can be approximated 
by the following expression: 

A{u;) = 
1 + j CJ/CJL 

X AM X 
1 + j Cj/cJif 

(6.1) 

with uji — 27rfL and LJH = '^'^IH where fu and JL are the 3 dB high cut-off 
and low cut-off frequencies, respectively. AM is the mid-frequency range gain. 
This equation can be rewritten as follows: 

A= I 

iM 

iM 

iM 
1 

(J < LJL 

UJL <^ < OJH 

^ ^ ^H 

(low-frequency range) 

(mid-frequency range) 

(high-frequency range) 

(6.2) 

where we have dropped the explicit dependency of A with a; for the sake of 
simpler representation. 

Low-frequency response. The fall-off of gain at low frequencies is caused 
by two categories of coupling capacitors. The first category, known as AC-
coupling or DC-blocking capacitors, occurs at the input and output of the am­
plifier. The purpose of these capacitors is to block the DC level and to en­
able the connection of different amplifier stages with different DC bias levels. 
The second category, known as by-pass capacitors, is used in specific amplifier 
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Figure 6.3: Typical transfer fiinctions of electronic amplifiers, a) With AC coupling capacitors, b) Without 
AC coupling capacitors. 

topologies where gain needs to be stabilised. Both categories of coupling ca­
pacitors normally have large values, typically tens or hundreds of micro-farads. 
When an amplifier does not have such coupling capacitors (as in integrated cir­
cuits) then its gain response is typically like that presented in figure 6.3 b). 

High-frequency response. The gain fall-off at high frequencies is caused 
by internal capacitances which are an intrinsic feature of active devices (the 
transistors) which implement the amplifier. Basically, these capacitances result 
in effective short-circuiting of voltage signals to ground at high-frequencies. 
The values for these capacitances range, typically, from fractions of a pico­
farad to a few tens of pico-farads. 

Mid-frequency response. The useful range of operation of an amplifier is 
the mid-frequency range which defines the bandwidth of the amplifier. Over 
this range the effect of the coupling capacitors and the effect of the parasitic 
capacitances can be neglected. This means that the blocking and by-pass ca­
pacitors can be considered as short-circuits whilst the parasitic capacitances 
are open-circuits (see also example 6.2.1). It can be observed, from figure 6.3, 
that over this frequency range all frequency components are amplified by the 
same amount, AM, with the exceptions of those frequencies near fi and fn-
From the above it is clear that a given signal which is to be amplified must 
have a bandwidth less than or equal to the amplifier bandwidth so that all sig­
nal frequency components are equally amplified. If the bandwidth of the signal 
is larger than the bandwidth of the amplifier then linear distortion will occur 
(see section 3.3.4). 
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Source -nhr Voltitge AM^^M&t Load 

Figure 6.4: Voltage amplifier modelled by a voltage-controlled voltage source, 
an input resistance Ri, a parasitic capacitance Ci and an output resistance 
Ro-

Example 6.2.1 Consider a voltage amplifier modelled by a voltage-controlled 
voltage source, an input resistance Ri, a parasitic capacitance d and an output 
resistance Ro, as shown in figure 6.4. This amplifier is driven by a voltage 
signal source Vs with an output resistance Rs. CB is a DC blocking capacitor. 
The amplifier drives a load RL. 

1. Determine the transfer function of the circuit, Ays = Vo/'^s-

2. Show that for the frequency range 10 / L < / < /if/lO (that is, the cen­
tre of the mid-band) the voltage gain Ayj^ can be determined assuming 
that the blocking capacitor CB is a short-circuit and that the capacitor Ci 
is an open-circuit. 

Solution: 

1. The transfer function for the amplifier A^s = Vo/vs can be written in 
terms of the product of partial voltage gains as follows: 

o 

' 
X 

Vo 

Vi 
X 

V, 

V, 
(6.3) 

From figure 6.4 it can be seen that Vo is related to v'^ by a resistive voltage 
divider expression, such that; 

RL 

Ri + RL 

Vi is, in turn, related to Vs according to the following equation: 

Ri 

(6.4) 

Vi = 
Ri -\- Rs 

jivCBiRi + Rs) 
1 + ji^CsiRi + Rs)+ jujCi Ri - a;2 d CB Ri Rs 

(6.5) 

In practical circuits where CB is orders of magnitude larger than C, (as 
in this example) Vi can be expressed by the eqn below: 

Ri 
Vi = 

^ jCuCBiRj + Rs) ^ 
Ri + Rs 1 + jwCBiRi + Rs) l + juCi^^^ 

•Vs ( 6 . 6 ) 
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This equation shows a wide separation between the low and the high 
frequency poles. 

High-frequency pole: 

Low-frequency pole: 

'^^ Ri-\-Rs 
1 

CsiRi -^ Rs) 

From the above, the voltage transfer function Ays can be expressed in 
the format of eqn 6.1, that is, 

_ juCBJRj^Rs) Ri , RL 

l+ju;CB{Ri + Rs) R^ + Rs RL + RO 
^ V ^ ^̂  V " 

Low-frequency response Mid-frequency range gain 

1 
1 + i ^ C , ^ ^ 

(6.7) 

High-frequency response 

From this eqn we can identify / L and fn as: 

= 122.4 Hz 

•̂ ^ " 27rC^{Ri\\Rs) ^^'^^ 
= 34.5 MHz 

and the mid-frequency range voltage gain is given by: 

^.M = C T ^ ^ ^ R ^ ^ (6.10) 

= 146.5 

Figure 6.5 a) shows the three constituent parts of the voltage transfer 
function of eqn 6.7 where Low / , Mid f and High f refer to the low-
frequency, mid-frequency and high-frequency constituent parts of the 
voltage transfer function, respectively. The product of these three parts 
is the overall transfer function as shown in figure 6.5 b). 

2. In order to show that in the centre of the mid-band (10/L < f < ////lO) 
we can consider the blocking capacitor CB as short-circuit and the ca­
pacitor Ci as an open-circuit we consider the impedance voltage dividers 
shown in figure 6.6. For the impedance voltage divider of figure 6.6 a) 
we can write: 

Vs Ri Zci + Rs ZCi + Ri Rs 

jujCi 
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Figure 6.5: a) The three constituent parts of the voltage transfer fiinction of the amplifier of figure 6.4. b) 
Voltage transfer function. 

'^^m-
Hi. 

i 
Ri 

b) - 3 -

Figure 6.6: Impedance volt­
age dividers. 

Equation 6.11 can be written as follows: 

Vi Ri 

Vs 

Rs\\Ri = 

Rs + Ri 

Resistive loss 

Rs Ri 

X 

1 + Rs\\Ri 
(6.12) 

Additional loss(Zci) 

Rs + Ri 

For the impedance voltage divider of figure 6.6 b) we can write: 

Vi Ri 

Ri-^ Rs + ZCE 

1 

JUCB 

Equation 6.13 can be written as follows: 

Vi Ri 

Rg + Ri 

Resistive loss 

1 + -=^^ Rs-\-Ri 

Additional 1OSS(ZCB ) 

(6.13) 

(6.14) 

(6.15) 

(6.16) 

The plots of figure 6.7 a) and b) show the additional loss caused by Zd 
and by ZCB » respectively, for the two impedance voltage dividers il­
lustrated in figure 6.6. From figure 6.7 a) it is clear that for |ZcJ > 
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10 {Ri\\Rs) the additional loss caused by the capacitance is very small, 
that is, for \Zc^ \ > 10 {Ri\\Rs) the electrical response of the impedance 
voltage divider of figure 6.6 a) is approximately the same as that obtained 
if the capacitor d was replaced by an open-circuit. On the other hand, 
from figure 6.7 b) it can be observed that for \ZCB I < 10 {Ri + Rs) 
the electrical response of the impedance voltage divider of figure 6.6 b) 
is approximately the same as that obtained if the capacitor CB was re­
placed by a short-circuit. For the frequency range located between 10 / L 

1 + 
Ri + Rs 

Rs CB 

10-
n—I M M M 

\Za 
XT i 

10-1 
b) 

IQO 

Figure 6.7: a) Additional loss caused by Zc.. b) Additional loss caused by Zc^-

Source ff'Vff^gsBSi^lff 
Voltage Amplifier 

Figure 6.8: Equivalent 
circuit of the amplifier of 
figure 6.4 valid for the mid-
frequency range. 

and fn/^O, that is, between 1.2 kHz and 3.5 MHz we can calculate the 
following: 

2.3kQ< \Zc,\ < 6 . 5 M n 

46mfi< \Zcs\ < 130f^ 

1.2 kHz < / < 3.5 MHz 

1.2 kHz < / < 3.5 MHz 

Since {Ri\\Rs) = 230^^ and {Rt -i- Rs) = 1300^ then, from the last 
two eqns, we conclude that, for this frequency range, we have 

\Zc^> 10{RiWRs) and |Zc^| < 10(i?, + i?,) (6.17) 

Therefore, the effects of Ci and CB can be neglected for the calculation 
of Ay^, that is, we can consider the DC blocking capacitor CB as a 
short-circuit and the capacitor Ci as an open-circuit. Figure 6.8 shows 
the equivalent circuit of the amplifier in this frequency range. 

Small-signal amplifier models for the mid-frequency range 

Although electronic amplifiers can be very complex circuits it is possible to 
characterise them, in the mid-frequency range, by a gain, a resistive input 
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Figure 6.9: Small-signal 
models for the mid-
frequency range, a) Voltage 
amplifier, b) Current am­
plifier c) Transimpedance 
amplifier d) Transconduc-
tance amplifier 

Source rr* Load 
Current Amplifier 

Figure 6.10: Equivalent cir­
cuit for a current amplifier 

impedance and a resistive output impedance. The gain is modelled by a voltage-
or current-controlled current or voltage source depending on the type of ampli­
fier. This results in the four different configurations shown in figure 6.9. 

For the voltage amplifier it is desirable for the input impedance, Ri, to be as 
high as possible while the output impedance, Ro, should be as low as possible. 
In order to understand why this is so, we consider again the equivalent circuit 
of the voltage amplifier shown in figure 6.8 which is driven by a voltage source, 
Vs, with an associated output resistance, Rs. The amplifier drives a resistive 
load RL. The voltage gain Ays = Vo/vg can be calculated as follows: 

A - -^ 

V' 

(6.18) 

(6.19) 

From figure 6.8 it can be seen that VQ is related to v'^ by a voltage divider as 

RL / 
Vo = 

Ri + RL 

Also, Vi is related to Vs by a similar voltage divider, 

Ri 
Ri -\- Rs 

Therefore, the overall voltage gain Ays can be expressed as: 

A — 
Ri 

Ri -h Rs 
X -ii-i] X 

RL 

Ri + RL 

(6.20) 

(6.21) 

(6.22) 

We see that Rg and RL cause resistive loading effects at the input and output 
of the amplifier which, in turn, cause a decrease of the overall gain of the 
amplifier. For example, let us assume that the amplifier has an intrinsic voltage 
gain Ay = 100, an input impedance Ri = 5 kQ and an output impedance 
Ro = I kfl. If Rs = Ri and if RL = Ro the voltage gain Ays is 25, that is, 
there is a 75 % reduction of the overall gain due to these loading effects! On 
the other hand if î ^ = 5 MQ, Ro = 50 Ct, Rs = 5 kft and RL = I kft, the 
overall gain is Ays o:^ Ay = 100. It follows that an ideal voltage amplifier has 
a gain that does not depend on Rs or RL. This means that this (ideal) amplifier 
has an input impedance which behaves as an open-circuit, Ri —̂  oo, and a zero 
output impedance, Ro = 0. 

Example 6.2.2 Show that an ideal current amplifier has a zero input impedance, 
Ri = 0, and an output impedance, Ro that is infinite. 

Solution: Let us consider the equivalent circuit for a current amplifier shown in 
figure 6.10. The amplifier is driven by a current source with output impedance, 
Rs. The amplifier drives a resistive load RL. The overall current gain, Ais can 
be written as follows: 

-^is — 



6. Basic electronic amplifier building blocks 111 

we \tiRi -^ 0 and Ro 

lim 
Ro—*oo 

-^is 

= 

= 

-

== 

= 

^ X ^ 

Rs 
Rs + Ri 

X 

X 

(X) we obtain 

lim -— 

A^ 

is 

Ai 

Rs 

Ro 
Ro + RL 

(6.23) 

X Ai X 
^ o 

i?o + RL 

(6.24) 

6.3 Operational 
amplifiers 

Figure 6.11: Operational 
amplifier a) Circuit symbol, 
b) Equivalent circuit. 

and the overall current gain Ais is maximised at a value of Ai, when Ri = 0 
and Ro -^ CXD. 

Operational amplifiers (op-amps) are electronic, integrated-circuit amplifiers 
which are important in the implementation of a large variety of analogue cir­
cuits and systems such as audio and video amplifiers, analogue filters, instru­
mentation amplifiers, etc. Figure 6.11 a) shows the op-amp circuit symbol. 
Terminal 1 is called the non-inverting terminal while terminal 2 is called the 
inverting terminal. Terminal 3 indicates the output of the amplifier. The op-
amp is a voltage amplifier whose input is the voltage across the input terminals 
and the output is referred to ground, which is usually the potential midway be­
tween the power rails. These are shown in figure 6.11a) connected to terminals 
4 and 5. Frequently, the circuit symbol for the op-amp omits the terminals for 
the connection of the power rails. The differential voltage gain is the ratio of 
the output to input voltages and is called the differential open-loop voltage gain. 

The ideal op-amp 

Although the op-amp is an electronic circuit of some complexity its electri­
cal behaviour can be modelled according to the circuit model shown in figure 
6.11 b). The input impedance of an ideal op-amp is infinity, that is the op-amp 
does not draw any current from the input source by its input terminals. On 
the other hand the output impedance of the amplifier is zero. The differential 
voltage gain is infinity. Note that the ideal op-amp amplifies only the voltage 
difference between the input terminals. The last ideal characteristic considered 
for the ideal op-amp is infinite bandwidth. As will be shown shortly, these 
four ideal characteristics make the analysis (and the design) of circuits with 
op-amps quite simple. 

6.3.1 Open-loop and feedback concepts 

The practical op-amp is rarely used as an open-loop amplifier. One of the 
main reasons for this being its extremely high voltage gain (typically 10^-10^) 
that easily results in output voltage saturation. Rather the op-amp is employed 
using feedback. It is the use of feedback which allows the implementation of 
a broad variety of circuits using op-amps and some of them are presented in 
section 6.3.2. 
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The concept of virtual short-circuit between input terminals 

Let us consider the circuit of figure 6.12 constituted by an op-amp and a resis­
tive voltage divider {Ri and R2) which im^ltmtni^ feedback. This circuit is 
commonly called a non-inverting amplifier. For this circuit let us assume that 
Ri —^ 00 and Ro = 0. We can write the following equations: 

Vi -\-Vf 

A.y Vi 

(6.25) 

(6.26) 

where Vf represents the feedback voltage and Ay is the open-loop gain. Since 

Op-amp 

Feedback network 
a) b) 

Figure 6.12: Non-inverting amplifier, a) Block diagram, b) Equivalent electri­
cal model. 

there is no current flowing through the op-amp input terminals (due to its infi­
nite input impedance), vj can be related to Vo using the resistive voltage divider 
expression: 

R2 
Vf -

0 = 

R2 H" Ri 
R2 

R2 + ^1 

(6.27) 

(6.28) 

/? represents the fraction of the output voltage which is fed back to the input of 
the circuit via the voltage divider. Equation 6.25 can be written as: 

J\.y 

Solving this last equation to obtain VQ we get: 

Ay 
Vn = 1 + /3A, ^̂  

and eqn 6.26 can be solved to obtain Vi as follows; 

(6.29) 

(6.30) 

(6.31) 
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Figure 6.13: 
fier 

Inverter ampli-

If we now let Ay tend towards infinity in eqns 6.30 and 6.31 then we obtain 

1. Ay 

Av^OO i -f jj Ay 

1 

Rl ' 
(6.32) 

and 

= lim 
1 

A^-^OO 1+ /3Ay 
Vs=0 

From eqn 6.32 we can write the closed-loop gain Ayf as follows: 

__ Vo _ R2^Rl _, ,R2 
^^ ~ vs~ Rl ~^Ri 

(6.33) 

(6.34) 

Equation 6.33 reveals that when the op-amp gain is very large then the voltage 
difference between the two input terminals of the op-amp tends to zero. This 
gives rise to a 'virtual short-circuit' between the two input terminals of the 
op-amp. This virtual short-circuit is always valid when the feedback applied 
to the op-amp is negative, and is a valuable concept which contributes to the 
simplicity of analysis and design of circuits with op-amps. 

Another very important result is the one expressed by eqn 6.34 which states 
that the voltage gain depends only on the values of the external resistances used 
to implement the feedback network. Again, this is a consequence of the large 
differential open-loop voltage gain. 

6.3.2 Other examples and applications 

The inverting amplifier 

Figure 6.13 shows another important voltage amplifier topology; the inverting 
amplifier. Since there is no current flowing through the input terminals we 
have: 

^l =i2 (6.35) 

Using the concept of virtual short-circuit between the op-amp input terminals 
we can write v' = 0. Therefore, the voltage Vg is applied across i?i and Vo 
occurs across i?2. Equation 6.35 can be written as follows: 

and the closed-loop voltage gain is 

Vs 

Rl ~ 

in is 

Avf 

Vo 

i?2 

Vs 

i?2 

Rl 

(6.36) 

(6.37) 
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Vo{t) 

Figure 6.14: Integrator 
amplifier 

Vo{t) 

Figure 6.15: Differentiator 
amplifier 

Example 6.3.1 Design two voltage amplifiers with voltage gains of +15 and 
-15 . 

Solution: Considering the non-inverting amplifier and using eqn 6.34 we have 
i?2 = 14 i?i. Choosing Ri = lkn we have i?2 = 14 kf2. 

Now for the gain of —15 we choose the inverting amplifier. Using eqn 6.37 
we have R2 = 15 Ri. Choosing Ri = Ikft we have R2 = 15 kft. 

The integrator amplifier 

Figure 6.14 shows an integrator amplifier. It should be noted that this amplifier 
is a structure that is quite similar to that of the inverting amplifier discussed 
previously. The main difference is that R2 is replaced by a capacitor, C. We 
use now a time domain analysis. 

Using the concept of virtual short-circuit we have v^ = 0. Also ii{t) = 
22 (t). Therefore, we can write; 

R dt 

Solving the last equation in order to obtain Vo{t) we get; 

1 f' 

(6.38) 

(6.39) 

where Vco is the initial voltage across the capacitor terminals (at t = 0). Equa­
tion 6.39 shows that the output voltage is proportional to the time integral of 
the input voltage. Note that the DC gain of such an amplifier is equal to the 
open-loop gain and is, therefore, very high. In practice a large resistor is placed 
across the capacitor to define a finite DC gain which prevents the saturation of 
the output voltage. 

Example 6.3.2 Show that if we interchange the positions of the capacitor and 
the resistor in figure 6.14 we obtain an amplifier that produces an output that is 
proportional to the time differential of the input. 

Solution: If we swap the position of the resistor and the capacitor in figure 6.14 
we obtain the circuit shown in figure 6.15. Once again we can write v^ = 0 and 
h{t) = ^2(0* Hence we have that 

C 
dvs{t) _ Vo{t) 

dt 

that is 

Vo{t) = -RC 

R 

dvsjt) 

dt 

(6.40) 

(6.41) 

The last equation shows that the output voltage of the amplifier is proportional 
to the derivative of Vs (t). 
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Ro 

Figure 6.16: The adder 
amplifier 

til 

Figure 6.17: The difference 
amplifier. 

The adder amplifier 

Figure 6.16 shows a circuit which allows the addition of voltage signals. Since 
v' — ^ and each voltage Vsk is applied across each resistor Rk we can write 

Vsk 
f̂c = ^ - , A: = 1 , 2 , . . . , n 

^k 

The output current, io, is the sum of each input current i^: 

ô = ^1 + 2̂ + • • • + ^n 

that is: 

Ro i?l i?2 Rn 

The last equation can be written as: 

k=l 

(6.42) 

(6.43) 

(6.44) 

(6.45) 

(6.46) 

If all resistances Rk are equal to R then we can write; 

7? n 

/ c = l 

and the output voltage is proportional to the sum of the input voltages. 

The difference amplifier 

The circuit shown in figure 6.17 amplifies the difference between the two input 
voltages Vsa and Vsb- v' can be calculated as the voltage given by a voltage 
divider: 

i?2 
Ri -\- R2 

Vsb 

Since Z2 = ii we can write; 

v -Vo 
Ri R2 

Solving the last eqn in order to obtain Vo we get: 

i?2 H" ^ 1 / R2 
Vo = 5 V --B-Vsa 

and using eqn 6.47 we can write Vo as follows: 

Vo = -^{Vsb-Vsa) 
Hi 

(6.47) 

(6.48) 

(6.49) 

(6.50) 

showing that the output voltage is proportional to the difference of the input 
voltages. 
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The instrumentation amplifier 

The instrumentation amplifier (lA) is a difference amplifier with a very high 
input impedance. Since the difference amplifier of figure 6.17 presents a rela­
tively low input impedance equal to 2 i?i, it is not suitable for this use. Figure 
6.18 shows the basic structure of an instrumentation amplifier. From this figure 

'^r-^Hw-^ -Rs Va 

V//M^^ 

~ Vsh 

Figure 6.18: Instrumentation amplifier 

we observe that resistances marked i?i and i?2 and the op-amp 3 constitute a 
difference amplifier. Hence, from eqn 6.50 we can write: 

Vo = -S-{Vb-Va) 
til 

Also we can write: 

Solving these eqns 

Va - Vsa 

Rs 
Vsa - Vsh 

i?4 

to obtain Vh — VQ 

2^3 
IJu — 7 )„ = 

_ Vs 

Vs 

we get: 

+ i?4 / 
I l l 

a Vsh 

i?4 
6 - ' ^ 6 

i?3 

„k — 7;„^ 
r i4 

Hence, the output voltage can be written as follows: 

i?2 2 i?3 + i?4 
Vn = 

Rl i?4 
{Vsh - Vsa) 

(6.51) 

(6.52) 

(6.53) 

(6.54) 

(6.55) 

Note that, in theory the input impedance of this amplifier is infinite when op-
amps 1 and 2 are assumed to be ideal. 
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We now present the main active electronic devices^ which are fundamental in 
the amplification process: the Bipolar Junction Transistor (BJT) and the Field-
Effect Transistor (FET). We also present and analyse some important ampHfier 
topologies such as the common-emitter amplifier and the differential-pair am­
plifier. 

6.4.1 The junction or p-n diode 

The diode is a two terminal device usually manufactured using a silicon (Si) 
semiconductor. Figure 6.19 shows the geometry of a diode where we observe 
the existence of two regions which form a p-n junction. The p region is Si 
doped with an acceptor such as boron while the n region is Si doped with a 
donor such as phosphorus. 

The electrical model for the diode is expressed as follows: 

ID = /SD ( e ^ - / ^ - - l ) (6.56) 

where ISD is the 'reverse saturation current' of the diode. ISD is of the order 
of 10~^^ ampere and depends on the area of the diode and the temperature. 
The voltage Vr is called the thermal voltage given by: 

VT = 
ICT 

q 
(6.57) 

with /C = 1.38 X 10~^^ joule/kelvin, representing Boltzmann's constant, T 
is the temperature in kelvin and ^ = 1.6 x 10~^^ coulomb is the electronic 
charge. At room temperature Vr ^ 25 mV. The DC electrical characteristics 
for a typical small area diode are illustrated in figure 6.20. From this figure 
we observe that for voltages Vb less than 0.7 volt the diode does not conduct 
a significant current. Note that for VD < 0, ID is nearly constant and equal to 
—IDS^ a very small value and not visible in figure 6.20. However, for a voltage 
VD — 0.7 the diode starts conducting. From this figure it is clear that diodes 
are a non-linear electronic devices. 

The p-n junction forms the basis of the bipolar junction transistor which is 
discussed in the next section. 

6.4.2 The bipolar junction transistor 
The bipolar junction transistor (BJT) is a three terminal active device usually 
manufactured using silicon (Si). Figure 6.21 shows the physical structure, sym­
bol and direction of current flow for the NPN transistor while figure 6.22 rep­
resents the PNP transistor. Both transistors are implemented with two p-n 
junctions. For the NPN transistor both the emitter and the collector areas are n 
type silicon. However, these two regions are not interchangeable as the emit­
ter is usually significantly more heavily doped (n^) than the collector region. 

^Our discussion of active devices is limited to their characteristics and behaviour as circuit 
elements. Explanations based on the physical nature of these devices has been Umited and is only 
used so as to aid understanding of the circuit characteristics and models. Readers are referred to 
references [1,2] for detailed descriptions of the physics of such devices. 
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ID 
(mA) 

-2.0 -1.5 -1.0 -0.5 0.5 0.7 VD 

Figure 6.20: Typical DC electrical characteristic for the junction diode. 

(B) 

Figure 6.21: Geometry and 
symbol for an NPN bipolar 
transistor. 

Figure 6.22: Geometry and 
symbol for a PNP bipolar 
transistor. 

Also, the collector area is usually greater than the emitter area. The base region 
is very thin when compared to the emitter and collector regions. Conversely, 
for the PNP transistor both the emitter and the collector areas are p type silicon 
and the base region is n type silicon. 

Figures 6.21 and 6.22 also indicate the directions of the current flowing 
through each terminal of each transistor. It can be seen that 

IE = IC + IB (6.58) 

where IE IC and IB are the emitter current, the collector current and the base 
current, respectively. From this figure it can be seen that base current is usually 
significantly smaller than either the emitter current or the collector current. 
The base terminal is usually the input terminal for both devices while either 
the collector or the emitter is the output terminal. 

The Ebers-MoU model for the BJT 

The Ebers-Moll model, shown in figure 6.23, describes the relationships be­
tween the various currents and voltages of the bipolar transistor. The model 
consists of two diodes and of two current-controlled current sources. We dis­
cuss the application of this model to the NPN transistor. The PNP model is 
similar. For the NPN transistor the diode currents I^E and I^c are given by 
the diode equation (see eqn 6.56); 

ID, 

iDc 

= / s . ( e ^ - / ^ - - l ) 

ISc (^ 
VBC/VT 0 

(6.59) 

(6.60) 

where ISE and Isc are the saturation currents of the two diodes. Since the 
collector region is usually larger than the emitter region, Isc is usually larger 
than ISE (by a factor up to 50). 
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Figure 6.23: Ebers-Moll model a) NPN bipolar transistor b) PNP bipolar 
transistor 

/ 

/ 

VCE 

VBE 

Figure 6.24: Measurement 
of the DC characteristic for 
an NPN bipolar transistor 

The relationship between the terminal currents and the junction voltages 
can be written, from figure 6.23 a), as follows: 

IE = IDE ~ ^R IDC 

Ic = -^Dc + ^F IDE 

IB = {l-aF)lDE-^{'^-^R)^DC 

(6.61) 

(6.62) 

(6.63) 

ap is the 'forward gain' of the transistor and is typically near unity (0.98 to 
0.998). aji is the 'reverse gain' of the transistor and is typically near zero (0.02 
to 0.1). The last equations can be written, using eqns 6.59 and 6.60, as follows 

IB = Is. ( e ^ - / ^ - - l ) - a « Iso (f'^'^^ - l ) 
^ V ' ^ V ' 

Diode effect Reverse transistor effect 

Forward transistor effect 
IB = IE — Ic 

Diode effect 

(6.64) 

(6.65) 

(6.66) 

Figure 6.24 shows how we can obtain the variation of the collector current Ic 
with the collector-emitter voltage VCE for various values of IB {VBE)- These 
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curves are the I-V curves for the transistor and an example is shown in figure 
6.25. From this figure we identify three distinct regions of operation for the 
transistor; the active region, the cut-off region and the saturation region. 

Ic 
(mA) 

Saturation 
j region Active region 

1 \ r 
0.1 0.2 0.3 

IB = 90 M (VBE = 0.731 V) 

IB = 70 M (VBE = 0.725 V) 

IB = 50 fiA {VBE = 0.716 V) 

IB ^ 30 /iA {VBE = 0-703 V) 

IB = 10 M {VBE = 0-676 V) 

cut-off region /B ̂  0 (VBE < 0.65 V) 
1 \ \ \ " 
2 4 6 S VCE^ 

Figure 6.25: DC characteristic for a small NPN bipolar transistor 

Active region 

The active region is the relevant region of operation when the transistor is used 
as an amplification device. In this region of operation the transistor can be 
characterised by its VBE and by its VBC as follows: 

0.65 < VBE < 0.75 volt 

VBC<0 

Under the conditions expressed by eqns 6.67 and 6.68 we can write: 

IE ^ Is. (^e^'^E/Vr _ 1^ 

c^ /5^e^^^/^^ forVBE>^VT 

with 

Ic ^ aF ISE ^ 

— ap IE 

IB = IE — Ic 

/3F 

(SF ^ 

VBE/^T 

1 — aF 

(6.67) 

(6.68) 

(6.69) 

(6.70) 

(6.71) 
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A/C2 

\Ic — IE 
(mA) 

0.64 0.66 0.68 0.7 

^VBE 

0.76 

Figure 6.26: Variation of Ic ^ith VBE ^hen the transistor is in the linear 
region. Example (ISE = 1.8xlO~^^Aj. 

Vcc 
(10 V) 

b) 

Figure 6.27: a) Common-
emitter amplifier b) Alter­
native representation. 

where /?/? is called the 'forward current gain', (ip is often written as (3 and 
simply called the 'current gain'. For ap ranging from 0.98 to 0.998, PF varies 
from 49 to 499. From eqns 6.69 to 6.71 and from figure 6.25 a) we observe 
that the behaviour of the transistor in the linear region is similar to a current-
controlled current source since the output current does not depend on VCE- It 
should be noted that the variation of IE or Ic with VBE is highly non-linear 
as illustrated in figure 6.26 which presents the variation of Ic with VBE- We 
observe that for a VBE variation from 0.65 V to 0.75 V the collector current 
varies (in an exponential manner) from about 0.5 mA to 20 mA. Fortunately, 
for small VBE variations the collector current varies in an approximately linear 
manner. 

It is important to realise that although the IC-VBE relation is non-linear, 
the relation between Ic and IB is linear. This is a direct consequence of the 
forward transistor effect described in eqn 6.65. 

The bipolar transistor as an amplifier 

Figure 6.27 a) shows a very simple transistor circuit which illustrates the role of 
the B JT as an amplification device. An alternative representation for this circuit 
is presented in 6.27 b) where the DC voltage source, Vcc^ is described by a 
small horizontal trace with its value. This value is assumed to be referenced to 
ground. The input signal source symbol is often omitted for simplicity. 

From this figure we observe that the input voltage signal is between the 
base and emitter while the output is between the collector and emitter. Since 
the emitter is the common terminal, in terms of input and output ports, the 
circuit configuration is known as the 'common-emitter amplifier'. We assume 
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the following characteristics for the BJT: ap = 0.99, aji = 0.02, ISE = 
1.8 X 10-1^ A, and Isc - 18 x 10"^^ A. 

We can write the following equations: 

Vbe = Vi (6.72) 

Vce = Vo (6.73) 

Vcc = Vce + RLic (6.74) 

From the above we can easily derive a linear relation describing the variation 
of the collector current with the collector-emitter voltage for a given load RL 
and supply voltage Vcc- This is known as the load-line equation and, in this 
case, is given by: 

J. _ Vcc Vce 

= 2 - 0 . 2 Fee mA (6.76) 

In figure 6.28 we present a graphical explanation of the amplification process 
provided by the common-emitter circuit. Figure 6.28 a) illustrates the Ebers-
MoU equations, discussed above, which relate the collector current, /c, to the 
collector-emitter voltage Vce for various base-emitter voltages Vbe- This figure 
also shows the load-line given by eqn. 6.75. Figure 6.28 b) shows the input 
voltage signal, Vi, while figure 6.28 c) shows the output voltage signal, VQ. It 
should be noted that the input voltage sits on top of a DC voltage; the base-
emitter bias voltage, VBEQ • This voltage intersects the load-line defining the 
transistor operating point Q (Quiescent) which, in turn, defines the collector 
bias current, ICQ , and the corresponding collector-emitter bias voltage, VCEQ • 
From figure 6.28 a) we observe that ICQ = 1 mA and that VCEQ = 5 V. It 
is important to note that the ideal value for VCEQ is Vccf^ in order to have a 
maximum and synmietrical output voltage swing without distortion. Note that 
this distortion is non-linear and known as 'clipping'. 

The voltage gain. Ay is defined as the ratio between the output voltage and 
the input voltage: 

A.y = 
Vi 

3 V 
15 mV 

= -200 

Note that, in order to have distortionless amplification, the maximum input 
voltage swing must not exceed 22.5 mV (see next example) otherwise the out­
put voltage waveform will suffer distortion, resulting from clipping as illus­
trated in figure 6.29. 

Example 6.4.1 Show that if the input voltage Vi exceeds about 22.5 mA dis­
tortion will occur in the output voltage. 
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He m 

Figure 6.28: The amplification process provided by the common-emitter 

Solution: According to figure 6.28 the maximum amplitude for the output sig­
nal voltage is about ±5 volts. Taking 0.5 volt as a safety margin we establish 
the maximum amplitude for the output signal voltage as ±4.5 volts. Dividing 
this value by the voltage gain, Ay = 200, we obtain the maximum input volt­
age of 22.5 mV. 

The analysis of the circuit presented in figure 6.27 considers the bias (DC) 
and the (AC) signals simultaneously. However, it is possible, and often de­
sirable, to separate these two analyses. In fact from eqns 6.72 - 6.74 we can 
separate the signal component from the DC components as follows: 

Vhe = VBEQ + '̂ 6e 

= VBEQ + Vi 

Vce = VCEQ + Vce 

= VCEQ + Vo 

Hence, eqn 6.74 can be written as follows: 

(6.77) 

(6.78) 

Vce = VCEQ + Vce + RL {ICQ + ic) 

- VcE^-^Vo^RLilcQ+ic) (6.79) 

Equation 6.79 can be separated into two equations: one relates to the signal 
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Figure 6.29: Clipping in the amplification process. 

V 

A y = 0 

\Z-
AI 1 

Figure 6.30: Ideal DC volt­
age source. 

component while the other equation relates to the DC bias component: 

VCC = VCEQ+RLICQ <= DC 

0 = Vo-\- RL ic <= signal 
(6.80) 

Equation 6.80 reveals that, in terms of signal analysis the DC voltage source 
is equivalent to a ground terminal. This is reasonable and expected since an 
ideal voltage source has a zero output impedance which implies that (see also 
figure 6.30): 

AV 

A / 
= 0 (6.81) 

Figure 6.31: The hybrid-n 
model for a BJT. 

The hybrid-TT linear model for the transistor 

Figure 6.31 shows the hybrid-7r model which is a small-signal linear model for 
the transistor valid for the mid-frequency range. This model is partially derived 
from the Ebers-MoU large-signal model and it considerably simplifies the AC 
analysis of bipolar transistor amplifiers. 

The hybrid-TT model assumes a given operation point in the linear operation 
region, defined by a collector current ICQ and by a VBEQ • As mentioned 
above VBE = VBEQI — 0.7 volt. For small T4e variations the corresponding 
variations of Ic are approximately linear. From Taylor's series (see appendix 
A) we can write the following expression for the collector current (DC plus 
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signal): 

h = ICQ + Vhe 
dir 

dVbe Ic=Icc 

The transconductance gain, gm, is defined as: 

A din 

From eqn 6.70 we can write 

die 

dVbe 

dVbe 

ap Is 

(6.82) 

(6.83) 
Ic=ICr 

Ic=Ic, Q 
VT 

E_ ^VBE/VT 

Ic=ICr 

giving 

9m = 
VT 

(6.84) 

(6.85) 

The dynamic resistance between the base and the emitter terminals, r^, defines 
the small-signal Vbe variations with small-signal Z(, variations according to the 
following expression: 

dh h = lBr 
(6.86) 

where IB = IBQ is the bias base current equal to ICQ IP- Hence, from eqns 
6.70 and 6.71 we can write: 

' aplih^ 
^be — KTii i 1 

and r̂ r can be determined as follows: 

dVi,, 

dh IB=IBQ 

= 

Is. J 

OCFA 

^^ aFf3h 

^0 

(6.87) 

h=lBQ 

Therefore, 

/? 

(6.88) 

(6.89) 

According to the Ebers-MoU model when the transistor is in the active 
region the collector current does not vary with VCE- In practice this is not 
true since there is a slight increase of the collector current as VCE increases. 
This phenomena is the Early effect. In terms of an electrical model this effect 
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IB (VBE) 

Figure 6.32: The Early effect. 

is described by a dynamic resistance located between the collector and the 
emitter, r^, and its value is given by 

\VA[ (6.90) 

VA is a theoretical voltage known as the Early voltage and can be obtained from 
the convergence point of the output characteristics as shown in figure 6.32. For 
a BJT To is of the order of hundreds of kQ. 

Vi B 

Figure 6.33: Common-
emitter amplifier a) AC 
equivalent circuit, b) Small-
signal equivalent circuit 
using the hybrid-n model. 

Example 6.4.2 Apply the hybrid-7r model to the common-emitter amplifier 
depicted in figure 6.27 and determine the small-signal voltage gain Vs/vi for 
the following values: Ic = I mA, /? = 100 and VA = 120 V. 

Solution: Since for AC analysis Vcc is replaced by a ground terminal, the 
equivalent AC circuit for the amplifier of figure 6.27 is as shown in figure 
6.33 a). Substituting the transistor symbol by its hybrid-7r equivalent model we 
obtain the circuit shown in figure 6.33 b). From this circuit it is straightforward 
to determine the small-signal voltage gain, Ay = Vo/vi'. 

A.y 
Vi 

-gm{RL\\ro)yn (6.91) 

According to eqn 6.85 gm = 40 mAA .̂ From eqn 6.90 we have To = 120 kfi. 
Since To » RL 

A.y ^ -9m RL 

= -200 

(6.92) 

Note that this result is the same as that obtained using the large signal analysis. 

6.4.3 The insulated gate field-effect transistor 

Like the BJT the field-effect transistor (FET) is also a three terminal device. 
Figure 6.34 shows the symbol and the physical structure of a popular mem-
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Figure 6.34: n-channel FET. 
a) Symbol, b) Geometry. 

Figure 6.35: p-channel FET. 
a) Symbol, b) Geometry. 

ber of the FET family known as the enhancement n-channel FET^. Both the 
drain and the source are heavily doped n regions. The gate is isolated from the 
source, the drain and the substrate by a layer of silicon dioxide (Si02). Hence, 
this FET is often called Insulated Gate FET (IGFET) or Metal-Oxide Semicon­
ductor FET (MOSFET). Unlike the BJT transistor the FET is a symmetrical 
device, that is, the source and the drain of the device can be interchanged. 

Figure 6.35 shows the symbol and the physical structure of an enhancement 
p-channel FET. Note that the p-channel FET can also be constructed in an n 
substrate. However, with the integrated technology it is common to implement 
an n well in the p substrate and this n well serves the purpose of a substrate for 
the implementation of the p-channel transistor. 

DC large signal model 

A popular DC large signal model used to characterise n-channel FETs is de­
fined by the following set of equations: 

knf[{VGS-VTh)VDS •'.VEs] 

IDS = < 2 '̂ ^ 

0 

w_ 
L 

[VGS - VTH]' 

VDS < VGS — Vrh 
and VGS > VTH 

(Triode region) 

VDS > VGS - VTH 

and VGS > VTH 

(Saturation region) 

, VGS < VTH 

(Cut-off region) 
(6.93) 

where IDS is the current which flows from the drain to the source of the tran­
sistor. VGS and VDS are the gate-source and the drain-source voltages, respec­
tively, as indicated in figure 6.34. L is the channel length and W is the width 
of the channel. Vrh is the threshold voltage which is often between 1 and 3 
volts, kn is defined as follows: 

^n Mn ^o A/V' (6.94) 

Here fin is the mobility of the electrons in the channel measured in m^A^s. 
Cox is the capacitance per unit of area of the capacitor produced by the insula­
tor (Si02) which acts as a dielectric material between the two plates formed by 
the gate and the channel. As mentioned above, silicon dioxide is an insulator 
and, therefore, the gate current is extremely small. Figure 6.36 shows the DC 
characteristic of an n-channel FET provided by the large signal model as de­
scribed by eqn 6.93. From this figure we observe the three regions of operation 
predicted by the model of eqn 6.93; the triode region, the saturation region and 
the cut-off region. It can be seen that in the triode region the FET behaves 

-̂ The channel is the charge layer under the gate of the device, n-channel indicates that the 
charges are negative (electrons). Such charges can be attracted towards the top of the device when 
a positive voltage is applied to the gate, thus creating the channel between the source and drain. 
For detailed discussion of the physics of FET devices the reader is referred to [1, 2]. 
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/ » • 

Triode region , Saturation region VG5 = 5 V 

K?s = 4 V 

V̂ G5 = 3 V 

VGS = 2V 

VGS < Vrh (Cut-off) 

8 VDS (V) 

Figure 6.36: DC curves ofn-channel FET according to the large signal model 
(eqn 6.93). Vth = IV and K W/L = 0.2 mAA/^. 

nearly as a linear resistance, controlled by VGS- In the saturation region the 
FET behaves as a current source controlled by VGS- This is the region em­
ployed when the FET is used as an amplification device. Note that, according 
to this model. IDS <ioes not vary with VDS- Hence, we can represent the vari­
ations of IDS with VGS as shown in figure 6.37. From this figure we observe 
that for VGS above the threshold voltage the drain current varies in a quadratic 
manner with VGS (see also eqn 6.93). 

The DC large signal model for p channel FETs can be obtained from eqn 
6.93 after changing the voltages VGS and VDS by VSG and VSD^ respectively, 
as indicated in figure 6.35. 

Low frequency small-signal for the IGFET 

Figure 6.38 shows the low frequency small-signal for the IGFET when the de­
vice is operating in the saturation region. Assuming an operating point defined 
by VGSQ and IDQ (see also fig 6.37), the transconductance for the FET is de­
fined as follows: 

9m = 
diDS 

dVGs 

w 
yGs=yGSQ 

- K-r[VGSQ-VTh] (6.95) 

Since we have IDSQ = 1/2 A;„ ^ \yGSQ - Vr/i] we can write gm as follows: 

_ 2IDSQ 

yaso ~ ̂ Th 
(6.96) 
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VGS (V) 

Figure 6.37: IDS versus VQS if^ the saturation region. Vrh = 1 V and 
kn W/L = 0.2 mAA^. 

Figure 6.38: FET small-
signal equivalent circuit. 

Figure 6.39: High-frequency 
small signal models, a) BJT. 
b)FET 

According to the DC large signal model described by eqn 6.93 the drain cur­
rent of the FET does not vary with VDS when the device is operating in the 
saturation region. However, in practice we observe a slight increase of this 
current as VDS increases, similar to the Early effect in BJTs. In FETs this phe­
nomenon is known as channel-length modulation and is described, in terms of 
small signal model as a resistance VQ which can be calculated as follows: 

VA 

^DSc 
(6.97) 

where VA is defined by the convergence of the output characteristics in a similar 
way to the Early voltage of the BJT. For many FETs VA is normally between 
40 to 100 volts. 

High-frequency models for active devices 

Bipolar transistors and field-effect transistors have potential barriers in the var­
ious p-n junctions which induce charge storage effects. Such effects can be 
modelled as equivalent capacitances between the terminals of these devices. 
Figure 6.39 a) shows the high-frequency hybrid-7r model for the BJT includ­
ing the capacitive effects mentioned above. There is an equivalent capacitance 
between the base and the emitter terminal; C^ (1-15 pF), and a collector-base 
capacitance C^ (0.1-5 pF). The model also includes a resistance r^ account­
ing for a small voltage drop within the base region. Values for this resistance 
vary typically between 2 and 10 f). The effect of r^ is usually negligible in 
the mid-band frequency range since r̂ r is much larger than r^. However, at 
high frequencies its effect can be significant specially if the signal source is a 
voltage source with an output impedance of the order of r^. 
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Figure 6.40: Calculation of 
frforaBlT. 

Figure 6.39 b) shows the high-frequency small-signal model for the FET 
which includes two capacitance: Cgs and Cgd- These two capacitors vary 
typically between fractions of pico-farad to 10 pF and Cgs is usually larger 
than Cgd> 

A very important figure of merit for both BJTs and FETs is the unity-gain 
bandwidth, / T , which indicates the frequency at which the short-circuit current 
gain drops to unity (0 dB). For BJTs this frequency can be calculated from the 
circuit shown in figure 6.40. Since the collector is short-circuited to the emitter 
VT^ is also appUed to C^. Hence we can write: 

% 
v^{l^jujr^C^) 

{9m -3^C^)v^ 

-i-v^ju C^ (6.98) 

(6.99) 

For the frequency range for which this model is valid, u; C^ is much less than 
gm and, therefore, we can calculate the short-circuit current gain as follows; 

ib 

9m T̂T 

l+ju{C^ + C^)r„ 
(6.100) 

The unity-gain bandwidth, fr, can be calculated from the last eqn (see problem 
6.8) as follows: 

IT = 
2TT{C^ + C^) 

(6.101) 

Similarly, for FET devices it can be shown (see problem 6.9) that / T is given 
by: 

/ T 
27r(Cpd + Cgs) 

(6.102) 

For either type of transistor fr can vary from hundreds of MHz to a few tens 
of GHz depending on the technology and size of the devices. 

The high-frequency models presented in figure 6.39 are valid for frequen­
cies up to about / T / 3 . For frequencies higher than / T / 3 other parasitic ele­
ments, like the parasitic inductances and resistances associated with terminal 
connectors, must be taken into account in order to obtain an accurate charac­
terisation of the devices. 

6.4.4 The common-emitter amplifier 

Figure 6.41 a) shows a common-emitter amplifier with an input bias circuit 
consisting of resistors Ri and i?2. CB and CL are the DC blocking (or AC 
coupling) capacitors while CE is a bypass capacitor which, at mid-frequency 
range, short-circuits RE allowing for a greater voltage gain for this frequency 
range. We take a BJT characterised by (3 = 200, C^ = S pF, C^ = 3 pF We 
also assume r^ ^0 and that the Early effect can be neglected, that is, ro -^ oo. 
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v-mH 
(100 fi) (5^F 

^R, = 1 mA 

VB = 1 V 

7(7 ~ Z ;̂ = 1 mA 

Vc = 5V 

/ 5 ~ 0 

F 5 £ ; ~ 0 . 7 V 4 V̂ ^ = o.3V 

RE '^^^ -̂ E = 1 ^̂ -̂  

Figure 6.41: a) Common-emitter amplifier, b) Equivalent circuit for the DC analysis. 

DC analysis 

Figure 6.41 b) shows the equivalent circuit used in the DC analysis. Recall that 
at DC each capacitor is an open-circuit. We assume that the BJT is operating 
within the linear range of operation and VBE — 0.7 volt. 

Since the bias currents passing through Ri and R2 (IR^ and IR^) are much 
larger than IB we can assume, for DC analysis, that IB — 0. These two 
approximations-^ (IB — 0 and VBE — 0.7 V) simplify considerably this type 
of analysis. 

The current that flows through i^i is nearly the same as the current that 
flows through i?2, that is IR^ = IR^. Since Vcc is applied across these two 
resistors we can write: 

IRI = IR2 
Vcc 

R1+R2 
= 1mA 

(6.103) 

The voltage at the base of the transistor is given by: 

VB = IR2 R2 

= IV 

(6.104) 

^It should be clear that IB in reality is not zero! However, the statements IB « IR^ and 
IB « IR2 are equivalent to saying that IB = 0 for the purpose of DC analysis. 
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The voltage across RE can be calculated as follows: 

VE = VB-VBE 

= 0.3 V 

(6.105) 

Hence the emitter current is given by: 

IE = 
VE 

RE 

= 1mA 

Since Ic — IE the voltage at the collector terminal is: 

Vc = Vcc-Rcic 

= 5V 

(6.106) 

(6.107) 

Note that/B = Ic/P = 10 /xA and, therefore/^ < < IR^ as assumed initially. 

Low-frequency analysis 

Now that the DC analysis is complete we are able to calculate Qm and r̂ r as 
follows: 

VT 

40mAA^ 
f3 

9m 

(6.108) 

(6.109) 

Figure 6.42 shows the equivalent low-frequency small-signal of the conmion-
emitter amplifier. We start by calculating the voltage gain, Ay = VQ/VS which 

^wHI 

C-y- Re ^ ^ ^ 

Figure 6.42: Equivalent small-signal (low-frequency) circuit of the common-
emitter amplifier 
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can be written as the product of three partial gains: 

Ay — —-y.-^y. — (6.110) 

The partial gain Vo/v^^ is given by the impedance voltage divider consisting of 
the resistance RL and the impedance of the capacitor {JUCL)'^'-

Vo j ̂  CL RL 

< JLVCLRL + I 

The small signal base current, ib, can be written as follows: 

(6.111) 

Zb = -— = — (6.112) 

and the partial gain v'^/vin can be written as: 

^o _ -9mVTr{Rc\\ZL) 

7. ILK. 

-9mr^{Rc\\ZL) 
(6.113) 

where 

ZL = RL + ^ \ - (6.114) 

and Zin^ is the impedance seen looking into the base of the BJT. By applying 
a test voltage, vt to the base, as shown in figure 6.43, Zi^^ can be simply found 
as shown below. 

Z- - ^ 

Vn^ZE(^^-^gmVn) 

r^^{f3^1)ZE (6.115) 

with ZE given by 

ZE = RE 
JLJCE 

RE 

1-^JUJCERE 
(6.116) 

The partial gain Vin/vg is given by the impedance voltage divider consisting of 
R B in parallel with Zi^^ and the impedance consisting of the series of i?5 with 
the impedance of the capacitor {j LJ CB)~^'' 

^in ^ {RB\\Zina) ^6 1 17^ 
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t̂ 

O" 

Figure 6.43: Equivalent circuit for the calculation ofZin^ (see also fig 6.42). 

The total gain is obtained by multiplying the three partial gains derived above. 
It is obvious that the expression for this gain is very lengthy. Therefore, it 
is difficult to extract the relevant information directly, namely the 3 dB cut­
off frequency and the knowledge of which capacitor (or capacitors) mostly 
influence this frequency. Nevertheless, it is possible to plot this gain and extract 
quantitative information. Figure 6.44 shows \Ay\ versus the frequency. From 
this figure it is possible to see that the mid-frequency gain tends to \Ay^\ = 
132.6 and that the low cut-off frequency is / L = 680 Hz. 

Short-circuit time constants method 

The short-circuit time constants method (see [4] for a detailed study) is a very 
straightforward means of determining an estimate for / L without the need for 
a graphical representation of the exact low-frequency transfer function of the 
voltage gain. This method also provides useful insight into the contribution of 
each DC-blocking and bypass capacitor to this cut-off frequency. 

The short-circuit time constants method is applied according to the follow­
ing steps: 

1. The estimate for fL is obtained by the following expression: 

1 ^ 1 

h^ — T- (6.118) 
k=i 

where N is the number of time constants given by the number of DC 
blocking capacitors plus the number of by-pass capacitors which are 
present in the low-frequency equivalent circuit of the amplifier. 

For the amplifier of figure 6.42 there are two DC blocking capacitors and 
one by-pass capacitor. Hence, N = 3. 
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Figure 6.44: Voltage gain for the low-frequency range. 

2. Each time constant, r^, is calculated as the product of each DC 
blocking or bypass capacitor and the resistance, Req^^ 'seen' by the 
capacitor when all the remaining capacitors are substituted by short-
circuits and the input signal source is replaced by its output resist­
ance. Hence, an ideal voltage source is replaced by a short-circuit 
and an ideal current source is replaced by an open-circuit. 

The first time constant of the circuit of figure 6.42, r i , is that associated 
with CB' Figure 6.45 a) shows the equivalent circuit to determine Req^. 
It can be seen that all other capacitances and the voltage source Vg are 
replaced by short-circuits and a test voltage source, Vt is located in the 
place of CB in order to determine the resistance seen by this capacitor 
as follows: 

R. eqi 
it 

(6.119) 

From this figure it can be seen that Vt is applied to the series connection 
of Rs with the parallel combination of RB with r^^. Hence 

Req^ = Rs + iRsW^Tr) 

Rsrrr 
= Rs^ 

Therefore ri is given by: 

ri = CB [Rs + 

RB +^7r 

RBTTT 

RB-^r^ 

(6.120) 

(6.121) 

4.3 ms 
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Figure 6.45: Application of the short-circuit time constants method, a) Calcu­
lation of the resistance seen by CB- b) Calculation of the resistance seen by 
CE' C) Calculation of the resistance seen by CL-

The time constant associated with CE is T2. Figure 6.45 b) shows the 
equivalent circuit to determine Req^. It can be seen that a test voltage 
source, vt, is located in the place of CE in order to determine the resist­
ance seen by this capacitor as follows: 

Req2 — 
Vt_ 

H 
(6.122) 

We can write the following equation: 

H = ^e2 - lei (6.123) 

with 

le2 = 
Vt 

RE 
(6.124) 

and 

iel = 9m V7r + (6.125) 
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Also we can write 

vt - X {RSWRB) 

or 
Vt 

1 + {RSWRB) 

(6.126) 

(6.127) 

Using eqns 6.123-6.127 we can write it as follows: 

it 
Vt v^ 

RE r^ 
Vt 

RE 

Vt 

RE 

Qmr-K + 1 
7 

/3 + 1 , Vt 

1 I JRSWRB) 

From the last eqn we can write Vt/U = Req^ ^s follows 

r^ + {Rs\\RBy 

(6.128) 

Req^ — RE 

Therefore, T2 is given by: 

/ 3 + 1 

T2 = CE Req^ 

= 0.2 ms 

(6.129) 

(6.130) 

Ts is the time constant associated with CL- Figure 6.45 c) shows the 
equivalent circuit to determine Req^. We see that v^^ = 0. Hence, the 
output impedance of the voltage-controlled current source tends to infin­
ity and Vt is effectively applied to the series of RL with Rc\ 

Req. = RL + Re 

and 

rs — CL Req^ 

= 20 ms 

(6.131) 

(6.132) 

This analysis clearly indicates that the time constant which dominates 
and determines fi is that associated with CE- In many practical circuits, 
the resistance seen by this capacitor tends to be relatively small when 
compared to Req^ and Req^ and so this dominates fi-

The estimate for fi given by this method is: 

/ L = 726 Hz (6.133) 

Comparing this value with that obtained from figure 6.44 we observe 
that the error in the estimate of fi is only 7%. 
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Figure 6.46: Common-emitter equivalent circuit for the mid-frequency range. 

Mid-frequency range analysis 

Figure 6.46 shows the equivalent small-signal circuit of the common-emitter 
amplifier at medium frequencies. The gain, A^rn = VQ/VS, can be written as 
follows: 

A — J ^ V — 

(6.134) = -9m{Rc\\RL) X 

where Zin is given by RB in parallel with r̂ :̂ 

Zin = RBU'^^TT 

= 763 n 

Hence, Ayrn = —132.6. Note that this value agrees with that obtained earlier 
from figure 6.44. 

High-frequency analysis 

Figure 6.47 shows the equivalent circuit at high frequencies. It can be shown 

Figure 6.47: Common-emitter equivalent circuit for the high-frequency range. 

(see problem 6.6) that the voltage transfer function, Vo/vg, for this circuit can 
be written as follows: 

J\.y 
Y,R'^{juJC^-g,r^) 

Y;{1 + j w R'^C^) + j w[C„ + C^(l + gmR'L)] - ^^ C^C^R'^ 
(6.135) 
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with 

Y' 
•^ TV 

Ys 

1 1 1 

Rs RB T̂T 
1 

Rs 

and 

R'L = RL\\RC 

(6.136) 

(6.137) 

(6.138) 

Equation 6.135 is lengthy and it is not straightforward to extract the 3-dB 
cut-off frequency, JH- Figure 6.48 plots the magnitude of the gain at high-
frequencies (eqn 6.135) from which fu can be determined as 4.6 MHz. 

140-1 

120 

100 

80 

60 

40 

20 

4 1 ^ 
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I I I I Mill 1 I I I Mill 1 I I I Mill 1 I I I Mill r 

10^ 10^ 10^ 10'̂  10^ 

Figure 6.48: Voltage gain for the high-frequency range. 

The use of Miller's theorem, discussed in the last chapter (section 5.2.5), pro­
vides insight into the high frequency response of the common-emitter ampli­
fier. In fact, by applying Miller's theorem to the impedance associated with 
C^, Z^ = {juoCij)~^, in figure 6.47 we obtain the circuit of figure 6.49 a). 
These two circuits are equivalent in terms of input impedance and voltage gain. 
For this circuit we can write the following eqns: 

^VBC 
VQ 

1 - A VBC 

1 

jUjC^(l-Ay^J 
Z A 

(6.139) 

^VBC ^ 
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C-i, + Cf,(l — >lt)sc) 

Figure 6.49: Application of Miller's theorem to C^. 

jujC,..^^^^^"-
(6.140) 

^ -A^P 

Ay^^ is the voltage gain between the base and the collector and can be calcu­
lated as follows: 

AVE (6.141) 

with R'j^ = Re 11 i?L- At the 3 dB cut-off frequency, fn we can write: 

9m>\j^C^l^^^f^ and - ^ > | j ^ C ^ U 2 7 r / H 

(4 X 10-2 > 5.8 X 10"^) and (2.7 x 10"^ > 5.8 x 10"^) 

Therefore, we can approximate Ay^^ as follows: 

A^Bc - -9m RL (6.142) 
= -132.6 

Equation 6.139 indicates that Zi is the impedance associated with an equiva­
lent capacitance with value C^{1- Ay^^). Since this capacitance is in parallel 
with CTT- we can add them in order to obtain an input equivalent capacitance of 
Cn + C^ (1 - Ay^^), as illustrated in figure 6.49 b). Similarly, Z2 is the 

A —1 

impedance associated with a capacitance with value C^—^— which is also 
represented in figure 6.49 b). Note that, according to Miller's theorem, the ca­
pacitance C^ is reflected to the input of the amplifier after being multiplied by 
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a factor of 133.6! As is shown next, this has a dramatic impact on the amplifier 
bandwidth. 

Open-circuit time constants method 

In a similar fashion to the low-frequency analysis, the open-circuit time con­
stants method (see [4] for a detailed study) is a straightforward means of ob­
taining an estimate for fn-

The open-circuit time constants method is applied according to the follow­
ing steps: 

1. The estimate for fn is obtained by the following expression: 

IH ^ ^ (6.143) 

2-E 
n=l 

where N is the number of time constants produced by the number 
of the capacitors that are present in the high-frequency equivalent 
circuit of the amplifier. 

For the circuit of figure 6.49 b) we identify two (equivalent) capaci­
tances, hence, N = 2. 

2. Each time constant, Tn, is given by the product of each capacitor 
by the resistance, Req^^ seen by that capacitor when all the remain­
ing capacitors are substituted by open-circuits and the input signal 
source is replaced by its output resistance. Hence, an ideal voltage 
source is replaced by a short-circuit and an ideal current source is 
replaced by an open-circuit. 

The first time constant of the circuit of figure 6.49, r i , is that associated 
with CTT + C^ (1 + S'm R'L)' It can be shown (see problem 6.7) that the 
resistance Req^ seen by this capacitance is: 

Req, = RS\\RB\K (6.144) 
= 88 f̂  

Hence ri can be written as: 

n = [C^^C^{l + gmRL)]Req, (6.145) 
= 27.7 ns 

The second time constant of the circuit of figure 6.49, r2, is that associ­
ated with C^ (l+5^m R^L)/i9m R'L) — Cy^Ai can be shown (see problem 
6.7) that the resistance Req^ seen by this capacitance is: 

Re,, = R'L (6.146) 
= 3.75 kQ 
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Hence T2 can be written as: 

r2 = C^R'L (6.147) 

= 7.5 ns 

JH can be estimated as follows: 

IH = ^ , ^^ , (6.148) 
27r(ri + r2) 

= 4.5 MHz 

It can be seen that the cut-off frequency provided by the exact analysis is 
virtually the same as that provided by applying Miller's theorem together 
with the open-circuit time constants method. Also, from this discussion 
it is clear that ri > T2 and that n dominates the high frequency response, 
that is: 

This equation indicates one of the most important trends for this type 
of amplifier: the larger the mid-frequency voltage gain, —Qm R'L^ the 
smaller the bandwidth of the amplifier becomes; a direct result of the 
Miller effect. 

Example 6.4.3 The amplifier of figure 6.50 a) is known as the common-base 
amplifier. Determine: 

1. The voltage gain in the mid-frequency range; 

2. The current gain in the mid-frequency range; 

3. The input impedance in the mid-frequency range; 

4. An estimate for///. 

Solution: 

1. In order to determine the hybrid-7r parameters, namely r^ and Qm, we 
need to determine the bias collector current of the B JT. Fortunately, the 
equivalent circuit for the DC calculations is the same as that presented 
in figure 6.41 b). Therefore Qm = 40 mAfV and r̂ r = 5 kQ. Since 
the DC blocking capacitors are short-circuits in the mid-frequency range 
and since, for AC signal analysis purposes, Vcc is modelled by a short-
circuit to ground, the equivalent circuit for AC analysis is as shown in 
figure 6.51 a). Replacing the transistor, in figure 6.51 a) by its hybrid-
TT equivalent circuit we obtain the small-signal equivalent circuit for the 
common-base amplifier shown in figure 6.51 b). 
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Vcc (10 V) 

l^i¥) 

Rs {15 kQ) 

(loom / ^ 
(lO/xF) / + 

Figure 6.50: Common-base amplifier 

Figure 6.51: Common-base 
amplifier a) Equivalent cir­
cuit for AC analysis, 
b) Equivalent circuit for 
small-signal AC analysis. 

The voltage gain Ay = Vo/vs is given by 

= 9m RL X 

+ Rs 
7. 

where 

R'^ = RLWRC 

= 3.75 k^ 

(6.150) 

(6.151) 

and where Zin is the input impedance of the amplifier. 

From figure 6.51 b) it is clear that Zin results from the parallel connec­
tion of RE with Zi^^. Zin^ is the impedance looking into the emitter 
of the BJT with the base connected to ground. Figure 6.52 shows the 
equivalent circuit for the calculation of Zin^. From this circuit we can 
write: 

7- - ^ 
It 

^ 9m T̂T 

1 + ^^m T̂T 
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9m Vn 

Figure 6.52: Equivalent cir­
cuit for the calculation of 

9m 
25 f̂  

since ^ ^ r ^ =/? » 1 (6.152) 

Now eqn 6.150 gives Ay = 28. Note that, this gain is significantly 
smaller than that obtained for the common-emitter, a result of the low 
input impedance of the amplifier in comparison with the source output 
impedance. 

2. Figure 6.53 shows the equivalent circuit for the calculation of the current 

gmVir 

Figure 6.53: Equivalent circuit for the calculation of the current gain Ai. 

gain Ai = io/is, where the voltage signal source has been replaced by 
its equivalent Norton model. The gain can be calculated as follows: 

Ai 

^ -gmVTT is{Zin\\Rs) 

—VT^ IS 

= 9m{Zin\\Rs) 

= 0.75 

(6.153) 

For the common-base amplifier, the current gain is always less than 
unity. In fact, if Rg and RE are much larger than Zin^, then we have 
{Rs\\Zin) ^ Zin^ and, under this condition we can write the current 
gain as: 

9m T̂T 

3m '•x + 1 
(3 

/3 + 1 
(6.154) 

which can approach but never achieve a value of unity. 
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3. The amplifier input impedance is Zin = ZinJ\RE = 23 Q. Note that 
this impedance is very low. 

4. Figure 6.54 shows the equivalent circuit of the common-base amplifier 

9m ^TT 

r^fm 

Figure 6.54: Equivalent circuit at high frequencies. 

at high frequencies where we can identify two capacitors. We assume 
Tx — 0. The first time constant is that associated with C^- The resistance 
seen by this capacitor is: 

Req^ — Zin\\Rs = 19 Q 

andri = {Zin\\Rs)CTr = 0.2 ns. 

The second time constant is associated with C^. The resistance seen by 
this capacitor is: 

Re R'r = 3.75 kn ^eq2 — ^^L 

and r2 = R'^^ C^ — 7.5 ns. The estimate for fn is given by: 

1 
IH = 

27r(Ti + T2) 

= 20.6 MHz 

(6.155) 

This is much greater than the 4.6 MHz value of the common-emitter amplifier. 
This is because the Miller effect does not operate on C^. 

Example 6.4.4 The amplifier of figure 6.55 a) is called a common-collector 
(or emitter follower) amplifier. Determine; 

1. The DC bias voltages and currents of the circuit; 

2. The voltage gain in the mid-frequency range; 

3. The input impedance in the mid-frequency range; 

4. The output impedance in the mid-frequency range; 
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Vcc (10 V) 

(100 fi) (5^F) 

Vcc (10 V) 

Figure 6.55: Common-collector amplifier. 

5. The current gain in the mid-frequency range. For this calculation assume 
that Rs = 40 kfi. 

Solution: 

1. Figure 6.56 shows the equivalent circuit used in the DC analysis. As­
suming that VBE — 0.7 V and that IB — 0, we can write: 

Figure 6.56: Common-
collector amplifier Equiva­
lent circuit for DC analysis. 

h 
Vcc 

Ri + R2 
= 0.25 mA 

The voltage at the base of the transistor is given by: 

VB = hRi 

= 5V 

The voltage across RE can be calculated as follows: 

VE = VB — VBE 

= 4.3 V 

Hence the emitter current is given by: 

VE 
IE = 

RE 

= 1mA 

(6.156) 

(6.157) 

(6.158) 

(6.159) 
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^ ^ v \ ^ 

\ Vs 
RB 

mm 

Figure 6.57: Common-collector amplifier. Equivalent circuit for small-signal 
AC analysis. 

Figure 6.58: Equivalent cir­
cuit for the calculation of 

The collector current Ic is approximately the same as IE and is equal 
to = 1 mA. 

2. Figure 6.57 shows the small-signal equivalent circuit for the mid-frequency 
range AC analysis. The voltage gain, Ay — Vo/Vs can be calculated as 
follows: 

A = ^^:2IL 

Ri 

RTP 

^o ^m 

^m ^s 

RE ^O ^^ 

^E ^o 1 Vn J^s 

R'E ( ^ + 9mV 

R'sij^+amv^) 
^i;(/?+l) , 

r^ + R'^id+l) ' 
Ri\\R2 
10 kQ 

RE\\RL 

3.3 kft 

•Rsll-^ma 
+ {ZinaWRl 

- ) „ 

+ V^ R^ 

, RB\\Z 

Rs H~ i^in 

s) 

RB ^iUa 

+ {^iria 

iUa 

J\RB) 

\\RB) 

(6.160) 

(6.161) 

(6.162) 

Zin^ is the impedance looking into the base of the amplifier as indicated 
in figure 6.57. Figure 6.58 shows the circuit for the calculation of Zin^: 

7- - ^ 
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[REWRL] 

Figure 6.59: Circuit for 
the calculation of the output 
impedance. 

V-K + R'E \ ^ + drnV-n) 

= 676 kn 

(6.163) 

From eqn 6.160 the voltage gain Ay is found to be 0.95. In the common-
collector amplifier the voltage gain can approach (but is always less than) 
one. 

3. The input impedance of the amplifier, Zin as indicated in figure 6.57 is: 

Zin = RB 11 Ziria 

^ RB (6.164) 

= 10 kQ 

4. The circuit of figure 6.59 shows the equivalent circuit for the calculation 
of the output impedance. 

Zo = 

Vt = 

it = 

= 

RB = 
z= 

-v^ -RB — 

Vt 

^E 
Vt V^ 
o , 9m VT, 

RB\\RS 

96.2 Q 

(6.165) 

(6.166) 

(6.167) 

(6.168) 

Solving eqns 6.166 and 6.167 in order to obtain Zo as given by eqn 6.165 
we obtain 

Zo = '̂̂ 11 ( ^ ^ ^ ^ ) (6.169) 

= 25.1 n 

5. Figure 6.60 shows the equivalent circuit for the calculation of the current 
gain, A^: 

Ai --

__ 

= 

= 

=: 

!£ 
^s 

^o Vifi 

Vin ^5 

9m V-jT 1" ^ / o 11 V \ 

rn 

^ X (RsWZin) 

2.3 

(6.170) 
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Figure 6.60: Equivalent circuit for the calculation of the current gain. 

The common-collector amplifier is characterised by a high input impedance, 
a very low output impedance and a voltage gain close to unity. The current gain 
is, however, larger than unity. In fact, from eqn 6.170 we can observe that if 
Rs\\Zin — Zin^ then the current gain can be as large as /? + 1. This circuit is 
often used as a buffer or as the final stage of a circuit composed of a cascade 
or chain of amplifiers. 

6.4.5 The differential pair amplifier 

All the configurations discussed above can be implemented with IGFETs in­
stead of BJTs. The analysis of such configurations follows the same principles 
discussed previously. However, the IGFET is used almost exclusively in in­
tegrated circuits where large DC blocking capacitors are difficult to fabricate 
because of their large physical areas. A circuit which overcomes this problem 
is the differential pair, a very important circuit in electronics which forms the 
basis of the differential inputs of op-amps, for example. The circuit configura­
tion with IGFETs is illustrated in figure 6.61 a). 

It can be seen that this configuration comprises two transistors with both 
sources connected to a current source IQ. This current source biases these two 
devices and it is usually connected to a negative voltage source, —Vss- The 
drain of each FET is connected to an identical resistor represented by RD-

For this circuit we can observe that there are two input terminals. Vim and 
Vin2^ and two outputs represented by Voi and Fo2- Figure 6.61 b) illustrates 
this circuit in common-mode operation. The term conmion-mode arises from 
the fact that both inputs are driven by the same voltage, Vc. Let us assume first 
that Vc is zero. From symmetry it is reasonable to conclude that the current 
IQ is equally divided between the two branches of the differential pair and 
that the drain current of each transistor is equal to IQ/2. Assuming that both 
transistors are operating in the saturation region this means that there is a bias 
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I^DD(IOV) 

(12 m) 

Figure 6.61: Differential pain a) Implementation with IGFETs. b) Common-mode operation, c) 
Differential-mode operation, d) Equivalent differential-mode operation. 
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voltage VGSQ for each transistor which satisfies the following equation: 

I D S ^ - ^ = lkn^{VGs^-VThy (6.171) 

where IDSQ is the drain bias current of each transistor. Assuming Vrh = 1 V 
and kn^ =0 .2 mAA^^, we can calculate the bias voltage VGSQ as, 

= 2.6 V 

For each transistor the drain voltage is: 

Voi = Vo2 = VDD-Rn^-f (6.173) 

= 4 V 

If now we increase Vc to 0.5 V, the symmetry of operation of the circuit is main­
tained. Hence, the current IQ is still equally divided between the two branches 
of the circuit which means that the gate-source voltage of both transistors is 
equal to VGSQ (as given by eqn 6.Ill) and the output voltages Voi and Vo2 
maintain their values (as given by eqn 6.173). This means that the output volt­
ages of the differential pair do not vary with common-mode voltages, that is, 
the differential pair does not respond to common-mode input signals. 

Let us consider now the situation described in figure 6.61 c) where an input 
voltage signal is applied across the two input terminals. This situation is equiv­
alent, from an electrical point-of-view, to that shown in figure 6.61 d) where 
the voltage signal Vs is replaced by two signals sources with symmetrical volt­
age values: ±Vs/2. In this situation the differential pair is said to be operating 
in the differential mode i.e: 

Vgsi - ^G5g + y (6.174) 

Vgs2 - VGS^-'J (6.175) 

This alters the balance of currents in the two branches of the circuit. The drain 
current of Qi increases while the current of Q2 decreases by the same amount. 
The currents Idsi and Ids2 can be quantified as follows: 

Idsi = ^kn—(VGs^ + -f-VTh) (6.176) 

Ids2 = ^kn—{yGS^-^-VTh) (6.177) 

Subtracting the square root of these two drain currents we get: 

/ I , W 
= V2 ^ Vs (6.178) 
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but the sum of the two drain currents is equal to IQ : 

(6.179) 

Solving eqns 6.178 and 6.179 in order to obtain Idsi and Ids2 it can be shown 
(see problem 6.12) that: 

Idsl 
IQ 2 ^V'^^-T T V^~ 

. IQ I , W Vs 
hs2 = -^-yjlQ^nj^ y 

'^n J, 

IQ 

From eqn 6.171 we find that; 

' Q 

(6.180) 

(6.181) 

(6.182) 

Using this result in eqns 6.180 and 6.181, we obtain: 

IQ ' 
Id. si + 

IQ 

Ids2 = 

^GSQ - Vrh 2 

IQ IQ 

Vs/2 

VGSO ~ ^Th 

VaSa ~ ^Th 2 
^ . 1 -

Vs/2 

VGSQ - Vrh 

(6.183) 

(6.184) 

Figure 6.62 shows the variation of the drain current of each transistor, nor­
malised to IQ, with the variation of Vs normalised to VGSQ — Vrh- From this 
figure we observe that for v^ = 0 V, IQ is divided equally between Idsi and 

VGSO-VI Th 

-1.4 -1.0 -0.6 -0.2 0.2 0.6 1.0 1.4 

Figure 6.62: Large signal operation of the differential pair for differential input 
voltage Vs. 
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Ids2 as mentioned previously. Also, for \vs\ ^ 1.4 {VQSQ — VTH) the current 
IQ can be fully switched to either of the branches of the differential pair. For 
this situation one of the transistors conducts IQ while the other is cut-off. From 
this figure we also observe that for values of \vs\ < 0.4 {VGSQ — Vrh) the op­
eration of the differential pair is approximately linear. This conclusion can also 
be inferred from eqns 6.183 and 6.184 where, for \vs\ « 2 (VGSQ - Vrh), 
they can be approximated as follows: 

T - ^Q M ^^ ^^ r^ 1 8 ^ ^ 

^i^s AC signal 

Idsl 

Ids2 

idsl 

ids2 

= 

= 

_ 

= 

•y + idsi 

^9m y 

9m cy 

^i^s AC signal 

From the definition of the FET transconductance (see eqn 6.96) we can write 
the last two equations as: 

(6.187) 

(6.188) 
z 

with 

(6.189) 

(6.190) 

The output voltages Voi and Vo2 can be determined to be: 

Vol — VDD — RD Idsi 

= VoD-RD^-gmRnj (6.191) 

Bias AC signal 

K2 = yOD — RD Ids2 

= VDD-RD^-f+9mRD^ (6.192) 
^̂  V ' "" V ' 

Bias AC signal 

The differential voltage gain can be defined as follows: 

Vol - Vo2 ^i)d — 
Vs 

-9m RD (6.193) 

= -7 .5 
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X 

Qi\ 

kQ[ 

Qi\ 

\IREF 

+ 
VGS, 

-Vss 

. IREF 

RREF 

\ + 
VGS. 

+ 
VGS 
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+ 1 
VGS 

\Q 

p 

\Q 

2 

h = IREF 

h = IREF 

-Vss (-5 V) 
b) 

Figure 6.63: Current mir­
rors. 

h = IR 

+ 
VGS. 

Qi 
+ + 
^Gs, VGS', 

-Vss 

Figure 6.64: Improved cur­
rent mirror 

It should be noted that the analysis presented above does not take into account 
the channel width modulation effect, that is we assume that TQ is infinite. If 
this effect is accounted for then the differential gain is given by: 

Avd = -QmiRDWro) (6.194) 

Finally, it is important to note that the input impedance of the differential 
pair is very high and can be approximated to an open-circuit whilst the out­
put impedance at each of the output terminals is RD | I^O. 

The current mirror 

In integrated circuits the current source which biases the differential pair is 
usually implemented with a circuit called the 'current mirror'. Figure 6.63 a) 
shows a basic current mirror constructed using a reference current source IREF 
and two IGFETs, Qi and Q2 which are assumed to be identical. The operation 
of this circuit is quite straightforward; Qi, with its drain and gate connected 
together, conducts the current IREF and a voltage VDSI — ^GSi is established. 
Note that Qi is operating in the saturation region. Since VGSI is equal to VGS2 » 
Q2 will conduct IREF as long as it also operates in its saturation region. 

Figure 6.63 b) shows a current mirror where the reference current is set 
by the resistance, RREF^ together with Qi. For both transistors we assume 
Vrh = 1 V and kn^ = 2 nLW^. For this circuit we can write: 

IREF RREF + VGSI - Vss = 0 

1 W 
2 fcn - ^ {VGS, Vrh) = IREF 

(6.195) 

(6.196) 

Solving these two eqns we get the two following solutions for IREF 

1 
LREF + 

REF 

Vss - Vrh 
RREF 

yjl +{Vss-VTh)2knf RREF 

k ^R'^ 
(6.197) 

REF 

that is 

IREF = 1-6 mA or 1.0 mA 

Only one of the above solutions is valid. IREF = 1.6 mA is not valid since, 
from eqn 6.196, we obtain a corresponding VGSI = 0.1 V which is below the 
threshold voltage. On the other hand, for IREF = 10 mA eqn 6.196 gives us 
a VGSI equal to 1.74 volts, clearly greater than Vrh-

Each of the current mirrors shown in figure 6.63 has an output resistance 
equal to To of Q2. This can be improved by using the three transistor current 
mirror configuration shown in figure 6.64 where all transistors are identical. In 
this circuit Q2 and Qs have the same drain current which is equal to IREF since 
the three transistors have equal gate-source voltages VGSI = VGS2 = VGSS-
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6.5 Bibliography 

6.6 Problems 

In order to have Qs operating in its saturation region, VDSS ^^^^ ^^ greater 
than VGSI — Vrh- Note that Qi and Q2 operate in the saturation region since 
VDS, = 2 VGSI and VDS2 = ^GSi-

It can be shown that the output resistance of this current source is approxi­
mately equal to Qm r^ (see problem 6.14). 

1. S.M. Sze, Physics of Semiconductor Devices, 1981 (Wiley Interscience), 
2nd edition. 
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5. P.R. Gray and R.G. Meyer, Analysis and Design of Analog Integrated 
Circuits, 1985 (Wiley). 

6. A.S. Sedra and K.C. Smith, Microelectronic Circuits, 1998 (Oxford Uni­
versity Press), 4th edition. 

6.1 Design a voltage amplifier using one op-amp and two resistors with a gain 
of +20. 

6.2 Consider the voltage amplifier of figure 6.13. Assume Ri 
i?2 = 5 kft. Determine the voltage gain and the input impedance. 

1 kf) and 

6.3 Design a circuit such that its output voltage, VQ is related to its input volt­
age, 7;̂ ,̂ by f̂  = -Vin-

6.4 Design a circuit such that its output voltage is equal to the sum of its three 
input voltages, that is VQ = vn + Vi2 + Vis. 

6.5 Consider the instrumentation amplifier of figure 6.18 with Ri 
Rs = R4 = 1 kn. Determine VQ as a function of Vsa and Vsb-

R2 

6.6 Show that the voltage transfer function of the conmion-emitter amplifier 
at high frequencies can be written as in eqn 6.135. 

6.7 Show that the resistances Req^ and Req^ seen by the capacitances Ĉ r -f 
C^ (1 + gm R'L) aî d C^ are as given by eqn 6.144 and by eqn 6.146, respec­
tively. 

6.8 Show that the unity-gain bandwidth, / T , for a BIT can be expressed by 
eqn 6.101. 

6.9 Show that the unity-gain bandwidth, / T , for a FET can be expressed by 
eqn 6.102. 

6.10 Consider the amplifier of figure 6.65. Determine the voltage gain, Vo/vg, 
in the mid-frequency range. Also calculate the amplifier's bandwidth. Assume 
Vrh = iy,kn W/L = 4 mAA^^ VA =- 80 V, Cgd =2 pF and Cgs = 20 pF 
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Vcc (10 V) 

^wH 
(100 ft) (5^F) 

Figure 6.65: Circuit of problem 6.10. 

6.11 Consider the amplifier of figure 6.66. Determine the current gain, io/is, 
in the mid-frequency range. Also calculate the amplifier's bandwidth. Assume 
/3 = 200, VA -> 00, C^ =3 pF and C^ = 18 pF 

Vcc (10 V) 

Figure 6.66: Circuit of problem 6.11. 

6.12 Show that the large-signal drain currents of the differential pair of figure 
6.61 can be written as in eqns 6.180 and 6.181. 

6.13 Consider the amplifier of figure 6.67. Determine its voltage gain, VQ/VS, 

in the mid-frequency range. Assume that all transistors have the same electrical 
characteristics; VTH = 1 V, fc^ W/L = 2 mAA^̂ ^ ^nd VA = 80 V. 
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VDD (5 V) 

-Vss ( -5 V) 

Figure 6.67: Circuit of problem 6.13. 

6.14 Consider the current mirror of figure 6.68. Derive an expression to de­
scribe its output impedance and show that it is approximately equal to Qm T^ if 
R » To. 

-Vss 

Figure 6.68: Circuit of problem 6.14. 



7 RF circuit analysis techniques 

7.1 Introduction In this chapter we discuss the main tools used in the analysis of Radio-Frequency 
(RF), or microwave^ signals and RF linear electronic circuits. 

These tools are based on phasor analysis, presented in Chapter 3, but with 
the addition of another dimension: the space or physical length. This is be­
cause, as will be discussed in sections 7.2 and 7.3, in the microwave frequency 
range the corresponding wavelength (1 cm to 100 cm) is of the order of the 
physical size of the vast majority of the electrical components and the physical 
electrical connections between them. Thus, signal propagation issues must be 
considered in this type of analysis. 

Another significant difference between RF analysis tools and the analy­
sis methods presented previously, is that the electrical measurements and the 
characterisation of electronic devices using open- and short-circuit methods is 
difficult to achieve over the entire RF frequency range which is located between 
300 MHz and 30 GHz. In fact, at these frequencies short- and open-circuits are 
very difficult to implement due to the existence of parasitic inductances and 
capacitances in a practical measurement set-up. Such a problem implies that it 
is difficult to characterise RF circuits in terms of voltage or current gains and 
input and output impedances. This problem is overcome using the Scattering 
parameters. These parameters, which are presented in section 7.4, are defined 
in terms of travelling waves and completely characterise the behaviour of RF 
and microwave electronic circuits. In addition these parameters are closely 
related with practical RF measurements. 

Finally, in section 7.5 we present the Smith chart which is a powerful graph­
ical method to handle the analysis, modeUing and design of RF circuits. We 
also discuss, in detail, the problem of impedance matching using transmission 
lines and the uses of L-section based circuits. 

7.2 Lumped 
versus 

In essence, the analysis of electronic and electrical circuits presented in the 
previous chapters uses the concept of the phasor, where the electrical entity 
considered (voltage or current) depends only on the time dimension for a cer-

distributed tain phasor angular frequency, w. 

v{t) = VReal[e^'^*] (7.1) 

^Traditionally, RF referred to signals with frequencies extending from 100 kHz to tens of MHz 
and Microwaves covered a higher frequency range extending into the tens of GHz. Today, as 
a result of the high frequencies used in wireless communication systems, it is common to use 
the two terms "RF' and "microwave" interchangeably to refer to circuits operating at frequencies 
beyond few hundreds of MHz. 
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i{t) = /Real[e^'^*+^] (7.2) 

Such a definition assumes, in an implicit way, that the amplitude of the elec­
trical signal does not depend on the space dimension or, in other words, the 
amplitude of the signal varies 'simultaneously' at any physical point of the cir­
cuit as if the propagation speed, Vp, of the signal was infinite. What actually 
is assumed is that the wavelength. A, of the electrical signal is so much greater 
than the circuit physical dimensions that this signal occurs at the same phase 
angle and amplitude, at any time, anywhere in the circuit. In other words the 
circuit physical dimension is zero. This assumption allows us to consider any 
circuit element, such as resistors, capacitors, and connecting cables or copper 
lines in circuit boards, as lumped elements. 

However, for any type of propagation medium, the propagation speed for 
an electrical signal (voltage or current) is finite and is related to the signal 
frequency, / , and wavelength. A, as follows: 

vp = Xf (13) 

Hence, assuming that Vp is constant, the signal wavelength decreases as its fre­
quency increases. When the wavelength of a high frequency signal is approx­
imately equal or less than the circuit physical length, I, then the amplitude of 
such a signal also varies significantly as it propagates along the circuit physical 
length. 

Figure 7.1 illustrates this. Figure 7.1 a) shows the amplitude of a 28 MHz 
sine wave propagating along a lossless connecting cable of length 1 m. Ac­
cording to eqn 7.3 the wavelength is about 10 metres assuming f p = 2.8 x 10^ 
m/s. This means that the wavelength is 10 times greater than the physical di­
mensions of the cable. From this figure it is clear that the signal amplitude 
is almost independent of the physical dimensions of the circuit at any time. 
This approximation is, in general, valid for frequency signals up to 100 MHz 
for which the wavelength is greater or equal than 300 cm since the physical 
dimensions of a typical circuit implementation rarely exceeds 20 to 30 cm in 
total length. 

On the other hand, figure 7.1 b) shows the amplitude of a 280 MHz sine 
wave propagating along the same lossless connecting cable. The wavelength 
is about 1 metre which is equal to the cable physical dimension. From this 
figure it is clear that the signal amplitude depends not only on the instant of 
time considered but also on where the amplitude measurement is taken. Mi­
crowave signals feature wavelengths which range from 1 cm to 100 cm. For 
these signals the lumped concept for most circuit elements is no longer valid 
and there is a need to adopt distributed models which take into account the 
physical dimensions of the electrical elements. 

An appropriate model for a signal phasor describing a voltage travelling 
wave, such as that illustrated in Figure 7.1 b), is given by: 

v{t,x) - Real [VAê "̂ *"̂ '̂ ]̂ (7.4) 

v{t,x) - Real [e^'^V(:r)] (7.5) 

where 

V{x) = VAC-'^'' (7.6) 
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TIME 
DISTANCE 

2.1 ns 
DISTANCE 

b) 

Figure 7.1: Propagating sine wave along a lossless connecting cable with I 
1 m. a) 28 MHz sine wave f A = 10 x I), b) 280 MHz sine wave (X = I). 
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7.3 Electrical 
model for 

ideal 
transmission 

lines 

VA is the amplitude, x is the physical distance and (3 is defined as the propaga­
tion constant. /? is related to A according to the following eqn: 

and the propagation speed can be related to /? and u as follows: 

(7.7) 

(7.8) 

(7.9) 

It should be noted that V{x) is a static phasor (see eqn 3.57) which represents 
the phase dependence of the voltage signal on the physical length. 

Example 7.2.1 Consider a signal with a bandwidth of 7 GHz which is pro­
cessed by a filter. Give an estimate for the maximum size for this filter which 
allows the use of lumped models in the analysis of such a filter. The propaga­
tion speed of the signal is 2.4 x 10^ m/s. 

Solution: The wavelength corresponding to 7 GHz is: 

A 
2.4 X 10^ 
7 x 109 

3.4 cm 

Since the use of lumped models requires the signal wavelength to be about 
10 times greater than the circuit size, then the maximum size must not exceed 
about 3.4 mm. This can be achieved using integrated circuit technology. 

In order to characterise an ideal (or lossless) transmission line in terms of an 
electrical model we consider the circuit^ of figure 7.2 where maximum power 
transfer, from a source with an output impedance Zs to a load ZL = Z*, 
is intended. The transmission line electrical characteristics are such that the 
impedance at its input terminals is equal to the load impedance, ZL. In this 
situation the transmission line allows for maximum power transfer from Zg to 
ZL and the transfer function for the line in figure 7.2, if (/, x) must impose 
only a time (phase) delay to the propagating voltage. This delay is a function 
of its length. In fact, from eqn 7.6 we can conclude that: 

H{f,x) = 
V{x = 0) 

(7.10) 

Recall that if x{t) and X{f) form a Fourier transform pair then we have that 

x{t-T) "^ X(/)e-J '^^ (7.11) 

^A single line connecting two elements represents an ideal conductor with zero physical di­
mension. 
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x = 0 
Source 

Transmission 
line (lossless) 

Figure 7.2: Ideal transmis­
sion line allowing for max­
imum power transfer to the 
load ZL. 

where x(t — r) is a delayed replica of x{t) with r representing this time delay. 
Figure 7.3 shows an ideal transmission line and its equivalent circuit model. 

This transmission line can be sub-divided into Â  equal sections where each 
one has a length Ax = l/N. Each section has a capacity per unit of length of 
C and an inductance per unit of length of L. From the above the impedance 
which terminates the line, ZL, is equal to the impedance seen at the input of 
each section. Hence, we can write: 

with 

and 

ZL 

Zl 

Z2 

^1 + 
Z2ZL 

Z2^ZL 
jujL Ax 

1 

(7.12) 

jujC Ax 

Solving eqn 7.12 in order to obtain ZL we get 

ZL = 
Zi^yJZl+AZ2Zi 

(7.13) 

The voltage transfer function between any two adjacent sections is equal and it 
is given by the impedance voltage divider: 

Z2ZL 

Z2 + ZL 

with A; = 1,2, 

V{k/\x) 

V{[k - l]Ax) 

Z2 + ZL 

, N. From eqn 7.12 we write: 

Z2 ZL 

(7.14) 

Z2 + ZL ZL (7.15) 

Using the result of eqn 7.15 in eqn 7.14, the voltage transfer function between 
any two adjacent sections can be written as: 

VjkAx) 
V{[k - l]Ax) 

ZL-ZI 

ZL 
(7.16) 

The vohage transfer function considered in a particular section of the line, 
X = k Ax, is given as: 

V{x = kAx) 
V{x = 0) 

V{x = kAx) ^Jix = [k-l]Ax) ^^^ 

Vix - Ax) 

/ VjkAx) 
\V{[k-l]Ax) 

We can write eqn 7.16 as follows: 

_ / 

V{x = [k- l]Aa;) V{x = [k - 2]Ax) 

V{x = 2Ax) V{x = Ax) 
Vix 
k 

0) 

(7.17) 

VjkAx) 
V{[k - l]Ax) 

IL_ 
• u>' 

2L£Axi j a , i f 

y* ,2L2Axi + jco^^ 
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N sections 

-I 
a; = 0 

LAx LAx 

a) 

~TcAx ~Tc CAx 

b) 

Figure 7.3: a) Representation of a transmission line, b) Equivalent model for 
an ideal transmission line. 

V ( * - ^ ^ ^ l ^ ) ' + -^ i^AxM^ C j 2 L 2 A x 2 ^ 

C 

X exp -j tan" ( ouLAxx/ L _ a ; 2 ^ 2 ^ ^ 2 

C 4 

C 2 

(7.18) 

If we increase the number of sections, TV -^ oo, and decrease the length of each 
section, Ax —> 0, in such a way that the product / = Ax N is kept constant, 
then we have: 

lim k Ax = X 
k—>-oo 
Ax—^0 

(7.19) 

where x is now a continuous variable representing the physical length. Also, 
we can expand the arc-tangent function in a series as follows: 

tan"^(x) = X - - x ^ - 2 4 x ^ + .. (7.20) 

Using the result of eqns 7.19 and 7.20 it can be shown (see problem 7.1) that 
if (/, x) can be written as: 

Jim H{f,kAx) - 1 x exp (-juj^/ICx) (7.21) 
Ax^-O 

H{f,x) = g-J^VLCx (7 22) 

or 



230 7. RF circuit analysis techniques 

and 

(7.23) = /I 
Comparing eqn 7.10 with eqn 7.22 we observe that the propagation con­

stant, /?, is equal to 

f3 = LOVLC (7.24) 

From eqn 7.22 we can relate the voltage at any point of the transmission 
line, X, with the input voltage, F(0), according to the expression below: 

V{x) = ^-Jojy/LCx y^Q) (7 25) 

Similarly, it can be shown (see problem 7.2) that we can relate the current at 
any point of the transmission line, x, with the input voltage according to: 

I{x) = e - ^ ' ^ ^ ^ ^ ^ (7.26) 

where 

ô = y f (7.27) 

Zo — \/L/C is termed the 'characteristic impedance' of the transmission line. 
It should be noted that ZQ is real and relates only the amplitude of the voltage 
propagating wave with the amplitude of the current propagating wave. There­
fore, Zo does not represent any dissipative effect along the transmission line! 

The eqns derived above, for the voltage and current travelling waves, were 
calculated under the assumption that the transmission line was terminated by a 
load impedance ZL equal to the characteristic impedance, ZQ. Under this con­
dition there is maximum power transfer from the transmission line to the load 
and, therefore, the propagating signal (voltage and current) is totally absorbed 
by this load. In this situation the transmission line is said to be matched to the 
load. 

Example 7.3.1 Figure 7.4 a) illustrates the transmission of a square voltage 
pulse, shown in figure 7.4 b), through a 10 metre transmission line which is 
lossless. The transmission line is matched {ZL = ZQ) and is characterised 
by an inductance per metre of 250 nH and a capacitance per metre of 100 pF. 
Determine: 

1. An expression for the voltage, in the time domain, at any physical point, 
X, of the transmission line; 

2. The delay of the voltage across the load; 

3. An expression for the current, in the time domain, at any physical point, 
X, of the transmission line. 
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x = 0 X — / 

1 . Vs{t) 

VA 

t 

' 
T 
b) 

Figure 7.4: a) Transmission 
of a square voltage pulse 
through an ideal transmis­
sion line, b) Square voltage 
pulse. 

Solution: 

1. The voltage Vs {t) has a Fourier transform, Vs (/) given by (see appendix 
A) 

Vs{f) = VATsmc{fT) (7.28) 

Since the transmission line is terminated by a load impedance equal to 
its characteristic impedance, the voltage at the input of the transmission 
line, V{f, X = 0), is given by: 

V{x = 0) = VATsmc{fT) Zo 
ZQ + ZQ 

VA Tsinc( /T) (7.29) 

where we drop the explicit dependency of V̂  on / for simpHcity. The 
transmission line imposes only a time delay to the propagating voltage 
V{x) and, from eqn 7.10, we can write: 

= ^ T s i n c ( / T ) e - ^ ' ' -

From eqn 7.9 we can write /?: 

/3 -= 
27r/ 

(7.30) 

(7.31) 

where Vp is the propagation speed (see also eqn 7.24): 

1 
Vr, = 

/LC 
= 2 X 10^ m/s 

From eqns 7.31 and 7.32 we can write eqn 7.30 as follows: 

V{x) = ^ T s i n c ( / r ) e - ^ ' ' " ^ ^ ^ " 

(7.32) 

(7.33) 

and, using eqn 7.11 we can write the time domain voltage on the trans­
mission line as 

^o(^, x) = ^ rect f — - (7.34) 

2. From eqn 7.34 we can write the voltage across the load as 

Vo{t,l) 

where the delay y/ZC I is equal to 50 ns. 

VA Jt-VLCl 
—- rect — 
2 I T 

(7.35) 



232 7. RF circuit analysis techniques 

3. Using eqn 7.26 we can determine the current I{x) as follows: 

- ;^Ts inc( /T)e-^27^/^ /LCx ^26) 
2 ZQ 

Using eqn 7.11 to return to the time domain, we can write the current in 
the transmission line as 

*^'^^ " 2~Z~o \ f ) ^ ^ ^ 

From this example it is clear that an ideal (lossless) transmission which is 
matched does not introduce any distortion to the voltage and current propa­
gating signals. 

When the load which terminates the transmission line is different from its 
characteristic impedance (ZL ^ Zo) the condition of maximum power transfer 
is not satisfied and parts of the voltage and current wave signals are reflected 
back to the signal source. In fact, the general solution for the voltage and cur­
rent wave signals, at a given point of the transmission line, d, terminated with 
a general load impedance ZL is given by the sum of two propagating waves; 
an incident wave, travelling towards the load, and a reflected wave travelling 
back towards the signal source. Such a situation can be expressed as follows: 

V{d) = VA ê '̂ ^ + VB e-^'^^ (7.38) 

incident wave reflected wave 

I{d) = IA e^^^ - IB e-^'^^ 

^ YA ^m _ Y^ ^-j^d (7 39) 
Zo ZQ 

It should be noted that there is a change in the distance reference: d = 0 is now 
the load reference plane while d = / is the distance to the signal source from 
Z L as shown in figure 7.5. 

j ; = 0 

^ 
Source; Z„ incident wave 

reflected wave 

< 

d=l d=0 

Figure 7.5: Transmission line with characteristic impedance ZQ and un­
matched load ZL. 
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The reflection coefficient, T{d), is defined as the ratio between the voltage 
of the reflected wave and the voltage of the incident wave at any location on 
the transmission line, d: 

VB e-i^'^ VB 
^(^) = ^ ^ = v ! ^ " ^ ' ^ ''•''' 

The voltage, V{d), and the current I{d) can be written as follows: 

V{d) = VAei^^(l + ^e-^^^A 

= VAe^l^'^[l + V{d)\ (7.41) 

whilst 

I{d) = ^ e ^ ' 5 ' * [ l - r ( d ) ] (7.42) 

and the impedance, Zin{d), as a function of the distance d, is given by the 
following expression: 

zUd) = j ^ 

= zl±M (7 43) 

For d = 0 it is known that Zin{0) = ZL, that is; 

_ , i + r(o) 

Solving the last eqn in order to obtain r(0), we get: 

r„^r(o) = | ^ ^ (7.44) 

The reflection coefficient given by eqn 7.44 effectively 'measures' the differ­
ence between the load ZL and the transmission line characteristic impedance 
Zo. If To = 0 then ZL = ZQ. When To ^ 0 these two impedances are differ­
ent. The greater the value for iFol the greater the difference between ZL and 
ZQ. Setting d = 0 in eqn 7.40 and using eqn 7.44 we have 

r{d) = r^e-^^'^^ (7.45) 

At this point we introduce the transmission coefficient, T{d), which is de­
fined as the ratio between the voltage wave V{d) and the voltage of the incident 
wave (see also eqn 7.40): 

^̂ )̂ ^ v7^^ 



234 7. RF circuit analysis techniques 

that is 

T{d) = 1 + T{d) (lAl) 

The transmission coefficient is often presented, in dB, as the 'insertion loss', 
iL{dy. 

IL{d) = 20 logio\Tid)\ (7.48) 

Using eqns 7.43,7.44 and 7.45, the input impedance Zin{d) can be written 
(see problem 7.3) as a function of ZL, ZQ and ^ d: 

^ ZL+jZota.n{f3d) 

/? d represents an angle which is commonly referred to as the 'electrical length', 
where the angle l3d = 27r corresponds to a single wavelength. Equation 7.49 
shows that, at different locations on the transmission line, the input impedance 
varies between being capacitive and inductive depending on the value of the 
load Z L . 

Example 7.3.2 Consider a transmission line with Zo = 50 fi. The load imped­
ance is ZL — 10 f2. Determine the line input impedance for: 

1. An electrical length of 45°; 

2. An electrical length of 90°; 

3. An electrical length of 135°. 

Solution: Using eqn 7.49 for the required electrical lengths, (3 d; 

1. pd = 7r/4, Zin = 19.2-\-j46.2n. 

2. /3d = n/2,Zin = 250n. 

3. Pd = 37r/4, Zin = 19.2 - j46.2 ft. 

7.3.1 Voltage Standing Wave Ratio -̂  VSWR 

When a transmission line is terminated by a load which is different from the 
characteristic impedance there is a wave reflected from the load. With such a 
reflection, we effectively have two waves travelling in opposite directions along 
the transmission line; the incident wave and the reflected wave. The addition 
of these two waves produces a standing wave pattern along the transmission 
line which is characterised by the 'Voltage Standing Wave Ratio' (VSWR). 
The VSWR is defined as the ratio between the absolute value of the maximum 
voltage in the transmission line and the absolute value of the minimum voltage 
in the transmission line: 

VSWR - I S S r ^ (7-50) 
\V(d)\min 
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From eqn 7.41 we can write 

\vid)\ max — l̂ ^ l̂(i + |ro|) 
\V{d)\min - \VA\ (1 - \To\) 

and the VSWR can be written as: 

VSWR = J ^ i ^ (7.51) 
•'- I-'- o\ 

We now consider three very important cases: 

• The matched transmission line; 

• The open-circuit transmission line; 

• The short-circuited transmission Une. 

The matched transmission line 

The matched transmission line has been discussed above. For this situation 
ZL = Zo, To = 0 and Zin{d) = Z^. It follows that the VSWR is constant 
at its minimum value: 1. This is expected since there is no reflected wave. 
Therefore, the wave pattern resulting from the incident wave is constant, as 
shown in figure 7.6 a). For this situation the voltage signal can be written as 

V{d) = VAC^^"^ (7.52) 

v{t,d) = Real[Kie^"^^e^'^'] 

= VA cos{u;t + f3d) (7.53) 

The open-circuit transmission line 

For this case we have 

ZL ^ oo 

To - lim 1^ = 1 

VSWR -^ 00 
. . ZQ tan(/3 d) 
^'^'J ZL 

j tdin{(3d) 

From eqn 7.54 it can be seen that the transmission line has a capacitive 
nature for 0 < d < A/4. For this situation the voltage signal can be written as: 

V{d) = FA (ê '̂ "̂  + e-^'^^) 

= 2VACos{f3d) (7.55) 

v{t, d) = Real [VA (e '̂̂ ^ + e '̂̂ )̂ e '̂̂ '] 

= 2VA cos{Pd) cosiut) (7.56) 

Figure 7.6 b) shows this waveform. 

Zin{d) = YimZo^'^ ^^ 
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Matched transmission line 

0 0 (Load) 

d = 0 
i \V(d)\ (Load) 

d = 0 

d = l 
(source) 

d = l 

0 0 

Open-circuit transmission line 

, md)\ 

(Load) 
b) 

Short-circuited transmission line 

0 0 
(Load) 

Figure 7.6: Voltage patterns on a transmission line showing standing waves versus time and distance (left) 
and magnitude of the standing wave voltage (right), a) Matched transmission line (no standing wave), b) 
Open-circuit transmission line, c) Short-circuited transmission line. 
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The short-circuited transmission line 

For a short-circuited transmission line we have: 

ZL = 0 

To = - 1 
VSWR -^ 00 

Zin{d) = jZotMf^d) (7.57) 

From eqn 7.57 it can be seen that the transmission Hne has an inductive nature 
for 0 < G? < A/4. For this situation the voltage signal can be written as: 

V{d) = VA{e^^^-e-^^^) 

= 2jVAsm{pd) (7.58) 

v{t, d) = Real [VA (e '̂̂ ^ - e '̂̂ )̂ ê '̂ *] 

= 2VA siniPd) cos{ut 4- 7r/2) (7.59) 

Figure 7.6 c) shows this waveform. 

Example 7.3.3 Vs is a DC voltage source with a resistive output impedance, 
Zs, applied to an open-circuit transmission line with characteristic impedance 
Zo. Assuming that the source is switched-on at t = 0, show that the voltage at 
the output of the transmission line tends to K as t —> oc. 

Solution: We refer to figure 7.7 where we illustrate the following 'transient 
analysis'; When the source is switched-on the voltage source Vs only 'sees' 
the voltage divider formed by Zs and Zo since the voltage waveform has not 
yet travelled along the transmission line. Hence, the voltage at the input of the 
transmission line (x = 0) is given by 

V{x = 0) = Vs ^" 
Zo H~ Zs 

= Vsj^ (7.60) 
1 -hr 

where r = Zs/Zo. The voltage described by eqn 7.60 propagates along the 
transmission line. Tp is the propagation time which is the time taken by the 
voltage to travel from x = 0 to x = / (or from x = I to x = 0). Since the 
line is terminated by an open-circuit (To = 1), this voltage is totally reflected 
back towards the source as illustrated in figure 7.8. Now, at a time instant 
immediately after Tp, i.e. t = Tp, the voltage at a: = / is 

V{x = l) = 2 V ; - 4 - (7.61) 

When the voltage propagating back to the signal source reaches x = 0 it sees 
a reflection coefficient Ts given by 

(7.62) 

Zs 

Zs 
r -

-Zo 
+ Zo 
-1 
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2Vsir-l)^ 
(l+r)3 

Figure 7.7: Open-circuit transmission line driven by a voltage source. Tran­
sient analysis. — Transmission; — Reflection. 

X = I 

ZD-

D-

Figure 7.8: Voltage versus 
the distance att — Tp. 

Hence, a fraction of this voltage is reflected back towards the open-circuit with 
a value given by 

K 
1 r — 1 r — 1 

^ s 
l+r r+1 (r +1)2 

(7.63) 

and so on, as shown in figure 7.60. The total voltage at x = /, as i increases, 
is given by the addition of the partial voltages, that is: 

V{x = I) 2Vs 

2K 

1 r - 1 (r - 1 ) ^ 
r + 1 ^ (r + l)2 ^ (r + 1)3 + 

l E r + 1 f-; V̂  + 1 
k=0 

r - 1 
(7.64) 

The last eqn is the sum of an infinite geometric series (see appendix A) whose 
value is given by: 

V{x = 1) = 
2Vs r + 1 

r+1 2 
= Vs 
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t/Tp 

Figure 7.9 shows the voltage at x = / versus the time normahsed to Tp for three 
values of r; 4, 1 and 0.25. We observe that in all situations the voltage tends 
to Vs as predicted by our discussion above. Note that for r = 1 (corresponding 
to Zs — Zo) the voltage V{x = I) equals V̂  for t > Tp. This is because the 
reflected voltage wave is totally absorbed by Zs since the line is matched to the 
signal source impedance. 

Example 7.3.4 We want to determine the location of a failure in a coaxial 
cable with a length of 430 metres. In order to identify this location we send a 5 
/iS pulse through the cable and we monitor the reflection. Figure 7.10 a) shows 
the waveform monitored at the input of the cable. Determine the location of 
the fault knowing that the cable has an inductance per metre of 250 nH and a 
capacitance per metre of 100 pF. 

Solution: The waveform of figure 7.10 a) can be seen as the sum of two pulses 
as shown in figure 7.10 b) where we clearly identify the pulse which was sent 
and the one reflected back. Since the reflected pulse has the opposite polarity 
of that transmitted we conclude that the fault is a short-circuit (To = —1). 

The propagation velocity is Vp = {LC)~^^'^ and therefore we calculate the 
location of the fault at point x given by: 

X = VpTp 

= 300 m 

Figure 7.9: Load voltage at 
X = I versus the time nor­
malised toTp. a) r — 4. b) 
r = l.c)r = 0.25. 

This technique of fault diagnosis is commonly used and is known as Time 
Domain Reflectometry (TDR). 

7.3.2 The A/4 transformer 
Another very important transmission line case, widely used in practical appli­
cations, is the quarter-wavelength transmission line also known as the quarter-
wave transformer. This transmission line has an electrical length of fid = 

\v 

t (/is) 

10 

f V 

Transmitted 

2Tp 

t (/is) 

5 

Reflected 

10 

b) 

Figure 7.10: Waveforms monitored at the input of a faulty cable. 
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(27r/A) X (A/4) = 7r/2. The input impedance for this transmission line can be 
calculated by rewriting eqn 7.49 as: 

ZUd) = z „ ^ ± ^ (7.65) 

and if we let f3d -^ 7r/2 we get: 

Zin{d = \/A) = ^ (7.66) 

Equation 7.66 reveals the importance of the quarter wave transformer which is 
the ability of transforming a real impedance {ZL) into another real impedance 
given by Z'^/ZL. This result is very important since it allows the matching of a 
load {ZL) to a transmission line with a characteristic impedance ZQA different 
from ZL' The matching is achieved using a quarter-wave transformer with a 
characteristic impedance ZQ = V^oA ^L as shown in figure 7.11. In order to 
understand how this matching process is achieved we refer now to figure 7.12 
where we perform a 'transient analysis': Let us suppose a normalised travelling 
voltage wave along the transmission fine, with Zo = ZOA, towards the load 
ZL. For the sake of simplicity we consider the phase of the voltage wave to 
be zero at d = 0. When this wave reaches the quarter-wave transformer with 
Zo = ZoB for the first time it 'sees' only the impedance ZOB since it has not 
travelled along the quarter-wave transformer and it has not reached the load 
ZL. Hence, a partial reflection, TAB, and a partial transmission, TAB, take 
place at the interface between these two transmission lines: 

FAB = l^^'Y (7-67) 
ZJQB -T ^OA 

TAB = 1 + TAB = ^ ^ ^ " ^ (7.68) 
ZJOB -r ZJOA 

This partial transmitted wave travels a distance d = A/4 to the load where a 
fraction is reflected back towards the line ZQA'-

TBL = 1 ^ ^ (7.69) 
ZJL + ^oB 

This last reflected wave arrives to the transmission line ZQA with an ampli­
tude -TAB TBL. It should be noted that the round trip along the quarter-
wave transformer corresponds to 180 degrees (or TT) phase shift. A fraction 

ZoA 

-̂ > ' = H 
Zo = {ZOAZL)' 

^ A/4 ^ 
ZoA 

Figure 7.11: Load matching using a quarter-wave transformer 
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TABTBArlLexp{jPd-jn) 

• / ^ 
TABJIA^IL^M-JP 

TBA TAB ^BA ^BL 

TABr%^r%^exp{jp-j7rd) 

-TBA TAB ^%A ^%L 

Figure 7.12: The quarter-
wave transformer load 
matching: transient analy­
sis. 

—TAB ^BL TBA of this wave travels back to the signal source while a fraction 
—TAB TBL ^BA is reflected back to the load. For this analysis the following 
eqns apply; 

TBA -

^BL 

^BA = -^AB 

— ^^oA 

ZoB + ^oA 
ZL — ZQB 

ZL + ZoB 

(7.70) 

(7.71) 

(7.72) 

The total reflected wave at the boundary between the transmission line ZQA 
and the quarter wave transformer can be calculated by summing all the partial 
reflections (see also figure 7.12): 

^tot = ^AB - TAB TBA^BL{'^ - ^BL ^BA + ^BL ^BA ~ • • •) 
oo 

= ^AB — TAB TBA^BL 2_^i~^BL ^BA) (7.73) 
k=0 

Equation 7.73 represents the sum of an infinite geometric series (see appendix 
A) whose value is 

^AB 
^BLTABTBA 

1 + ^BL^BA 

_ ^AB{'^ + ^BL^BA) - ^BLTABTBA 

1 + ^BL^BA 

It can be shown (see problem 7.7) that the last eqn can be expressed as: 

T̂  _ Z^Q - ZoA ZL 

Z^B + ZoA ZL 

which vanishes if 

ZoB — yZoA ZL 

(7.74) 

(7.75) 

(7.76) 

In other words, if ZOB — ^/ZQA ZL, the reflections at the boundary between 
the transmission line ZQA and the quarter wave transformer add to zero and the 
transmission line with ZQ — ZOA is matched. 

Example 7.3.5 Consider the load matching problem shown in figure 7.12. De­
termine an expression for the incident wave and the resulting reflected wave 
within the quarter-wave transformer for ZQB = VZOA ZL-

Solution: The total incident voltage, V^'^{d), in the load ZL can be obtained by 
summing the partial incident voltages: 

y+(d) = e-^^'' TAB [1 - TBATBL + {TBATBL? - • • •] 
OO 

= e-^^'^ TAB Y.'^-TBArBL)'' , 0 < d < A/4 (7.77) 
fe=0 
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It is known that 

oo . 

J2r' = z , M<1 (7.78) 
z_-̂  1 — r 
k=0 

Since | — TBA^BL\ < 1 we can write 

y+(d) = ^-,-^d ^ A B , 0 < d < A / 4 (7.79) 
i + i BAi BL 

where 

TAB 2ZOB{ZL + ^OB) 

1 + TBA^BL {ZL -\- ZOB){ZOA + ZOB) + (^L - ZOB){ZOA — ^OB) 

ZOB{ZL + ^OB) 

ZLZOA + ^oB 
(7.80) 

Since ZQB = VZQA ZL, 

TAB ^ ' I + J | ^ (7.81) 
1 + ̂ BA^BL 2 \ V ZoA 

and the incident wave can be written as: 

V+{d) = e-^^''Ul + ^ ] ,0<d<X/4 (7. 82) 

Similarly, the total voltage reflected from the load is obtained by summing all 
the partial reflections: 

V-{d) = e^^'^-^^ TABTBL [1 - TBATBL + {TBATBL)^ -•••] 
OO 

= e^^^-^^ TABTBL J^^-TBATBL)^ , 0 < d < A/4 (7.83) 
k=0 

Using eqn 7.78 we obtain: 

V~{d) = e^^"^-^"" TABTBL 
1 + TBATBL 

= gj73d-j7r ^L - ZQB 

2ZoB 

JPd 1 / . I ^L 
'''-2V-^Z7A ' « ^ ' ^ ^ V 4 (7.84) 

7.3.3 Lossy transmission lines 
In practical transmission lines there is power dissipation when a wave signal 
travels along a transmission line. These dissipative phenomena are usually 
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-^ 

Figure 7.13: Electrical 
model for a lossy transmis­
sion line. 

due to the finite conductivity of transmission lines and losses in the dielectric 
around them. A more realistic model for a transmission line than that of figure 
7.3 is given in figure 7.13 where the resistance per section RAx and the con­
ductance per section GAx account for the finite conductivity and the dielectric 
losses, respectively. If we assume that the transmission line is matched, that is, 
that all the power arriving to the load, ZL is absorbed, it is possible to show 
that (see example 7.3.6 and exercise 7.8) 

V{x) = e-^^ V{0) 

7 = a + j/3=y/{R + ju;L)iG + jujC) 

Zo = Jm^ 

(7.85) 

(7.86) 

(7.87) 

(7.88) 
G + jujC 

where 7 is called the complex propagation constant, a is the attenuation con­
stant (in nepers^ per metre) and /? is the propagation constant, as before. In 
general, the characteristic impedance and the complex propagation constant 
are frequency dependent. It can be shown (see problem 7.9) that at low fre­
quencies where R » UJL and G » U;C,WQ can write 

O^LF 

f3. LF 
I ^ R , G' 

(7.89) 

(7.90) 

(7.91) 

U^S+G^ 

%[C^ + L^ 

Figure 7.14: a) Attenuation 
constant versus the angular 
frequency, b) Propagation 
constant versus the angular 
frequency. 

and at high frequencies where R « uoL and G « LUC we can write: 

-'OHF — 

(7.92) 

(7.93) 

(7.94) 

Figure 7.14 shows typical variations of the complex propagation constants (a 
and /3) with the angular frequency, LO. Since the propagation velocity (ou/fi) 
and the attenuation constant (a) are frequency dependent we can expect, in 
addition to amplitude attenuation, linear signal distortion (see figure 7.15) in 
a lossy transmission line. This is because the different frequency components 
of a propagating signal will travel at different speeds and will experience dif­
ferent delays when arriving at the load. Also, further distortion can arise from 
different frequency components experiencing different attenuation levels (see 
also section 3.3.4). 

^Neper is a unit expressing the ratio of two numbers as a natural logarithm where the attenuation 
in nepers is 1/2 ln(output/input). Attenuation of one neper approximately equals 13.5% ~ -8.7 dB. 
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Source 

Jl A! 

Figure 7.15: Signal distor­
tion in a lossy transmission 
line. 

Fortunately, most practical transmission lines exhibit low loss. In fact, if 
these losses were very high the transmission line would be of very limited use. 

j_J Hence, in practice the propagation constant and the characteristic impedance 
can be characterised by their high frequency approximations expressed in eqns 
7.92 to 7.94, for which the signal propagation is distortion free. 

s 
Load 

Example 7.3.6 Show that for a matched lossy transmission line we have 

V{x) - 7 X V{0) (7.95) 

Solution: Assuming that the transmission Une is terminated by a load ZL such 
that the impedance looking into each section is also given by ZL we can write: 

ZL Z[ + 
Z-i ZL 

Z'O + ZL 
(7.96) 

with 

Z[ = {R + JLJ L) Ax 

Z' = 1 
2 (G + i w C ) A x 

Solving eqn 7.96 in order to obtain ZL we get 

Z[ + V^f + 4Z^ZJ 
ZL = 

{R + ju^L)Ax ^ y ( f i + ic.L)^Aa.2 + 4 g g ^ 
(7.97) 

Under the assumptions mentioned above, the voltage transfer function between 
any two adjacent sections is equal and given by the impedance voltage divider: 

VjkAx) 
V{[k-l]Ax) 

Z', + Z' 

^ \ + z[ 
(7.98) 

with k 

Z!, + ZL 

1,2,...,N. From eqn 7.96 it is known that: 

Z2 ZL 

ZUZL 
-Z'L-Z\ (7.99) 

Using the result of eqn 7.99 on eqn 7.98 the voltage transfer function between 
any two adjacent sections can be written as: 

V{kAx) 

V{\k - \\Ax) 

ZL-Z[ 

ZL 

^{R + ju;LrAx^ + 4§^^-{R + ju;L)Ax 

^{R + ju;LrAx^ + 4§±^ + iR + ju;L)Ax 
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The last eqn can be written as: 

V{kAx) _ [y^ + {R-^jujL){G-^ju;C)Ax^ ~ ^J 

V{[k - 1] Ax) ( /i I 4 , . > 
(7.100) 

We use now the variable W = {R -\- j uj L){G -\- jujC)/4: to simplify the 
analysis. Hence, we can write eqn 7.100 as follows: 

y(fcAx) _ V ^ + wh^ - ^ 

= {y/WAx'^ + 1 - \/WAx2)2 (y^Qj^ 

The voltage transfer function considered in a particular section of the line, x = 
k Ax, is given as: 

V{x = kAx) _ / V{kAx) ^ ^ 
V{x = 0) ~ \V{[k-l]Ax) 

= {VWAx^ 4-1 - VWA^f^ (7.102) 

The last eqn can be expanded as a Maclaurin series as follows: 

V[x — 0) 2! 

3! ^ ' 4 ! 

+ (80fc3 -32fc -^ -18fc^ )^ ' ^ f ' ' ^ '+ . . . (7.103) 
5! 

If we increase the number of sections, that is, N ̂  oo, and if we decrease the 
length of each section. Ax —̂  0, in such a way that the product / == Ax N is 
kept constant, then eqn 7.19 applies and the last eqn can be written as shown 
below: 

,. V(x = kAx) , ^ r— AVWX)^ , r.^iVWxf 

fc-.oo y(x = 0) 2! ^ ^ 3! 
A x - * 0 

oo 

= E (-2VI^x)^ 

n=0 
_ ^-2VWx 

= e-^"" (7.104) 

with 7 given by eqn 7.86. Hence we have 

V{x) = e-^^F(O) (7.105) 
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Example 7.3.7 Prove that for a lossy transmission line with RC = LG the 
signal propagation is distortionless. 

Solution: The complex propagation constant for a lossy transmission line can 
be expressed as: 

, = ,/0^L)0>.C)|l + ^^) ( l + ^4,) 

/ r ^ I ^ . / -R G \ RG 
= j W L C W l - j — + — ,wL UJC) UJ^LC 

Using the condition RC = LG we get 

7 

(7.106) 

that is 

a = R\ - a.101) 

V -L/ 
(3 = UJVLC (7.108) 

and because a is constant and does not depend on the frequency and /S varies 
linearly with the frequency, all signal frequency components are equally attenu­
ated and they all travel at the same propagation velocity, (LC)~^/^, effectively 
resulting in distortionless transmission. 

When a lossy transmission line is terminated with a load impedance ZL, 
the solution for the voltage and current wave signals, at any position of the 
transmission line, d, is given by: 

V{d) = VA e^^ + VB e"^^ (7.109) 

incident wave reflected wave 

I{d) = I A e^^ - IB e"^^ (7.110) 

= ^ e^^ - ^ e"^^ (7.111) 
ZQ ZQ 

The reflection coefficient at any point d on the lossy transmission line follows 
the definition presented in eqn 7.40, that is: 
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and the input impedance is now given by (see problem 7.10): 

_ ZL + ZO tanh(7d) 
Zin{d) 

'Zo-\- ZL tanh(7d) 
(7.114) 

Dielectric / ^ /"^ > 
substrate><^ y^ J^ 

d 

Fi 
m 

Ground 

gure 7.16: Geo 
icrostrip lines. 

Strip / J 
ductor J 

y 
metry of 

7.3.4 Microstrip transmission lines 
There is a large variety of transmission lines including coaxial cables, striplines, 
and several types of waveguides. However, the microstrip line is one of the 
most popular types because it is easily fabricated using printed-circuit tech­
niques and because it is easily integrated with other active and passive mi­
crowave devices such as integrated circuits operating at high frequency (RF), 
microwave connectors, etc. Here we introduce the reader to the basic concepts 
of microstrip transmission lines. Detailed studies of these lines and other trans­
mission line structures have been presented by Edwards and Steer [6] and also 
by Fooks and Zakarvicius [7]. 

The geometry of microstrip transmission lines is illustrated in figure 7.16. 
A strip conductor of width W and thickness t is printed on a grounded dielec­
tric of thickness d and relative permittivity 6 .̂ When the thickness of the strip 
conductor is small (t/d < 0.005) the characteristic impedance can be calcu­
lated, given the physical dimensions of the microstrip line, as follows: 

Zo^ < 

r ^ l n ( 8 # + 0 . 2 5 f ) i f f < 1 

1207r /v /^ I iZUTT/y/Ce i f H : > 1 
V W/d-\-1.393-\-0.667ln(W/d-^lA44) d -

where eg is the effective dielectric permittivity expressed as: 

(7.115) 

e. ^ — h -
2 ^/l-\-12 d/W 

(7.116) 

The effective dielectric permittivity accounts for the fact that whilst part of the 
wave propagation takes place within the dielectric substrate (e^ CQ) some occurs 
through the air (co). 

For a given value of d it is necessary to calculate W to achieve correct 
electrical parameters. Hence, for a given characteristic impedance, ZQ, and 
dielectric constant €r, the W/d ratio can be calculated as follows: 

W_ 
~d 
W_ 
d 

Se' 
o2A - 2 

W 
if — < 2 

a 

+ 

B-1- \n{2B - 1) 

- 1 

2er 
l n ( S - l ) + 0 . 3 9 - ^ ' ) 

(7.117) 

W 
if— > 2(7.118) 

a 

where 

A = ^ 
60 

€r+ 1 e 
6r + l 

0.23 + ^ ) (7.119) 
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and 

The propagation constant fi can be calculated according to; 

/3 = - ^ / ^ (7.121) 
c 

with c representing the speed of light in vacuum. 
The attenuation due to the dielectric loss can be determined as follows: 

cje^fee — l)tan((5) , ,„ .^^. 
aa ^ "^ " ^ ^\ ^ nepers/m (7.122) 

with tan((5) representing the 'loss tangent' of the dielectric given by: 

tan(5) = -^^— (7.123) 

where cr̂  is called the total effective conductivity of the dielectric. 
The attenuation due to losses in the stripline conductor can be determined 

as follows: 

«^ ^ ^^^° /^^^- ) nepers/m (7.124) 

where )LXO = 47r • 10~^ Henry/m is the permeability of free-space and CFC is the 
conductivity of the stripline conductor. 

Example 7.3.8 Determine W for a microstrip transmission line to give ZQ = 
50 r̂ . The substrate thickness is 0.127 cm and the relative permittivity is 2.20. 
For such a line determine also the effective dielectric permittivity. 

Solution: Taking the initial guess that W/d > 2 we use eqns 7.118 and 7.120 
to obtain; 

5 = 7.99 , W/d = Zm (7.125) 

Note that the value obtained for W/d is greater than two. Otherwise, it would 
be necessary to use eqn 7.117, valid for W/d < 2. W = 3.08 d = 0.39 cm. 
From eqn 7.116 we obtain eg = 1.87. 

7«4 S c a t t e r i n g scattering parameters (5-parameters) were developed in the early 1960s for the 
n n r a t n p t p r ^ purposes of high-frequency transistor assessment and measurements. These 
^ parameters are defined according to the voltage and current wave signal defini­

tions presented previously in the context of lossless (ideal) transmission lines. 
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Let us consider the voltage and current wave signals propagating in an ideal 
transmission line as shown in figure 7.17, for which we shall use the following 
notation: 

- C 

Zo ZL 

-^v-ixy.i-ix) 
-Q: 

f 
x = 0 

Zo 

Zo 

(7.126) 

(7.127) 

(7.128) 

(7.129) 

where V'^ (x) and V~ {x) represent the incident and reflected voltage waves, 
respectively, /"""(a;) and I^{x) represent the incident and reflected current 

Figure 7.17: Incident and waves, respectively. Zo is the characteristic impedance of the lossless trans-
reflected waves in a trans- mission line. It is now possible to write 
mission line. 

V{x) = V+{x) + V-{x) 

I[x) — I^{x) - I {x) = 
Zo 

r{x) = 
V-{x) I-{x) 

V+{x) I+{x) 

Using the following normalisations 

v[x) = ' 

i{x) = \fZoI[x) 

and defining a{x) and h{x) as indicated below: 

a{x) = ^ ^ = ^/z'oI+{x) 
y Zo 

b{x) = ^ 5 : ^ = v ^ / - ( x ) 
/Zo 

we can write the following set of eqns 

v{x) = a{x) + b{x) 

i{x) = a{x) — b{x) 

b{x) = r{x) a{x) 

or 

and 

(7.130) 

(7.131) 

(7.132) 

(7.133) 

(7.134) 

(7.135) 

(7.136) 

(7.137) 

(7.138) 

(7.139) 

aix) = hv{x)+i{x)] = -^[V{x) + ZoIix)] (7.140) 

bix) = hv(x)-i{x)] = -^[V{x)-ZoI{x)] (7.141) 
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-dl 

- E 

^ 1 

ai{xi) oiih) 

- ^ - N J - ' 

t 
a ; i = 0 xi = h 

3-
^2(0 :2) 02(^2) 

b2{l2) ''\^2{X2) 
^\y ^V* 

Z^ 
t 

X2^h ^ 2 ^ 0 

Figure 7.18: S-parameter definition for a two-port circuit. 

For a two-port circuit (see figure 7.18) we have now ai(/i) and 61 (/i) rep­
resenting the incident and reflected waves, respectively, at port one located 
at xi = li. Similarly, 02(^2) and 62(/2) represent the incident and reflected 
waves, respectively, at port two located at X2 = /2- We can relate the incident 
and the reflected waves in port one and port two by generalising eqn 7.139 for 
the characterisation of a two-port circuit, like in figure 7.18, as follows: 

hi{h) = Sn ai{li) + Su 02(^2) 

^2(^2) = 5'21 a i ( / i ) + 522 CL2{l2) 

These last two eqns can be written in matrix form: 

6i(/ i) 
b2{l2) 

Sn 
S21 

S12 

S22 

a i ( / i ) 

^2(^2) 

(7.142) 

(7.143) 

(7.144) 

where ai(/i), 61 (/i), a2(/2)» ^2(̂ 2) represent the normalised values for the 
incident and reflected waves at xi = h and X2 = I2 as illustrated in figure 7.18. 
The 5-parameters represent the reflection and transmission coefficients for the 
two-port circuit. From eqns 7.142 and 7.143 we can define each parameter as 
follows: 

5 n = 
biih) 

diih) a2{l2)=0 

Input reflection coefficient (7.145) 

512 
biih) 
^2(^2) a i ( / i ) = 0 

Reverse gain coefficient (7.146) 

521 — 
b2{l2) 
a i ( / i 

a2(l2)=0 

Forward gain coefficient (7.147) 

>>22 
b2{l2) 

Ci2{l2) a i ( / i ) = 0 

Output reflection coefficient (7.148) 
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Figure 7.19 a) shows an experimental set-up for the measurement or calcula­
tion of 5ii and 521. From this figure it can be observed that to ensure that 

D 
Zol 

Zol 
ai{li) = 0 

HE 

K 
2-Port 

Circuit 

^22 

^o2 

he 
x i = 0 Xi =li X2 = h X2 = 0 x i = 0 Xi = h 

b) 
X2 = h X2 = ^ 

Figure 7.19: Two-port circuit, a) Calculation of Sn and of 821- b) Calculation of S12 and of 822-

^2(^2) — 0 the output transmission line is terminated with a load equal to its 
characteristic impedance, that is, ^ n and 52i are determined with the output 
transmission line matched to Zo2' 812 and ^22 are determined with the input 
transmission line matched to Zoi (see figure 7.19 b)). 

Example 7.4.1 Determine the /S-parameters of a series impedance, Z, in a Zo 
system. 

Solution: 811 is calculated as follows (see also figure 7.20): 

ZiN - Zo 
811 = 

""f'^ ^ ° I Since Zm = Z-\-ZOVJQ have 
^o \\Zo 
b2{h) 

n i 
X2 = l2 X2 = 0 

Zn 821 is calculated as: 

Figure 7.20: Set-up for the 
calculation of 811 and of 
821 of a series impedance Z. 

521 

ZiN + Zo 

Z 

Z^2Zo 

h2{l2) 

(7.149) 

(7.150) 

ai{l2)=Q a i ( / l ) 

V^2(/2)-^o/2(/2) 

Vi{h)^Zoh{h) 
(7.151) 

It is known that: 

Vi{h) = ZiNhih) 

= {Z^Zo)Iiih) (7.152) 

Also, ¥2(12) can be related to Vi(/i) by the voltage divider expression: 

V2{l2) =-^^^V,{h) (7.153) 
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R R 

- C 

V^i(xi) 

Zo 

J—^W"-r^ 
C 

-c J—^W—r^ 
I2{X2) 

-e: > 

V2{X2) 

+ h{xi) 

Zn 

-c 
xi = 0 xi = li X2 = l2 a:2 = 0 ^/ iv i b) Z, 

IN2 

Figure 7.21: a) RC low-pass filter, b) Set-up for the calculation ofSn and 821- c) Set-up for the calculation 

of S12 and 822-

^2(^2) = 0 implying that ^2(^2) = - ^ o -̂ 2(̂ 2) (see also eqn 7.140). 
Hence we have 

'S'21 
2V2{l2) 

Vi{h)[l + 

Z^-2Zo 

Zo + Z 

(7.154) 

From symmetry considerations it is straightforward to conclude that ^22 = ^ n 

and that 5i2 = 52i. 

Example 7.4.2 Determine the 5-parameters of the low-pass filter shown in 
figure 7.21 a) in a Zo system. 

Solution: 811 and S'21 are calculated from the circuit of 7.21 b) where we 
consider that the output transmission line is matched. From its definition 811 
can be calculated as 

(7.155) 
q _ ZjNl — Zo 

ZiNl + Zo 

with ZjNi given by 

ZZ^I = ^ + ( ^ o | | - ^ ) 

— R 4-
- K+^ 

Zo 

+ jujCZo 

Therefore we can write 

R + ju;CZo{R-Zo) 

'' R + 2Zo + 2juCZo{R + Zo) 

S21 is given by 

^ ^2(^2) 
'-'21 — TTTT 

ai{ll) ai{l2)=0 

V2{l2) - Zohih) 

Viih)- ^ Zohih) 

(7.156) 

(7.157) 

(7.158) 
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Since a2{l2) = 0 ^ ^2(^2) = -^o h{h) (see also eqn 7.140), the last eqn 
can be written as 

^2(^2) can be related to Vi{li) using the impedance voltage divider formula: 

V2{l2) = Viih) 
l+jUjCZg 

R + l-\-jujCZo 

Using the result of the last eqn and taking also that Vi(/i) = ^JATI h{h) we 
can calculate 521 as follows: 

^^' ^ 2Zo^R^jujCZo{R^Zo) ^^'^^^^ 

S22 and S12 are calculated considering the circuit of 7.21 c) where we have 
the input transmission line terminated by a load equal to its characteristic 
impedance. Z1N2 is given by 

ZlN2 = ( i?+Zo)" — 

R + Zo 

l+juC{Zo + R) 

Therefore we can write 

(7.162) 

R-ju;CZo{Zo + R) 

^^^ i? + 2Zo + juCZoiZo + R) ^ ^ ^ 

S12 is given by 

biih) 
S12 — 

ai(ll)=0 a2{l2) 

Vijh) - Zohjh) 

¥2(12)-^ Zohih) 
(7.164) 

Since ai(/i) = 0 ^ ^1(^1) = —^o h{h) (see also eqn 7.140), the last eqn 
can be written as 

2Vi{li) n \f.'^\ 

Vi{li) can be related to ¥2(12) using the impedance voltage divider formula: 

Using the result of the last eqn and since ^2(^2) = ^/Ar2 h{h)^ we can calcu­
late 5i2 as follows: 
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Reference planes 

The practical measurement of 5-parameters requires the usage of connecting 
cables, which are effectively transmission lines, between measurement instru­
ments and the circuit to be measured. Thus, these measurements probe the 
5-parameters at the inputs of these connecting cables; s^ .̂ Since the transmis­
sion lines impose a phase shift which depends on their physical lengths and 
the measurement frequency, it is possible to relate the measured S'-parameters 
with the 5-parameters of the circuit under test as follows: 

^ l l 5i2 

S'21 522 5 / ej(^i+^2) 
^21 S'22e'^'^ 

(7.167) 

where 9i and 62 represent the electrical lengths of the transmission lines at the 
circuit input and output, respectively (see figure 7.22). 

Oi^(3h 

xi = 0 

e2 = /3h 
3 -

^2(3:2) 0-2(12) 

^ z 
^ \ y ^\^ 

3 -
f 

^2 = 2̂ ^2 = 0 

Figure 7.22: Measurement of the S-parameters for a two-port circuit. 6i and 
02 are the electrical lengths imposed by the input and output connecting cables, 
respectively. 

hixi) 

V,{x) 

HEZ 

h-C 
2-Port 

Circuit 

l2{X2) 

V2{X) 

Hn 
xi = 0 xi= li X2 = h X2 = 0 

7.4.1 5-parameters and power waves 

Using eqns 7.126 to 7.139 for the circuit shown in figure 7.23 we can write the 
following general eqns: 

Figure 7.23: S-parameters 
and travelling waves (volt­
age and current). 

ai{xi) = 

bi{xi) = 
1 

2\/Zoi 

\yi{xi)^Zoiii{xi)\ 

[Vi(xi) -Zoili{xi)\ 

(7.168) 

(7.169) 

with z = 1 for port one and z = 2 for port two. The average power in port one 
at x\ — 0, P\ (0), is equal to; 

A(o) -Real[Fi(0)7i*(0)] (7.170) 

It can be shown (see example 7.4.3) that P\ (0) can be expressed in terms of 
a\ (0) and h\ (0) as follows: 

pm = \\aim'-lMo)f (7.171) 
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2-Port 

Circuit 

I2{X2) ~ 

^02 V2{0)\\Zo2 
b2{l2) 

xi = 0 xi = li X2 = h 2:2 = 0 

Figure 7.24: Calculation of 
Sii and of S21. The travel­
ling wave concept. 

where l /2 |a i (0)p and l/2 |6i(0)p are usually termed the incident power, 
Pi'iO), and the reflected power, Pi~(0), at the input port, respectively. Pi'{0) 
and Pj" (0) can also be expressed as: 

1 
P+(0) ^ -Real[F+(0)/+*(0)] 

1 1^1^(0)1' 
2 Zoi 
1 

Pf(0) = -Real[Fr(0)/r*(0)] 

l|^f(Q)r 

For the circuit in figure 7.24, and for a;i = 0 we can write: 

(7.172) 

(7.173) 

Fi(0) 

ai(0) 

Vs-Z,hiO) 

Vs-ZoihiO) 

^ [Vi{0) + Zoihm 
2VZoi 

1 

2^/Z. 
--V, 

ol 

that is, 

|ai(0)p 1|KI 
4 Zoi 

and for this situation we have the incident power wave given as: 

Pi^iO) - ^ 
I I K I 

8 Zoi 

(7.174) 

(7.175) 

(7.176) 

(7.177) 

This power is the maximum power that a source can deliver to a load. It is 
known as the available power (PAY)- For a load impedance to absorb PAY the 
source impedance, Zs, must be equal to ZQI. 

For a lossless transmission line we have 

(7.178) 

(7.179) 

with /?! representing the propagation constant of the input transmission Une. 
Therefore, we have that P^ih) = Pi'iO), P f (^i) = Pi"(0) and Pi(li) = 
Pi(0). Hence, we can write Pi(/i) as 

Piih) = p+{h)-pr{ii) 

= PAv-prih) 

= P^y - -\b,{h)\^ (7.180) 
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and we can write 

\Q |2 — 

and eqn 7.180 can be expressed as 

Piih) -

\bi{h)\'\ 

m^r 
hl^iihW 

^2(l2)=0 

'a2(J2) = 

PAV-Plih) 
PAV 

PAV{1- • | 5 u P ) 

(7.181) 

(7.182) 

We conclude that |5ii p represents the ratio of the reflected power to the avail­
able power in port one. 

Example 7.4.3 Show that Pi(0) given by eqn 7.170, in figure 7.24, can be 
expressed in terms of ai (0) and 6i (0) as follows: 

î(O) = \\am\'-\\a2m' (7.183) 

Solution: Using eqns 7.168 and 7.169 we can write eqn 7.183 as 

Pxio) = ^^[vm+Zoihm[v{io)+Zoiim] 
^ [Vi{0)- Zoi h(0)] [Fi*(0) - Zoi n(0)] 

BZoi 

= - ^ 4 R e a l [ Z o i y i ( 0 ) / r ( 0 ) ] 

= iReal[yi(0)/r(0)] (7.184) 

The average power in port one at X2 = 0, that is the power delivered to the 
load, ^2(0), is equal to; 

P2(0) = ^Real[-F2(0)/2*(0)] (7.185) 

It can be shown (see example 7.4.4) that ^2(0) can be expressed in terms of 
02(0) and 62(0) as follows: 

A(0) = \\b2{Q)?-\\am? (7.186) 

For the circuit in figure 7.24 we can write: 

^2(0) = -.^02/2(0) (7.187) 
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Figure 7.25: Calculation of 

Si2 and of 822-

so that 

a2(0) -
2^/Z. o2 

:[V2(0) + Z , 2 / 2 ( 0 ) ] = 0 (7.188) 

The result that 02(0) = 0 is expected since the output transmission line is 
matched with Z L = Zo2- Using the result of the last eqn we can write 62(0) as 

^̂ 2(0) 
1 

2x/Z;2 
t^2(0) 

[^2(0)-Zo2/2(0)] 

-7^/2(0) (7.189) 

From eqns 7.186 and 7.188 we observe that the power delivered to the load 
^L = ^o2, / '2(0) , is 

PM 
1 

162(0)1^ 

The transmission coefficient ^21 is given by: 

h2{l2) 
:>2i 

ai{li) 

Since the transmission lines are lossless we have 

a i ( / i ) = 

(7.190) 
a2{l2)=Q 

ai(0)e-^'^^^^ 

1 
V,e-^^'^' 

h2{h) 

2vZo2 

?>2(0)e-^'^^^^ 

(7.191) 

(7.192) 

where /^i and /̂ 2 are the propagation constants of the input and output trans­
mission lines, respectively. 1521P can be written as 

^|62(/2 
'211 

pm 
PAVS 

a2( /2)=0 

(7.193) 

and we conclude that 1521P represents the ratio of the power delivered to the 
load ZL = Zo2 to the available power, PAV- H follows that 1521P repre­
sents a power gain, GT, named the Transducer Power Gain'. Note that if the 
source impedance and the load impedance are not equal to the characteristic 
impedances ZQI and Z02, respectively, the power gain is different from that 
given by eqn 7.193. 

Similar analysis of the circuit of figure 7.25 shows us that 1̂ 22 P represents 
the ratio of the reflected power to the available power in port two while | 5 i2p 
is the reverse transducer power gain. This analysis is similar to that used to 
obtain |5 i i p and |52i p . However, now we apply the source Vs to port two. 
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Example 7.4.4 Show that P2(0) given by eqn 7.185, in figure 7.24, can be 
expressed in terms of a2(0) and 62(0) as follows: 

P2(0) = ^ |62(0) |2-^ |ai(0) |2 

Solution: Using eqns 7.168 and 7.169 we can write eqn 7.194 as 

1 

(7.194) 

PiiO) 
SZoi 

1 

8Zoi 
1 

8 Z 

[̂ 2(0) - Zo2 hm [F2*(o) - Zo2 im] 

mo)+Zo2 hm [F2*(o)+Zo2 im] 

-4Rtal[Zo2V2{0)i;{0)] 
o2 

= -Real[-F2(0)/2*(0)] (7.195) 

Figure 7.26: Impedance 
voltage divider. 

7.4.2 Power waves and generalised A^-parameters 

The representation of the voltage and current in terms of incident and reflected 
waves is quite natural when we deal with transmission lines. The generalisation 
of this concept to circuits described by lumped elements is attractive specially 
when such circuits are considered together with distributed circuits. This is 
made possible by generalising the concept of power waves. 

Power waves 

Let us consider the impedance voltage divider of figure 7.26. For this circuit 
it is not possible to normalise the waveforms to the characteristic impedance 
since this impedance is meaningless for this circuit. It is possible, however, 
to consider new waveforms which can be normalised to the source impedance, 
Zg. Such waveforms are called 'power waves': 

bp = -^iv-z;i) 
^ 2/R7 " 

Rs - Real[Z,] 

(7.196) 

(7.197) 

(7.198) 

The average power delivered to the load can be expressed as: 

PL = i R e a l [ l ^ r ] - i R e a l [ Z L 7 r ] = i|/|2Real[ZL] 

1 
2 

V, 

8R 

ZL + Z, 

if ZL 

Real [ZL] 

z: (7.199) 
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that is, if ZL = Z* the power absorbed by the load is maximum and equal to 
the available power, PAV-

Example 7.4.5 Show that the available power can be expressed as: 

1 

2 

and that the power delivered to the load can be expressed as: 

Solution: From eqn 7.196 we can write: 

PAV = ^Kr (7.200) 

PL = 7;Kf - 7i\bp\^ (7.201) 

and from figure 7.26 we can write V̂  = V -\-1 Zs. Thus, eqn 7.202 can be 
written as 

From eqns 7.196 and 7.197 we can write: 

1, ,2 _ A 
2'"^' ~ 8Rs 

|2 

K\ = T1^\ = PAV (7.203) 

§ '"^ ' ' = ^ i V + ZsI){V* + Z;n (7.204) 

1 , . ,0 1 
^\bp\' = —{V-Z:i){V*-Zsn (7.205) 

and 

l K \ ' - \ h \ ' = ^ ( 2 R e a l [ F r z : ] + 2Real[FrZ,]) 

^ (4Real[y/*] Real[Z,]) 

= i R e a l [ F r ] = P L (7.206) 

It should be noted that l/2|6pp represents the reflected power. If ZL = Z* 
then 6p = 0 as expected. 

The reflection coefficient for power waves can be defined as: 

b^ ^ V - Zll ^ ZL - Z: 

ap y + Zsl ZL + Z^ 

It is possible to write: 

Fp = -^ = ^̂  ^ ^% = ^^ ^ ^' (7.201) 

P - ha I'd l^-l' PL - 7;K\ l - - r - l 2 

= PAV{1-\TP\^) (7.208) 

This is consistent with our earlier discussion showing that maximum power is 
delivered to the load when perfect matching is achieved (Tp = 0). 
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h 

T'. 

2-port 
Circuit 

h 

/T 

Generalised S Parameters 

From eqns 7.196 and 7.197 we can write: 

1 
V = 

I = 

/Rs 
1 

/Rs 

[Z*ap + Zsbp (7.209) 

(7.210) 

Now it is possible to define incident and reflected voltage and current waves as 
follows 

V = V+ + V-

with 

p 

V-

li = 

^p" = 

y/Rs 

Zs Op 

vRs 

'Rs 

/Rs 

so that 

and 

1/+ = Z*/+ 
p s p 

(7.211) 

(7.212) 

(7.213) 

(7.214) 

(7.215) 

(7.216) 

(7.217) 

Vp- = zj- (7.218) 

The reflection coefficients for voltage and current waves are defined as follows 

I P 

T/ 

(7.219) 

(7.220) 

with Tp given by eqn 7.207. When the impedance Zg is a positive real quantity, 
the expressions for a^ and bp are identical to those derived for a and b in the 

Figure 7.27: Calculation of context of transmission lines. For this situation we have, Zs = Z* = Zo. 
Sp of a two-port circuit. Therefore: 

To = rv = Tj = Tp= I'^'f (7.221) 

With these definitions and the normalisations presented above, we are in a 
position to determine the generalised 5-parameters for a two-port circuit de­
noted below as Spij (see figure 7.27). 

bp\ = Spii ttpi + Spi2 CLp2 (7.222) 

bp2 = Sp2i dpi + Sp22 dp2 (7.223) 
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with 

10 Q 

h 

Zx 
\ 

o + j-q 

r ^ 1 • . 

n 1 : • 
ZA j25 n J 

0 Q ; 

cj 

/ 9 

/ + 

1 
-*pz 

^ 0 2 

2XAR; 

1 

2x/R 

:(F, + Z,/ , ) , Z = l ,2 

: (F,-Z*/ ,) , i = l,2 

(7.224) 

(7.225) 

with Zi representing the reference impedances shown in figure 7.27. Ri = 
Real[Z^]. 

Spii and Sp2i are calculated after setting Vs2 = 0 in figure 7.27. From 
eqn 7.207, Spu is calculated as follows: 

Spii — 
ZjNl — Zl 

(7.226) 

where ZINI represents the circuit input impedance when port two is terminated 
byZ2. 

For the calculation of 5^21 we can determine the power delivered to the 
load PL which is given by; 

PL = •^\bp2\'^ =-\Sp2i\'^\api\'^ , andifap2 = 0 (7.227) 

Hence, 

l*S'p2i| = T 5IVI' 
2\^pl\ 

PL 

PAV 
(7.228) 

|5p2iP is also called a transducer power gain, GT- Note the similarity of the 
last eqn with eqn 7.193. 

The calculations of 5^22 and of Spi2 are similar to the calculation of Spu 
and of Sp2i, respectively, but now setting T î = 0. It should be noted that if 
Zi = Z2 = Zo (real), the results obtained for the ^Sp-parameters are identical 
to those obtained for the S'-parameters. 

Figure 7.28: Calculation of Example 7.4.6 Consider the two-port network of figure 7.28 a) 
S'pii and of Sp2i of a two-
port circuit. 

2. Determine Spi2 and 5^22 of the two-port circuit using figure 7.28 c). 

1. Determine Spu and 5^21 of the two-port circuit using figure 7.28 b). 

Solution: 

1. Applying Ohm's law to the circuit of figure 7.28 b) we find that: 

Vsi 
h = Zi + Z2 + ZA 

Ki0.01e-J° ' ' ^ A 

-h 



262 7. RF circuit analysis techniques 

Vi = {ZA^Z2)II 

= Ki0.30e^'°-2i y 

V2 = Z2I1 

= VsiO.lle-^^'^^ V 

^in = [ZA + Z2) 

= 26.93 e^^-^^ Q 

Using eqns 7.224 and 7.225 we obtain 

dpi = K i 0.08 ê '̂  = K i 0.08 

bp2 = VsiOMe-^""'^^ 

and we have 

•5pii n 
Zin + Zi 

= 0.90 e-^°-^^ 
bp2 

*^D21 — 
ttpi ap2=0 

0.44 e-^-0-98 

2. Applying Ohm's law to the circuit of figure7.28 c) we find that: 

Zi + Z2 + ZA 

h = -h 
= V^aO.Ole '̂̂ -^^ A 

V2 = {ZA + Z2)h 
= K2 0.94e^°-9« V 

V^ = Zrh 

= K2 0.71e-^°°^ V 

Zin = {ZA + Zi) 

- 85 e '̂1-08 f2 

Using eqns 7.224 and 7.225 we obtain 

S 2 = K2 0.16e^o^^^^P^^ 

^pi = K2 0.07 e->̂ " 0-98 

and we have 

•>p22 
Zin ~ Z2 

Zin + Z2 
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Jpl2 — 

0.90 e-̂ ^̂  

0'p2 \api=0 

= 0.44 e-^'0-9' 

7.4.3 Conversions between different two-port parameters 
5-parameters are normally obtained from RF measurements and are quoted by 
manufacturers of high frequency devices and circuits. On the other hand, for 
circuit analysis, design and optimisation it is, sometimes, more convenient to 
use other two-port circuit parameters such as those studied in Chapter 5. It 
is possible to convert between 5-parameters and other circuit parameters using 
elementary matrix algebra. For example, the conversion between Z-parameters 
and 5-parameters can be obtained using the following mathematical manipu­
lation: 

[V] = [Z][I] 

where 

[Z] = 

[V] = 

^ 1 1 ^ 1 2 

^ 2 1 ^ 2 2 

h 
h 

Equation 7.229 can be generalised as follows 

[V+\ + [V-] = [Z] {[!+]-[I-]) 

to include incident and reflected quantities. Recall that 

[V+] = [Zo][I+] 

and that 

[V-] = [Zo][i] 

with 
[Zo] = Zo [1] 

where [1] represents the identity matrix, that is 

[1] 
1 0 
0 1 

Equation 7.233 becomes 

{[Zo] + [Z])[I-] = {[Z]-[Zo])[I+] 

(7.229) 

(7.230) 

(7.231) 

(7.232) 

(7.233) 

(7.234) 

(7.235) 

(7.236) 

(7.237) 

(7.238) 
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[S] 

It should be noted that 

and that 

[V-
[V+] [1+] 
{[Z] + [Z„])-i {[Z] - [Z„]) 

\B] e = [B]-' [A] 

[S] 
Sll Si2 

S21 S22 

(7.239) 

(7.240) 

(7.241) 

Similarly, conversions can be made between the other electrical parameters 
such as impedance, chain (or ABCD), etc. In appendix C we present a table 
with the conversions between the main electrical parameters including the S-
parameters. 

Example 7.4.7 Derive the 5-parameters from the admittance parameters. 

Solution: 

[I] = [Y] [V] (7.242) 

where 
r v.. K. 1 

(7.243) 
^11 ^12 

^21 ^22 

Equation 7.242 can be expanded as: 

[ / + ] - [ / - ] = [V]([V+] + [V-]) (7.244) 

Using eqns 7.234 and 7.235 we can write: 

{[l] + [Y][Zo])[I-] = m-[Y][Zo])[I+] (7.245) 

Finally, the 5-parameters are expressed as 

i l ­ls] = 
[1+] 

{[l]-[Y][Z„]r'{[l] + [Y][Zo]) (7.246) 

7.5 The Smith The analysis of impedance and transmission line matching problems using an-
r h a r f ^lytical eqns can be cumbersome. The Smith chart is a powerful tool which 

provides a graphical analysis of such problems. 

7.5.1 The impedance and the reflection coefficient planes 

In essence the Smith chart is a graphical representation of impedances in a 
plane called 'reflection coefficient plane' - the F plane. This representation is 
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z-plane 

b) 

Figure 7.29: a) Constant 
resistance impedances, b) 
Constant resistance circles. 

= r -\- jx (7.247) 

valid for all values of Z (usually for Real [Z] > 0). The normalised impedance 
plane is defined according to: 

Z _ R^jX 
ZQ ZQ 

where Zo is a real (non-complex) number representing either the characteristic 
impedance or a reference impedance as discussed previously for S- and gener­
alised 5-parameters, respectively. The reflection coefficient plane can now be 
defined as follows: 

r = ^"^" 
Z + Zo 
z 

Zo 
z 
Zo 
z -

- 1 

+ 1 
-1 

U + jV (7.248) 

Using the same normalisation as used for impedance (eqn 7.247) we can write: 

r — 1 -\- jx 

1 + j x 
U + jV 

that is 

U = 

V = 

r^ -1 + x^ 
(r + 1)2 + x2 

2x 

(7.249) 

(7.250) 

(7.251) 
(r + l ) 2 + x 2 

The last two eqns allow for the transformation from the normalised impedance 
2;-plane to the reflection coefficient F-plane and allows the variables r and x to 
be mapped as circles in the F plane as explained below. 

Constant resistance circles 

If we solve eqn 7.250 in order to obtain x we have 

zb 
r2 - 1 - [/(r + 1)2 

U-1 

If we now substitute x in eqn 7.251, we can show that; 

1 

(7.252) 

(7.253) 
(r + l)2 

Note that in this procedure x is eliminated as a variable from the eqns (7.250 
and 7.251) that define the transformation to the F-plane. This effectively allows 
us to obtain a representation of impedances with a constant real part (constant 
resistance) in the F plane. Such a representation, given by eqn 7.253, describes 
a family of circles with centres on the U axis at the points (r / ( r + 1), 0) and 
with radii of (1 + r)~^. 

Figure 7.29 a) presents impedances of constant resistance in the z-plane 
while figure 7.29 b) shows these constant resistance impedances mapped into 
the F-plane as given by eqn 7.253. 
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2-plane 

Figure 7.30: a) Constant 
reactance impedances, b) 
Constant reactance circles. 

z-plane 

r 1 J 2 r 3 r 4 r 5 

X2 

X3 

X3 

Xi 

Figure 7.31: aj Constant 
reactance and constant 
resistance impedances, 
b) The Smith chart. 

Constant reactance circles 

If we eliminate r from eqns 7.250 and 7.251 we obtain a representation of 
complex impedances with a constant reactance part in the F plane defined by 
the following eqn: 

i^-^n^-i) 'h (7.254) 

which also represents a family of circles. The centres of these circles are 
now at the points (1, x~^) and they have radii of x~^. Figure 7.30 a) presents 
examples of constant reactance impedances in the z plane and figure 7.30 b) 
shows the same impedances mapped into the F plane. 

The combined representation of constant resistance and constant reactance 
circles is called the Smith chart and is illustrated in figure 7.31 b). The upper 
part of the chart represents positive reactive (inductive) impedances while the 
lower part represents negative reactive (capacitive) impedances. The U axis 
which separates these two regions represents pure resistances. 

The Smith chart can also be used to represent admittances by considering 
another plane, F^,, such that: 

r. = 
where y represents the admittances normalised to Yg = Z^ 

Y 

^ o 

It is left to the reader, as an exercise, to show that: 

F^ - - F = Fe-^^ 

- 1 . 

(7.255) 

(7.256) 

(7.257) 

that is, the admittance map is obtained by rotating the impedance map by 180 
degrees. 

7.5.2 Representation of impedances 

The representation of impedances in the Smith chart is straightforward given 
the graphical nature of the F plane where the constant resistance and constant 
reactance circles are clearly indicated. Figure 7.32 shows the representation of 
the following impedances'^ normalised to 50 fi: 

zi = l+j Z2 = 0.4 + j 0.5 

Z3 = 3 - j 3 Z4 = 0.2 - j 0.6 

^ 5 = 0 2̂6 = 1 

It is also possible to determine and to represent an impedance given the corre-

^Note that the Smith chart of figure 7.32 allows us to represent impedances with a real part 
greater than or equal to zero. 
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Figure 7.32: Impedance representation in the Smith chart. 

d = l 

Source 

-€ 

Zin{d = I) 

Figure 7.33: Transmission 
line. 

spending admittance y = z~^. The procedure to determine such an impedance 
is as follows: first represent the admittance in the impedance chart as if we 
were representing an impedance. Then, rotate this representation by 180 de­
grees (around the centre of the chart, see also eqn 7.257) to find the correspond­
ing impedance representation^. Figure 7.32 also illustrates the application of 
this procedure to find the impedances, normalised to 50 Q, corresponding to 
the following normalised admittances: 

2 / 7 - 0 . 4 - J 0 . 3 ys = 2^3j 

From figure 7.32 we can read 

zr = 1.6 + j 1.2 zg = 0.15 - j 0.23 

It is important to note that the normalisation of the admittance is obtained by di­
viding the admittance by YQ = Z~^ while the normalisation of the impedances 
is obtained by dividing the impedance by Zo. 

In addition to the direct representation of impedances, the Smith chart, by 
its very nature, allows a straightforward representation of the reflection coeffi­
cient and, therefore, allows graphical solutions of the eqns discussed previously 
in the context of transmission lines (see also figure 7.33). These are: 

To 
ZL — ZQ 

ZL^ZO 
(7.258) 

^Recall that the numbers indicated in figure 7.32 indicate the value of constant resistance (con­
ductance) and constant reactance (susceptance) circles. 
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'^in{d) = Toe -J2f3d 

Zin{d) 
pjPd 

Zo-
+ roe -3f3d 

e3(^^-Toe-^l^^ 

(7.259) 

(7.260) 

Using the normalisations ZL = ZL/ZQ and Zi, 
can be written as: 

To 

Tin{d) 

Zin{d) 

ZL - I 

ZL + 1 

,{d) = Zin{d)/Zo these eqns 

(7.261) 

(7.262) 

(7.263) 
Tin{d) 

Recall that the Smith chart is plotted in the F plane. It should be noted that trav­
elling on a complete circle around the Smith chart corresponds to an electrical 
length of 2/3d = 27r (or ^d = TT, see eqn 7.259) which, in turn, corresponds to 
a physical length of the transmission line equal to A/2. Recall that fi = 27r/A. 
The direction of movement around the chart is important; 'travelling' towards 
the signal source corresponds to a clockwise rotation while 'travelling' towards 
the load corresponds to a counter-clockwise rotation (see also eqn 7.262 and 
figure 7.33). To illustrate these points consider figure 7.34. Here we show how 
to determine the input impedance, Zin{d = /), and the reflection coefficient. 
To, for a transmission line with a length / = A/8 (corresponding to an electrical 
length 2(31 = 7r/2) and terminated with a load impedance Z L = 50 + j 50 Q. 
First, we represent the normalised load impedance ZL = 1 + j in the Smith 

|r| = 0.44 

Figure 7.34: Calculation of transmission line input impedance and reflection 
coefficient. 
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|r| = o.3 
|r| = i 

|r| = o.6 

Figure 7.35: a) Constant T 
circles. 

chart, taken to be at distance d = 0. We find the normalised input impedance, 
^inid = I) by 'travelling' 2(31 = 7r/2, towards the signal source, on a constant 
| r | circle. Constant | r | circles (see figure 7.35) are centred at the centre of the 
chart (F = 0, corresponding to 2; = 1 + j 0). Each constant | r | circle has a 
radius equal to the magnitude of the reflection coefficient under consideration. 
For our example the reflection coefficient is To as defined in eqn 7.261 and is 
found to be 0.44 Z63.4°. The angle of To, also represented in figure 7.34, is 
measured from the U axis, of course. After the rotation described above we 
obtain Z^n(A/8) - (2 - j ) x 50 0 = 100 - j 50 Vt. 

Example 7.5.1 Determine the length of a short-circuited transmission line, Isc, 
and the length of an open-circuit transmission line, loc, such that the input 
impedance for these transmission lines is Zin = j 100 f̂ . 

Solution: 

1. Short-circuited line: First we represent the normalised impedance zin — 
j 100/50 = j 2 in the Smith chart as shown in Figure 7.36. Then, trav­
elling from ZL = 0, towards the signal source, to Zin = j 2 in a con­
stant | r | circle, we determine the angle 2(3lsc = 127^ Knowing that 
f3 = 27T/X we get Isc = 0.176A. 

2. Open-circuit line: The calculation of IQC is similar to the calculation of 
Isc The main difference is that now ZL = 00 (see also Figure 7.36). 
loc = 0.25A + Isc = 0.426A. 

ZL = 0 

ZL = 00 

Figure 7.36: Calculation of the electrical lengths of short-circuited and open-
circuit transmission lines. Example 7.5.1. 
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The Smith chart is also very useful in representing the impedance or ad­
mittance versus frequency of various circuits. Figure 7.37 illustrates the rep­
resentation of the impedance versus frequency of a resistor-inductor (RL) and 
resistor-capacitor (RC) series combinations. These representations are done 
for a frequency range of fa to fi,. It is clear that for each of the circuits the 
impedance follows a constant resistance circle, as expected. Note that as the 
frequency is increased (from fa to ft,) the reactance of the RL circuit increases 
while it decreases for the RC circuit. 

Figure 7.37: Representation of the impedance versus frequency of a resistor-
inductor and resistor-capacitor series combinations, fb > fa. 

It is also possible to represent the impedance of a parallel combination 
of passive elements. However, such a representation is not so straightforward 
as the series combinations. Figure 7.38 illustrates the procedure for the case 
of a resistor in parallel with a capacitor. First we determine the equivalent 
admittance values for the circuit. For this example, the value of the admittance 
at frequency /a is 2/(/a) = 0.3 + i 0.1 and the value of the admittance at 
frequency fb is y{fb) = 0.3 + j 0.6. All the admittance values are represented 
in the Smith chart in a dashed line. Rotating these values by 180 degrees we 
find the correspondent impedance representation from z{fa) to z{fb). 

This procedure can be generalised for representing the impedance of any 
parallel combination of passive elements. 

Example 7.5.2 Determine the impedance of a capacitor in parallel with the 
series connection of a resistor with an inductor. Consider the frequency range 
200 MHz < / < 900 MHz. L = 2 nH, C = 12 pF and R=21.5 Q. 

Solution: we refer now to Fig. 7.39. 
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Figure 7.38: Representation of the impedance versus frequency of a resistor in 
parallel with a capacitor fb > fa. 

fa 1 

Figure 7.39: Representation of the impedance versus frequency of a capacitor 
in parallel with the series connection of a resistor and an inductor f^ > fa. 
Example 7.5.2. 

1. First we normalise the admittances and impedances to 50 ft. This gives 

Vcapif) = {j2 7rfC)bO 
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Zindif) = 

j 2 7 r / 6 x 10"^° 
J 2 7 r / L 

50 
J 2 7 r / 4 x l 0 - ^ ^ 

50 
0.43 

2. Then we represent the normahsed impedance resulting from the series 
combination of the resistor with the inductor for the frequency range 
mentioned above 

0.43 + j 2 7 r / 4 x 10 -11 

This representation corresponds to curve 1) where fa = 200 MHz and 
fb - 900 MHz. 

3. Then we represent the frequency response of the normalised admittance 
associated with the capacitor - curve 2) 

j 2 7 r / 6 x 10 - 1 0 

Figure 7.40: L-section cir­
cuits for impedance match­
ing with the load ZL. 

4. Then we determine the equivalent admittance response for the RL com­
bination. This is done by rotating the curve 1) by 180 degrees to obtain 
curve 3). 

5. Now we have the admittance representation of the two parallel branches 
(RL and C). To obtain the overall admittance we simply add, point by 
point, the admittances of curves 2) and 3). This gives the overall admit­
tance of curve 4). 

6. Finally, by rotating curve 4) by 180 degrees we obtain curve 5) which is 
the impedance of the overall network. 

7.5.3 Introduction to impedance matching 
Impedance matching is a very important issue in microwave engineering where, 
in a wide variety of applications such as amplification, the main objective is to 
achieve maximum power transfer to a load as described in section 7.4.1. The 
impedance matching can be achieved using many different circuit topologies. 
However, L-section circuits , illustrated in Fig. 7.40, result in very simple and 
practical solutions for this problem. It should be noted that there are no dissi-
pative elements in any of the L-section circuits. 

Let us consider the problem of matching a load ZL to a signal source with 
an output impedance JR^ = 50 fi using L-section circuits, as illustrated in 
figure 7.41. The matching is to be effected at 500 MHz. The load ZL is the 
series combination of an inductor L L = 3.18 nH with a resistor RL = 10 fi. 
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Figure 7.41: Impedance 
matching with L-section cir­
cuits. 

Figure 7.42 shows two solutions for this matching problem. At 500 MHz 
the load is ZL = 10 -\- j 10 f̂ . NormaHsing to Rg = 50 ft we get ZL = 
0.2 + j 0.2. It should be noted that, by using an L-section circuit, we aim to 
obtain a normalised unit impedance (or admittance) which is represented in the 
centre of the Smith chart. 

Figure 7.42 shows a circle (dotted line) which represents all the admit­
tances (or impedances) corresponding to the constant unit conductance (resist­
ance) circle. This circle plays a major role in obtaining the solution for the 
L-section as we will show. Let us consider the solution a). First we repre­
sent the normalised load impedance, ZL in the Smith chart. By inserting an 
inductor, with a normalised impedance of jO.2, in series with ZL, the resulting 
impedance increases along a constant resistance (r = 0.2) circle until it arrives 
to point a) on the dotted circle. Hence, at point a), the normalised impedance 
is 2:a = 0.2 + j 0.4. The corresponding normalised admittance can be obtained 
by rotating point a) by 180 degrees resulting in point al) with a normalised 
admittance ya = I — j2. Finally, in order to get a unit normalised admittance 
(or impedance) we need to reduce the negative susceptance of i/a to zero. This 
is obtained by adding a positive susceptance of + j 2.0 which corresponds to 
a move from point al) to the centre of the Smith chart along the unit conduc­
tance circle. The addition of a positive susceptance of + j 2.0 corresponds to 
the addition of a capacitor, with normalised admittance of j 2, in parallel with 
the series combination of the inserted inductor and the load. It is now possible 
to determine the values of the inductor and capacitor as follows: 

27r500x 10^ L 

' 50 
J 0.2 

Solution â  

Solution b) 
Solution a) - = iO-2 

Figure 7.42: Impedance matching using L-section circuits. 
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Figure 7.43: Impedance matching using an L-section circuit, 

L = 3.18 nH 

j 5 0 x 27r500x 10^ C = j2.0 

C = 12.7 pF 

A different solution b) can also be reached, following a similar procedure. This 
is represented by the dashed lines. Matching is achieved here firstly by adding 
a negative reactance corresponding to inserting a capacitor in series with the 
load. The value of this reactance is — jO.6. Hence, the impedance at point b) 
is Zb = 0.2 — j 0.4. The corresponding admittance, represented in point 61), 
is yb = 1 -h j 2.0. In order to obtain 2/ = 1 the positive susceptance of yi 
must be reduced to zero. This is obtained by adding a negative susceptance 
—j 2.0 corresponding to the addition of an inductor in parallel with the series 
combination of the capacitor and load. 

Example 7.5.3 Find an appropriate L-section circuit which transforms a load 
of 50 Q into an admittance Yr = 10 — j 1.8 mS. 

Solution: The normaUsed admittance yr = Yr xbO = 0.5-j 0.9 is represented 
in the Smith chart of figure 7.43. 

By adding a normalised impedance of j 1 to the normalised unit impedance 
we obtain an impedance Za = 1 + j . This is equivalent to adding an inductor 
Li in series with the load. Za = I -^ j corresponds to an admittance of ya = 
0.5 — j 0.5. To get the desired admittance we need to add now a susceptance of 
—j 0.4 which corresponds to adding another inductor L2, with y = —j 0.4, but 
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this time in parallel with the impedance resulting from the series connection of 
the inductor Li and the load. 

Impedance matching with transmission lines 

It is possible to provide impedance matching using transmission lines instead 
of using lumped elements. For this purpose, short-circuited and open-circuit 

-j 1.345 

+ J0.6 

Figure 7.45: Impedance 
matching circuit. 

Figure 7.44: Impedance matching with transmission lines using Smith chart 
calculations. 

transmission lines play a significant role. Recall that a short-circuited trans­
mission line presents an inductive input impedance (for lengths less than A/4) 
while the open-circuit transmission line presents a capacitive input impedance 
(for lengths less than A/4). The matching procedure using transmission lines 
is very similar to the matching procedure using L-sections. The capacitors 
are now replaced by open-circuited transmission lines and the inductors are 
replaced by short-circuited transmission lines. 

Figure 7.44 illustrates a transmission line calculation, using the Smith chart, 
to transform an impedance ZL = 20 -\- j 30 ft into a 50 f] impedance. First, 
the load impedance is normalised to 50 Q, that is, ZL = 0.4-\-j 0.6. By adding 
a transmission line with a length /i = 0.325A we obtain an impedance Za 
such that the real part of its admittance, ya, is equal to one. Now it is neces­
sary to eliminate the susceptance of ya which is j 1.345. This is obtained by 
adding (in parallel) a susceptance of -j 1.345 provided by a short-circuited 
transmission line with a length /2 = 0.1 A. Figure 7.45 shows the matching 
circuit designed here. It is left to the reader to verify that matching can also be 
achieved if the short-circuited line was replaced by an open-circuit line with 
length/2 = 0.1 A-h A/4. 
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7.7 Problems 
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7.1 Show that the transfer function V{x)/V{x = 0) of an ideal transmission 
line, terminated by a load ZL which allows for maximum power transfer, can 
be expressed by eqn 7.22. 

7.2 Show that the current I{x) in an ideal transmission line, terminated by a 
load ZL which allows for maximum power transfer, can be expressed by eqn 
7.26. 

7.3 Show that the input impedance of an ideal transmission line terminated by 
a load ZL can be expressed by eqn 7.49. 

7.4 Consider a transmission line with an inductance per metre of 550 nH and 
a capacitance per metre of 100 pF. This line has a length / = 13 m and is 
terminated by a load ZL = 25 Q. Determine the line input impedance for the 
following frequencies: 

1. (j = 27r3x lO^rad/s; 

2. a; = 27r 5 X 10^ rad/s. 

7.5 Plot eqn 7.49 for 0 < f3d < 27r and the following situations: 

1. ZL/ZO = 0.1 

2. ZL/ZO = 1 

3. ZL/ZO = 10 
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7.6 A circuit with a 30 fi output impedance is to be matched to a 50 Q load, 
at 500 MHz, using a quarter-wave transformer. Determine the characteristic 
impedance of the quarter-wave transformer. 

7.7 Show that the eqn 7.74 can be expressed by eqn 7.75. 

7.8 Show that if a lossy transmission line is matched then I{x) and ZQ can be 
expressed by eqns 7.87 and 7.88, respectively. 

7.9 Consider a lossy transmission line. 

1. Show that for low frequencies the attenuation, a, the propagation con­
stant, /?, and the characteristic impedance, ZQ, can be approximated by 
eqns 7.89, 7.90 and 7.91, respectively. 

2. Show that for high frequencies the attenuation, a, the propagation con­
stant, /?, and the characteristic impedance, ZQ, can be approximated by 
eqns 7.92, 7.93 and 7.94, respectively. 

7.10 Show that the input impedance of a lossy transmission line terminated 
by a load ZL can be expressed by eqn 7.114. 

7.11 A microstrip material with ê  = 8.1 and d = 1.3 mm is used to build a 
transmission line. Determine the width of the microstrip for a 50 fi character­
istic impedance. 

7.12 Determine the 5-parameters of a CR circuit (high-pass filter). 

7.13 Determine the 5-parameters of the circuits of figure 7.46. 

7.14 Determine the 5-parameters of the high-frequency model for the field-
effect transistor. 

7.15 For the previous problem assume kn W/L = 40 nLW^, Cgs = 3 pF, 
Cgd = 1.5 pF, VA = 60 V and ID = 10 mA. Zo = 50 ft. Plot the 5-
parameters for a frequency range 1 MHz-10 GHz. 

7.16 Derive the chain parameters from the 5-parameters. 

7.17 Represent the following impedances on the Smith chart and determine 
the corresponding admittances 

1. 1 0 - J 30 n 

2. 75 + i 20 n 

3. 60 -j 40 n 

4. b-j 70 Q 

5. j 50 n 
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Zi 

z 
Figure 7.46: Circuits of problem 7.13. 

6. -3 180 f2 

7.18 Represent the following admittances on the Smith chart and determine 
the corresponding impedances 

1. j 4 x 10"^ S 

2. 8 x 1 0 - 2 - j 6 x 10-2 s 

3. 0 .2 -h j4x 10-2 S 

7.19 Convert a 50 f̂  impedance into an impedance of 25 — j 15 fi by using 
L-sections. 

7.20 Sketch the 5-parameters of the RC circuit considered in problem 7.12 
on a Smith chart for 0.1/{RC) < u < 10/(i?C). Use values of i? = 60 Q., 
C = 1 pF. 

7.21 Find an L-section circuit which converts a 60 + j 20 fi impedance into 
an impedance of 40 4- j 30 Q. Hint: Normalise the impedances to 40 Vt. 

7.22 Design a transmission line circuit to convert a complex impedance of 
30 + J45 fi into a real 45 fi impedance. 



8 Noise in electronic circuits 

8.1 Introduction 

8.2 Random 
variables 

Electronic noise is defined as a signal that either corrupts, masks or interferes 
with the desired signal which is being processed by an electronic circuit. There 
is a very broad range of noise sources that can be present in such circuits. Here 
we divide these noise sources into two major classes. The first refers to noise 
sources which are intrinsic to electronic devices and arise from fundamental 
physical effects. Such noise sources, sometimes known as intrinsic, are thermal 
(or Johnson) noise, electronic shot-noise, and 1 / / noise. The second class 
encompasses all coupled noise sources that arise from interactions between 
the electronic circuit and the surrounding environment. Examples of extrinsic 
noise sources are atmospheric-based noise, glitches induced by fast switching 
digital circuits, coupHng from nearby electrical circuits, etc. In this chapter we 
shall address only the first class of noise sources. 

We start by revising very important statistical and probability concepts 
which are fundamental to modelling electronic noise. This is done in the next 
section and in section 8.3, where the main mathematical properties of random 
variables and of stochastic (or random) processes are discussed. In section 
8.4 we present models for the various sources of intrinsic noise in active and 
passive devices. Also, we present a method to address the performance of 
electronic amplifiers in terms of equivalent input noise sources and the noise 
figure. Finally, in section 8.5 we present a matrix-based method suitable for a 
computer-aided analysis of noise performance of linear circuits. 

In the previous chapters we have studied the current-voltage relationships of 
electronic circuits and, for that purpose, we have treated current and voltage 
as deterministic (non-random) quantities; that is, they were characterised by 
precise values following deterministic models. These deterministic models, al­
though very useful for the analysis and design of a large variety of circuits, 
do not account for the randomness associated with currents and voltages. For 
example, when the measurement of a DC current through a resistor reads 3.4 
amperes this value corresponds to the average value of this DC current as there 
is always some randomness associated with the flow of electronic charges. 

In order to understand some of the statistical properties of noise we con­
sider the following experiment where the current passing through Â  identical 
resistances is measured in a 'very precise manner'. The resistances have no 
voltage applied to their terminals. According to Ohm's law we would expect 
no current flow. In fact, although the average (net) current is zero there is a 
random motion of free electronic charges in the resistors as illustrated in fig-
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Figure 8.1: Current measured in N resistances. 

ure 8.1. Such a random motion results in noise termed the 'current noise'. If 
we take an instant of time t = ti and we record the N measurements taken, 
we can construct a histogram which tell us the likelihood or the probability of 
the measured current being in a certain amplitude interval. The histogram is 
constructed by dividing the amplitude of the measured current into intervals 
and by plotting the number of measured amplitudes in each interval relative to 
the total number of measurements, iV, as in figure 8.2 a). It should be noted 
that the amplitude of the current taken at time ti is a random variable (r.v.). 
In this chapter the random variables are represented by capital letters and the 
possible outcomes of a random variable are represented by lower cases. The 
random variable associated with the current at time ti is represented here by / i 
and the outcomes of / i are represented by zi. 

From this histogram it is already possible to extract the following informa­
tion; the average current amplitude is zero as expected. Also, it is more likely 
to measure amplitudes near zero than further away from this average (or mean) 
value. 

If we increase the number of measurements and if we decrease the ampli­
tude intervals we get a more refined histogram, such as that depicted in figure 
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Relative number 
of occurrences 

'O Noise 
L) Amplitude 

I Relative number 
of occurrences 

Noise 
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Figure 8.2: a) Histogram of 
the noise associated with the 
current, b) Histogram of 
the noise associated with the 
current, c) Gaussian Proba­
bility Density Function. 
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Figure 8.3: Gaussian PDF. 

8.2 b), whicii characterises more accurately the probabiUty of the measured 
current, in time ti, being in a certain amplitude interval. 

In figure 8.2 c) we present the theoretical model for the Probability Density 
Function (PDF) of the current measured at t i . This PDF would result from a 
non-discrete continuous histogram where the number of measurements tends 
towards infinity while the amplitude interval tends towards zero. This PDF is 
called the 'Gaussian' PDF, or the 'Gaussian distribution', and can be described 
mathematically as follows: 

piAn) = 
1 

27ra 
exp 2^2 

(8.1) 

where /x is the mean, or the average value, of the distribution, a is the stan­
dard deviation and it accounts for the 'amount of randomness' of the random 
variable. If we take the square value of the standard deviation (cr^) we obtain 
what is defined as the variance. Basically, the greater the value of a the more 
likely it is to have occurrences of the random variable further away from the 
mean value /i. Figure 8.3 illustrates the Gaussian PDF with /i == 0 and with 
a = 0.5, cr = 1 and cr = 2. Clearly, as the the value of a increases the PDF 
gets broader. The area under p/^ (zi) is unity: 

f 
J —( 

Ph{ii)dii = 1 (8.2) 

In other words, when a increases, resulting in a broader PDF, the maximum 
amplitude of the PDF decreases in order to maintain the area constant and 
equal to one. Conversely, when a decreases the PDF gets narrower and the 
density around the mean value, fi = 0, increases. When a tends to zero the 
PDF tends to a Dirac delta function with unity area centred at the mean value: 

1 
lim 
^^0 ^/27^a 

exp - 2a2 
= 5{ii - /i) (8.3) 

It follows that the PDF of a completely deterministic event is the Dirac delta 
function located at the mean value with unity area. If the random fluctuations 
(noise) associated with the current measured at ti were non-existent then its 
PDF would be a Dirac delta function centred at zero. 

Probability calculation 

The calculation of the probability of / i being in a given interval [ia, ih]^ with 
la < ib, is defined as follows: 

rib 

P[ia <Ii < ib] = / Ph{ii)dii 
Jin 

(8.4) 

The interpretation of this eqn is illustrated in figure 8.4. It corresponds to deter­
mining the area under p/^ (ii) between the values ia and ib. The calculation of 
probabilities when the distribution of the random variable is Gaussian cannot 
be effected in a direct manner since the Gaussian PDF does not have an ana­
lytic primitive, that is, it cannot be integrated analytically. However, numerical 
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methods have been devised to generate tables of the normalised integrals below 
(see also appendix A) which are also known as error functions^: 

v27r Jx 

fp/,(^i) erf(x) ^ 

erfc(x) = 

2_ r 

= 1 - erf(x) 

dX 

Figure 8.4: The calculation 
of probabilities as the calcu­
lation of an area. 

The calculation of the probability of the Gaussian r.v. X exceeding a spe­
cific value a is expressed as P[X > a]. The calculation of P[X > a] when 
X has a mean value of /i and a standard deviation of a, can be performed as 
follows: 

P[X>a] = / - ^ e ^ ^ ^ dX (8.5) 

Considering a > 0 we use the following change of variable (see example 8.2.2 
for a < 0) 

A - x — /i (8.6) 

we can write 

dX 

X = a 

a: ^ oo 

dx — 
a 

A = ^ ^ 
a 

A ^ oo 

(8.7) 

(8.8) 

(8.9) 

and eqn 8.5 can be written as 

1 r°° 
P[X>a] = - L = / e-^' /^dA 

V27r J{a-fi)/a-

= Q 
a — II 

(8.10) 

Example 8.2.1 Show that if / i is a Gaussian r.v. with mean value /x and vari­
ance cr̂  then eqn 8.4 can be written as 

P[ia <h<ib] = Q[ - ^ ] - Q 
l b - fj-

(8.11) 

^The function erfc() is also known as the complementary error function. 
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Solution: Since / i is a Gaussian r.v. then we have: 

and P[ia < h < %] can be calculated according to eqn 8.4, that is; 

The last eqn can be written as follows: 

Using the mathematical manipulation described in eqns 8.6-8.10 we can write 
this eqn as 

P[ia<h<ib] = -y= / e-^'/2^Ai 
v2 7r J(i^-ti)/<T 

1 /•°° 
/27r 7(ij- 7i ) /o 

= Q ( ^ ^ ^ - Q ^ ^ ^ 1 (8.15) 

Example 8.2.2 Consider a Gaussian r.v. X with /x = 3 and a = 2. Determine 
P[X < -7], 

Solution: 

'''̂ -̂'i = Cvh-M-'-^)'' *'̂ ' 
Using the change of variable 

X ^ -y (8.17) 

dx = -dy (8.18) 

x = -7 ; 2 / - 7 (8.19) 

X -^ —oo ; y -^ +00 (8.20) 

eqn 8.16 can now be written as follows: 
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Finally by using another change of variable 

a 

dX = dy— 
a 

y=7 ; A = 

y ^ 00 ; A ^ 

eqn 8.21 can be calculated as follows 

P[X<-7] = Q 

7 + n 
a 

00 

7 + /i 

(8.22) 

(8.23) 

(8.24) 

(8.25) 

'Px{x) 

Figure 8.5: 
Example. 

^Px{x) 

Uniform PDF. 

= 2.9 X 10"'^ 

As an exercise, repeat the above for P[X > 13]. You will find that this will give 
an identical answer due to the symmetry of the Gaussian distribution around 
the mean (/i = 3 in this case). 

Other distributions 

There is a large variety of PDFs which have been devised as appropriate mod­
els for a broad range of random phenomena. Among these distributions the 
following are commonly found in electronic and communication systems: 

• Uniform. This continuous distribution is characterised by a PDF which 
can be expressed by the following equation: 

Px{x) 
1 
-rect 

X — fl 
(8.26) 

A w 
Figure 8.6: Poisson distribu­
tion. Example. 

where rect(-) represents the rectangular function (see appendix A) and ji 
is the mean value. Figure 8.5 illustrates a zero mean uniform PDF with 
range A. Note that, unlike the Gaussian distribution with infinite tails, 
the uniform distribution has a finite range of possible occurrences for the 
random variable. Note that the area oipx{x) is one, as expected. 

• Poisson. This distribution differs substantially from the two previous 
distributions (Gaussian and uniform) since it is categorised as a (non-
continuous) random variable. It is used to model a very broad range of 
random phenomena including shot noise in electronic devices, a subject 
that will be discussed further in section 8.4.2. Discrete distributions are 
often characterised by probability frequency functions. However, using 
the Dirac delta function, it is possible to describe these discrete distri­
butions using probability density functions. For the Poisson distribution 
we can write: 

k, 

k=0 

(8.27) 

where /i represents the mean of the distribution. 
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8.2.1 Moments of a random variable 
The moments of a random variable are, in essence, weighted averaging oper­
ations over the PDF. These moments provide valuable information about this 
r.v. Mathematically the n-th order moment of a random variable X is defined 
as 

/

oo 

x"px{x)dx (8.28) 
-OO 

where the operator E [•] is called the 'expectation' or 'averaging' operator. 

The average value 

Of particular interest are the first and the second moment. The first moment 
represents the average value, or the mean, of the random variable: 

/

oo 

X px {x) dx 
-oo 

(8.29) 

Figure 8.7 illustrates the mathematical operation of eqn 8.29. In figure 8.7 a) 
we illustrate the zero mean PDF, px{x), and the linear function f{x) = x. 

xpx{x)\ xpx{x) 

Figure 8.7: Calculation of the mean of a PDF. a) Representation of a zero mean 
Px{x) and off{x) = x. b) Representation of the area of the product ofx with 
the zero mean pxi^)- c) Representation of a non-zero mean (p) px{x) ^nd of 
f{x) — X. d) Representation of the area of the product ofx with px{x). 
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Figure 8.7 b) shows the product of x with px{'^)- It can be seen that, for this 
situation, the positive area, A^, is equal to the negative area, A~. Thus, the 
overall area, that is the sum of A^ + A~ is zero as expected. In Figure 8.7 c) 
we see the PDF with a mean value /x 7̂  0 and the linear function f{x) = x. 
Figure 8.7 d) represents the product of x with px{^)- Now the positive area, 
A'^ is greater that the negative area, ^ ~ . In fact the sum of A~^ -\- A~ is equal 
to fi, the mean value of the PDF. 

The variance 

The second moment is called the mean-square value of the random variable: 

/

oo 

x'^px{x)dx (8.30) 
-CX) 

The mean-square value can be be expressed as E [x^] = /i^ + cr̂  where cr̂  
is the variance of the random variable, cr̂  is also called the centred second 
moment and can be calculated as follows: 

/

CO 

{x-fifpx{x)dx 
-00 

(8.31) 

When the mean of the PDF is zero then E [x'^] = cr̂ . Figure 8.8 illustrates 
the mathematical operation of eqn 8.31 for two zero mean distributions with 
different variances. 

Figure 8.8 a) represents the distribution px{^) and the parabolic function 
f{x) = x^. The role of the function x^ is as follows: after multiplying x^ 
with px{x)^ as shown in figure 8.8 b), the paraboUc function attenuates the 
importance of those values of px (x) near the mean value while it enhances 
the values of px (x) further away from the mean value. Thus, the calculation 
of the area resulting from this product provides a measure of how broad (or 
scattered) a PDF is and the result is called the variance. In figure 8.8 c) we 
show another distribution px{x) with a larger variance represented together 
with the parabolic function f{x) = x'^. It can be seen, in a qualitative manner, 
that the area resulting from the product of px {x) with x^ for this situation is 
larger than the situation presented in figure 8.8 a) a result that is also apparent 
from figure 8.8 d). 

The square root of the variance is the standard deviation, cr, which has 
already been discussed in the context of the Gaussian distribution. The inter­
pretation for (J, although presented in the context of the Gaussian distribution, 
is valid for any kind of distribution. In fact Chebyshev's inequality states that, 
regardless of the PDF px {x), we have 

P ( | X - / i | > a ( 7 ) < 4 (8.32) 

where ji and a are the mean and the standard deviation ofpx{x). Equation 
8.32 states that the probabiUty of observing any outcome of a random variable 
X outside ±a times the standard deviation of its average value is never greater 
than 1/a^, regardless of its distribution. 
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fix) = X-

x^pxix) 

b) 

Figure 8.8: Calculation of the variance of different zero mean PDFs. a) Rep­
resentation ofpx{x) and of f{x) = x^. b) The product of x^ with px{x). 
c) Representation ofpx{x), with larger variance, and of f{x) = x^. d) The 
product ofx'^ with px {x) with the larger variance. 

Example 8.2.3 Determine the variance of a zero mean uniform distribution. 

Solution: The variance of a zero mean uniform distribution coincides with the 
second moment and can be calculated as follows: 

= X —rect { — ] dx 

-L 
A / 2 

2 1 . ^ 
V — dx = 

A 
A2 

12 

3 

3A 

A/2 

- A / 2 

(8.33) 

Multivariate expectations 

The term multivariate expectations refers to the calculation of expectations of 
more than one random variable and the calculation of functions of multiple ran­
dom variables. However, in this chapter we only consider simple but important 
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multivariate expectations cases. The first situation refers to the product of N 
random variables Xi , X2, ..., XN- If these random variables are statistically 
independent, such as those arising from different noise sources in electronic 
circuits, the expectation of this product is equal to the product of the individual 
expectation values, that is, the mean value of the product is equal to the product 
of each mean value; 

E [Xi X2 . . . XN] = E [Xi] E [X2] . . . E [XN] (8.34) 

The last eqn can be generalised for higher order moments provided that the 
random variables are independent: 

E [ X [ X J . . . X ] v ] - E[Xl]E[X^^]...E[X^^] (8.35) 

where r represents the moment order and is a positive integer. 
The second case refers to the sum of N random variables Xi , X2,..., XN-

The expectation of this sum is equal to the sum of all individual expectation 
values, regardless of whether the random variables are independent or not in­
dependent: 

E [ X i + X 2 + ...Xiv] = E[Xi]+E[X2] + . . .+E[Xiv] (8.36) 

As before, the last eqn can be generalised for higher order moments as 

E[X[ + X2̂  + ...X];,] - E[X[]+E[X2n + . . .+E[X]v] (8.37) 

8.2.2 The characteristic function 
The characteristic function of a random variable X is defined by the following 
eqn 

/

oo 

-00 

(8.38) 

with j = V —1 and A representing an independent variable. Equation 8.38 is 
easily recognised as a Fourier integral. In fact, if we let A = 27ra we can write: 

Cx{27ra)=d\px{x)] (8.39) 

and consequently 

/

oo 

Cx{2na) e^'^'""^ da (8.40) 
-OO 

The last two eqns reveal that the characteristic function and the PDF of a ran­
dom variable form a Fourier transform pair. 

The moments of a random variable can be calculated from its characteristic 
function according to: 

l̂̂ 'l-FlW Ŝ̂ ^̂ '""' (8.41) 
a=0 
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Example 8.2.4 Calculate the second moment of a zero mean uniform distri­
bution using eqn 8.41 and show that it is equal to A^/12, where A represents 
the range of the r.v. 

Solution: The PDF of a zero mean uniform distribution can be written as: 

p.(x) = - r e c t ( | ) (8.42) 

and the characteristic function is its Fourier transform, that is, (see appendix 
A): 

Cx (Q )̂ = sine {a A) (8.43) 

From eqn 8.41 we have: 

E[X^] = 1 d . , ^. 

= lim 

(-j27r)2 da^ 

1 
a=0 

sin(7raA) cos(7raA) sin(7rQ;A) 
- T T A 2 h 2 

a OL^ TrAa*̂  

7r2A2 + V A ^ 

a^O ( - j 27r)2 

1 

A2 

12 

Note that above result is identical to that obtained in example 8.2.3. 

The characteristic function is very useful when dealing with sums of inde­
pendent variables. Considering the sum of two independent random variables 
y = Xi -h X2, the characteristic function of Y is calculated as: 

E [e^'^^]=E JA(Xi+X2) = E [e^'^^iJE [e-̂ '̂ ^2] (8.44) 

that is 

Cy(27ra) = Cxi(27ra)Cx2(27ra) 

and consequently, from the convolution theorem, 

(8.45) 

py(^) =VxA^) * Vx^z) (8.46) 

That is, the PDF resulting from the sum of two independent random variables 
is given by the convolution of the PDFs of each random variable. 
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Example 8.2.5 Show that the sum of two independent Gaussian random vari­
ables is also a Gaussian random variable. 

Solution: Let us consider two Gaussian random variables Xi and X2 each one 
characterised by a PDF 

where /if and cr̂  are the mean value and the variance of X^, i = 1,2, respec­
tively. Taking the Fourier transform (see appendix A) of each PDF we get: 

Cxi(27ra) ^e-^ '^^^ '^^-^ '^^^^^) ' (8.48) 

The characteristic function of Z = Xi + X2 is given by 

Czi^Tra) = g - j '2 7ra/xi-a^ (2 7rai)^ ^ ^ - j 2 TT a ^ 2 - a ^ (2 TT (72)̂  

^ g - j 2 7ra(/xi+/X2)-a2(2 7r)2(a2+cr2) 

_ g-j27ra/i;2-a^(27rcTz)^ (8.50) 

where /x̂  = /xi + /i2 and a"^ = af + a^. Taking the inverse Fourier transform 
we get; 

The last eqn represents a Gaussian PDF. 

Equations 8.45 and 8.46 can be generalised for the sum of N independent 
random variables. Hence if y = Xi + X2 H-... Xjsf then, 

N 

CY{27ra) = l[ Cx,{27ra) (8.52) 
k=i 

and, 

PY {Z) = Pxi {z) * PX2 (^) * • • • * PXN (Z) (8.53) 

8.2.3 The central limit theorem 
The central limit theorem states that the sum of N independent and general 
(meaning regardless of their distribution) random variables, Xi, tends towards 
a Gaussian distribution with a mean, fi given by: 

AT 

/i = ^ Mi (8.54) 
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and a variance given by 

N 

E (8.55) 

where jii and cr̂  represent the mean value and the variance, respectively, of 
each random variable Xi. This theorem is very important since it allows the 
characterisation of the PDF of a r.v., which results from a large sum of r.v.s, as 
a Gaussian distribution. It should be noted that there is no need to know the 
PDF of any of these individual random variables. All that is required is that the 
mean and the variance of each of these individual random variables be known. 

To illustrate this important theorem we consider the sum of three identi­
cal and uniform distributions. Figure 8.9 a) shows a zero mean uniform dis­
tribution with range 2A and a zero mean Gaussian PDF with the same vari­
ance that is, cr̂  = (2^1)^/12. From this figure it can be observed that these 
two distributions are quite different. If we sum two uniform random variables 
Y = Xi -\- X2 its PDF is triangular as shown in figure 8.9 b). It can be seen 

. Exact PDF 
Gaussian PDF 

^ - 12 

Pxi{xi) 

Figure 8.9: Comparison between the exact PDF of the sum ofN uniform ran­
dom variables (Xi, i = 1,2,3j, which are independent identically distributed, 
with the Gaussian approximation given by the central limit theorem, a) N = 1. 
b)N = 2.c)N = 3. 

that the range of the PDF of Y is now AA. Figure 8.9 b) also shows the Gaus­
sian approximation to the PDF of Y, as stated by the central limit theorem. It 
can be observed that the difference between these two PDFs is not as large as 
in the previous situation described by figure 8.9 a). In figure 8.9 c) we show 
the PDF for the random variable Z resulting from the sum of three uniform 
random variables. The range of this distribution is now 6A and we observe 
that the piecewise parabolic shape of this distribution starts to resemble the 
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Gaussian PDF. In fact, from figure 8.9 c) it can be seen that the difference be­
tween these two PDFs is small. Clearly, the PDF of the r.v. resulting from the 
addition of more than one uniform random variable tends to a Gaussian distri­
bution as stated by the central limit theorem. However, we emphasise that the 
distribution resulting from the sum of three uniform distributions has a finite 
range while the Gaussian PDF exhibits infinite tails. Therefore, some caution 
must be exercised using the Gaussian PDF to approximate the PDF of Z when 
dealing with very small probabilities! The following example illustrates this 
idea. 

Example 8.2.6 Consider the random variable Z resulting from the sum of 
three independent, identically distributed, uniform random variables Xi, i = 
1,2,3: 

(8.56) Px.(x) = ^ r e c t ( ^ ) 

with 2A = 1. 

1. Determine the value Za such that the P ( Z > Za) = 0.3. 

2. Consider the Gaussian approximation to the PDF of Z and determine an 
estimate for the value Za such that the P{Z > Za) = 0.3. Compare the 
value of Za with that obtained above. 

3. Repeat the last two questions but now for Zh such that P[Z > z^) = 
2.1 X 10-^ 

Solution: 

1. The piecewise parabolic PDF is given by the convolution of the three 
uniform PDFs and can be expressed by; 

f ^-^4^ -3A<z<-A 

Pz{z) = { 

16^ 

{z^ - ZA^) 
8 l ^ -A< z< A 

(8.57) 

{z - ?,Af 
A<z<ZA 

0 elsewhere 

The value Za satisfies the following equation: 

/•OO 

/ Pz{z)dz = Q.Z 

that is /.3A 

J Za 

'z - ZAf 
dz = 0.3 
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9 1 Q 3 o 9 

<^ Za = 0.2836 

2. For each uniform PDF the variance is cr̂  = 1/12. Hence the Gaussian 
approximation for Z is 

1 
Pz{z) - 6 ^ ^ ^ (8.58) 

V27r V3cra: 

P ( Z > Za) = 0.3 can be written as 

Q I — ^ ) = 0.3 

From the tables of the Gaussian error function (see appendix A), Za is 
estimated as 0.2620. The error for Za given by the true PDF and by the 
Gaussian approximation is relatively small; about 7.6%. 

3. The true value of z^ satisfies the following equation: 

Pz{z)dz = 2.1 X 10"^ 
/ 

that is 

9 1 o 3 9 9 . 

^ Zb = 1.4499 

The Gaussian approximation for z^ is such that: 

Q(-^] = 2 .1x10-^ 

^ Zb = 2.05 

It should be noted that, for this case, there is a significant error in the 
prediction of z^ by the Gaussian approximation. Also, since the true 
PDF of Z has a limited range [—1.5,1.5] the outcome Zb — 2.05 is 
meaningless in the context of the random variable Z. 

8.2.4 Bivariate Gaussian distributions 
We consider now the joint PDF of two Gaussian random variables, X and Y, 
which are statistically dependent. The interdependence of X and Y is quanti­
fied by the covariance of X and Y which is defined as follows: 

PXY = ^ - E [{X - fi,) {Y - fly)] (8.59) 
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where ^x and cr̂  are the mean and the variance of X, respectively, iiy and a^ 
are the mean and the variance of Y, respectively. If the two random variables 
are statistically independent then pxY = 0. If the two random variables are 
totally correlated then pxv = i l - Figure 8.10 illustrates the outcomes of a 
random variable Y versus the outcomes of a random variable X for pxY = 0» 
PxY = 0.7, pxY — —0.8, pxY — 1- When the two random variables are 
uncorrelated, pxY = 0, it can be seen that the outcomes of Y do not relate 

PXY = 0 

PXY = 0.7 

a) 

• • • 

• • • 
• • • 

• 
• • 

• 

y 

PXY = - 0 .8 

• • 

• •* X 

• . • • • • • • • 
• • 

•• 

b) 

\y 

. • PXY = 1 

d) 

Figure 8.10: Correlation between X and Y. a) pxY = 0. b) pxY = 0.7. c) 
pXY = -0.8. d) PXY = 1. 

to the outcomes of X. However, as \PXY\ increases it can be seen that the 
outcomes of Y and of X become increasingly dependent on each other. 

The bivariate Gaussian PDF can be written as follows: 

PxY{x,y) = 
1 

27^ax<Ty^/l - PxY 

X exp 
r {X- Pxf {y - l^y? _ p{x - Px){V - Py) 
\ 2Gl{\-p\y) 2CJI{1-P\y) axCJy{l-p\y) 

(8.60) 

PXY{^^ y) is also called the joint probability distribution (or joint PDF) of X 
andy. 
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8.3 Stochastic 
processes 

Let us consider again the measurements of the noise current in each resistor 
illustrated in figure 8.1. Each measured noise current waveform is also called a 
sample function or a sample waveform. Previously we have considered a fixed 
time instant ti for which we considered a random variable, / i . If we consider 
any other instant of time, t = t2 for example, we have another random variable, 
/2- Therefore, a random process can be viewed as a family of random variables 
considered at different time instants. 

8.3.1 Ensemble averages 
If the PDF of the noise current, for any instant of time t, is represented by 
pi{i{t)) then the mean value for i{t) can be written as: 

J — c 
i{t)pl{i{t))di{t) (8.61) 

It should be noted that the time variable t in eqn 8.61 is treated like a constant. 
Hence, eqn 8.61 is often written without the explicit time dependency, that is: 

ipi{i)di (8.62) 

Equation 8.61 or 8.62 represents an ensemble average, that is, an average over 
the ensemble of current waveforms (or sample functions) for any given instant 
of time. Its meaning is similar to the first moment (or average value) discussed 
in the context of a single random variable. The main difference is that for a 
random process the value of E [I{t)] might be time dependent. 

Correlation functions 

Another very important ensemble average is the autocorrelation function. This 
function, like the covariance defined in eqn 8.59, is a measure of the related-
ness or dependence between random variables / i and I2, considered at time 
instants ti and 2̂ respectively. As it will be shown latter on, the measure of 
such a dependence can provide valuable information about the bandwidth and 
about the power of the noise which is modelled as a random process. The 
autocorrelation function is defined as follows: 

/

OO nOO 

/ iii2Phh{iui2)diidi2 (8.63) 
-00 J — 00 

where the dependency of / i and of I2 on the time variable has been dropped 
for reasons of simplicity, pi^ 72(̂ 15 ^2) is the joint probability distribution of 
the random variables / i and /2 at t = ti and at t = ^2, respectively. 

If / i is statistically independent of I2 then i?i(ti, ^2) = E [/(ti)] E [1(^2)]• 
On the other hand, Ri{t^ t) = E [/(t)^], that is i?i(t, t) is the mean square value 
of I{t) as a function of time. 

If / i and I2 are both zero mean random variables then 

with p/^/2 representing the covariance between / i and /2. 
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8.3.2 Stationary random processes 
A stationary random process is one where all statistical characteristics (i.e sta­
tistical averages) are invariant with time. A specific type of stationary random 
process is known as the 'wide sense stationary process' where the time invari­
ant characteristics are satisfied for the mean and the autocorrelation functions, 
that is; 

• The mean value is constant for all times: 

E[/(t)] = M (8.64) 

• The autocorrelation function depends only on the time difference 2̂ — ti , 
that is 

= Ri{r) (8.65) 

with T = t2 — ti. The autocorrelation of a stationary random process is 
often written as; 

Ri{T) = E[ / ( t ) / ( t + r)] (8.66) 

Setting r = 0 in eqn 8.66 we have Ri{0) = E [/(t)^], that is, the mean square 
value and the variance of a stationary random process are constants. 

8.3.3 Ergodic random processes 
It is possible to take time averages of sample functions of a random process. 
For example, the mean value obtained by averaging the k-th sample function 
of a random process, ik{t), over time is given by the following expression; 

1 Z*̂ /̂  
-(ik{t)y^lim - / ik{t)dt (8.67) 

T->cx) i J_T/2 

where -< • ̂  is a time averaging operator. 
Similarly, the autocorrelation function obtained by averaging the A:-th sam­

ple function of a random process over time is given by the following expres­
sion; 

1 /-^/^ 
ik{t)ik{t + r)y^ lim - / ik{t) ik{t-\-r) i 

T-^oo 1 J_T/2 

When all time averages are equal to the corresponding ensemble averages 
the random process is said to be ergodic. Hence, for an ergodic random 
process we can write the following: 

^ i f c ( t ) ^ = E[/(t)] (8.69) 

^il(t)y = E[/2(t)] (8.70) 

^2fc(t)u(t + r ) ^ = E[ / ( t ) / ( t + r)] (8.71) 
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Ergodicity implies that a single sample function is representative of the entire 
random process since all statistics associated with this random process can be 
calculated from such a sample function. 

In the context of ergodic random signals or noise we can state the following: 

• The mean value of the process, ^i, represents the DC value of the process 
-< i{t) >-; 

• The square of the mean value, /if, represents the power of the DC com­
ponent -<i{t) y-'^\ 

• The variance, af, represents the average power associated with the AC 
components of the process, that is it represents the average power of the 
time varying component of the process; 

• The mean square, E [i(t)^], represents the total average power ^ i'^{t) y; 

• The standard deviation, ai, represents the root-mean-square (RMS) value 
of the time varying component of the process. 

As mentioned previously, the autocorrelation function of a random process can 
provide information about the bandwidth of this random process, at least in 
qualitative terms. To understand how this information is retrieved we refer 
now to figure 8.11 where we represent, in detail, the computation of i?i(ri) for 
a slowly varying zero mean random signal and a rapidly varying zero mean ran­
dom signal^. Recall that slowly varying signals have an associated low band­
width while rapidly varying signals exhibit high bandwidths. Figures 8.11 a) 
and 8.11 b) represent the sample waveforms of both random processes and also 
their replica delayed by r i . In figures 8.11 c) and 8.11 d) we represent the sig­
nals resulting from multiplying each sample waveform with its delayed replica. 
From figure 8.11 c) we observe that the percentage of positive area is signifi­
cantly greater than the percentage of negative area of i{t)i{t -\-ri). Therefore 
the total area, that is Ri{ri), is non-zero indicating a strong correlation be­
tween i{t) and i{t -h n ) . On the other hand, from figure 8.11 d) we observe 
that the percentages of positive and negative areas of i{t) i(t + ri) are approx­
imately equal. Hence the total area, that is Ri{Ti), tends to zero indicating 
that i{t) is uncorrelated to i(t + r i ) . It is important to note that, in qualitative 
terms, the existence or the non-existence of correlation for a given time differ­
ence, Ti, is a direct consequence of the random signal being slowly or rapidly 
varying. Figures 8.11 e) and 8.11 f) show the autocorrelation functions for the 
slowly varying and rapidly varying random signals as functions of time delay 
r, respectively. From figure 8.11 e) we observe that the slowly varying, low 
frequency random signal, exhibits strong autocorrelation for values of r well 
above n . However, from figure 8.11 f) it can be seen that the rapidly varying, 
high bandwidth random signal only exhibits significant correlation for values 
of r around zero. 

-^Signals are 'rapid' or 'slow' in relation to each other and to the observation period. 
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Figure 8.11: aj Sample function of a slowly varying random process and its de­
layed replica, b) Sample function of a rapidly varying random process and its 
delayed replica, c) Product of the sample function of a slowly varying random 
process with its delayed replica, d) Product of the sample function of a rapidly 
varying random process with its delayed replica, e) Autocorrelation function 
of a slowly varying random process, f) Autocorrelation function of a rapidly 
varying random process. 

8.3.4 Power spectrum 

We have just seen that the autocorrelation function can provide quahtative in­
formation about the bandwidth of a random process. In order to quantify this 
information we need to calculate the Fourier transform of the autocorrelation 
function. This is called the power spectral density (PSD)^ 

Sii^if) = 5r[Ri{r)] 

- f (8.72) 

This eqn is the Wiener-Kinchine theorem and it applies to stationary random 
signals. 

^The use of a* as an underscript will become clear with the discussion of eqn 8.80. 
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For ergodic random processes the PSD can be calculated from the time 
averaging-based autocorrelation function, -< ik{t) ik{t-\-T) y. 

/

oo 

^ik{t)ik{t + T)y e-^^^f^dr (8.73) 
-CX) 

that is 

/.oo -. nT/2 

J-oo^-^^ ^ J-T/2 

Assuming that the random process sample function, ik{t) has a Fourier trans­
form ifc(/) such that: 

/

oo 

ik{t)e-^^^f'dt (8.75) 
- O O 

we can write eqn 8.74 as follows: 

1 rT/2 

Sii^U) = lim - / i,{t)e^^'^f'dth{f) 
T-̂ oo I J_rp/2 

rT/2 

-T/2 

where we used the following result 

(8.76) 

/ 

Noting that 

oo 

ifc(t + r ) e - ^ ' 2 - / - d r = ifc(/)e^''^^^ (8.77) 

rT/2 

lim / ik{t)e^^^^^'dt = iUf) (8.78) 
J-T/2 T-^oo _i_rpi2 

we get Sii* (/) to be 

that is 

5.,.(/) = lim 'AlMll (8.79) 
T—>oo 1 

Sii'U) = lim M / ) f A ( i i * ) (8.80) 
T^oo 1 

The (•) represents a mathematical operator which can be used to determine the 
power spectral density of an ergodic random process. We shall discuss some 
elementary properties of this operator in the next section (see also example 
8.3.2). 

The result expressed by eqn 8.80 is extremely important since it is the basis 
of the AC-based electronic noise analysis which is presented in section 8.4. In 
fact, this eqn tells us that if a single sample function ik{t) of an ergodic random 
process is observed for a long period of time, T, then the PSD of such a process 
can be estimated by 

Su'U) = {^n - ^^^TA^ (8.81) 
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where ifc(/) is the Fourier transform of ik{t). 
It should be noted that the total power, P^z associated with a random signal, 

or noise modelled as a stationary random process, can be calculated as follows: 

/

oo 

Su'{f)df 
-CX) 

(8.82) 

This is equivalent to finding the autocorrelation function for r = 0, that is: 

Pni = Ri{0) (8.83) 

Example 8.3.1 1. Show that if a stationary random signal has a spectral 
density given by Sxx* (/) = cr̂  /B sinc^(//B), where B is the band­
width, then the correlation time is TT = l/B. 

2. For the random process mentioned above consider TT = l/B and TT = 
l/B', B' = SB. Compare the PSD and the autocorrelation function for 
each situation. 

Solution: 

1. The correlation time TT is defined as the maximum delay between a 
sample random waveform and its replica above which the autocorrelation 
function is zero. Taking the inverse Fourier transform of Sx (/) we obtain 

t s.Af) 

-2B 

i 

t 
t 

f 

r^^^^t 

% 
% 
% 

1 r-—. 

TT= gi 

B' = W 

•III 1 

Figure 8.12: a) Power spectral density, b) Autocorrelation function. 

the autocorrelation function (see appendix A) 

R^ (r) = a^ triang (r B) (8.84) 

For \T\ > l/B the autocorrelation function is zero. Hence TT = l/B. 
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2. Figure 8.12 illustrates the PSD and the autocorrelation function of the 
random process x{t) when TT = l/B and when TT = l/B', B' — SB. 
As has been discussed previously (see also figure 8.11), as the band­
width associated with the random process (or random signal) increases 
the correlation time decreases. 

8.3.5 Cross-power spectrum 

Quite often there is need to examine the joint statistics of two random pro­
cesses, u{t) and w{t). This is especially relevant when a given random pro­
cess z{t) results from the sum of two random processes. The cross-correlation 
function of u{t) and w{t) is used to measure the relatedness of these random 
processes and it is defined as follows: 

Ruw{ti,t2) =E[u{ti)w{t2)] (8.85) 

If the two processes are uncorrelated then 

Ruw{tut2) =E[u{ti)]E[w{t2)] (8.86) 

Moreover, if any of them has a zero mean value for all t then Ruw(ti.h) = 0 . 
If u{t) and w{t) are jointly ergodic processes such that Ruw{tiit2) = 

Ruw{^)^ T = t2 — ti then the cross spectral density is defined as the Fourier 
transform of Ruw (T) : 

/

CX) 

-OO 

-< u{t) w{t + T)>- e-^^''^^dT (8.87) 
/ 
J —( 

Using the results of eqns 8.74-8.81 it is straightforward to show that 

Su^'if) = lim HiZMZ) A ̂ u ^*) (8.88) 
T—>^oo 1 

where, as in eqn 8.80, (•) is an operator which is now used to determine the 
cross-power spectral density of two or more jointly ergodic random processes. 
The next example illustrates some important properties of this operator. 

It should be noted that Suw* (/) = S^^. (/) that is (u w*) = ((w u*))*. 
If the two random processes are uncorrelated with zero mean then (u w*) = 0. 

Example 8.3.2 Consider two jointly ergodic random processes x{t) and y{t). 
Consider the random process z = x{t) -\- y{t). Show that the PSD of z{t), 
(z z*), can be determined as follows: 

(zz*) = ((x + y ) ( x + y)*) 

= (x X*) + (x y*) + (y X*) + (y y*) (8.89) 
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Solution: According to eqn 8.73, the PSD of z(t) can be determined as follows: 

/

CX) 

-OO 

/.oo ^ /.T/2 
= / ^1™ T / [^k(t)^yk{t)] 

J-oo ^ - ^ ^ ^ J-T/2 
X [xfc(t + r ) + 2/ifc(̂  + r)] dte-^'^^^^dr (8.90) 

where 2:jt(t), Xfc(̂ ) and yk(i) represent sample functions of z{t), x{t) and y{t), 
respectively. The last eqn can be written as: 

/.T/2 

/

OO -j pl/Z 

lim - / Xk{t)xk{t + T)dte-^^^^^dr 
-OO ^ - ^ ^ ^ y - T / 2 

/.OO ^ / . T / 2 

+ / lim - / Xk{t)yk{t^T)dte-'^^f^dT 
J-oo ^-^^ ^ y-T/2 

/.OO ^ / . T / 2 

+ / lim - / yk{t)xk{t + r)dte-'^^f^dT 
J-oo ^-^°^ ^ y-T/2 

/.OO -, / . T / 2 

+ / l™ - / yk{t)yk{t + T)dte-^^^^^dT (8.91) 
J-oo^-^°^ J- J-TI2 

Using eqns 8.74-8.81 and eqn 8.88 this eqn can be written as 
(zz*) = (x X*) + (x y*) + (y X*) + {y y*) (8.92) 

8.3.6 Gaussian random processes 
A random process u{t) is called a Gaussian process if the PDF for any random 
variable considered at any arbitrary instant of time t is Gaussian. Also the joint 
probability function of any two random variables considered at two arbitrary 
instants of time ti and 2̂ is a bivariate Gaussian PDF and likewise for every 
higher order joint PDF. 

The following holds for a Gaussian process^ u{t): 

• The process is completely described by E [u(t)\ and by Ru{ti •> ^2)-

• If Ru{ti,t2) = E [ii(ti)]E [u{t2)] then u{ti) and u{t2) are uncorrelated 
and statistically independent. 

• If u{t) is wide-sense stationary then it is also ergodic. 

• Any linear operation on u{t) produces a Gaussian random process. 

Gaussian processes are very important in electronics since the Gaussian model 
applies to the vast majority of random electrical phenomena, or noise, at least 
as a first approximation. All the electronic noise sources that are discussed 
later are considered as Gaussian and as ergodic random processes. 

"̂ For detailed discussion of properties of random processes see [1]. 
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h{t) vjt) 

Figure 8.13: Linear system 
with impulse response h{t). 

Suu*{f) 

mfw r^. \ 

8.3.7 Filtered random signals 

The output signal, v{t), resulting from applying a random signal, u{t) to a 
linear system is given by the convolution operation 

v{t) = / 
J — c 

h{X) u{t - A) dX (8.93) 

where h{t) is the linear system impulse response (see figure 8.13). 
The main statistics of v{t), namely the mean and the autocorrelation func­

tion, can be determined as follows: 

/

oo 

E [u{t - A)] h{X) dX (8.94) 
-OO 

/

OO /»00 

/ Ru{ti - XxM - A2) /i(Ai) /i(A2) dXi dX2 
-00 J —00 

(8.95) 
If u{t) is a stationary random process then v{t) is also a stationary random 

process, and for this situation we have: 

/

OO 

h{X) 
-00 

dX 

Rv{r) 

l^uH{0) 

Ru{r) ^ h{-r) ^ h{T) 

(8.96) 

(8.97) 

(8.98) 

with H{0) representing the transfer function of the linear system at zero fre­
quency (DC). 

The power spectrum density ofv{t) can be determined by the Fourier trans­
form of eqn 8.98, that is: 

S,,*{f) = \Hif)\^Suu*{f) (8.99) 

This eqn indicates that the system transfer function shapes the power spectrum 
density as illustrated by figure 8.14. 

The power of v{t) can be determined as follows; 

/

OO 

| f f ( / ) | ' 5 „„ . ( / ) d / (8.100) 
-00 

Figure 8.14: Illustration of 
eqn 8.99. 

White noise and equivalent noise bandwidth 

As will be discussed in section 8.4.1 thermal noise, and many other types of 
noise sources which can be modelled as random processes, have a flat spectral 
density over a very wide range of frequencies. This type of spectrum is called 
white by analogy to the spectrum of white light which also has a constant (or 
flat) spectrum. 



304 8. Noise in electronic circuits 

^Snn^if) 

t^w 

b) 

Figure 8.15: White noise. 
a) Power Spectral density. 
b) Autocorrelation function. 

mf)\' 

Figure 8.16: The equivalent 
noise bandwidth. 

The power spectral density of a white noise can be written as: 

(8.101) 

where the 1/2 factor is included to indicate that the PSD is considered to be 
bilateral, that is, half of the noise power is associated with positive frequencies 
and the other half is associated with the corresponding negative frequencies. 

The autocorrelation function of the white noise is given by the inverse 
Fourier transform of Snn* (/)• 

Rn{r) = l5{t) (8.102) 

Figure 8.15 shows the PSD and the autocorrelation function of white noise. It 
should be noted that, according to eqn 8.82 (or eqn 8.83), white noise must 
have infinite power. Since it is well known that there is no practical random 
signal or random noise source with infinite power, we emphasise that, although 
the theoretical concept of white noise is very useful to model flat and broad 
bandwidth noise sources, we must bear in mind that white noise sources are 
always filtered by finite bandwidth systems. It is also important to note that the 
spectral density of filtered white noise takes the shape of the system transfer 
function according to: 

^ mf)\' (8.103) 

The noise power associated with the filtered white noise is given by: 

Pn = Pj^\H{f)\Uf 

= lpJH{f)\''df (8.104) 

Since the integral of eqn 8.104 depends only on the transfer function H[f) 
we can define the equivalent noise bandwidth, B^. This is the bandwidth of 
an ideal low-pass filter that would pass as much noise as the filter with transfer 
function H{f) (see also figure 8.16). This is normally done to simplify circuit 
and system noise calculations by getting rid of the integral (see eqn 8.104) and 
replacing it by a simple product as shown below: 

Pn = 
rj A'B N (8.105) 

with 

where ^ = \H{f)\ 
low-pass filter \H{f)\ 

5iV 

1 /-oo 

(8.106) 

is the maximum amplitude of \H{f)\. Usually, for a 
max coincides with the DC gain. 
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8.4 Noise in 
electronic 

circuits 
R 

Noisy resistor 
a) 

Noiseless Equivalent voltage 
resistor ,̂ ^ , . * 

thermal noise source 
b) 

Equivalent! in 
current / 
therma 
noise 
source Noiseless 

resistor 

Figure 8.17: a) Noisy resis­
tor, b) Thevenin equivalent, 
c) Norton equivalent. 

Example 8.3.3 Determine the equivalent noise bandwidth of an RC low-pass 
filter with a time constant r. 

Solution: The transfer function for the RC low-pass filter is given by: 

„ , . . 1 

therefore A -

l+j2nfT 

--\H{f)\ma. = h 

/•OO 

BN = / \H{f)fdf 
J —OO 

= ;7^ tan- i (27r / r ) 
Z T T T 

1 
27 

We note that the equivalent noise bandwidth for a filter of order greater than or 
equal to three is approximately equal to the 3 dB bandwidth. 

Knowledge of noise statistics is necessary for estimating the noise behaviour 
of electronic circuits. This, in turn, is crucial for the estimation of the circuits' 
behaviour and their figures of merit. In this section the basic sources of noise 
in electronic circuits are introduced and methods of analysis of such sources 
and their interactions are presented. 

8.4.1 Thermal noise 

Thermal noise or Johnson noise consists of thermal induced random fluctua­
tions in the charge carriers of any material with a finite resistivity. Although the 
average motion of the charge carriers is zero, the instantaneous random motion 
of such free carriers generates instantaneous charge gradients which, in turn, 
produce wide-band random voltage fluctuations. These fluctuations are char­
acterised by an ergodic Gaussian random process and they can be modelled 
either by an equivalent voltage noise source, Un, in series with a noise-free 
resistor or an equivalent current noise source in parallel with a noise-free re­
sistor as shown in figure 8.17. The power spectral density for thermal noise is 
constant from DC to frequencies up to near infrared and can be considered as 
white noise. The PSD associated with the Thevenin equivalent model for this 
type of noise is given by (see also eqn 8.80): 

5«„<(/) = (u„u;) = 2i?/cr (VVHZ) 
and the PSD associated with the Norton equivalent model is given by 

.(/) (in i;) 
2/CT 

R 
(AVHZ) 

(8.107) 

(8.108) 
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Figure 8.18: Noisy p-n 
junction, b) Norton equiva-
lent model for shot noise. 

where K = 1.38 x 10~^^ joule/kelvin is the Boltzmann constant and T is 
the temperature in kelvin. At room temperature T = 290 kelvin. R is the 
resistance. We emphasise that eqns 8.107 and 8.108 are valid for frequencies 
up to about 10^^ Hz. Also, these eqns represent bilateral PSDs, that is, they 
account for positive and negative frequencies. It is worthwhile noting that these 
eqns may appear contradictory when it comes to the level of noise associated 
with the resistor. Does the noise increase (eqn 8.107) or decrease (eqn 8.108) 
with the value of the resistance? The answer to this is simply dependent on 
the location of the resistance in a circuit and whether it is best to deal with 
the resistance as a voltage or as a current noise source. Essentially, the noise 
source is a power source. From eqn 8.107 we can calculate the open circuit 
RMS voltage, cr̂ ^̂  produced by the resistance R for a bandwidth B as follows: 

- f' 
J-B 

Sur.ul{f)df 

ARKTB (V^) 

VARICTB (volts RMS) 

(8.109) 

(8.110) 

(8.111) 

8.4.2 Electronic shot-noise 

Electronic shot-noise is associated with the passage of carriers across a poten­
tial barrier such as those encountered in p-n junctions of semiconductor diodes 
and transistors. The statistics that describe charge motion determine the noise 
characteristics. The number of carriers that cross the barrier is random and is 
characterised by a Poisson distribution. However, when the number of events 
that occur per unit observation time is large then the Poisson distribution can be 
replaced by the distribution of a zero mean and ergodic Gaussian process with 
a white power spectral density. In terms of an equivalent electronic model this 
noise is modelled as a current noise source in parallel with the p-n junction. 
Figure 8.18 shows the noise equivalent model for a diode. 

The flat PSD of the electronic shot noise associated with a DC current, 
IDC^ which crosses a potential barrier is given by 

5i„i;( /) = {inO=qlDC ( A V H Z ) 

where q = 1.6 x 10"^^ coulomb is the electronic charge. 

(8.112) 

8.4.3 1 / / noise 

1 / / noise is observed in some resistors and semiconductor devices. The origins 
of this type of noise are usually associated with imperfections in the material 
from which the devices are made. 

1 / / noise is considered as a zero mean ergodic Gaussian process. The 
Norton equivalent model for this type of noise has a general spectral density 
given by: 

;(/) = 
Kf 

*n in i ; = (AVHZ) (8.113) 
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logio(/) 

Figure 8.19: 1 / / noise 
and white noise, a) Noise 
sources, b) Equivalent noise 
power spectral density. 

where Kf is a factor which depends on the current passing on the device and 
a is a coefficient with a range of 0.8 to 1.4. For calculation purposes a is taken 
as unity and the noise power varies as the inverse of the frequency. The total 
noise power considered between fa and fb is: 

Jfa J 
fb 

(8.114) 

Kf In 
J a 

m (8.115) 

10/a, the noise Note that over any decade in frequency, that is, for any fh 
power is the same and given by Kf In(lO). 

In terms of a noise model the 1 / / noise component can be accounted for 
by adding an additional noise source to the white noise source as illustrated in 
figure 8.19. 

Since the two noise sources are uncorrelated, the total noise power spectral 
density is just the sum of each power spectral density: 

^ini*if) (in ^ 1 + ( A V H Z ) (8.116) 

where r]/2 is the PSD of the white noise source component and fc is the 'comer 
frequency' of the 1 / / noise. 

—MV-" 
Noisy resistor 

-^m^ 

Figure 8.20: a) Noisy 
resistor b) Series voltage 
sources, c) Parallel current 
sources. 

8.4.4 Noise models for passive devices 

The ideal passive devices are the resistor, the capacitor and the inductor. Among 
all these the only one which is noisy is the resistor since, as discussed above, 
it produces thermal noise. Both the ideal inductor and the ideal capacitor are 
energy storage elements, do not dissipate energy and do not induce thermal 
noise. However, practical devices always have parasitic resistances and these 
components will produce thermal noise and 1 / / noise. 

Resistor 

The practical resistor generates thermal noise and 1 / / noise. The noise model 
for the resistor is presented in figure 8.20. For the series voltage sources model 
the PSD is given by: 

( u n t < t ) = 2ICTR 

( u n f < f ) = 2KTR fc 

f 

(8.117) 

(8.118) 

where Unt accounts for the thermal noise contribution and Unf accounts for 
the 1 / / noise contribution. For the parallel current sources model the PSD is 
given by: 

2/cr 
(int int) = 

(W inf) = 

R 

2/cr fc 
R f 

(8.119) 

(8.120) 
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The real capacitor has two resistive components, as shown in figure 8.21. Rd 
is associated with dielectric losses and Rs includes the lead resistances. While 
Rd is greater than 10^ H, Rs is, typically, less than 1 Q. There is thermal and 
1 / / noise associated with Rs represented by Unti and by Unf, respectively. 
Rd generates only thermal noise represented by Unt2- In practice their noise is 
negUgible compared to other circuit noise generators. 

Inductor 

The real inductor has a main resistive component Rs, as shown in figure 8.22, 
from the wire resistance. Rs generates both thermal and 1 / / noise represented 
by Unt and by Unf, respectively. Like the capacitor the noise sources associated 
with the practical inductor are usually neglected when compared with other 
circuit noise generators like resistors. 

Figure 8.21: a) Ideal capa­
citor, b) Electrical model 
for a practical capacitor, c) 
Noise model for a practical 
capacitor 

8.4.5 Noise models for active devices 

Noise model for field effect transistors 

Figure 8.23 shows the high frequency small-signal model for the FET including 
the main noise source contributions, ind is the thermal noise associated with 
the Ohmic resistance of the channel, Rch, which is related to the transconduc-
tance as follows: 

Ideal inductor 
a) 

Rs L 

, N Ideal inductor 

Figure 8.22: a) Ideal induc­
tor b) Electrical model for 
the practical inductor c) 
Noise model. 

Rch = {9m Kd) (8.121) 

where Kd is a constant associated with the physical dimensions of the FET and 
is normally taken as 2/3. The power spectral density of ind is given by: 

(ind i*d) = 2/CT 2gn (8.122) 

Since TQ is a dynamic resistance it does not dissipate power and, therefore, 
there is no noise source associated with it. 

The 1 / / noise power spectral density can be written as: 

(infi;f) = 2 / C r ^ : ^ (8.123) 

where fc is the comer frequency, ing accounts for shot noise resulting from 
the DC gate leakage current, IG- The PSD for ing can be written as: 

\ lng Ing/ qlc (8.124) 

In some FETs there is correlation between the noise at the gate and the noise 
at the drain especially at high frequencies. However, at mid-range frequency 
this correlation is usually neglected. 
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Figure 8.23: a) Noiseless small-signal model for the FET. b) Small-signal 
model including noise sources. 

Noise model for bipolar junction transistors 

The noise model for the siHcon bipolar junction transistor (BJT) is shown in fig­
ure 8.24. UnB accounts for the thermal noise associated with the base spread­
ing resistance rx> It should be noted that this is the only dissipative resistance 
in the hybrid-7r model. All the remaining resistances in the model are dynamic 
resistances and are therefore noiseless, inb and inc are the shot noise current 
sources associated with the base current and the collector current, respectively, 
inf is the 1 / / current noise source in the base current. 

Each noise source is characterised by its power spectral density as follows: 

(UnB < B ) = 2/CTr:^ 

(inb inb) = Q^B 

(inc inc) = Q^C 

/ c 
(inf inf) qlB 

f 

(8.125) 

(8.126) 

(8.127) 

(8.128) 

where IB and Ic are the base and the collector bias currents, respectively. 

Figure 8.24: a) Noiseless hybrid-n model for the bipolar transistor b) Hybrid-ir model including noise 
sources. 

All the noise sources described above are assumed to be uncorrelated. 
However, correlation between inb and inc occurs at high frequencies. For ex­
ample, in Hetero-junction Bipolar Transistors (HBTs)^ the shot noise induced 

^HBTs are bipolar transistors with /T of the order of tens of GHz which are suitable for Radio-
Frequency/Microwave applications. 
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by the base current and the shot noise induced by the collector current are char­
acterised by their self- and cross-spectral densities as follows: 

Figure 8.25: a) Noisy ampli­
fier b) Equivalent model for 
the noisy amplifier 

(inb 

(inc 

(inb 

i^b) 

iL) 
iL) 

= 

= 

= 

q [IB^ 

qic 
q (e '̂̂ ^^ -

l - e " 

- l ) / c 

J^rt\ %) (8.129) 

(8.130) 

(8.131) 

where r̂ , represents the finite base transit time for the charge carriers. It should 
be noted that at low-frequencies (inb inb)' gî î̂  t)y eqn 8.129, tends to qls 
as in eqn 8.126. Also, at low frequencies the cross-spectral density, given by 
eqn 8.131, tends to zero. 

It is interesting to note that the dominant noise process in FET devices is 
thermal while bipolar devices have dominant shot-noise components. This is 
understandable given the nature of FETs and BJTs. A FET can be viewed as 
a variable semiconductor resistor generating the thermal noise components of 
eqns 8.122 and 8.124. On the other hand a BJT is effectively three semiconduc­
tor regions forming two p-n junctions giving rise to the shot noise components 
ofeqns 8.126 and 8.127. 

8.4.6 The equivalent input noise sources 

Now that the noise models for the main circuit elements have been presented it 
is clear that even simple circuits can have a significant number of noise sources 
contributing to the overall noise of the circuit. Therefore, it is necessary to 
assess the impact of each noise source on the circuit performance. 

A noise assessment method used to quantify the noise performance of an 
amplifier, or of any linear two-port circuit, is based on modelling the noisy 
amplifier using equivalent input noise sources, as shown in figure 8.25. The 
noisy amplifier is replaced by a noise-free amplifier, which accounts for the 
electrical response, and by two equivalent noise generators which characterise 
the noise of the amplifier. These two equivalent noise generators are a voltage 
noise source, Un, and a current noise source, in, which are located at the input. 
In general, these two noise sources are correlated. This correlation is accounted 
for by (in uĵ ) which is the cross-spectral density between in and u*. It should 
be noted that there is a need for both a voltage noise source and a current noise 
source to accurately characterise the noise behaviour of the amplifier. When 
the input signal source is a voltage source its zero (or low) output impedance 
absorbs the current noise in- If there was not a voltage noise source, the noisy 
behaviour of the amplifier would not be taken into account. Similar reasoning 
accounts for the need of a current noise source when the input is a current 
source. 

This noise representation technique is very useful since it allows amplifiers 
to be compared in terms of noise performance, regardless of gain, impedance, 
or transfer function of the amplifiers. In order to characterise an amplifier 
according to the model shown in figure 8.25 b) it is necessary to relate all 
the individual noise sources of the noisy amplifier with the equivalent noise 
sources Un and in-
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We describe a circuit analysis method to calculate the equivalent input volt­
age and equivalent input current noise spectral densities for a general amplifier, 
or any linear noisy circuit. As an example, we consider a common-emitter HBT 
based amplifier shown in figure 8.26 a). The circuit does not include the input 
bias circuit. The HBT is chosen for this example due to its correlated noise 

UnL 

Figure 8.26: HBT common-emitter amplifier a) Simplified schematic, b) 
Small-signal equivalent circuit including intrinsic noise sources, c) Small-
signal equivalent circuit with equivalent noise sources referred to the input 
of the amplifier 

sources discussed above, making the analysis most general. Figure 8.26 b) 
shows the small-signal model of the amplifier including the intrinsic noise 
sources of the HBT. inb and inc are characterised by their self- and cross-
spectral densities given eqns 8.129-8.131. Figure 8.26 b) also shows the noise 
source of the load resistance RL, UnL» with power spectral density given by: 

(UnLU*L) = 2/Cri?L (8.132) 

For reasons of simplicity the model of the circuit described by figure 8.26 b) 
does not include the effect of the base resistance Vx and C^. Also, it assumes 



Gm 
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= 
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that the Early effect can be neglected, that is, Vo is very large compared to RL-
Gm is the transistor transconductance given by: 

(8.133) 

(8.134) 

where the term e~-̂ ^^ accounts for the delay, r, associated with the transistor 
transconductance. In the following analysis, we shall assume r c::: 0, that is, 
^m — 9m' 

The analysis method 

1. Each noise source is considered as an ergodic random process and, 
therefore, can be characterised by a single sample function which is 
considered in the frequency domain (see eqn 8.75). 

2. The total open-circuit noise voltage at the output of the linear circuit 
is calculated assuming an input voltage source. Applying the super­
position theorem, the contribution of each voltage noise source and 
each current noise source is obtained by replacing all the other noise 
sources and the input signal source by their corresponding output 
impedances. 

We calculate now the contributions of the various noise sources to the 
output voltage. 

• UnL' Figure 8.27 a) shows the equivalent circuit for the calcula­
tion of the contribution of this noise source to the output voltage. 
It can be seen that v^^ = 0 since the zero impedance of the in­
put voltage signal source short-circuits the base-emitter terminal of 
the transistor. Therefore, the voltage-controlled current source can 
be replaced by an open-circuit. Since there is no current flowing 
across RL the output voltage is 

Vo = UnL (8.135) 

• inc- Figure 8.27 b) shows the relevant equivalent circuit. Again 
Vj^ = 0 and the current flowing through RL is just —inc- Hence, 
the output voltage is: 

Vo =-inc RL (8.136) 

• inb- See figure 8.27 c). Again, we have v^^ = 0. Hence, the voltage-
controlled current source does not produce any current and, there­
fore, the output voltage is zero. 

• Total noise voltage: The sum of all noise contributions to the 
noise voltage at the output of the amplifier is given by: 

Vo = U n L - i n c ^ L (8.137) 
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v,^Q 

c) 

Figure 8.27: Equivalent circuit for the calculation of the various contributions 
to the output noise voltage, a) Contribution from UnL- b) Contribution from 
inc- c) Contribution from inb-

3. The total short-circuit noise current at the output is calculated by 
assuming an input current signal source. The contribution of each 
voltage and current noise source to the total output current is ob­
tained applying the superposition theorem. We calculate the individ­
ual contribution of each noise source to the output short-circuit cur­
rent replacing all the other noise sources by their output impedances 
and by replacing the input signal source by an open-circuit. 

We now calculate the contributions of the various noise sources to the 
output short-circuit current. 

• UnL- See figure 8.28 a). Since there is no signal applied to r̂ r and 
C'TT, T̂T = 0. Therefore, the voltage controlled current source can 
be replaced by an open circuit. From this figure we also observe 
that the voltage across across RL is UnL and therefore the output 
current is 

UnL 

' RL 
(8.138) 



314 8, Noise in electronic circuits 
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Figure 8.28: Equivalent circuit for the calculation of the various contributions 
to the output noise current, a) Contribution from UnL- b) Contribution from 

c) Contribution from inb-

• jnc- In figure 8.28 b) we see that v^^ = 0 and the voltage controlled 
current source can be replaced by an open circuit. Since RL is 
short-circuited, there is no current flowing through its terminals 
and the output current is 

lo = 1 nc (8.139) 

• inb- Figure 8.28 c) shows the equivalent circuit for this calculation. 
Now we have: 

Vn = - I n b 

= - inb 

l+j27rfC^r^ 

9m T̂T 

1 + J 2 7 r / C , r , 

(8.140) 

(8.141) 
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• Total noise current: The sum of all noise contributions to the 
noise current at the output of the amplifier is given by: 

ô = 5 - + Inc - Inb , , .^ T7^ (8.142) 

4. The equivalent input voltage noise source is obtained by dividing the 
total open-circuit noise voltage at the output by the circuit voltage 
gain. 

The circuit voltage gain, Ay, is: 

Ay = -QmRL (8.143) 

and, therefore, the equivalent input voltage noise source is given by (see 
eqn 8.137): 

UnL Inc 

9m RL 9r) 
Uneq = " 7 ^ ^ + — (8-144) 

5. The equivalent input current noise source is obtained by dividing the 
total short-circuit noise current at the output by the circuit current 
gain. 

The circuit current gain, A ,̂ is: 

1 + J 2 TT / C^ r^ 

and, therefore, the equivalent input current noise source is given by (see 
eqn 8.142): 

l+j27rfC^r^ , _. l + i 2 7 r / C ^ r , 

9m rn RL 
Ineq — ^nL _̂  „ o ' ^nc ^nb 

6. Finally, the self- and the cross-spectral densities of these tv»̂ o equiv­
alent noise sources can be calculated by simplifying (uneq u^eq)? 
(ineq ineq) ^^^ (^neq ineq) ^^ defined by cqu 8.80 and eqn 8.88. 

• The power spectral density of Uneq is calculated as follows: 

/ * \ _ / / ^nL , ^nc\ I UnL , 1 nc 

J. ,. .. . 1 
(UnL < L ) /„ p N2 + ('nc inc) " T 

2/CT ^ qlc 

9ln RL 9?n 
2(/CT)3 {ICTf 

^ 2 D r2 "̂  T (8.146) 

where we have used the definition of transconductance for a BJT, given 
by eqn 8.134. It should be noted that, since UnL and inc are uncorrelated 
and zero mean random processes, we have: 

(UnL iL) = (inc < L > = 0 (8.147) 
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• The power spectral density of ineq is calculated as follows: 

<i. Lneq ^neq/ 
l+i27r/ar^ 

-UnL 5 

. l + j2TTfC^r^ . 

9m r^ 

l+j27rfC^r^ 
-UnL 5 

— 1 + Inc Inb / 
9m rn ) I 

+ ( inb i ;b ) -2Rea l (inci^b) 
5'm 7̂1 

(8.148) 

This can be written as: 

/• •* 
\ l neq In neq/ 

2/CT \ ]^K27r/CVrv)2 

(5m r-Tr)̂  

+ q(lB^\\-e-^^'''^Ic) 

2 Real 

(8.149) 

• The cross-power s 
follows: 

jpectral density of ineq and Uneq is calculated as 

\ lneq ^ ^ e q / -UnL ;^ V In 

- Inb 

9m r-n: RL 

UnL inc 

9m rn 

9m RL 9n 
_ I * . l-K727r/CVrv 

1 + J 2 7 r / C , r , 
+ (inc 1„ 

OL^-r 
(inb inc 

„ ^ _ l + i 2 7 r / a r ^ ^ ^ l + i 2 7 r / C „ r ^ 
= Z/Li ;:; ;;;̂  Vqi-C-5m '̂T -RL 

- g (e '̂̂ ^" - 1) — 

9m 

and (u„eqi*eq> = ( ( ineqU^eq))*-

5^ ' '7r 

(8.150) 
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Figure 8.29: Equivalent input noise spectral densities for the common-emitter 
amplifier Note that both axes are logarithmic. 

Figure 8.29 shows the RMS voltage spectral density, ((u] 
the RMS current spectral density, (( 

neq ^ ^ e q »i /2 , and 

neq^neq ))^/^, obtained from eqns 8.146 
and 8.149, respectively, for three collector bias currents: / ^ — 0.1 mA, Ic = 
1.0 mA and Ic = 10 mA. We have also assumed that the HBT is characterised 
by /? = 200, r^ = r^C^ = 4. ps and n = 0.1 ps. RL = 50 n. 

From this figure it can be observed that while the spectral density associ­
ated with (uneq u*eq) dccrcascs with increasing Ic, the PSD associated with 
(ineq ineq) incrcascs. Thcsc opposite trends suggest that there is an optimum 
bias collector current for which the overall noise PSD can be minimised. It is 
also interesting to examine what are the most significant noise contributions for 

(i neq ^neq ) and (u; neq U^eq/ Figure 8.30 shows the various contributions to 
the equivalent input current noise spectral density as given by eqn 8.149, for 
a bias collector current Ic = O.l mA. It can be seen that the dominant con­
tribution is the current shot noise induced by the HBT base current (see also 
eqn 8.129). It is left as an exercise for the reader to determine which con­
tributions dominate the equivalent input voltage noise spectral density of the 
common-emitter amplifier. 

Equivalent current noise spectral density 

Figure 8.31 shows a noisy amplifier connected to a current source with an out­
put impedance Zs{co). The resistive part of Zs{u^), Rs = Real [Zs(a;)], pro­
duces thermal noise ins- It is very useful to be able to represent such circuits as 
having a single 'equivalent' noise source at the input. The spectral density of 
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Figure 8.30: Contributions to the equivalent input current noise spectral den­
sities for the common-emitter amplifier (IQ = 0.1 mA). 
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Figure 8.31: a) Noisy ampli­
fier connected to a current 
signal source, b) Equivalent 
noise model for the signal 
source and amplifier 

such a source can be calculated by applying simple Thevenin or Norton equiv­
alent models. For this example the circuit can be represented by applying the 
Norton equivalent model to the circuit in figure 8.31 a). This results in the sim­
plified representation of figure 8.31 b) where the equivalent current noise ineq 
describes the overall noise performance of the current source-amplifier combi­
nation. Using the noise analysis method explained previously it can be shown 
(see problem 8.8) that the equivalent noise current source can be expressed by: 

u„ 
Zs{i^) 

+ Ins + In (8.151) 

and the PSD of in^q can be obtained by simplifying the following equation: 

^neq I n e q 
Ur, 

ZJu] 
+ ins + in 

Un 

Zs{oo) 
+ Ins + Ir 

that is 

^Heq I n e q 

\Zs{uj) 

+ ( in i ; ) + ( insiL) + 2Real (Un i* ) 

2 + ( i n i ; ) + ^ + 2 R e a l 

Zs{uj) J 

(Un in) 

Zs{uj) 

(8.152) 

As an example we consider the common-emitter amplifier of figure 8.26 
driven by a current source with an output impedance Zs{io) = Rs = bO Q. 
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(un u*), (in in) ^nd (un i*) are given by eqns 8.146, 8.149 and 8.150, re­
spectively. 

Figure 8.32 shows the variation of the current spectral density of ineq with 
bias collector current Ic at 800 MHz. It can be seen that there is an optimum 

bias value for Ic (about 8 mA) which minimises f / in^^ in^q ) ) 

Ax 10-̂ ^ 

Ic (mA) 

Source Amplifier 

^^^ Zs 

Figure 8.33: a) Noisy 
amplifier connected to a 
voltage signal source, 
b) Equivalent noise model 
for the signal source and 
amplifier 

Figure 8.32: Current spectral density ofin^^ versus collector bias current Ic 
(f = 800 MHz). 

Equivalent voltage noise spectral density 

If the noisy amplifier of figure 8.31 a) is now driven by a voltage source with 
output impedance Zs{u)), as illustrated in figure 8.33 a), then the noise be­
haviour of the overall configuration (voltage source and amplifier) can be best 
represented (see figure 8.33 b)) by an equivalent voltage noise source, Uneq 
with a PSD given by (see exercise 8.9): 

(Uneq U n . / ) = (Uns < , ) + (Un < > + 2Rea l [ (Un i^) Z:{uj)] 

(8.153) + (in i;> |Z,(a;)|^ 

8.4.7 The noise figure 

The noise figure is widely used to quantify the noise performance of active 
devices and amplifiers specially when both the signal source impedance and 
the output load impedances are resistive. 
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The noise factor, F , can be defined as: 

where SNR^ and SNR^ are the signal-to-noise ratios at the input and at the 
output of the amphfier, respectively. The signal-to-noise ratio is defined as the 
ratio of the power of the signal to the power of the noise. The noise figure, 
NF, is the noise factor expressed in dB, that is: 

NF = 10 log 10 
SNR,, 

SNR, out 
(8.155) 

For example, a noise figure of 0 dB would describe a noiseless amplifier and a 
noise figure of 3 dB would indicate that the amplifier contributes as much noise 
as the signal source. 

The noise factor can be expressed as follows: 

A 
F = ^ = 11L^ (8.156) Pn, Pi 

Po Po 

Pn. 

1 Pn. 

^p -* n^ 

Pn. 
•L^m 

(8.157) 

where Pi and Po are the input signal power and the output signal power, re­
spectively. Pm is the noise power at the input of the amplifier and Pn^ is the 
noise power at the output of the amplifier. Gp is the power gain of the amplifier. 
For the amplifier of figure 8.31 we can write: 

Pn. = G p ( i „ , , C,^) (8.158) 

P„, = ( i n s O (8-159) 

and the noise factor can be written as 

F = ^ ' (8.160) 

where 

( i n s O = 2)CrRcal[Ys{u;)] (8.161) 

W = ^ (8.162) 

Real[n(w)] - Gs (8.163) 

Using eqn 8.152, F is given by: 

P . , (ini*) + 2Real[(uni*)n(a;)] + ( u n U * ) | n M p 
^ = ^ + 2;CTReal[n(a;)] ^^'^^^ 
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From eqn 8.164 we can conclude that when YS{LU) tends to zero the terms 
(in in) (2/CTReal[ys(ci;)])~^ and the noise factor tend to infinity. Also, when 
Ys{uj) tends to infinity both the term (un uĵ ) |ys(c(;)p and F tend to infinity. 
Therefore, there must be an optimum value of the signal source output admit­
tance, Ys^pt{uj), which minimises the noise factor. In order to simplify this 
calculation we consider a pure resistive output admittance YS{UJ) = Gs, for 
which we can write 

F = 1 + 
(in i*) + 2 Gs Real[(un i*)] + (un u*) G^ 

2ICTGs 
(8.165) 

The optimum Gs can be obtained by differentiating eqn 8.165 and setting the 
differential to zero, that is 

dF 

dGs 

2x:r[G^(u„<)-(ini;)] 
(2/CTG,)2 

0 

0 

and 

^opt 

Hence the minimum noise factor, Frr 

= 1 + 
2a,^,Real[(uni*>] 

(in i*) 
(Un U* ) 

, can be written as 

2 (un u ! Ĝ? 
2JCTGs 

(8.166) 

(8.167) 

Figure 8.34: Chain of three 
noisy amplifiers. 

It should be noted that usually Fmin varies with the frequency. 
The noise factor also provides insight about the relative importance of noise 

sources along a chain of amplifiers. Figure 8.34 shows a chain of three ampli­
fiers each one with a noise factor Fk and a power gain Gp^. It can be shown 
that the noise factor of the amplifier chain is given by: 

F = î  + 4^— + 
G pi ^Pl ^ P 2 

(8.168) 

From this we conclude that the noise performance of the amplifier is dominated 
by the noise performance of the first amplifier stage as long as the gain of this 
first stage, Gp^, is large. 

Clearly, equation 8.168 can be generahsed for a chain of N ampHfiers each 
one with noise factor Fk and a power gain Gp^: 

N 

'•' n Op. 
n=l 

(8.169) 
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Example 8.4.1 An amplifier with a power gain of 24 dB is to be built using the 
cascade of two power amplifiers. Amplifier A has a power gain of 15 dB and a 
noise figure of 8 dB. Amplifier B has a gain of 9 dB and a noise figure of 5 dB. 
Determine which amplifier is best suited as the first stage of amplification in 
order to have a final amplifier with the lowest possible noise figure. 

Solution: The gain and the noise factor of each amplifier are given by: 

GpA = 31.6 

GpB = 7.9 

FA = 6.31 

FB = 3.16 

Assuming that amplifier A is the first stage of amplification the noise factor of 
the final amplifier is, according to eqn 8.169, equal to: 

FA = 6.38 (8.170) 

If amplifier B is the first stage of amplification then the noise factor of the final 
amplifier is 

FB = 3.83 (8.171) 

From the above we conclude that amplifier B should be the first stage of ampli­
fication followed by amplifier A. For this situation the noise figure of the final 
amplifier is 5.8 dB. 

The equivalent amplifier noise resistance and conductance 

The equivalent noise resistance, Rn, of an amplifier characterised by two equiv­
alent input noise sources Un and in (see figure 8.25) is defined as the value of 
a resistance having a thermal noise PSD equal to the PSD of Un at a standard 
temperature, usually 290 kelvin. Hence, 

2ICTRn = ( u n O (8.172) 

Rn = ^ ^ ^ ^ (8.173) 

Similarly, the equivalent noise conductance of an amplifier, 5„, is defined as 
the value of a conductance having a thermal noise PSD equal to the PSD of i„ 
at 290 kelvin 

2ICTg„ = (i„i;> (8.174) 

.„ = 1 ^ (8-175) 

It can be shown (see problem 8.11) that gn and Rn can be related by the fol­
lowing equation: 

9n = Rn\Ys^,f (8.176) 
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where Ys^J^^ is the optimum source admittance which will minimise the noise 
figure. 

The equivalent amplifier noise temperature 

The equivalent noise temperature, 7^, of an amplifier characterised by two 
equivalent input noise sources Un and in (see figure 8.25), and driven by a 
signal source with an output resistance Rs is defined as the temperature at 
which the thermal noise contribution from Rs is equal to the overall noise of 
the amplifier. 7^ satisfies the following eqn: 

2K:rnRs = (un u*) +i?2 ^i^ i*) +2i?,Real[(un i^)] (8.177) 

or 

Tn = 
(un u*) + Rl (in i*) + 2 Rs Real[(un i*)] 

2 /C its 

Note that T^ is, in general, frequency dependent. 

(8.178) 

8.5 Computer-
aided noise 

modelling 
and analysis 

Figure 8.35: a) Common-
emitter amplifier b) AC 
equivalent circuit. 

The combination of matrix algebra and circuit analysis can be used to simplify 
the computation of noise parameters in complex circuits. This can be achieved 
by following a method based on dividing a complex circuit into its elementary 
constituents. This powerful method was originally proposed by Hillbrand and 
Russer [7] and it has many similarities with the method described in Chap­
ter 5 for the computation of the electrical response of two-port circuits. In 
fact, Hillbrand and Russer's method is also based on the analysis of a two-
port circuit as an interconnection of basic two-port sub-circuits. These basic 
two-port sub-circuits are elementary passive impedances, and elementary ac­
tive gain elements, such as transistors. These, in turn, can be modelled as the 
interconnection of passive devices with voltage or current-controlled sources. 
The noise behaviour of these elementary sub-circuits has been discussed previ­
ously. Starting from these basic two-port circuits, the analysis is performed by 
interconnecting these basic circuits in order to obtain the noise performance of 
the whole circuit. Figure 8.35 a) shows a common-emitter amplifier and figure 
8.35 b) shows the AC equivalent circuit of the amplifier as an interconnection 
of elementary two-port circuits. From figure 8.35 b) it can be seen that the 
two-port network which represents the transistor is in series with the two-port 
network which represents RE- The resulting two-port circuit is in parallel with 
the two-port network representing RB and, so on. 

8.5.1 Noise representations 

All noisy two-port circuits can be replaced by equivalent noiseless two-port 
circuits which characterise the noise-free electrical response and by two noise 
sources which account for the noisy behaviour. The natures of these noise 
sources (current or voltage) and their position relative to the input or output 
of the noiseless two-port network define what is called a noise representation. 
Here, we consider the representations shown in figure 8.36, that is, the admit-
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Figure 8.36: Two-port noise representations: a) Admittance representation; b) 
Impedance representation; c) Chain representation; d) Scattering representa­
tion. 

tance representation, the impedance representation, the cascade/chain repre­
sentation and the scattering representation. The two-port electrical response 
associated with each representation has been studied in detail in Chapter 5 (see 
section 5.3). 

The admittance representation 

The admittance representation characterises the electrical circuit response us­
ing [Y] parameters. The noise of the circuit is modelled by two current noise 
sources, one located at the input and the other at the output of the circuit. These 
two noise sources are characterised by their self- and cross-power spectral den­
sities arranged in a matrix form defined as the admittance correlation matrix: 

[CY] = 
( i i i i ) 
(i2ii) 

(iii2> 
(i2i^) 

(8.179) 

The admittance representation is a useful way to deal with two-port sub-circuits 
which are in parallel. 

The impedance representation 

For the impedance representation the characterisation is effected by using the 
[Z] parameters while the noise is characterised by two voltage noise sources lo­
cated at the input and output of the circuit. This representation is the electrical 
dual of the admittance representation. The two noise sources are characterised 
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by their self- and cross-power spectral densities arranged in a matrix form de­
fined as the impedance correlation matrix: 

[Cz] = 
(uiu*) 
(U2U^) 

(8.180) 

The impedance representation is useful in dealing with two-port sub-circuits 
which are in series. 

The chain representation 

For this representation the characterisation is described by [A\ parameters. The 
noise is characterised by a voltage noise source and a current noise source, both 
at the input of the circuit. The two noise sources are characterised by their self-
and cross-power spectral densities arranged in a matrix form defined as the 
chain correlation matrix: 

[CA] 
(uu*) (ui*) 
(iu*) (ii*) 

(8.181) 

The cascade (or chain) representation, which has been discussed in detail in 
section 8.4.6 is also useful when analysing chains of two-port sub-circuits. 

The scattering representation 

The characterisation of the electrical circuit response is performed by using 
the [S] parameters, studied in Chapter 7. There are two electromagnetic wave 
noise sources, one located at the input and one at the output of the circuit. 
These are characterised by their self- and cross-power spectral densities also 
arranged in a matrix form defined as the scattering correlation matrix: 

[Cs 
(bib*) (bib*) 
(b2b*) (b2b5) 

(8.182) 

The scattering representation can be useful specially when data on high-frequency 
(RF) circuits and devices are provided by the manufacturers as 5-parameters. 

8.5.2 Calculation of the correlation matrices 

For passive networks, and neglecting the 1 / / noise, the correlation matrices 
can be obtained from [Z] and \Y] as follows: 

[Cz] = 2/CTReal[Z] 

[CY] - 2/CTReal[y] 

(8.183) 

(8.184) 

If the 1 / / noise cannot be neglected then the correlation matrices for passive 
devices can be obtained after calculating [CA] as described in section 8.4.6. 

For active devices [CA] can also be derived using the noise analysis method 
described in section 8.4.6. In situations where the correlation matrix cannot be 
derived from theory, measurements of the noise performance can provide the 
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Figure 8.37: a) Noisy shunt 
admittance, b) Equivalent 
Thevenin noise model. 
c) Circuit to determine Un-
d) Circuit to determine in-
e) Two-port chain represen­
tation ofY. 

required information. Such measurements are often performed by determining 
the equivalent noise resistance, Rn, and the optimum source admittance, Yopt, 
for which the noise factor, is a minimum, Fmin- Knowing these quantities it is 
possible to derive (see problem 8.12) the correlation matrix as follows: 

[ C A ] - 2 / C T 
^n I J^Sopt I 

(8.185) 

Example 8.5.1 Determine the chain and the impedance representations for the 
noisy shunt admittance, Y, represented in figure 8.37 a). 

Solution: The admittance Y can be represented by its corresponding impedance 
Z composed by a resistance R and a reactance j X: 

Z = R + jX (8.186) 

Therefore, neglecting the 1 / / noise, the thermal noise associated with Z can 
be modelled by its Thevenin model (see figure 8.37 b)). The PSD associated 
with u is given by: 

(uu*> = 2/CTi? (8.187) 

In order to find the self- and cross-power spectral density of the two equivalent 
voltage noise sources, corresponding to the chain representation, we perform 
an analysis similar to that presented in section 8.4.6. Figure 8.37 c) shows the 
circuit to determine Un- We assume an input voltage source and we apply the 
superposition theorem to determine the open-circuit output voltage caused by 
u. Since the output is short-circuited we have: 

and therefore (un u^) = 0. The procedure to determine in is illustrated in 
figure 8.37 d). From this figure we observe that 

io = Un y 

Since the current gain for this simple two-port circuit is unity then in = ^o. that 
is 

in = Un y 

(ini;) = {UU*)|FP 

= 2KTR\Y\^ 

and (un in) = (in u*) = 0. Hence we can write: 

[CA] 

(8.188) 

0 0 
0 21CTR\Y? 

(8.189) 

The impedance characterisation for Y is given by (see also appendix C) 

Z Z 
Z Z 

(8.190) 
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and, from eqn 8.183, [Cz] can be written as: 

[Cz] = 2/CT R R 
R R 

(8.191) 

, y [CYJ 

[CYJ 
a) 

m + m 
[CYJ + [CYJ 

Figure 8.38: a) Noisy two-
port circuits in parallel, b) 
Equivalent two-port circuit. 

8.5.3 Elementary two-port interconnections 

As discussed in Chapter 5 there are three fundamental types of interconnections 
for two-port networks: parallel, series and chain interconnections. 

Parallel interconnection 

If two elementary noisy two-port networks are in parallel, as illustrated in fig­
ure 8.38, it is desirable that both such networks are described according to ad­
mittance representations. This is because the equivalent noisy network can be 
described as an admittance representation for which the equivalent admittance 
correlation matrix is the sum of the individual admittance correlation matrices: 

[CY,...,] = [CYJ + [CY. (8.192) 

and the equivalent electrical response can be represented by (see also section 
5.2.2): 

[l^total] = [Yi] + [Y2] (8.193) 

For the parallel connection of N elementary two-port circuits the noise charac­
terisation can be described by an equivalent admittance correlation matrix: 

[ C Y . 

N 

(8.194) 

[Zi] 
[CzJ 

[Z2] 
[CzJ 

[Zi] + [Z,] 
[CzJ + [CzJ 

Figure 8.39: Two-port cir­
cuits in series, b) Equivalent 
two-port circuit. 

Series interconnection 

If two elementary noisy networks are in series then both networks are best 
described according to impedance representations. Now, the equivalent noisy 
network can be described as an impedance representation for which the equiv­
alent impedance correlation matrix is the sum of the individual impedance cor­
relation matrices: 

[Cz.„.J = [CzJ + [CzJ (8.195) 
and the equivalent electrical response can be represented by (see also section 
5.2.1): 

[2total] = [Zl] + [Z2] (8.196) 

For the series connection of N elementary two-port circuits the noise charac­
terisation can be described by an equivalent impedance correlation matrix: 

[C2 
N 

Etc. (8.197) 
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[Ai] 
[CAJ [CAJ 

[Ai][A,] 
[Ai] [CAMIV +[CAJ 

Figure 8.40: a) Chain of 
two-port circuits, b) Equiv­
alent two-port circuit. 

Chain/cascade interconnection 

When two elementary noisy networks are in a cascaded connection both net­
works are best described according to chain representations. Now, the equiv­
alent noisy network can be described as a chain representation which is given 
by the following expression: 

[CM..J = [Ai] [ C A . ] [ A I ] + + [ C A J (8.198) 

where [Ai] represents the electrical chain matrix of the first network of the 
cascade. [Ai] is the Hermitian conjugate of [Ai]: 

[Ai]+ 

J * A* 
^ 1 1 ^ 2 1 

4 * 4 * 
^ 1 2 ^ 2 2 

(8.199) 

The equivalent electrical response can be represented by (see also section 
5.2.3): 

[Atotai] = [Ai] [A2] (8.200) 

The noise characterisation of a chain (or cascade) of N two-port sub-circuits 
can then be described by generalising eqn 8.198 as follows; 

N-l 

[CA,.,„] - E [̂ 1-̂ ] [Ĝ <+J [^1-^]^ (8.201) 
i=0 

T[[Ak] f o r i > l 

[1] for z < 1 

where [1] represents the two-by-two identity matrix (see appendix B). 

(8.202) 

8.5.4 Transformation matrices 

According to the type of interconnection (parallel, series or chain) it is often 
desirable to transform between representations. These transformations are pro­
vided by the transfer function, in matrix form represented by [T], between the 
two positions in the electrical network where the equivalent noise generators of 
the new representation and the equivalent noise generators of the old represen­
tation are considered. The new correlation matrix can be calculated according 
to the transformation formula: 

[C] = [T] [C] [T]+ (8.203) 

where [C] and [C] represent the correlation matrices of the original and the 
new representation, respectively. [T]"*" is the Hermitian conjugate of [T]. 

Tables 8.1 and 8.2 show the transformation matrices between the represen­
tations considered here. 
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Original representation 

C3 

o 

C3 

â  
P 

T3 

OH 

c3 

u 

•a 

o 
00 

Admittance 

1 0 
0 1 

^ 1 1 2 ' i 2 

^ 2 1 ^ 2 2 

0 Ai2 
1 ^ 2 2 

2 
'^21 I + S22 

2y/Y~o 2y/Y~o 

Impedance 

^ 1 1 ^ 1 2 

^ 2 1 ^ 2 2 

1 0 
0 1 

- A l l 

- ^ 2 1 

'^ — Sii —S12 
2^fZ~o 2^fZ~o 

2v/Z^ 2v /Zr 

Table 8.1: Transformations between noise representations. 

Original representation 

C3 
O 

I 
T3 
< 

o 

03 

U 

e 

o 
C/5 

Chain 

1 
0 

H i 
1^21 

1 
0 

^ 1 1 

•^21 

1-511 
2 v ^ 
- 'S '21 

1 0 
0 1 

- ( l + 5 i i ) v X 

—'S'21 Vz~o 
2y/Z2 

Scattering 

x/Vo 

^0 + ^̂ 22 

- 1 - ( A 2 2 + ^ 2 l Z o ) 

1 0 
0 1 

Table 8.2: Transformations between noise representations. (Cont.) 
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Example 8.5.2 Determine the transformation matrix [T] to transform from the 
scattering representation to the impedance representation. 

Solution: The impedance representation (see also figure 8.36 b)) can be ex­
pressed as follows: 

Vi = Z11/1 + Z12/2 + U1 (8.204) 

V2 = Z 2 l / l - h Z 2 2 / 2 - h U 2 (8.205) 

and the scattering representation (see section 7.4) can be expressed as: 

bi = Sii ai + 512 ^2 + b n i 

^2 — *S'2l tti H- S22 ^2 + bn2 

with 

bi = 

di = 

1 

2VZo 
1 

2x/z: 

{Vi-Zoli) , i = l,2 

(Vi^ZoIi) 1,2 

(8.206) 

(8.207) 

(8.208) 

(8.209) 

Equations 8.206 and 8.207 can be written as follows: 

Vi{l-Sn) = Zo{l + Sn)h+Sl2ZoI2-\-Sl2V2^2^/Zohnl 
(8.210) 

^ 2 ( 1 - 522) = Zo{l^S22)l2^S2lZoIl+S2lVi+2^ohn2 

(8.211) 

Solving these last two eqns in order to obtain Vi and V2 we get; 

r, ( l - 5 2 2 ) ( l + 5 l l ) + 5l2521 , 
"^oT-y n \ / i Tr~\ 7,—7r~ ^1 

+ Zo 

+ 

(1 — '5'ii)(l — 522) — S12S21 

25i2 

(1 — S'ii)(l — 522) — 5'i2S'21 

2y/Z~o{l-S22) 
(1 — 5' i i)( l — 522) — S'i2S'2i 

2y/Zo S12 

b n l 

bn2 
(1 - 'S'ii)(l - 522) - S12S21 

y ^ 2 "^-^ / 
(1 — 5' i i )( l — 522) — S12S21 

^ r, ( l + g 2 2 ) ( l - 5 i i ) +512^21 , 

(8.212) 

+ 

+ 

(1 — 5' i i)( l - 522) — 5'i2S'2i 

2\fZoS2\ 

(1 — 5' i i)( l — 522) — S12S21 

2v/Zo( l -5n) 
(1 — '5'ii)(l — 522) — 5'i252i 

b n l 

bn2 (8.213) 
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These can be rewritten, using the relationship between S and Z parameters 
(see appendix C), as follows: 

Vi = Zii / i + Z12 h H X bni H ^̂  bn2 

Vo -̂ 21 A + -̂ 22 -̂ 2 + 

A5 

2 v Zo 521 

(8.214) 

b n l H 1 t)n2 

(8.215) 

with A5 = (1 — 5i i ) ( l — 522) — S12S21 (see appendix C). Comparing eqns 
8.204 and 8.205 with eqns 8.214 and 8.215, respectively, we conclude that 

Ul 

U2 

2VzZil-S22) 2^Z^Si2 
As As 

2 ̂ Z^S 21 2^Z^{1-Sii) 
As As 

bnl 

bn2 

(8.216) 

This can also be written, using the relationship between S and Z parameters 
(see appendix C), as follows: 

U l 

. ^2 _ 
Z21 

Zi2 

Zo-\-Z22 
^fZTo 

b n l 

bn2 

(8.217) 

We now summarise a systematic approach suitable for the appHcation of 
the noise analysis method described above. 

1. Decompose the circuit to be analysed into its elementary two-port 
sub-circuits such as series impedances, shunt admittances, voltage-
and current-controlled sources, etc. 

2. Identify the types of interconnections between the various elemen­
tary two-port networks mentioned above (parallel, series, chain). 

3. Characterise the noisy behaviour and the electrical response for each 
elementary two-port according to one of the two-port noise repre­
sentations illustrated in figure 8.36. Use a noise representation for 
the elementary two-port network that takes into account the type of 
interconnection with the other elementary noisy networks. 

4. Reconstruct the overall two-port circuit. Whenever appropriate use 
the transformation matrices shown in tables 8.1 and 8.2 to obtain the 
appropriate noise representations. 

The next example illustrates one application of these steps. 
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Example 8.5.3 Consider the common-emitter amplifier of figure 8.35 a). De­
termine the chain representation for the ampHfier. The noise model for the BJT 
is described by eqns 8.125-8.128 (see also figure 8.24). For the BJT assume 
that /3 = 200, C-jr = 6 pF, C^ = 0.8 pF, TX ^ 0 and that To can be neglected. 
The comer frequency associated with (unf uĵ f) is fc = 200 Hz. / c = 1 mA. 

Solution: Figure 8.41 a) shows the small-signal equivalent circuit of the am­
plifier including all the noise sources. It is assumed that JR^, RE and RB 
produce thermal noise only. Therefore, the spectral densities associated with 
these resistances are given by 

(UnL U * L ) = 

UnE U * E ) = 

(inB ins) ^ 

= 2KTRL 

= 2ICTRE 

= 2K.TRB^ 

(8.218) 

(8.219) 

(8.220) 

Figure 8.41: Small-signal equivalent circuit for the common-emitter amplifier b) The common-emitter 
amplifier as an interconnection of elementary two-port networks. 

Figure 8.41 b) shows the common-emitter amplifier as an interconnection 
of elementary two-port networks, inbe accounts for inb and inf. 

We start by characterising the transistor and the resistance RB in terms 
of an interconnection of elementary two-port circuits, gm = Ic Q/K^ ^ = 
40 mAA ,̂ r^ = (3/gm = 5 kQ. 

Figure 8.42 a) shows the small-signal equivalent circuit for just the BJT and 
RB including the noise sources. Figure 8.42 b) shows this equivalent circuit as 
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an interconnection of elementary two-port circuits. From figure 8.42 b) we can 
see that the two-port circuit which characterises the BJT and RB can be seen 
as the parallel connection of the two-port circuit which describes the voltage 
controlled current source, VCCS, with the two-port circuit which describes 
the base-collector admittance, Y^. Y^, in turn, is composed of the parallel 
connection of C^ with RB- Since VCCS is in parallel with Y^ it is appropriate 
to adopt admittance representations for these two networks. The admittance 

Figure 8.42: The BJT and RB as an interconnection of elementary two-port 
circuits. 

representation for Y^ is as follows (see also appendix C): 

Y —Y 

-y, y, J 
(8.221) 
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where Y^ corresponds to the admittance of the parallel connection of C^ with 
RB'-

riB 

^ Y Y , 2/CT 
RQ -R - 1 1 

-RQ RB , 

The admittance representation for VCCS is given by: 

r Yn 0 
[^vccs ] = 

I 9m 0 

where Y^^ corresponds to the parallel connection of r̂ r with CT^: 

(8.222) 

(8.223) 

(8.224) 

Y^ = —^juoC^ 

According to eqns 8.126-8.128 we can write: 

[ c . 
0 qic 

(8.225) 

(8.226) 

where UL)C = 2T: fc and IB = Ic/fi- The two-port circuit describing the parallel 
connection of VCCS with Y^ is represented here by BJT' and can now be 
characterised by an admittance representation given by (see also eqn 8.192): 

[ ^ Y B jT ' ] = [^ Y Y ^ ] + [CJ Y v c c s ] 

that is 

[Y: BJT'J = 
9m ~ ^fi ^ ji 

(8.227) 

(8.228) 

(8.229) 

[CYBJT' ] = 

5 / 5 ( 1 + ^ ) + 2 / C T i ? - 1 
B 

- 1 

- 2 /CT i? - i 

-2ICTR 

qIc + 2ICTR-^ J 
(8.230) 

The two-port sub-circuit which characterises BJT' is in series with the two-
port sub-circuit which characterises the resistance RE, R E - Hence, it is appro­
priate to use impedance representations for both two-port sub-circuits; 

[ZK.] = 
RE RE 

RE RE 

(8.231) 
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[Cz^J = 2 /CTRea l [ZRj 

and for BJT' we can write (see appendix C) 

1 
9rr^+y. 

[^BJT'] = , 
y^^-9ry 

1 
grr^+Y^ 

V^C^m+VTr) Y^{grr^^Y^) 

(8.232) 

(8.233) 

According to table 8.1 the transformation matrix from admittance to impedance 
is given by; 

[T( Y - Z ) E 

1 
Qm+Y^ ^m+Vvr 

Y^igm+Y^) Y^{grr^i-Y^) 

(8.234) 

Now the impedance correlation matrix for BJT' can be expressed, according 
to eqn 8.203, as follows: 

[C2 = [T ( Y - Z ) , . ] [Cv, [T ( Y - Z ) J+ (8.235) 

The two-port circuit composed by the series of BJT' with R E , represented by 
BJT'', can be characterised by; 

[^BJT''] 

C^ZR^ 

[^BJT'^ 

1 
gm-\-Y^ 

= [^BJT^] + [ ^ R E ] 

^m+r. 

+ RE + RE 

(8.236) 

(8.237) 

(8.238) 

L Y^{gm-\-Y^) ^ •'''^ Y^igrr^^Y^) 

From figure 8.43 a) we see that the two-port network representing the capac­
itor Ci is in a chain with BJT'' which, in turn, is in a chain with the two-port 
sub-circuit representing RL. Therefore, these three sub-circuits must be rep­
resented in chain representations and the overall amplifier will be also charac­
terised by a chain representation. The chain representation for BJT'' is given 
by: 

[A B J T ' M — 

Y^[l + RE{grr,-\-Y^)] 

Y^[l-\-RE{grrt-^Y^)]- yrr 

Y^jgrr^-^Y^) 
yrr 

i-\-RE(gm-^Y^) 
Y^[l-\-RE{gm+Y^)]-gm 

Y^-\-Y^[l + REigrr^+Y^)] 
Y^,[l-\-RE(gm-\-Y^)]- ym J 

(8.239) 

and 

[ C A 3 . . . ] = [T(z^A)3,,,] [Cze . . . ] [T(z^A)3,,,]+ (8.240) 

with (see table 8.1) 

[T(z^A)^.,^„] 

1 Y^[l-^RE{gm-^Y^)] 
Y^[l-^RE{grr^~^Y^)]- yrr 

n Y^{g,r^-\-Yn) 
^ Y^[l-\-RE{grr^^Y^)]-grr 

(8.241) 
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Figure 8.43: a) The common-emitter amplifier as an interconnection of two-
port sub-circuits, b) The equivalent amplifier model. 

The chain representation for Ci is given by: 

1 ( i ^ Q - i 
[Ac. 

0 1 
(8.242) 

[0] where We consider this capacitor as an ideal element. Hence CAC 

[0] represents the null matrix. 
The chain representation for R L is given by (see example 8.5.1 and ap­

pendix C): 
" 1 0 

[ARJ 
Rl' 1 

CA; R L = 2/cr 
0 0 

0 Rl' 

Hence the entire amplifier is characterised by 

[Ace] = [Ac.] [ A B J T " ] [ A R J 

(8.243) 

(8.244) 

(8.245) 
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[ C A _ ] = [ABJT''] •"ART [ A B J T " ] ^ + [C, 

[CAee] = [^Cj [ C A _ ] [AcJ + (8.246) 

It is now possible to obtain the voltage gain, Ay and the current gain, Ai, from 
eqn 8.245 as follows: 

Ay — ( ^ c e i i j 

Ai = (Ace22J 

(8.247) 

(8.248) 

and the spectral densities associated with Uce and to ice can be obtained from 
eqn 8.246 as follows: 

( i c e i c e ) — C'Ace22 

U c — C'Aeei2 

(8.249) 

(8.250) 

(8.251) 

Figure 8.44 shows the voltage gain, the current gain and the spectral densities 
(uce u*e) and (ice ice)- Fi*orn figure 8.44 a) we observe that the voltage gain 
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Figure 8.44: a) Voltage gain, b) Current gain, c) Spectral density associated 
with Uce- d) Spectral density associated with ice-

in the medium frequency range is about 39.5 and it has low and high frequency 
cut-off frequencies of 13 Hz and 42 MHz, respectively. Figure 8.44 b) shows 
the current gain. In the mid range the current gain is about 194. The high 
cut-off frequency is 3.2 MHz while the low cut-off frequency is under 1 Hz. 
Figures 8.44 c) and 8.44 d) show ((uce Uce))^^^ and ((ice ice))^^^- It can be 
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seen that over most of the useful frequency range of the amplifier the equivalent 
RMS voltage noise is about 1 nV/VHz and the equivalent RMS current noise 
is about 1 pA/VUz. 

For a current amplifier, like that represented in figure 8.31, we can calculate 
the noise factor according to eqn 8.164, that is: 

^ ^ ^ + 2iCTReal[n] ^^'^^^^ 

where we have dropped the dependency of Ys on the angular frequency u for 
simplicity. The last eqn can be written as: 

F = 1 + 
[ys][CA][Ysr 
2ICTRQ2i\[Ys] 

where 

and 

[Ys] = [Ys 1] 

[Ysi 

(8.253) 

(8.254) 

(8.255) 

[CA] is the amplifier chain correlation matrix: 

(U„U*) (Uni*) 

[CA] = 
(in U* ) (in i* ) 

(8.256) 

Figure 8.45 shows the noise figure of the common-emitter amplifier discussed 
in the previous example considering four different values for the source admit­
tance Ys: 10-2 S, 10"^ S, 10"^ S and 10"^ S. From this figure we observe 
that the noise figure exhibits a strong dependence on the admittance Ys. There 
is an optimum source admittance, Ys = 10"^ S, which minimises the noise 
figure at about 0.94 dB in the frequency range 1 kHz-100 MHz. Note that this 
range includes most of the useful bandwidth of the amplifier. 

A note on noise analysis 

The plethora of different noise analysis and characterisation methods (equiv­
alent input noise spectral density, noise figure, equivalent noise temperature, 
etc.) may look confusing in the sense of 'how, what and when to apply?'. It is 
important to stress that careful application of any of these methods must lead 
to the same result. The choice of a specific noise characterisation technique 
results from consideration of the circuit and its application. For example, in 
microwave systems where a known impedance termination is used (50 Q) it is 
convenient to use the noise figure technique or to describe the system in terms 
of its noise temperature and/or resistance. However, for circuits where the in­
put can be expressed as a single voltage or current source, it is normally more 
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Figure 8.45: Noise figure of the common-emitter amplifier. 
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8.7 Problems 8.1 For a Gaussian random variable, X, with mean a = —0.7 and a = 2.2. 
Determine the following probabilities 

1. P[X > 3] 

2. P[X > -3] 

3. P [ - 2 < X < 3] 

4. P[X < -2] 

8.2 For a uniformly distributed random variable, X, with range [—2,3]. De­
termine 

1. The mean value of the distribution 

2. The variance of the distribution 

3. The third moment of the distribution 

8.3 Consider the Poisson distribution with /x = 0.8. Determine the character­
istic function for this distribution. Using eqn 8.41 determine the mean of this 
distribution. 

8.4 Consider a random variable Y resulting from the sum of three independent 
and uniformly distributed random variables with range [—3,3]. Determine the 
following probabilities; 

1. P[Y > 4] 

2. P[Y > 8.9] 

Consider now the Gaussian approximation to Y given by the central limit the­
orem. Calculate the probabilities mentioned above using the Gaussian approx­
imation and compare the results with those obtained with the true distribution 
fory. 

8.5 A random variable X has a uniform distribution with range [—1,2]. Con­
sider the random process a{t) = exp{—3Xt). Determine the expectation 
E [a{t)] and and the autocorrelation function Raiti^h)-

8.6 Consider a random process v{t) with the autocorrelation function Ry (r) = 
(j^(l — \r\/A) rect(t/2^) where A> 0. Determine the power spectral density 
ofv{t). 

8.7 Consider the following transfer functions: 

Hiiu) = 

H2{L0) = 
2jr](Jn^ 

-u;2 ^2jr]LUn(^ + (^l 

Derive an expression for the equivalent noise bandwidth of Hi (cj), if 2 (^) and 
Hi{ijj) + H2{u;), Take rj <1. 
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Figure 8.46: Voltage ampli­
fiers. 

VDD (15 V) 

0.1 ix¥ 

8.8 Show that the equivalent current noise source for the amplifier of figure 
8.31 b) can be expressed by eqn 8.151. 

8.9 Show that the Power Spectral Density (PSD) of the equivalent voltage 
noise source for the amplifier of figure 8.33 b) can be expressed by eqn 8.153. 

8.10 Consider the two voltage amplifiers of figure 8.46. Determine the equiv­
alent input voltage noise source for each amplifier. The operational amplifiers 
are characterised by a differential voltage gain of 5000, Rin = 10 Mil and 
i?o = 50 n. Assume that the noise of each op-amp is described by equivalent 
input noise sources such that; 

(Un O 

(Un i^) 

0.6 nV/VHz 

2 pA/\/Hz 

0 

8.11 Show that Rn and Qn, defined by eqns 8.173 and 8.175, respectively, can 
be related by Ys^^, as follows: QU = Rn {Ysopt P-

8.12 Show that the chain correlation matrix of a two-port network for which 
Rn, Ysopt ^^^ ^min havc bccn measured can be expressed as eqn 8.185. 

8.13 Consider the amplifier of figure 8.47. Determine the PSD of the equiv­
alent input current and voltage noise sources, fc = I kHz, IQ = 10 pA, 
VTH = 1.5 V, kn W/L = 0.25 n L W ^ VA = 50 V, Cgd - 4 pF and Cgs = 16 
pF. Determine the noise figure assuming a 2 kQ source load. 

Figure 8.47: Amplifier 



A Mathematical formulae for electrical 
engineering 

Function definition 

Error function 

(Gaussian probability) Q{x) = —== / e~^^^'^ d\ 
V 27r Jx 

2 r -x2 
Error function (2) erf(x) = —= I e dX 

V^ Jo 
2 f"^ _.2 

Error function (3) erfc(x) = —= / e dX 
V^ Jx 

. / \ sinlTTt) 
Smc sinc(t) = —^—-

r 1, ^>o 
Sign sign(t) = < 

[ - 1 , t<0 

1 , t>0 
Step u{t) = 

0 , t<0 

1, | t |<5 

0, | t |>5 

/^x f 1 - ^ , | t |<r 
Triangle triang - = < 

^'^ 1 0 , \t\>r 

,'t 
Rectangle rect 
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Fourier transform 
Theorems^ 

Operation 

Superposition 

Delay 

Scale factor (time) 

Conjugate 

Duality 

Frequency translation 

Convolution 

Multiplication 

Multi nil cation bv f^ 

Function 

aiXi{t) -^ a2X2{t) 

x{t — a) 

x{at) 

x*it) 

X{t) 

x{t) ê '2"-̂ -* 

x{t) * y{t) 

x{t) y{t) 

^" x(t\ 

Transform 

a iXi ( / ) + a2X2(/) 

X(/)e--''2'^-^'' 

R""© 
X*{-f) 

<-f) 

X{f - fc) 

X{f)Y{f) 

X{f) * Y{f) 

(-^,.^-r^'^iim 
df^ 

Poisson's 

Integral 

n = —oo 7n= — oG 

/

oo /»oo 

x{t) y*{t) dt / X ( / ) Y*{f) df 
-OO J — oo 

See also sections 4.3.1 and 4.3.2. 
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Fourier transforms 

Function 

Constant 

Impulse 

Step 

Rectangle 

Triangle 

Exponential (c :ausal) 

Symmetrical exponential 

Phasor 

Sine 

x{t) 

1 

5{t - a) 

u{t) 

rect(j) 

triang (^^j 

e-^'u(t) 

e-^\'\u{t) 

g-j(27r/et + (/>) 

sin(27r/ct + 0) 

XU) 

S{f) 

g-j27r/a 

^4'<fl 
r sinc(/T) 

r sinc^(/r) 

1 
(3 + j2nf 

2(3 
(3^ + (27r/)2 

e'U{f-fc) 

Cosine cos(27r/ei + 0) ^ [e^'^J(/ - /c) 

Sign sign(t) 

Sampling 
OO ^ CX) • \ 

5:5(^-fcT,) 1 Y . ^(*-^) 
/C = — O O 
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Laplace transforms 

x{t) 

u{t) 

tu(t) 

r u{t) 

u{t) 

e^'uit) 

i "e"*u( i ) 

a - b ^ 

a — b ^ 

( 0 - 6 ) 6 ° * + 

{a-b){b-: 

{b-a 

^ ( a - 6 ) ( 6 -

sin(a t) u{t) 

cos{at)u{t) 

t sm{at)u{t) 

t cos{at)u{t) 

cos{a t) — cos 

6 2 - a 2 

e^*) uit) 

-be''*) u{ 

(a-

c){c-

)e^* 

c){c 

•'M 

c)e'>* 

-a) 

^ 

u{t) 

.t) 

u{t) 

u{t) 

X{s) 

1 

s 

1 
^2 

n! 
gn+l 

^ 

1 

s — a 

n! 

(5 - a)^+i 

1 

(5 — b){s — a) 

s 

{s — b){s - a) 

1 

(5 — c){s — b){s — a) 

a 

s^ + a^ 

5 

s2 + a2 

2as 

(52 4-a2)2 

(52 - a2) 

(s2 + a2)2 

5 
(52 + a2)(52 + 62) 
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x{t) X{s) 

e^* sm{ht)u{t) 

e"* cos{bt)u{t) 

siBh{at)u{t) 

cosh.{a t)u{t) 

sin(a t) sinh(a t) u{t) 

is 

is 

S2 

S2 

2 
S4 

- a ) 2 + 

s — a 
- a ) 2 + 

a 
- a 2 

s 
- a 2 

la^s 
+ 4a4 

s 

62 

62 

TTi 

•sin(at)it(t) 

-[1 — cos{at)]u{t) 

-[1 — cosh(at)] u{t) 

(s — a)2 

t a n - ( ^ ) 

In 
s2 + a2 

In 

erfc 
2Vi 

u{t) ^-ay/s 

1 - » ' / ^ 

1 
u{t) 

— sin(2 a\/t) u{t) 
nt 

S{t - a) 

a*/^u(t) 

j-n—1 
^ . - a t 

Vs 

—pe''^erfc(\/a7) 
V5 

- ( ^ ) 

g - a s 

1 

s - ^ ln(a) 

1 

( n - 1 ) ! (s + a)" 
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Trigonometric identities 

cos{6 

sin(i9 

cos2(l9)-sin2(<9 

cos^ (l9 

cos^ (l9 

sin2(^ 

sin̂ (6> 

sin(a ± (3 

cos (a ± /? 

tan(a ± /3 

sin(/3) sin(Q; 

cos(/?) cos (a 

cos(/?) sin(Q; 

cos((9) ± j sin(<9) 

2cos(a-/3)e^'(^+^) 

i2sin(a- /?)e^(^+^) 
P -̂̂  + e- - j ^ 

2 

2 j 
= cos(2(9) 

= i [ l + cos(2^)] 

= J[3cos(i9)4-cos(3l9)] 

= ^ [ l - cos (2^ ) ] 

= ^[3sin((9)-sin(3(9)] 

= sin(a) cos(/3) zb sin(^) cos(a) 

= COS(Q:) COS(/3) =F sin(/3) sin(a) 
_ tan(a) ± tan(/3) 

1 =F tan(a) tan(/3) 

= - cos(a - /3) - 2 ^^s(<^ + ^) 

= - COS(Q; - / ? ) + - cos(a + /?) 

=: - sin(a - / ? ) + - sin(a + /?) 

with 

X sin(a) + y cos(a) 

X COS(Q;) — y siii(Q:) 

R sin(a + /?) 

R cos(a + /?) 

R = V^2 + ^2 

Series 
Arithmetic 

a + (a + r) + (a + 2r) + . . . + [a + (n - l)r] = - [2a + (n - l)r] 
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Geometric 

1 — r^ 
1 + r + r^ + ... + r^- ' = , r^l 

1 — r 

Infinite geometric 

r' l + r + r^ + .-. + r"""^+ ... = ^ i 
fc=0 

1 — r 

Binomial 

2! (n —/c)!A:! 

Taylor 

/(x) = f{a) + {x-a)f{a)^^^^-^r{a) 

Maclaurin 

n! 

/(x) = /(0) + x/'(0) + |J/"(0) + ... + J/W(0) + ... 

Maclaurin series expansions of some functions 

cos 
n=0 ^ ^ 

" ^ ' - - ' — ' (2n + l)! 
n=0 
oo 

exp(x) = ^ 
n = 0 

oo 1 ^ 

:; = y a:̂  , for - 1 < X < 1 
1-x ^ 

n=0 
CXD ^ 

ln(l + x) = ^ ( - 1 ) " + ^ — , f o r - l < x < l 
1 ^ 

n=l 
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Error functions 

erf(x) = l-2Q(y2x) 

erfc(x) = 2Q(V2X) 

For X less than zero we have: 

Q{-\x\) = l-Qi\x\) 

For values of cc > 3 it is possible to show that: 

Q{x) 2 / 2 

27r X 

10 

10 

0 - I 

10 -̂  d 

-1 -J 

10-N 

10--* d 

10 -5 J 

10" 



B Elementary matrix algebra 

Definitions 

A matrix is a rectangular array of elements and it is usually represented as 
follows: 

\x-

xn a:i2 

'^nl ^ n 2 

X2m 
(B.l) 

Each element Xki can represent a real or complex number or functions of time 
or frequency. The matrix shown above has n rows and m colunms and therefore 
is said to be an n x m matrix. The subscript ki identifies the position of each 
element in the matrix. Hence, the element Xki is located at the intersection of 
the kih row with the lih column. lfn = m the matrix is called a square matrix. 

A vector is a single column or single row matrix. A colunm vector is 
defined as an n x 1 matrix; 

[V] 

Vi 

V2 
(B.2) 

and a row vector is defined as a 1 x m matrix; 

[U] = [uiU2 ... Um] 

The transpose of a matrix [X ] is written as [X ]^ and is obtained by inter­
changing the rows and colunms of the matrix [X ]. For example, the transpose 
of a column vector [V ] yields a row vector [V ]^ . 

The addition and subtraction of matrices applies only to matrices of the 
same order. Hence, the sum or difference of two matrices [X ] and [Y ], both 
of order nxm, produces a matrix [Z ] also of order nxm. Each element Zki 
of[Z] = [ X ] ± [ y ] i s g i v e n b y 

Zki = Xki ± yki 
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where x^i and yki are the elements of [X ] and [Y ], respectively. These two 
operations are commutative and associative, that is: 

[X]±[Y] = [Y]±[X] 

i[X]±[Y])±[W] = [X]±i[Y]±[W]) 

The Multiplication of a matrix [X ], of order n x m, by a scalar s pro­
duces a matrix [Z ] of order n x m. Each element Zki of [Z ] = 5 x [X ] is 
given by 

Zkl= S X Xkl 

The Multiplication of two matrices [X] x [Y] can only be performed 
if they conform. The matrices [X ] of order nxm and \Y ] of order p x g are 
said to conform if m = p, that is, the number of columns of [X ] must be equal 
to the number of rows of [y ]. Under this condition [X] x \Y] produces a 
matrix [Z ] of order nx q. Each element of [Z ] is given by 

Zki = ^Xki X yu 

i=l 

Note that when [X ] is of order nxm and [1^ ] is of order mx n each of 
the products [X] x \Y] and \Y] x [X] conform. However, in general, we 
have that 

[X]x[Y]^[Y\x[X] 

that is the product of [X ] and \Y ] is non-conmiutable. 
A unity or identity matrix, denoted here by^ [1 ], is a square matrix in 

which the elements on the principal diagonal are unity and the rest are zeros. 
An example of a unity matrix is given below: 

1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 

(B.3) 

The multiplication of a square matrix [X ] by the unit matrix of identical order 
does not change [X ], that is 

[X] X [1] = [1] X [X] = [X] 

The inverse of a square matrix [X ], represented by [X ] ~^, is such that 

[X] X [X]-' = [X]-' X [X] = [l] 

Here we define [F ]/[X ] as follows: 

\x 
-[X]-'x[Y] 

^The unity matrix is usually denoted by [7 ]. In this book, we do not use this symbol in order 
to avoid confusion with the symbol which represents the electrical current. 



C Two-port electrical parameters 

Conversion between electrical parameters 

Parameters 

Admittance 

Impedance 

Chain 

Scattering 

Admittance 

^ 2 1 ^ 2 2 

^22 —^12 

\y\ \y\ 

\y\ \y\ 

-Y22 - 1 
^ 2 1 y2i 

y^i ^ 2 1 

'^21 --KT 
5^2 = ( l+l / l l ) ( l -J /22)+l / i22/21 

Impedance 

Z22. -Zu 

\z\ \z\ 

-Z-21 Z i i 

1̂ 1 1̂ 1 

^ 1 1 ^ 1 2 

^ 2 1 ^ 2 2 

-^21 -^21 

1 -^22 
^ 2 1 -^21 

0 , _ (^;,-i)(4,+i)-^i,4, 
•^11 - A2 

521 = 1 ^ 

''"' A2 

Table C.l: Transformations between electrical parameters. 

A i = (y'n + l)(y22 + 1) - ^'12^21 y'ij - i ' i j^o i,3 = 1,2 

A2 = (zi i + 1 ) (42 + 1) - ^^2^1 »J i,i = l,2 
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Parameters Chain Scattering 

Admittance 

^ 2 2 

- 1 

Ai2 

M\ 

A l l 
A l 2 

\r ( 1 + 522 ) ( l ~ ' S ' i i ) + 'S'i2'S'21 
^ 1 1 - A 4 Z 0 

^ 1 2 - AIZ7 

1̂2 21 
~2'S'2i 
A 4 Z 0 

V^ (1 —'S'22)(l + 'S ' l l ) + 'S'i2'S'21 

^22 ATZ; 

Impedance 

A l l 
A21 

M 
A21 

1 A22 
A21 A21 

-7 (1 —6^22 ) ( l + 'S ' l l )+ 'S ' i2 5 2 1 

11 ~ ^o Al 

>12 
25l; 

y 2 ^ 2 1 
2 1 — ^o-A — 

ry (1 + ^ 2 2 ) ( l — 'S ' l l ) + 5 i 2 5 2 1 

22 — ^ o Tv; 

Chain 
-All A12 

^21 -̂ 22 

/I _ ( l - > g 2 2 ) ( l + 5 i i ) + 5 i 2 5 2 1 

^11 - 25;^ 
^ O ^ 

A ^ r/ (1 + 5 2 2 ) ( l - i - ' S ' l l ) — 5 i 2 5 2 1 

^21 - 2Zo527 

112 - - o 2 5 ^ 
/I ( 1 — 5 2 2 ) ( 1 —'S'll) — 5 l 2 5 2 1 

^ 2 1 - 2Z;5JT 
( l + 5 2 2 ) ( l - > g l l ) + 'S ' l2^21 

2 5 2 1 122 

Scattering 

;» Q ' l l + Q l 2 ~ ^ 2 1 ~ Q - 2 2 
^11 - A 3 

(^ ^ 2 ( a W Q 2 2 - Q i 2 4 i ) 

2 ^^ 
^ 2 1 = A ; , 

—Ql 1 + 0 1 2 — ^ 2 1 + ^ 2 2 

22 - A^ 

'S'li ^12 

5'21 5'22 

Table C.2: Transformations between electrical parameters. (Cont.) 

ail + a i 2 + ^21 + a : n2 21 ^22 

|A| = ^11^122 - ^12^21 

A4 = ( l + 5 i i ) ( l - f 522) - 5 1 2 ^ 2 1 

A5 = ( l - 5 i i ) ( l - 5 2 2 ) - 512^21 

^11 — ^ l l 5 ^12 — - ^ 1 2 / ^ 0 , 

-^21 — A21Z0, a2 22 122 

1̂ 1 — ^11^22 — ^12^21 

\Z\ = Z11Z22 — Z12Z21 
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Conversion between electrical parameters 

Parameters 

Admittance 

Impedance 

Chain 

Scattering 

Admittance 

^ 1 1 ^ 1 2 

^ 2 1 ^ 2 2 

1̂ 22 - y i 2 
W\ IW 

zilai 111 
\y\ \y\ 

O _ ( l - 2 / u ) ( l + j / 2 2 ) + l / l g y ? l 

C _ -22/12 

S'21 = - ^ ^ 

Q _ (l+l/;i)(l-2/22)+^i22/gl 
'^^^ Ai 

Impedance 

^^22 —^^12 

-Z21 Zrx 

\z\ \z\ 

^ 1 1 ^ 1 2 

^ 2 1 ^ 2 2 

^21 ^21 

1 -^22 
Z21 Z21 

0 _ ( ^ ; i - i ) ( 4 2 + i ) - ^ i 2 4 i 
'^11 - A2 

^12 = ^ 

^21 = ^ 

5^2 = (4i+i)(42-i)-424i 

Table C.l: Transformations between electrical parameters. 

A i = (y'li + i)(y22 + 1 ) - yi2J/2i 2/i,- = ^ij-^o i , i = 1,2 

A2 - ( îi + 1)(42 + 1) - ^241 
, _ ^JJ^ 

^ i,i = i,2 
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IMPEDANCE ADMITTANCE CASCADE 

Series Impedance 

NON-EXISTENT 

Shunt Admittance 

NON-EXISTENT 

Z i 

Zz 

Z2 

Z\ -{• Zz Zz 

Z2 + Zz 

Yi{Y2 + Y^) - V i Y^ 
Yx+Y2+Ys Yy+Y2 + Ys 

Yx +Y2+Y2. Yx+Y2+Y^ 

Z'?,-\-Z^ 
Zz 

1 
^ 3 

( Z i + Z 2 ) Z 3 + 2 l Z 2 
^ 3 

Z 3 + Z 2 
^ 3 

^1 |J>"2 

Z i ( Z 2 + Z3) Z 1 Z 2 
Z 1 + Z 2 + Z 3 Z 1 + Z 2 + Z 3 

Z i Z2 Z 2 ( Z i + Z 3 ) 
Z 1 + Z 2 + Z 3 Z 1 + Z 2 + Z 3 

Yx + 1 3 -Yz 

-Yz Y2 + 1 3 

> 3 

^3 ^ 3 

General Tx Line 

HL 
-C 

> 
> 

^ o , 7 

Zocoth(70 ZoCsch(7/) 

ZoCSch(7Z) Zocoth(70 

coth(70 csch(TO 

csch(70 coth(7i) 

cosh(7Z) Zo sinh(7Z) 

^ i ^ cosh(70 

Lossless Tx Line 

-f) Y-\ 

- C y-
Zo,Jl3 

-jZoCot{f3l) -jZoCsc(pi) 

\-jZoCsc{pl) -jZoCot(pl) 

jCOtjOl) jCSC{01) 

JCSC(I31) jCOtil3l) 
Z„ Zn 

cos(/3/) jZo sin(/3Z) 

3 sin(/3/) 
Zo 

cos{f3l) 

Voltage controlled 
Voltage Source 

A • V 
NON-EXISTENT NON-EXISTENT 

Voltage controlled 
Current Source 

t 0)G-v 

'G 

NON-EXISTENT 

Current controlled 
Current Source 

NON-EXISTENT NON-EXISTENT 

Current controlled 

Voltage Source 

R i 

0 

R 

0 

0 

NON-EXISTENT 



Index 

ABCD parameters, 157 
acceptor, 183 
active devices, 183 
admittance, 59 
admittance parameters, 153 
alternating current (AC), 3, 32,48 
ampere, 2 
amplifier 

adder, 181 
conmion-base, 208 
common-collector, 211 
common-emitter, 187 
difference, 181 
differential pair, 215 
differentiator, 180 
instrumentation, 182 
integrator, 180 
inverting, 179 
noisy, 310 
non-inverting, 178 

angle, 39,48 
Argand diagram, 32, 57 
asymptotes, 80, 81,83 
autocorrelation function, 295-298 
average power, 4, 5, 7 

random processes, 297 
average value, 66 

random variable, 281 
random variables, 285 

bandwidth 
amplifier, 169,171 
circuit, 73,76, 78, 82 
noise, 298 
random processes, 297, 298 
signal, 73-75 
system, 82 
unity-gain, 196 

Boltzmann's constant, 183 

capacitance, 8, 51, 55, 115, 129 
capacitor, 8 

AC-coupling, 170 
DC-blocking, 170, 200 
noise model, 308 

causal exponential, 97 
causal signal, 97, 109 
central limit theorem, 290 
chain parameters, 157 
chain/cascade connection, 158 
channel length, 193 
channel width, 193 
channel-length modulation, 195 
characteristic function, 288, 289 
characteristic impedance, 230 
charge (electron), 2 
Chebyshev's inequality, 286 
clipping, 188 
common-base 

DC-analysis, 208 
high-frequency analysis, 211 
mid-frequency analysis, 209 

common-collector 
DC analysis, 212 
mid-frequency analysis, 213 

common-emitter 
DC analysis, 197 
high-frequency, 204 
low-frequency analysis, 198 
mid-frequency analysis, 204 
noise analysis, 323 
voltagegain, 188,198 

complex exponentials, 54, 66, 73, 77 
complex numbers, 32 

addition, 34 
angle, 39 
argument, 39 
Cartesian representation, 33 
complex conjugate, 36 
division, 37, 40 
equality, 33 
equations, 38 
exponential form, 41 
imaginary numbers, 33 
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magnitude, 39 
modulus, 39 
multiplication, 35, 40 
number j , 33 
phasor representation, 42 
polar coordinates, 39 
polar representation, 39 
powers, 43 
rectangular representation, 33 
roots, 43 
subtraction, 34 

complex plane, 32 
computer-aided 

electrical analysis, 163 
noise analysis, 323 
noise modelling, 323 

conductance, 5, 6 
controlled sources, 21 
convolution operation, 100, 101, 110, 

112,289 
correlation, 295 

matrix, 328 
admittance, 324 
chain, 325 
impedance, 325 
scattering, 325 

time, 300 
transformation matrices, 328 

coulomb, 2, 8 
CR circuit, 83 

transient response, 138 
critically damped, 134, 140 
cross-correlation function, 301 
current, 1 

amplifier, 176 
current divider 

resistive, 20 
current gain, 98, 157 
current mirror, 220 

output resistance, 220 
current source, 3, 220 

current-controlled, 21 
DC, 3 
output resistance, 4 
voltage-controlled, 21 

cut-off frequency, 76 

differential pair 
common-mode, 215, 216 
differential mode, 216, 217 

diode, 183 
j9-n junction, 183 
effect, 185 
geometry, 183 
saturation current, 183 
symbol, 183 

Dirac delta function, 92, 98, 281 
direct current (DC), 3 
distortion 

linear, 79, 171,243 
non-linear, 79 

clipping, 188 
donor, 183 
duty-cycle, 73 

Early effect, 192 
Ebers-MoU model, 184 
effective value 

sinusoidal waveform, 50 
triangular waveform, 50 

effective values, 49 
electrical length, 234 
electrical parameters 

ABCD, 157 
admittance, 153 
chain, 157 
conversion between, 159, 352 
impedance, 150 
scattering, 248 

electro-motive force (emf), 131 
electron charge, 2 
electronic amplifier, 169 
energy stored 

capacitor, 9 
inductor, 9 

enhancement, 193 
ensemble average, 295 
equivalent conductance, 12 
equivalent resistance, 11, 13, 17 
error function, 282, 349 
Euler's formula, 42, 54 
expectation operator, 285 

multivariate, 287 

damping factor, 124 
De Moivre's theorem, 43 
decibel (dB), 80 
delay time, 137 
dependent sources, 21 

fall-time, 137 
farad, 8 
Faraday's law, 9 
feedback, 178 
figures of merit, 169 
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filter 
band-pass, 86 
high-pass, 84 
low-pass, 76, 77 

forced response, 109, 111 
forcing signal. 111 
Fourier integral, 91 
Fourier series, 65 

average value, 66 
coefficients, 66, 87 
harmonics, 66, 77, 87 
time delay, 71 

Fourier transform, 88 
from Laplace transform, 126 
convolution theorems, 106, 289 
DC signal, 93 
duality, 91 
generalised transform, 94 
periodic functions, 95 
table, 344 
time delay, 92 
transient analysis, 113 

differentiation theorem, 113 
integration theorem, 114 

frequency 
angular, 48 
Hnear, 48 

frequency domain, 65 
frequency response 

high-frequency, 171 
low-frequency, 170 
mid-frequency, 171 

frequency selectivity, 86 
function 

s-functions, 126 
Gaussian probability, 342 
parabolic, 286 
rect, 73, 342 
signum, 94, 95, 342 
sine, 90 
table of, 342 
triang, 105, 342 
unit-step, 94, 118,342 

gain 
amplifier, 169 

Gaussian distribution, 281 
bivariate, 293 

geometric series, 348 
ground terminal, 18 

harmonic oscillator, 124 

henry, 9 
histogram, 280 
hybrid-TT 

BJT, 190 
IGFET, 194 

hydraulic analogue 
capacitor, 8 
inductor, 9 
LC circuit, 133 
oscillator, 133 
resistance, 2 
RLC circuit, 135 

imaginary axis, 33 
impedance 

capacitive, 55 
generalised, 56, 58 
generalised (s-domain), 130 
inductive, 56 
parallel connection, 59 
series connection, 59 

impedance matching, 272, 275 
impedance parameters, 150 
impulse response, 98 

RC circuit, 98 
incident wave, 232 
inductance, 9, 52, 56, 115, 129 
inductor, 9 

noise model, 308 
initial conditions, 110 
insertion loss, 234 
instantaneous power, 4, 5, 7 
integration (by parts), 113 
International System of Units, 1 

joule, 9 

Kirchhoff'slaws, 10,18,52 
current law, 10, 19 
voltage law, 10 

L-sections, 272 
Laplace transform 

s-domain differentiation, 121 
convolution, 121 
definition, 117 
inverse transform, 119 
linearity, 119 
partial-fraction, 123 
region of convergence, 118, 126 
solving differential equations, 127 
table, 345 
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time delay, 119 
time differentiation, 120 
time integration, 120 
time periodicity, 122 
time scaling, 121 
transient analysis, 127 

LC circuit 
natural response, 133 

load matching, 272, 275 
A/4 transformer, 240 

load-line, 188 
logarithmic scale, 80 
LR circuit 

transient response, 139 

Maclaurin series, 348 
magnetic flux, 9 
matrix algebra, 350 
mean 

random process, 295, 296 
time averaging, 296 

random variable, 280, 281, 288, 
291 

random variables, 285 
mean-square, 286 
microstrip lines, 247 

attenuation, 248 
characteristic impedance, 247 
dielectric permittivity, 247 
electrical length, 254 
geometry, 247 
loss tangent, 248 
propagation constant, 248 

microwaves 
frequency range, 224 
wavelength, 224 

Miller's theorem, 161 
common-emitter, 205, 206 
forward voltage gain, 162 
high-frequency response, 163 
input impedance, 162 

moments 
random variables, 285, 288 

natural frequency, 124 
natural response, 109, 111 
neper, 243 
nodal analysis, 18, 56 
node zero, 18 
noise, 279, 295 

1//,306 
admittance representation, 324 

analysis, 299, 338 
analysis method, 310, 331 
bandwidth, 295, 298 
bipolar transistor, 309 
capacitor, 308 
chain representation, 325 
characterisation, 338 
common-emitter, 318, 323, 332 
computer-aided, 323 
cross-power spectral density, 301 
current spectral density (RMS), 317 
equivalent bandwidth, 304 
equivalent current spectral density, 

317 
equivalent input sources, 310 
equivalent input spectral density, 

338 
equivalent resistance, 322 
equivalent temperature, 323, 338 
equivalent voltage spectral den­

sity, 319 
factor, 320 

minimum, 321 
field-effect transistor, 308 
figure, 319, 338 

chain of ampHfiers, 321 
impedance representation, 324 
inductor, 308 
Johnson, 305 
mean, 297 
optimum output admittance, 321 
power, 295, 297, 300, 320 
power spectral density, 298, 299 
power spectrum, 298 
resistor, 307 
RMS, 297 
scattering representation, 325 
shot, 306 
sources, 279 
thermal, 305 
transformation matrices, 328 
two-port, 323 
voltage spectral density (RMS), 

317 
white, 303 

Norton equivalent 
1 / / noise, 306 
AC circuit, 62 
DC circuit, 24 
noisy ampHfier, 318 
shot noise, 306 
thermal noise, 305 
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Norton's theorem, 23, 24, 62 

ohm, 2 
Ohm's law, 2, 17, 50, 58 
op-amp 

ideal, 177 
open-circuit, 22 
open-circuit time constants, 207 
open-loop, 177 

gain, 178 
operating point, 188 
operational ampHfiers, 177 
oscillator, 124, 133 
overdamped, 134, 140 
overshoot, 140 

parallel connection 
capacitor, 14 
inductor, 16 
resistor, 12 
two-port circuits, 156 

Parseval's theorem, 71 
peak overshoot, 140 
periodic waveforms, 66 
permeability, 248 
phase 

difference, 49, 52, 55, 56 
instantaneous, 48 

phasor, 32, 55, 66, 72, 89, 224 
density, 91 
rotating, 57, 72 
static, 58 
stationary, 58, 72 
travelling wave, 225 

phasor analysis, 54 
Poisson distribution, 284 
poles and zeros, 83 
power, 4, 297 

available, 255 
average, 4, 5, 7, 62 
average (normalised), 70 
dissipation, 6, 7, 62, 70 
instantaneous, 4, 5, 7 
instantaneous (normaUsed), 70 
maximum transfer, 64, 272 
noise, 300 
normalised, 70 
Parseval's theorem, 71 
transducer gain, 257 
waves, 254 

power spectrum, 298 
probability, 281 

probabiUty density function, 281 
probability density functions 

joint, 293 
propagation 

constant, 227, 230 
speed, 225 

pulse 
rectangular, 89, 92 
square, 100 

Pythagoras's theorem, 39 

Quality Factor, 86 
quiescent, 188 

radian, 48 
radio-frequency, 224 
random processes, 295 

autocorrelation, 296 
average, 295 
bandwidth, 297, 298 
ensemble averages, 295 
ergodic, 296 

autocorrelation, 296 
mean, 296 

filtered, 303 
autocorrelation, 303 
mean, 303 

Gaussian, 302 
mean, 295 
sample function, 295 
stationary, 296 

random signals, 303 
random variables, 279 

average, 280 
average value, 285 
central limit theorem, 290 
characteristic function, 288 
continuous, 284 
covariance, 293 
discrete, 284 
expectation, 285 
Gaussian, 293 
Gaussian distribution, 281 
joint PDF, 293 
mean, 280, 285 
mean-square, 286 
moments, 285, 288 
multiple, 287 
Poisson, 284 
probabiUty density function, 281 
standard deviation, 281 
statistically dependent, 293 
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sums of, 289, 290 
uniform, 284 
variance, 281,286 

Rayleigh's energy theorem, 96 
RC circuit, 73, 100 

transient response, 136 
reactance 

capacitive, 51, 55 
inductive, 52, 56 

real axis, 33 
rectangular waveform, 66, 67 
reference node, 18 
reflected wave, 232 
reflection coefficient, 233 
relative permittivity, 247 
resistance, 2, 5, 50, 55, 115, 128 

dynamic, 191 
resistor, 5 

noise model, 307 
rise-time, 137 
RL circuit, 53 

natural response, 130 
transient response, 138 

RLC circuit, 85, 135 
natural response, 133 

critically damped, 134 
overdamped, 134 
underdamped, 134 

transient analysis 
critically damped, 140 
overdamped, 140 
underdamped, 140 

transient response, 139 
RMS, 50, 51 

noise, 297 
root-mean-square, 50, 297 

sampling property, 93 
scattering parameters, 248 

generalised, 258 
reference planes, 254 

second-order, 124 
series, 347 

binomial, 348 
Maclaurin, 348 

series connection 
capacitor, 13 
inductor, 15 
resistor, 11 
two-port circuits, 153 

settling time, 141 
short-circuit, 18 

virtual, 178, 179 
short-circuit time constants, 200 
siemen, 6 
signal filtering, 85 
signal shaping, 85 
signal-to-noise ratio, 320 
small-signal 

amplifier, 175 
Smith chart, 264 

admittance representation, 267 
impedance representation, 266 

spectral density, 89 
spectrum 

continuous, 89 
line, 72 

speed of light, 248 
standard deviation, 281 
steady-state, 48, 51, 109, 111 
stochastic processes, 295 
stub-tuning, 276 
superposition theorem, 25, 76, 86 

Thevenin equivalent 
AC circuit, 62 
DC circuit, 24 
noisy amplifier, 318 
noisy shunt admittance, 326 
thermal noise, 305 

Thevenin's theorem, 22, 24, 62 
thermal voltage, 183 
threshold voltage, 193 
time constant, 75, 77 
time domain reflectometry, 239 
transconductance 

BJT, 191 
IGFET, 194 

transconductance gain, 98, 154, 157 
transducer power gain, 257 
transfer function, 75, 80 

admittance, 98, 154 
ampUfier, 170 
angle, 82 
CR circuit (high-pass), 83 
current, 98 
impedance, 98, 151 
magnitude, 82, 84 
phase, 82, 84 
poles and zeros, 83 
RC circuit(low-pass), 80 
RLC circuit (band-pass), 85 
voltage, 98 

transient analysis 
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transmission line, 237, 240 
using Fourier transform, 113 
using Laplace transforms, 127 

transient response, 111 
transimpedance gain, 98, 151, 157 
transistor 

bipolar (BJT), 183 
hybrid-TT, 190 
noise model, 309 
transconductance, 191 

current gain, 187 
effect, 185 
field-effect, 192 

n-channel, 193 
p-channel, 193 
large signal model, 193 
noise model, 308 

hetero-junction bipolar, 309 
high-frequency models, 195 
IGFET, 193 

transconductance, 194 
internal capacitances, 171, 195 
mobility, 193 
MOSFET, 193 
NPN 

geometry, 184 
symbol, 184 

PNP 
geometry, 184 
symbol, 184 

transmission coefficient, 234 
transmission line, 227 

A/4 transformer, 239 
impedance matching, 275 
load matching 

transient analysis, 240 
lossless 

characteristic impedance, 230 
input impedance, 234 
matched, 230, 235 
model, 228 
open-circuit, 235 
propagation constant, 230 
short-circuited, 237 

lossy, 242 
attenuation constant, 243 
characteristic impedance, 243 
input impedance, 247 

microstrip, 247 
reflection coefficient, 233 
transient analysis, 237 

triangular waveform, 66 

trigonometric identities, 347 
two-port circuit, 150 

iS-parameters, 250 
y-parameters, 153 
Z-parameters, 150 
ABCD (chain)-parameters, 157 
noise analysis, 323 
phasor analysis, 150 
table, 352 
unilateral circuit, 161 

underdamped, 134, 140 
uniform distribution, 284 
unilateral circuit, 161 
unity-gain bandwidth, 196 

variance, 281, 286, 291 
volt, 2 
voltage, 2 

amplifier, 176 
polarity, 52 
propagating, 231 

voltage divider 
resistive, 20 
with impedances, 64, 85, 174 

voltage gain, 98, 157 
voltage source, 2 

AC, 3 
current-controlled, 21 
DC, 3 
output resistance, 3 
voltage-controlled, 21 

voltage standing wave ratio (VSWR), 
234 

watt, 4 
waveform 

rectangular, 66, 67 
triangular, 66 

wavelength, 225 
white noise, 303 

filtered, 304 
white spectrum, 303 
Wiener-Kinchine theorem, 298 

zeros and poles, 83 
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