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Preface

In the 23 years since the publication of the first edition of this book, the field df analog
integrated circuits has developed and matured. The initial groundwork was laid in bipolar
technology, followed by a rapid evolution of MOS analog integrated circuits. Further-
more, BICMOS technology (incorporating both bipolar and CMOS devices on one chip)
has emerged as a serious contender to the original technologies. A key issue is that CMOS
technologies have become dominant in building digital circuits because CMOS digital
circuits are smaller and dissipate less power than their bipolar counterparts. To reduce
system cost and power dissipation, analog and digital circuits are now often integrated
together, providing a strong economic incentive to use CMOS-compatible analog circuits.
As aresult, an important question in many applications is whether to use pure CMOS or a
BiCMOS technology. Although somewhat more expensive to fabricate, BICMOS allows
the designer to use both bipolar and MOS devices to their best advantage, and also al-
lows innovative combinations of the characteristics of both devices. In addition, BiICMOS
can reduce the design time by allowing direct use of many existing cells in realizing a
given analog circuit function. On the other hand, the main advantage of pure CMOS is
that it offers the lowest overall cost. Twenty years ago, CMOS technologies were only fast
enough to support applications at audio frequencies. However, the continuing reduction of
the minimum feature size in integrated-circuit (IC) technologies has greatly increased the
maximum operating frequencies, and CMOS technologies have become fast enough for
many new applications as a result. For example, the required bandwidth in video appli-
cations is about 4 MHz, requiring bipolar technologies as recently as 15 years ago. Now,
however, CMOS can easily accommodate the required bandwidth for video and is even
being used for radio-frequency applications.

In this fourth edition, we have combined the consideration of MOS and bipolar cir-
cuits into a unified treatment that also includes MOS-bipolar connections made possible
by BiCMOS technology. We have written this edition so that instructors can easily se-
lect topics related to only CMOS circuits, only bipolar circuits, or a combination of both.
We believe that it has become increasingly important for the analog circuit designer to
have a thorough appreciation of the similarities and differences between MOS and bipolar
devices, and to be able to design with either one where this is appropriate.

Since the SPICE computer analysis program is now readily available to virtually
all electrical engineering students and professionals, we have included extensive use of
SPICE in this edition, particularly as an integral part of many problems. We have used
computer analysis as it is most commonly employed in the engineering design process—
both as a more accurate check on hand calculations, and also as a tool to examine complex
circuit behavior beyond the scope of hand analysis. In the problem sets, we have also in-
cluded a number of open-ended design problems to expose the reader to real-world situa-
tions where a whole range of circuit solutions may be found to satisfy a given performance
specification.

This book is intended to be useful both as a text for students and as a reference book
for practicing engineers. For class use, each chapter includes many worked problems; the
problem sets at the end of each chapter illustrate the practical applications of the material
in the text. All the authors have had extensive industrial experience in IC design as well
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as in the teaching of courses on this subject, and this experience is reflected in the choice
of text material and in the problem sets.

Although this book is concerned largely with the analysis and design of ICs, a consid-
erable amount of material is also included on applications. In practice, these two subjects
are closely linked, and a knowledge of both is essential for designers and users of ICs.
The latter compose the larger group by far, and we believe that a working knowledge of
IC design is a great advantage to an IC user. This is particularly apparent when the user
mfst choose from among a number of competing designs to satisfy a particular need. An
understanding of the IC structure is then useful in evaluating the relative desirability of the
different designs under extremes of environment or in the presence of variations in supply
voltage. In addition, the IC user is in a much better position to interpret a manufacturer’s
data if he or she has a working knowledge of the internal operation of the integrated circuit.

The contents of this book stem largely from courses on analog integrated circuits given
at the University of California at the Berkeley and Davis campuses. The courses are un-
dergraduate electives and first-year graduate courses. The book is structured so that it
can be used as the basic text for a sequence of such courses. The more advanced mate-
rial is found at the end of each chapter or in an appendix so that a first course in analog
integrated circuits can omit this material without loss of continuity. An outline of each
chapter is given below together with suggestions for material to be covered in such a first
course. It is assumed that the course consists of three hours of lecture per week over a
15-week semester and that the students have a working knowledge of Laplace transforms
and frequency-domain circuit analysis. It is also assumed that the students have had an
introductory course in electronics so that they are familiar with the principles of transistor
operation and with the functioning of simple analog circuits. Unless otherwise stated, each
chapter requires three to four lecture hours to cover.

Chapter 1 contains a summary of bipolar transistor and MOS transistor device physics.
We suggest spending one week on selected topics from this chapter, the choice of topics
depending on the background of the students. The material of Chapters 1 and 2 is quite
important in IC design because there is significant interaction between circuit and device
design, as will be seen in later chapters. A thorough understanding of the influence of
device fabrication on device characteristics is essential.

Chapter 2 is concerned with the technology of IC fabrication and is largely descriptive.
One lecture on this material should suffice if the students are assigned to read the chapter.

Chapter 3 deals with the characteristics of elementary transistor connections. The ma-
terial on one-transistor amplifiers should be a review for students at the senior and gradu-
ate levels and can be assigned as reading. The section on two-transistor amplifiers can be
covered in about three hours, with greatest emphasis on differential pairs. The material on
device mismatch effects in differential amplifiers can be covered to the extent that time
allows.

In Chapter 4, the important topics of current mirrors and active loads are considered.
These configurations are basic building blocks in modern analog IC design, and this ma-
terial should be covered in full, with the exception of the material on band-gap references
and the material in the appendices.

Chapter 5 is concerned with output stages and methods of delivering output power to
a load. Integrated-circuit realizations of Class A, Class B, and Class AB output stages are
described, as well as methods of cutput-stage protection. A selection of topics from this
chapter should be covered.

Chapter 6 deals with the design of operational amplifiers (op amps). [llustrative exam-
ples of dc and ac analysis in both MOS and bipolar op amps are performed in detail, and
the limitations of the basic op amps are described. The design of op amps with improved
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characteristics in both MOS and bipolar technologies is considered. This key chapter on
amplifier design requires at least six hours.

In Chapter 7, the frequency response of amplifiers is considered. The zero-value time-
constant technique is introduced for the calculations of the —3-dB frequency of complex
circuits. The material of this chapter should be considered in full.

Chapter 8 describes the analysis of feedback circuits. Two different types of analysis
are presented: two-port and return-ratio analyses. Either approach should be covered in
full with the section on voltage regulators assigned as reading.

Chapter 9 deals with the frequency response and stability of feedback circuits and
should be covered up to the section on root locus. Time may not permit a detailed discussion
of root locus, but some introduction to this topic can be given.

In a 15-week semester, coverage of the above material leaves about two weeks for
Chapters 10, 11, and 12. A selection of topics from these chapters can be chosen as follows.
Chapter 10 deals with nonlinear analog circuits, and portions of this chapter up to Section
10.3 could be covered in a first course. Chapter 11 is a comprehensive treatment of noise
in integrated circuits, and material up to and including Section 11.4 is suitable. Chapter 12
describes fully differential operational amplifiers and common-mode feedback and may
be best suited for a second course.

We are grateful to the following colleagues for their suggestions for and/or eval-
uation of this edition: R. Jacob Baker, Bernhard E. Boser, A. Paul Brokaw, John N,
Churchill, David W. Cline, Ozan E. Erdogan, John W. Fattaruso, Weinan Gao, Edwin W.
Greeneich, Alex Gros-Balthazard, Tiinde Gyurics, Ward J. Helms, Timothy H. Hu, Shafiq
M. Jamal, John P. Keane, Haideh Khorramabadi, Pak-Kim Lau, Thomas W. Matthews,
Krishnaswamy Nagaraj, Khalil Najafi, Borivoje Nikoli¢, Robert A. Pease, Lawrence T.
Pileggi, Edgar Sdnchez-Sinencio, Bang-Sup Song, Richard R. Spencer, Eric J. Swanson,
Andrew Y. J. Szeto, Yannis P. Tsividis, Srikanth Vaidianathan, T. R. Viswanathan, Chorng-
Kuang Wang, and Dong Wang. We are also grateful to Kenneth C. Dyer for allowing us to
use on the cover of this book a die photograph of an integrated circuit he designed and to
Zoe Marlowe for her assistance with word processing. Finally, we would like to thank the
people at Wiley and Publication Services for their efforts in producing this fourth edition.

The material in this book has been greatly influenced by our association with Donald
O. Pederson, and we acknowledge his contributions.

Berkeley and Davis, CA, 2001 Paul R. Gray
Paul J. Hurst
Stephen H. Lewis
Robert G. Meyer
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Symbol Convention

Symbol Convention

Unless otherwise stated, the following symbol convention is used in this book. Bias or dc
quantities, such as transistor collector current /¢ and collector-emitter voltage Vg, are
represented by uppercase symbols with uppercase subscripts. Small-signal quantities,
such as the incremental change in transistor collector current i., are represented by
lowercase symbols with lowercase subscripts. Elements such as transconductance g,
in small-signal equivalent circuits are represented in the same way. Finally, quantities
such as total collector current I, which represent the sum of the bias quantity and the
signal quantity, are represented by an uppercase symbol with a lowercase subscript.




CHAPTER

Modelsforintegrated-Circuit
ActiveDevices

1.1 Introduction

The analysis and design of integrated circuits depend heavily on the utilization of suitable
models for integrated-circuit components. This is true in hand analysis, where fairly simple
models are generally used, and in computer analysis, where more complex models are
encountered. Since any analysis is only as accurate as the model used, it is essential that
the circuit designer have a thorough understanding of the origin of the models commonly
utilized and the degree of approximation involved in each.

This chapter deals with the derivation of large-signal and small-signal models for
integrated-circuit devices. The treatment begins with a consideration of the properties of
pn junctions, which are basic parts of most integrated-circuit elements. Since this book is
primarily concerned with circuit analysis and design, no attempt has been made to produce
a comprehensive treatment of semiconductor physics. The emphasis is on summarizing the
basic aspects of semiconductor-device behavior and indicating how these can be modeled
by equivalent circuits.

1.2 Depletion Region of a pn Junction

The properties of reverse-biased pn junctions have an important influence on the charac-
teristics of many integrated-circuit components. For example, reverse-biased pn junctions
exist between many integrated-circuit elements and the underlying substrate, and these
junctions all contribute voltage-dependent parasitic capacitances. In addition, a number
of important characteristics of active devices, such as breakdown voltage and output re-
sistance, depend directly on the properties of the depletion region of a reverse-biased pn
junction. Finally, the basic operation of the junction field-effect transistor is controlled by
the width of the depletion region of a pn junction. Because of its importance and applica-
tion to many different problems, an analysis of the depletion region of a reverse-biased pn
Jjunction is considered below. The properties of forward-biased pn junctions are treated in
Section 1.3 when bipolar-transistor operation is described.

Consider a pn junction under reverse bias as shown in Fig. 1.1. Assume constant
doping densities of Np atoms/cm? in the n-type material and N4 atoms/cm? in the p-
type material. (The characteristics of junctions with nonconstant doping densities will be
described later.) Due to the difference in carrier concentrations in the p-type and n-type
regions, there exists a region at the junction where the mobile holes and electrons have
been removed, leaving the fixed acceptor and donor ions. Each acceptor atom carries a
negative charge and each donor atom carries a positive charge, so that the region near the
junction is one of significant space charge and resulting high electric field. This is called
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the depletion region or space-charge region. It is assumed that the edges of the depletion
region are sharply defined as shown in Fig. 1.1, and this is a good approximation in most
cases.

For zero applied bias, there exists a voltage Yo across the junction called the built-in
potential. This potential opposes the diffusion of mobile holes and electrons across the
junction in equilibrium and has a value!

NuN,
Yo = Vrin—23 (1.1)
n;
" where
Vyr = Eq]: =26mV at 300°K

the quantity n; is the intrinsic carrier concentration in a pure sample of the semiconductor
and n; = 1.5 X 10%m™3 at 300°K for silicon.

In Fig. 1.1 the built-in potential is augmented by the applied reverse bias, Vg, and the
total voltage across the junction is (o + Vg). If the depletion region penetrates a distance
W, into the p-type region and W, into the n-type region, then we require

WiNs = WaNp (1.2)

because the total charge per unit area on either side of the junction must be equal in mag-
nitude but opposite in sign.
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Poisson’s equation in one dimension requires that

2
dV._ b _ N ¢ _wi<x<o (1.3)
dx? € €
where p is the charge density, g is the electron charge (1.6 X 1071 coulomb), and € is the
permittivity of the silicon (1.04 X 107 !2 farad/cm). The permittivity is often expressed as
€ = Kgep (1.4)
where K is the dielectric constant of silicon and € is the permittivity of free space (8.86 X
10~!% F/cm). Integration of (1.3) gives
av _ qNA

where C; is a constant. However, the electric field € is given by

€ = —d—V = —(mxﬁ—Cl) (1.6)
dx €

Since there is zero electric field outside the depletion region, a boundary condition is
€=0 for x=-W

and use of this condition in (1.6) gives

N d
—q—A(x+W1)= ——Z for —W;<x<0 (1.7
€ dx
Thus the dipole of charge existing at the junction gives rise to an electric field that varies
linearly with distance.
Integration of (1.7) gives

%:

2
V= qeﬂ <52— + W1x>+ G (1.8)

If the zero for potential is arbitrarily taken to be the potential of the neutral p-type region,
then a second boundary condition is

V=0 for x=-W
and use of this in (1.8) gives

2 2
V=@<x—+wlx+&> for —W;<x<0 (1.9)
€ 2 2
At x = 0, we define V = Vy, and then (1.9) gives
W2
y, = WNa Wy (1.10)
€ 2
If the potential difference from x = 0to x = W, is V,, then it follows that
_ aNo W3
Vy, = < (1.11)

and thus the total voltage across the junction is

Yo+ Ve =V, +V, = %(Nf,wl2 + NpW3) (1.12)
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Substitution of (1.2) in (1.12) gives

qWiNa Na
+ = —= |1+ =
Yo + Vg e Np
From (1.13), the penetration of the depletion layer into the p-type region is
12

2e(Yo + V)

Ny
_W4+m)

W1=

Similarly

r 172

2e(yo + V&)

W2 = —_—
gNp (1 + &>

(1.13)

(1.14) ‘

(1.15)

Equations 1.14 and 1.15 show that the depletion regions extend into the p-type
and n-type regions in inverse relation to the impurity concentrations and in proportion
to /o + Vg. If either Np or N4 is much larger than the other, the depletion region exists

almost entirely in the lightly doped region.

m  EXAMPLE

An abrupt pn junction in silicon has doping densities Ny = 10!5 atoms/cm? and Np =
106 atoms/cm?. Calculate the junction built-in potential, the depletion-layer depths, and

the maximum field with 10 V reverse bias.
From (1.1)

1015 x 1016
0525 %100 ™

From (1.14) the depletion-layer depth in the p-type region is

Yo = 261 V =638mV at 300°K

% 1.04 X 10712 x 10.
W1=<2 1.04 X 10 10.64

172
= . X —4
1.6 X 10_19 X 1015 X 1.1 ) 3.5 10" %cm

= 3.5 pm (where 1 pm = 1 micrometer = 1075 m)

The depletion-layer depth in the more heavily doped n-type region is

(2% 1.04x 10712 x 10.64
27 16x109x 1016 x 11

Finally, from (1.7) the maximum field that occurs for x = O is

109 x 3.5 x 1074
1.04 X 1012

Emax = ——qIZA W, = ~1.6x1071% x

= —5.4 % 10* V/cm

m  Note the large magnitude of this electric field.

1/2
) =035%x10"%cm = 0.35 um
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1.2.1 Depletion-Region Capacitance

Since there is a voltage-dependent charge Q associated with the depletion region, we can
calculate a small-signal capacitance C; as follows:

dQ _ dQ aw,

€= qve = aw, avi (1.16)
Now
dQ = AgN,dW, 1.17)
where A is the cross-sectional area of the junction. Differentiation of (1.14) gives
12
ah _ < (1.18)
dVR NA
2gNa |1+ = |(Yo + Vi)
Np
Use of (1.17) and (1.18) in (1.16) gives
12
QGNAND ] 1
Ci=A 1.19
J L(NA N Jeeive e

The above equation was derived for the case of reverse bias Vg applied to the diode.
However, it is valid for positive bias voltages as long as the forward current flow is small.
Thus, if Vp represents the bias on the junction (positive for forward bias, negative for
reverse bias), then (1.19) can be written as

c - [ geNANp }1’2 1 o)
! 2(N4 + Np) VYo — Vp '
G (1.21)

where C g is the value of C; for Vp = 0.

Equations 1.20 and 1.21 were derived using the assumption of constant doping in
the p-type and n-type regions. However, many practical diffused junctions more closely
approach a graded doping profile as shown in Fig. 1.2. In this case a similar calculation
yields

C; = S (1.22)
3 1- _V£
o
Note that both (1.21) and (1.22) predict values of C; approaching infinity as Vp ap-
proaches ry. However, the current flow in the diode is then appreciable and the equations
no longer valid. A more exact analysis>? of the behavior of C; as a function of Vp gives
the result shown in Fig. 1.3. For forward bias voltages up to about /2, the values of C;
predicted by (1.21) are very close to the more accurate value. As an approximation, some
computer programs approximate C; for Vp > /2 by a linear extrapolation of (1.21) or
(1.22).
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- hi x Distance
e Figure 1.2 Charge density versus dis-
tance in a graded junction.
&
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calculation
Simple theory
{Equation 1.21)
V,
% %o °
2
Reverse bias Foward bias
Figure 1.3 Behavior of pn junction depletion-layer capacitance C; as a function of bias
voltage Vp.
] EXAMPLE

If the zero-bias capacitance of a diffused junction is 3 pF and ¢ = 0.5V, calculate the
capacitance with 10 V reverse bias. Assume the doping profile can be approximated by an
abrupt junction.

From (1.21)

Ci = ————pF = 0.65pF
J 1_O—P p
a 0.5

1.2.2 Junction Breakdown

From Fig. 1.1c it can be seen that the maximum electric field in the depletion region occurs
at the junction, and for an abrupt junction (1.7) yields a value

_ _qN4

Emax = e Wi (1.23)
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Substitution of (1.14) in (1.23) gives

2qNANDVR ]1/2 (1 24)

[Eman| = L (N4 + Np)

where o has been neglected. Equation 1.24 shows that the maximum field increases as
the doping density increases and the reverse bias increases. Although useful for indicat-
ing the functional dependence of émax on other variables, this equation is strictly valid
for an ideal plane junction only. Practical junctions tend to have edge effects that cause
somewhat higher values of €,,x due to a concentration of the field at the curved edges
of the junction.

Any reverse-biased prn junction has a small reverse current flow due to the presence
of minority-carrier holes and electrons in the vicinity of the depletion region. These are
swept across the depletion region by the field and contribute to the leakage current of the
junction. As the reverse bias on the junction is increased, the maximum field increases and
the carriers acquire increasing amounts of energy between lattice collisions in the depletion
region. At a critical field €. the carriers traversing the depletion region acquire sufficient
energy to create new hole-electron pairs in collisions with silicon atoms. This is called the
avalanche process and leads to a sudden increase in the reverse-bias leakage current since
the newly created carriers are also capable of producing avalanche. The value of €.y is
about 3 X 10% V/cm for junction doping densities in the range of 10'% to 10'6 atoms/cm3,
but it increases slowly as the doping density increases and reaches about 10° V/cm for
doping densities of 10'® atoms/cm?.

A typical I-V characteristic for a junction diode is shown in Fig. 1.4, and the effect
of avalanche breakdown is seen by the large increase in reverse current, which occurs as
the reverse bias approaches the breakdown voltage BV. This corresponds to the maximum
field € max approaching €. It has been found empirically* that if the normal reverse bias
current of the diode is I with no avalanche effect, then the actual reverse current near the
breakdown voltage is

Ipa = Mg (1.25)

I'mA

!
—25( —20 <15 —10 -5 5 10 15 VALE
_1 —

2
-3

—4 -

Figure 1.4 Typical I-V characteristic of a junction diode showing avalanche breakdown.
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where M is the multiplication factor defined by

M = S (1.26)

()
BV
In this equation, Vy is the reverse bias on the diode and n has a value between 3
and 6.

The operation of a pr junction in the breakdown region is not inherently destruc-
tive. However, the avalanche current flow must be limited by external resistors in order
to prevent excessive power dissipation from occurring at the junction and causing dam-
age to the device. Diodes operated in the avalanche region are widely used as voltage
references and are called Zener diodes. There is another, related process called Zener
breakdown,’ which is different from the avalanche breakdown described above. Zener
breakdown occurs only in very heavily doped junctions where the electric field becomes
large enough (even with small reverse-bias voltages) to strip electrons away from the
valence bonds. This process is called tunneling, and there is no multiplication effect as
in avalanche breakdown. Although the Zener breakdown mechanism is important only
for breakdown voltages below about 6 V, all breakdown diodes are commonly referred
to as Zener diodes.

The calculations so far have been concerned with the breakdown characteristic of
plane abrupt junctions. Practical diffused junctions differ in some respects from these
results and the characteristics of these junctions have been calculated and tabulated for
use by designers.’ In particular, edge effects in practical diffused junctions can result
in breakdown voltages as much as 50 percent below the value calculated for a plane
junction.

u  EXAMPLE

An abrupt plane pn junction has doping densities N4 = 5 X 10! atoms/cm® and Np =
10'6 atoms/cm3. Calculate the breakdown voltage if €., = 3 X 105 V/em.
The breakdown voltage is calculated using €pmax = €cri in (1.24) to give

€ (Na + Np)n
2gNaNp
1.04 X 10712 x 15 x 1015 0
T IX1.6X10°19 X5 X 1015 x 1016 xX9x10°°V

. — 88V

BV =

1.3 Large-Signal Behavior of Bipolar Transistors

In this section, the large-signal or dc behavior of bipolar transistors is considered. Large-
signal models are developed for the calculation of total currents and voltages in transistor
circuits, and such effects as breakdown voltage limitations, which are usually not included
in models, are also considered. Second-order effects, such as current-gain variation with
collector current and Early voltage, can be important in many circuits and are treated in
detail.

The sign conventions used for bipolar transistor currents and voltages are shown in
Fig. 1.5. All bias currents for both npn and pnp transistors are assumed positive going
into the device.
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3 i
VBC = ¢ VBC = 2
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b b,
Figure 1.5 Bipolar transistor sign
npn prp convention.

1.3.1 Large-Signal Models in the Forward-Active Region

A typical npn planar bipolar transistor structure is shown in Fig. 1.6a, where collector,
base, and emitter are labeled C, B, and E, respectively. The method of fabricating such
transistor structures is described in Chapter 2. It is shown there that the impurity doping
density in the base and the emitter of such a transistor is not constant but varies with
distance from the top surface. However, many of the characteristics of such a device can
be predicted by analyzing the idealized transistor structure shown in Fig. 1.6b. In this
structure the base and emitter doping densities are assumed constant, and this is sometimes
called a uniform-base transistor. Where possible in the following analyses, the equations
for the uniform-base analysis are expressed in a form that applies also to nonuniform-base
transistors.

A cross section AA' is taken through the device of Fig. 1.6b and carrier concentrations
along this section are plotted in Fig. 1.6¢. Hole concentrations are denoted by p and elec-
tron concentrations by n with subscripts p or n representing p-type or n-type regions. The
n-type emitter and collector regions are distinguished by subscripts E and C, respectively.
The carrier concentrations shown in Fig. 1.6¢ apply to a device in the forward-active re-
gion. That is, the base-emitter junction is forward biased and the base-collector junction is
reverse biased. The minority-carrier concentrations in the base at the edges of the depletion
regions can be calculated from a Boltzmann approximation to the Fermi-Dirac distribution
function to give®

np(0) = np,exp VV—B: (1.27)
1%
np(Wg) = npoexp TfTE =0 (1.28)

where Wp is the width of the base from the base-emitter depletion layer edge to the base-
collector depletion layer edge and n,, is the equilibrium concentration of electrons in the
base. Note that Vpc is negative for an npn transistor in the forward-active region and
thus n,(Wp) is very small. Low-level injection conditions are assumed in the derivation of
(1.27) and (1.28). This means that the minority-carrier concentrations are always assumed
much smaller than the majority-carrier concentration.

If recombination of holes and electrons in the base is small, it can be shown that’
the minority-carrier concentration rn,(x) in the base varies linearly with distance. Thus a
straight line can be drawn joining the concentrations at x = 0 and x = Wj in Fig. 1.6¢.

For charge neutrality in the base, it is necessary that

Ny + np(x) = pp(x) (1.29)
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Figure 1.6 (a) Cross section of a typical npn planar bipolar transistor structure. (b) Idealized tran-
sistor structure. (c¢) Carrier concentrations along the cross section AA’ of the transistor in (b). Uni-
form doping densities are assumed. (Not to scale.)

and thus
Pp(x) — np(x) = Ny (1.30)

where p,(x) is the hole concentration in the base and N, is the base doping density that
is assumed constant. Equation 1.30 indicates that the hole and electron concentrations are
separated by a constant amount and thus p,(x) also varies linearly with distance.

Collector current is produced by minority-carrier electrons in the base diffusing in the
direction of the concentration gradient and being swept across the collector-base depletion
region by the field existing there. The diffusion current density due to electrons in the
base is

dnp(x)

In = qDn dx

(1.31)



1.3 Large-Signal Behavior of Bipotar Transistors 11

where D, is the diffusion constant for electrons. From Fig. 1.6¢

hp 0
Ws

Jy = —qD, (1.32)

If I¢ is the collector current and is taken as positive flowing into the collector, it follows
from (1.32) that

np 0)
Wpg

Ic = qAD, (1.33)

where A is the cross-sectional area of the emitter. Substitution of (1.27) into (1.33) gives

1 1.
e 7 (1.34)
— Isexp VEE (1.35)

Vr
where
gAD,np,

Jo = 22— npo 1.

s Ws (1.36)

and g is a constant used to describe the transfer characteristic of the transistor in the
forward-active region. Equation 1.36 can be expressed in terms of the base doping density
by noting that® (see Chapter 2)

Rpo = 5 (137)

and substitution of (1.37) in (1.36) gives

Is = gADun; _ qADun? (1.38)
WgNy4 (0]

where Op = WpN, is the number of doping atoms in the base per unit area of the
emitter and »; is the intrinsic carrier concentration in silicon. In this form (1.38) applies
to both uniform- and nonuniform-base transistors and D, has been replaced by D,
which is an average effective value for the electron diffusion constant in the base. This
is necessary for nonuniform-base devices because the diffusion constant is a function
of impurity concentration. Typical values of I as given by (1.38) are from 1014 to
10716 A,

Equation 1.35 gives the collector current as a function of base-emitter voltage. The
base current /p is also an important parameter and, at moderate current levels, consists of
two major components. One of these (Ip) represents recombination of holes and electrons
in the base and is proportional to the minority-carrier charge Q, in the base. From Fig.
1.6¢, the minority-carrier charge in the base is

1
Q. = znp(O)WBCIA (1.39)
and we have

Q. _ 1ny(0)WsqA
T 2 T»

Ip (1.40)
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where 7, is the minority-carrier lifetime in the base. Ip; represents a flow of majority holes
from the base lead into the base region. Substitution of (1.27) in (1.40) gives

in WB qA VBE
I = =222 exp—
The second major component of base current (usually the dominant one in integrated-

circuit npn devices) is due to injection of holes from the base into the emitter. This current
component depends on the gradient of minority-carrier holes in the emitter and is®

(1.41)

AD
Iz = L2 po(0) (1.42)
P
where D), is the diffusion constant for holes and L, is the diffusion length (assumed small)
for holes in the emitter. p,£(0) is the concentration of holes in the emitter at the edge of
the depletion region and is

%
Pre0) = puroexp (1.43)
T
If Np is the donor atom concentration in the emitter (assumed constant), then
2
nes
DPnEo = ]_V—; (144)

The emitter is deliberately doped much more heavily than the base, making Np large and
PrEo small, so that the base-current component, /g;, is minimized.
Substitution of (1.43) and (1.44) in (1.42) gives

qAD, ”;2 Veg

I = —— — .
= T e (1.45)
The total base current, I, is the sum of Ig; and Ip,:
1 n,,WggqA = gAD, n? VaE
Ig = I +Ip = [z 22 + R = .46
B =1Ip1 +Ip (2 ™ L, No exp Vr (1.46)

Although this equation was derived assuming uniform base and emitter doping, it gives
the correct functional dependence of I on device parameters for practical double-diffused
nonuniform-base devices. Second-order components of /g, which are important at low
current levels, are considered later.

Since I¢ in (1.35) and I in (1.46) are both proportional to exp(Vgge/V7r) in this anal-
ysis, the base current can be expressed in terms of collector current as

Ic
Ipg = — 1.47
8= g5, (1.47)

where Br is the forward current gain. An expression for B¢ can be calculated by substi-
tuting (1.34) and (1.46) in (1.47) to give

qADynp,
Ws 1
= = 1.48
B TauWaah  gaby ~ W DwNy
2 T LpND 2TbDn Dn Lp ND

where (1.37) has been substituted for n,,. Equation 1.48 shows that 8y is maximized
by minimizing the base width Wz and maximizing the ratio of emitter to base doping
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densities Np/N,. Typical values of By for npn transistors in integrated circuits are 50 to
500, whereas lateral pnp transistors (to be described in Chapter 2) have values 10 to 100.
Finally, the emitter current is

Ir = '—(IC +Ig) = — (Ic + I—C> = I—C (149)
Br ap
where
__ Br
op = T18s G (1.50)

The value of ar can be expressed in terms of device parameters by substituting (1.48)
in (1.50) to obtain

1 1
= = =~ 1.51
L7 B 73 R 0
BF ZTbDn Dn Lp ND
where
B 1
ar Wﬁ (1.51a)
+
! ZTbDn
= 1 (1.51b)
7 Do WsNa :
D, L, Np

The validity of (1.51) depends on W§/2TbDn << 1 and (Dp/Dp)(Wp/L,)(Na/Np) << 1,
and this is always true if B is large [see (1.48)]. The term y in (1.51) is called the emitter
injection efficiency and is equal to the ratio of the electron current (npn transistor) injected
into the base from the emitter to the total hole and electron current crossing the base-emitter
junction. Ideally ¥y — 1, and this is achieved by making Np/N4 large and W5 small. In
that case very little reverse injection occurs from base to emitter.

The term a7 in (1.51) is called the base transport factor and represents the fraction of
carriers injected into the base (from the emitter) that reach the collector. Ideally ay — 1
and this is achieved by making Wg small. It is evident from the above development that
fabrication changes that cause a7 and vy to approach unity also maximize the value of 8r
of the transistor.

The results derived above allow formulation of a large-signal model of the transis-
tor suitable for bias-circuit calculations with devices in the forward-active region. One
such circuit is shown in Fig. 1.7 and consists of a base-emitter diode to model (1.46)
and a controlled collector-current generator to model (1.47). Note that the collector volt-
age ideally has no influence on the collector current and the collector node acts as a
high-impedance current source. A simpler version of this equivalent circuit, which is
often useful, is shown in Fig. 1.7b, where the input diode has been replaced by a bat-
tery with a value Vgg(on), which is usually 0.6 to 0.7 V. This represents the fact that in
the forward-active region the base-emitter voltage varies very little because of the steep
slope of the exponential characteristic. In some circuits the temperature coefficient of
VBE(on) is important, and a typical value for this is —2 mV/°C. The equivalent circuits of
Fig. 1.7 apply for npn transistors. For pnp devices the corresponding equivalent circuits
are shown in Fig. 1.8.



14 Chapter 1 = Models for Integrated-Circuit Active Devices

Iy Ip
B —» C B —» C
e, O (e} —(
; P 7 + B, Figure 1.7 Large-signal
BE Brls BE{(on) __'|' F models of npn transistors
= e o : o foruse in bias calcula-
E E tions. (a) Circuit incor-
- I Vi porat.ing an inpqt dipde.
5= g, TPy, (b) Simplified circuit
() with an input voltage
(a) source.
I I
B Lo c B Lm c
o 0 [=,
& —
Ve Brlp VaE (on) —[— Brlp
+
" 4 O O . 0
E E
I v, Figure 1.8 Large-signal
! s BE ge-sig
5= "B, Py models of pnp transistors
®) corresponding to the
(a) circuits of Fig. 1.7.

1.3.2 Effects of Collector Voltage on Large-Signal Characteristics
in the Forward-Active Region

In the analysis of the previous section, the collector-base junction was assumed reverse
biased and ideally had no effect on the collector currents. This is a useful approximation
for first-order calculations, but is not strictly true in practice. There are occasions where
the influence of collector voltage on collector current is important, and this will now be
investigated.

The collector voltage has a dramatic effect on the collector current in two regions of de-
vice operation. These are the saturation (Vg approaches zero) and breakdown (Vg very
large) regions that will be considered later. For values of collector-emitter voltage Vg be-
tween these extremes, the collector current increases slowly as Vg increases. The reason
for this can be seen from Fig. 1.9, which is a sketch of the minority-carrier concentration
in the base of the transistor. Consider the effect of changes in Vg on the carrier concen-
tration for constant Vgg. Since Vg is constant, the change in Vg equals the change in
Ve and this causes an increase in the collector-base depletion-layer width as shown. The
change in the base width of the transistor, AWp, equals the change in the depletion-layer
width and causes an increase Al in the collector current.

From (1.35) and (1.38) we have

— qADnt’lt2 VBE

I exp —— 1.52
c Ox Py (1.52)
Differentiation of (1.52) yields
o"I(L' qAD_nt’ll2 VBE dQB
= — exp —— 1.53
Ve 0% Vr /dVce ek
and substitution of (1.52) in (1.53) gives
olc _ _Ic dQOs

= 1.54
oVce Qs dVcg (1.54)
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For a uniform-base transistor Qg = WgNy, and (1.54) becomes

dlc __Ic dWg
Ve WsdVcE

(1.55)

Note that since the base width decreases as Vg increases, dWg/dV g in (1.55) is negative
and thus d1c/9V ¢ is positive. The magnitude of dWg/dV ¢k can be calculated from (1.18)
for a uniform-base transistor. This equation predicts that dWg/d Vg is a function of the
bias value of Vg, but the variation is typically small for a reverse-biased junction and
dWpldVcg is often assumed constant. The resulting predictions agree adequately with
experimental results,

Equation 1.55 shows that dI¢/dV g is proportional to the collector-bias current and
inversely proportional to the transistor base width. Thus narrow-base transistors show
a greater dependence of Ic on V¢ in the forward-active region. The dependence of
dIc/dVcE on Ic results in typical transistor output characteristics as shown in Fig. 1.10.
In accordance with the assumptions made in the foregoing analysis, these characteristics
are shown for constant values of Vgr. However, in most integrated-circuit transistors the
base current is dependent only on Vgg and not on V¢, and thus constant-base-current
characteristics can often be used in the following calculation. The reason for this is that
the base current is usually dominated by the I, component of (1.45), which has no de-
pendence on V¢g. Extrapolation of the characteristics of Fig. 1.10 back to the Vg axis
gives an intercept V4 called the Early voltage, where

_ _le
Vi = Sl (1.56)
IVcE
Substitution of (1.55) in (1.56) gives
dVcg
Va=— 1.
A Wg W5 (1.57)

which is a constant, independent of I¢. Thus all the characteristics extrapolate to the same
point on the Vg axis. The variation of I~ with Vg is called the Early effect, and V4 is
a common model parameter for circuit-analysis computer programs. Typical values of V4
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Ic

Figure 1.10 Bipolar transistor output characteristics showing the Early voltage, V4.

for integrated-circuit transistors are 15 to 100 V. The inclusion of Early effect in dc bias
calculations is usually limited to computer analysis because of the complexity introduced
into the calculation. However, the influence of the Early effect is often dominant in small-
signal calculations for high-gain circuits and this point will be considered later.

Finally, the influence of Early effect on the transistor large-signal characteristics in
the forward-active region can be represented approximately by modifying (1.35) to

Vee Ve
Ic = Il + —/= Jexp — 1.58
c s( R (1.58)
This is a common means of representing the device output characteristics for computer
simulation.

1.3.3 Saturation and Inverse-Active Regions

Saturation is a region of device operation that is usually avoided in analog circuits because
the transistor gain is very low in this region. Saturation is much more commonly encoun-
tered in digital circuits, where it provides a well-specified output voltage that represents a
logic state.

In saturation, both emitter-base and collector-base junctions are forward biased. Con-
sequently, the collector-emitter voltage V¢ is quite small and is usually in the range 0.05
to 0.3 V. The carrier concentrations in a saturated n p# transistor with uniform base doping
are shown in Fig. 1.11. The minority-carrier concentration in the base at the edge of the
depletion region is again given by (1.28) as

14
ny(Wg) = npp exp—v-’F’—Tg (1.59)

but since V¢ is now positive, the value of n,(Wp) is no longer negligible. Consequently,
changes in Vg with Vgg held constant (which cause equal changes in V) directly affect
n,(Wp). Since the collector current is proportional to the slope of the minority-carrier con-
centration in the base [see (1.31)], itis also proportional to [1,(0) — n,(W )] from Fig. 1.11.
Thus changes in n,(W3) directly affect the collector current, and the collector node of the
transistor appears to have a low impedance. As Vg is decreased in saturation with Vg
held constant, Vg¢ increases, as does n,(W ) from (1.59). Thus from Fig. 1.11 the collector
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Figure 1.11 Carrier concentrations in a saturated npn transistor. (Not to scale.)

current decreases because the slope of the carrier concentration decreases. This gives rise
to the saturation region of the Ic — Vg characteristic shown in Fig. 1.12. The slope of
the Ic — Vg characteristic in this region is largely determined by the resistance in series
with the collector lead due to the finite resistivity of the n-type collector material. A useful
model for the transistor in this region is shown in Fig. 1.13 and consists of a fixed voltage
source to represent Vgg(on), and a fixed voltage source to represent the collector-emitter
voltage Vcp(sany. A more accurate but more complex model includes a resistor in series
with the collector. This resistor can have a value ranging from 20 to 500 {2, depending on
the device structure.

An additional aspect of transistor behavior in the saturation region is apparent from
Fig. 1.11. For a given collector current, there is now a much larger amount of stored charge
in the base than there is in the forward-active region. Thus the base-current contribution
represented by (1.41) will be larger in saturation. In addition, since the collector-base junc-
tion is now forward biased, there is a new base-current component due to injection of
carriers from the base to the collector. These two effects result in a base current /5 in sat-
uration, which is larger than in the forward-active region for a given collector current I¢.
Ratio I¢/Ip in saturation is often referred to as the forced B and is always less than Br.
As the forced B is made lower with respect to Br, the device is said to be more heavily
saturated.

The minority-carrier concentration in saturation shown in Fig. 1.11 is a straight line
joining the two end points, assuming that recombination is small. This can be represented
as a linear superposition of the two dotted distributions as shown. The justification for this
is that the terminal currents depend linearly on the concentrations n »(0) and n,(Wpg). This
picture of device carrier concentrations can be used to derive some general equations de-
scribing transistor behavior. Each of the distributions in Fig. 1.11 is considered separately
and the two contributions are combined. The emitter current that would result from n p1(X)
above is given by the classical diode equation

Igp = —Igg (expVV—BTE — 1) (1.60)

where Igs is a constant that is often referred to as the saturation current of the junction (no
connection with the transistor saturation previously described). Equation 1.60 predicts that
the junction current is given by Igr = Igs with a reverse-bias voltage applied. However,
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Figure 1.12 Typical Ic-Vcr characteristics for an npn bipolar transistor. Note the different scales
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Figure 1.13 Large-signal models for bipolar transistors in the saturation region.

in practice (1.60) is applicable only in the forward-bias region, since second-order effects
dominate under reverse-bias conditions and typically result in a junction current several
orders of magnitude larger than Igzg. The junction current that flows under reverse-bias
conditions is often called the leakage current of the junction.

Returning to Fig. 1.11, we can describe the collector current resulting from n,,(x)
alone as

Icg = ~Ics (eprVB;TC - 1) (1.61)

where Ic; is a constant. The total collector current /¢ is given by Ic-g plus the fraction of
Igr that reaches the collector (allowing for recombination and reverse emitter injection).
Thus

Ic = agplgs <expy‘7€T£ - 1)— Ics <expVV—BTC —~ 1) (1.62)
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where ar has been defined previously by (1.51). Similarly, the total emitter current is
composed of Igr plus the fraction of /¢ that reaches the emitter with the transistor acting
in an inverted mode. Thus

I = —Igg (eXp-YVBTE - 1>+ arlcs (exp% - 1) (1.63)

where ar is the ratio of emitter to collector current with the transistor operating inverted
(i.e., with the collector-base junction forward biased and emitting carriers into the base
and the emitter-base junction reverse biased and collecting carriers). Typical values of ag
are 0.5 to 0.8. An inverse current gain B is also defined

QR

Br = (1.64)

1l -« R
and has typical values 1 to 5. This is the current gain of the transistor when operated
inverted and is much lower than Br because the device geometry and doping densities
are designed to maximize Br. The inverse-active region of device operation occurs for
Vce negative in an npn transistor and is shown in Fig. 1.12. In order to display these
characteristics adequately in the same figure as the forward-active region, the negative
voltage and current scales have been expanded. The inverse-active mode of operation is
rarely encountered in analog circuits.

Equations 1.62 and 1.63 describe npn transistor operation in the saturation region
when Vg and Vpe are both positive, and also in the forward-active and inverse-active
regions. These equations are the Ebers-Moll equations. In the forward-active region, they
degenerate into a form similar to that of (1.35), (1.47), and (1.49) derived earlier. This can
be shown by putting V¢ positive and V¢ negative in (1.62) and (1.63) to obtain

Ic = aplgs (expVV—BTE - 1)+ Ics (1.65)
Ig = —Igg (exp K‘ZE - 1)— aglcs (1.66)

Equation 1.65 is similar in form to (1.35) except that leakage currents that were previ-
ously neglected have now been included. This minor difference is significant only at high
temperatures or very low operating currents. Comparison of (1.65) with (1.35) allows us
to identify Is = arlgs, and it can be shown'? in general that

arlgs = aglcs = Ig (1.67)

where this expression represents a reciprocity condition. Use of (1.67) in (1.62) and (1.63)
allows the Ebers-Moll equations to be expressed in the general form

VBE Is Ve
Ic = I (exp Vr 1) - (exp Vs 1) (1.62a)
Is VBE Ve
Ig = —— — - 1)+ _— — 1.
E o (exp Vs ) I (exp Vs 1) (1.63a)

This form is often used for computer representation of transistor large-signal behavior.
The effect of leakage currents mentioned above can be further illustrated as follows.
In the forward-active region, from (1.66)

IES (CXPVTB::— - 1) = —Ig ~ aRICS (168)
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Substitution of (1.68) in (1.65) gives
Ic = —aplg + Ico (1.69)
where
Ico = Ics(1 — agar) (1.69a)

and I is the collector-base leakage current with the emitter open. Although I¢¢ is given
theoretically by (1.69a), in practice, surface leakage effects dominate when the collector-
base junction is reverse biased and I¢¢ is typically several orders of magnitude larger
than the value given by (1.69a). However, (1.69) is still valid if the appropriate measured
value for I¢¢ is used. Typical values of I¢¢ are from 10719 to 10712 A at 25°C, and the
magnitude doubles about every 8°C. As a consequence, these leakage terms can become
very significant at high temperatures. For example, consider the base current /z. From
Fig. 1.5 this is

Ig = —(Ic + Ig) (1.70)
If I is calculated from (1.69) and substituted in (1.70), the result is
Ip = 1—2Fy, _leo (L71)
ar ar
But from (1.50)
ar
= 72
Br = 1o (1.72)
and use of (1.72) in (1.71) gives
Iy = lc _lco (1.73)
Br ar

Since the two terms in (1.73) have opposite signs, the effect of Ico is to decrease the
magnitude of the external base current at a given value of collector current.
m  EXAMPLE

If Ico is 10719 A at 24°C, estimate its value at 120°C.
Assuming that /o doubles every 8°C, we have
Ic0(120°C) = 10710 x 212
= 0.4 pA

1.3.4 Transistor Breakdown Voltages

In Section 1.2.2 the mechanism of avalanche breakdown in a pn junction was described.
Similar effects occur at the base-emitter and base-collector junctions of a transistor and
these effects limit the maximum voltages that can be applied to the device.

First consider a transistor in the common-base configuration shown in Fig. 1.14a and
supplied with a constant emitter current. Typical I¢ — Vg characteristics for an npn tran-
sistor in such a connection are shown in Fig. 1.14b. For Iz = 0 the collector-base junction
breaks down at a voltage BV g0, which represents collector-base breakdown with the
emitter open. For finite values of I, the effects of avalanche multiplication are apparent
for values of Vg below BV (. In the example shown, the effective common-base current
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gainar = Ic/Ig becomes larger than unity for values of V¢p above about 60 V. Operation
in this region (but below BV () can, however, be safely undertaken if the device power
dissipation is not excessive. The considerations of Section 1.2.2 apply to this situation, and
neglecting leakage currents, we can calculate the collector current in Fig. 1.14a as

IC = —aFIEM (174)
where M is defined by (1.26) and thus

1

' (en)
BVcpo
One further point to note about the common-base characteristics of Fig. 1.14b is that for
low values of Vcp where avalanche effects are negligible, the curves show very little of the
Early effect seen in the common-emitter characteristics. Base widening still occurs in this
configuration as Vg is increased, but unlike the common-emitter connection, it produces
little change in I¢. This is because I is now fixed instead of Vg or I, and in Fig. 1.9,
this means the slope of the minority-carrier concentration at the emitter edge of the base
is fixed. Thus the collector current remains almost unchanged.

Now consider the effect of avalanche breakdown on the common-emitter characteris-
tics of the device. Typical characteristics are shown in Fig. 1.12, and breakdown occurs at
a value BV cgo, which is sometimes called the sustaining voltage LV cgo. As in previous
cases, operation near the breakdown voltage is destructive to the device only if the current
(and thus the power dissipation) becomes excessive.

The effects of avalanche breakdown on the common-emitter characteristics are more
complex than in the common-base configuration. This is because hole-electron pairs are

produced by the avalanche process and the holes are swept into the base, where they ef-
fectively contribute to the base current. In a sense the avalanche current is then amplified
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by the transistor. The base current is still given by

Ig = —(I¢c + Ip) (1.76)
Equation 1.74 still holds, and substitution of this in (1.76) gives
. Map
IC - m‘][g (1.77)
where
i
M= —— 1.78
- ( Ver V' (1.78)
BVcgo

Equation 1.77 shows that /¢ approaches infinity as M ay approaches unity. That is, the
effective B approaches infinity because of the additional base-current contribution from
the avalanche process itself. The value of BV g can be determined by solving

Magp = 1 (1.79)

If we assume that Vg = Vg, this gives

R, (1.80)

|- (B VCEO)
BVcso

and this results in

and thus

(1.81)

Equation 1.81 shows that BV g is less than BV o by a substantial factor. However, the
value of BV ¢pgp, which must be used in (1.81), is the plane junction breakdown of the
collector-base junction, neglecting any edge effects. This is because it is only collector-
base avalanche current actually under the emitter that is amplified as described in the pre-
vious calculation. However, as explained in Section 1.2.2, the measured value of BV g0
is usually determined by avalanche in the curved region of the collector, which is remote
from the active base. Consequently, for typical values of 8 = 100 and n = 4, the value
of BV o is about one-half of the measured BV ¢po and not 30 percent as (1.81) would
indicate.

Equation 1.81 explains the shape of the breakdown characteristics of Fig. 1.12 if the
dependence of Br on collector current is included. As V¢ is increased from zero with
Ip = 0, the initial collector current is approximately BrIco from (1.73); since I¢q is typ-
ically several picoamperes, the collector current is very small. As explained in the next
section, B is small at low currents, and thus from (1.81) the breakdown voltage is high.
However, as avalanche breakdown begins in the device, the value of I increases and
thus B increases. From (1.81) this causes a decrease in the breakdown voltage and the
characteristic bends back as shown in Fig. 1.12 and exhibits a negative slope. At higher
collector currents, Br approaches a constant value and the breakdown curve with Iy = 0
becomes perpendicular to the Vg axis. The value of Vg in this region of the curve is
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usually defined to be BV g, since this is the maximum voltage the device can sustain.
The value of B to be used to calculate BV ¢go in (1.81) is thus the peak value of Br. Note
from (1.81) that high-8 transistors will thus have low values of BV 0.

The base-emitter junction of a transistor is also subject to avalanche breakdown. How-
ever, the doping density in the emitter is made very large to ensure a high value of Br[Np
is made large in (1.45) to reduce Ip,]. Thus the base is the more lightly doped side of
the junction and determines the breakdown characteristic. This can be contrasted with the
collector-base junction, where the collector is the more lightly doped side and results in
typical values of BV ¢po of 20 to 80 V or more. The base is typically an order of magni-
tude more heavily doped than the collector, and thus the base-emitter breakdown voltage
is much less than BVcpp and is typically about 6 to 8 V. This is designed BVgpo. The
breakdown voltage for inverse-active operation shown in Fig. 1.12 is approximately equal
to this value because the base-emitter junction is reverse biased in this mode of operation.

The base-emitter breakdown voltage of 6 to 8 V provides a convenient reference volt-
age in integrated-circuit design, and this is often utilized in the form of a Zener diode.
However, care must be taken to ensure that all other transistors in a circuit are protected
against reverse base-emitter voltages sufficient to cause breakdown. This is because, un-
like collector-base breakdown, base-emitter breakdown is damaging to the device. It can
cause a large degradation in 8r, depending on the duration of the breakdown-current flow
and its magnitude.!! If the device is used purely as a Zener diode, this is of no consequence,
but if the device is an amplifying transistor, the 8 degradation may be serious.

EXAMPLE

If the collector doping density in a transistor is 2 X 10!5 atoms/cm? and is much less than
the base doping, calculate BV cgp for 8 = 100and n = 4. Assume 8.5 = 3 X 10° V/em.

The plane breakdown voltage in the collector can be calculated from (1.24) using
Emax = Eerit:

_ €(Ng+ Np),»

BVcpo = 2gNaNp et

Since Np << Ny4, we have
€ o 1.04 x 10712 10
BV cpolpane s o T TR 16x 100D x 2 x 105 0 X107V = 146V
From (1.81)
14
BVcgo = —LV =46V

4/100

1.3.5 Dependence of Transistor Current Gain 8 on Operating Conditions

Although most first-order analyses of integrated circuits make the assumption that B is
constant, this parameter does in fact depend on the operating conditions of the transistor.
It was shown in Section 1.3.2, for example, that increasing the value of Vg increases I¢
while producing little change in /g, and thus the effective B of the transistor increases.
In Section 1.3.4 it was shown that as Vg approaches the breakdown voltage, BV g0, the
collector current increases due to avalanche multiplication in the collector. Equation 1.77
shows that the effective current gain approaches infinity as Vg approaches BV .
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In addition to the effects just described, B also varies with both temperature and
transistor collector current. This is illustrated in Fig. 1.15, which shows typical curves of
Br versus Ic at three different temperatures for an npn integrated circuit transistor. It is
evident that Br increases as temperature increases, and a typical temperature coefficient
for Br is +7000 ppm/°C (where ppm signifies parts per million). This temperature de-
pendence of B is due to the effect of the extremely high doping density in the emitter,'?
which causes the emitter injection efficiency vy to increase with temperature.

The variation of Br with collector current, which is apparent in Fig. 1.15, can be
divided into three regions. Region I is the low-current region, where B¢ decreases as I¢
decreases. Region II is the midcurrent region, where BF is approximately constant. Region
IIT is the high-current region, where B decreases as /¢ increases. The reasons for this
behavior of Br with I can be better appreciated by plotting base current I/ and collector
current I¢c on a log scale as a function of Vgg. This is shown in Fig. 1.16, and because
of the log scale on the vertical axis, the value of In Br can be obtained directly as the
distance between the two curves. ’

At moderate current levels represented by region II in Figs. 1.15 and 1.16, both I¢
and /g follow the ideal behavior, and

Ic = Ig exp@ (1.82)
Vr
Is Ve
Ig = ——exp —— 1.83
5 Brum 2 Vr (1.83)

where Bru is the maximum value of Br and is given by (1.48).

At low current levels, I still follows the ideal relationship of (1.82), and the decrease
in Br is due to an additional component in /g, which is mainly due to recombination of
carriers in the base-emitter depletion region and is present at any current level. However,
at higher current levels the base current given by (1.83) dominates, and this additional

component has little effect. The base current resulting from recombination in the depletion
5

region is
Ve
Igx = Igx ex 1.84
Bx = Isx exp Vs (1.84)
where
m==2
Br
Region 1 | Region 11 | Region III
400+
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At very low collector currents, where (1.84) dominates the base current, the current gain
can be calculated from (1.82) and (1.84) as

Ic I Vee 1
= = ——exp—-1{1—— 1.85
Bri Igx  Isx B Vr ( m) (1.85)
Substitution of (1.82) in (1.85) gives
Ic (I [1-(1/m)]
Bri= > (I—C> (1.86)
sx \1s

If m = 2, then (1.86) indicates that BF is proportional to /I at very low collector currents.

At high current levels, the base current Iz tends to follow the relationship of (1.83),
and the decrease in Bf in region III is due mainly to a decrease in I~ below the value
given by (1.82). (In practice the measured curve of Ip versus Vpg in Fig. 1.16 may also
deviate from a straight line at high currents due to the influence of voltage drop across the
base resistance.) The decrease in I¢ is due partly to the effect of high-level injection, and
at high current levels the collector current approaches’

_ Ve
Ic —ISHexpm (1.87)
The current gain in this region can be calculated from (1.87) and (1.83) as
_ Isu _ Ve
Bry = Is Brm exp( 2VT) (1.88)

Substitution of (1.87) in (1.88) gives

3 ~I§HB 1
P =y~ Brv g

Thus Br decreases rapidly at high collector currents.
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In addition to the effect of high-level injection, the value of BF at high currents is also
decreased by the onset of the Kirk effect,!> which occurs when the minority-carrier con-
centration in the collector becomes comparable to the donor-atom doping density. The base
region of the transistor then stretches out into the collector and becomes greatly enlarged.

1.4 Small-Signal Models of Bipolar Transistors

Analog circuits often operate with signal levels that are small compared to the bias currents
and voltages in the circuit. In these circumstances, incremental or small-signal models can
be derived that allow calculation of circuit gain and terminal impedances without the ne-
cessity of including the bias quantities. A hierarchy of models with increasing complexity
can be derived, and the more complex ones are generally reserved for computer analysis.
Part of the designer’s skill is knowing which elements of the model can be omitted when
performing hand calculations on a particular circuit, and this point is taken up again later.

Consider the bipolar transistor in Fig. 1.17a with bias voltages Vg and V¢ applied
as shown. These produce a quiescent collector current, /¢, and a quiescent base current, I,
and the device is in the forward-active region. A small-signal input voltage v; is applied in
series with Vgg and produces a small variation in base current i; and a small variation in
collector current i.. Total values of base and collector currents are I, and I, respectively,
and thus I, = (Iz + i) and I, = (Ic + i.). The carrier concentrations in the base of the
transistor corresponding to the situation in Fig. 1.17a are shown in Fig. 1.17h. With only

[ =I1c+1

L=1Ip+i,—» +v
T cC
Vi
Ve T
(a)
Carrier concentration
Collector
depletion
X AQ, region
Ve +v;
n,(0) = n,, exp Bli/T :
\, AQ,
% (IC + i(')
n,(0) = n,,, exp —2£ ] 3
4 P VT Qe Ic
- S x
Emitter Base Collector
Emitter depletion
region (b)

Figure 1.17 Effect of a small-signal input voltage applied to a bipolar transistor. (a) Circuit
schematic. (b) Corresponding changes in carrier concentrations in the base when the device is in
the forward-active region.
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bias voltages applied, the carrier concentrations are given by the solid lines. Application
of the small-signal voltage v; causes n,(0) at the emitter edge of the base to increase, and
produces the concentrations shown by the dotted lines. These pictures can now be used to
derive the various elements in the small-signal equivalent circuit of the bipolar transistor.

1.4.1 Transconductance

The transconductance is defined as

_dl¢
&n = e (1.89)
Since
dic
Alc =
€= AV AVge
we can write
Alc = gmAVpe
and thus
e = gmVi (1.90)
The value of g,, can be found by substituting (1.35) in (1.89) to give
gm Vee _ L  Vee _ Ic _ glc (1.91)

= —I _
Ve PV TV Py T v, T AT

The transconductance thus depends linearly on the bias current I and is 38 mA/V for
Ic = 1 mA at 25°C for any bipolar transistor of either polarity (npn or pnp), of any size,
and made of any material (Si, Ge, GaAs).

To illustrate the limitations on the use of small-signal analysis, the foregoing relation
will be derived in an alternative way. The total collector current in Fig. 1.17a can be
calculated using (1.35) as

_ Ve +vi Ve v;
I, = Igexp Vs = Igexp vV, exp Vs (1.92)
But the collector bias current is
Ic = Ig exp@ (1.93)
Vr
and use of (1.93) in (1.92) gives
Vi
I, = Icexp — (1.94)
Vr

If v; < V7, the exponential in (1.94) can be expanded in a power series,

Vi 1/vi ¥ 1 AN
Io=Ic|1+ 2+ (=] +=(=| +... .95
C{ Vr 2<VT> 6(VT> } (1.95)
Now the incremental collector current is

e =1, — I¢ (1.96)
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and substitution of (1.96) in (1.95) gives

e = Vit Vi oy 1.97

i VTV 2V%v, 6V%v’ (1.97)

If vi << V7, (1.97) reduces to (1.90), and the small-signal analysis is valid. The cri-
terion for use of small-signal analysis is thus v; = AVg << 26 mV at 25°C. In practice,
if AV is less than 10 mV, the small-signal analysis is accurate within about 10 percent.

1.4.2 Base-Charging Capacitance

Figure 1.17b shows that the change in base-emitter voltage AVgg = v; has caused a
change AQ, = ¢, in the minority-carrier charge in the base. By charge-neutrality require-
ments, there is an equal change AQ;, = g, in the majority-carrier charge in the base. Since
majority carriers are supplied by the base lead, the application of voltage v; requires the
supply of charge g, to the base, and the device has an apparent input capacitance

C, =2 (1.98)
Vi
The value of C; can be related to fundamental device parameters as follows. If (1.39) is
divided by (1.33), we obtain

Ic 2D,

The quantity 77 has the dimension of time and is called the base transit time in the forward
direction. Since it is the ratio of the charge in transit (Q,) to the current flow (I(), it can
be identified as the average time per carrier spent in crossing the base. To a first order it
is independent of operating conditions and has typical values 10 to 500 ps for integrated
npn transistors and 1 to 40 ns for lateral pnp transistors. Practical values of 77 tend to be
somewhat lower than predicted by (1.99) for diffused transistors that have nonuniform base
doping.'* However, the functional dependence on base width Wp and diffusion constant
D, is as predicted by (1.99).

= TF (199)

From (1.99)
AQ. = mAlc (1.100)
But since AQ, = AQ;, we have
AQy = 1Al (1.101)
and this can be written
gn = Tric (1.102)
Use of (1.102) in (1.98) gives
Cp, = Tpi—ci (1.103)
and substitution of (1.90) in (1.103) gives
Cp = Trgm (1.104)
Sy (1.105)

kT
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Thus the small-signal, base-charging capacitance is proportional to the collector bias
current. '

In the inverse-active mode of operation, an equation similar to (1.99) relates stored
charge and current via a time constant 7. This is typically orders of magnitude larger than
7 because the device structure and doping are optimized for operation in the forward-
active region. Since the saturation region is a combination of forward-active and inverse-
active operation, inclusion of the parameter 7z in a SPICE listing will model the large
charge storage that occurs in saturation.

1.4.3 Input Resistance

In the forward-active region, the base current is related to the collector current by (1.47) as

Ic
Iz = =& 1.47
B 5 (1.47)
Small changes in Iz and I¢ can be related using (1.47):
d (Ic
Al = — = |AI 1.106
B = I (BF) c ( )
and thus
Al i [d (I J“
Po= a1 =5 = [E(ﬁ—p (1107

where By is the small-signal current gain of the transistor. Note that if Br is constant, then
Br = Bo. Typical values of B are close to those of Br, and in subsequent chapters little
differentiation is made between these quantities. A single value of 8 is often assumed for
a transistor and then used for both ac and dc calculations.

Equation 1.107 relates the change in base current iy to the corresponding change in
collector current i., and the device has a small-signal input resistance given by

e =2 (1.108)
132
Substitution of (1.107) in (1.108) gives
rr = ?Bo (1.109)
and use of (1.90) in (1.109) gives
re = Bo (1.110)
Em

Thus the small-signal input shunt resistance of a bipolar transistor depends on the current
gain and is inversely proportional to /.

1.4.4 Output Resistance

In Section 1.3.2 the effect of changes in collector-emitter voltage Vg on the large-signal
characteristics of the transistor was described. It follows from that treatment that small
changes AV g in Vg produce corresponding changes Al in I, where

alc
oVce

Alc = AVcg (1.111)
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Substitution of (1.55) and (1.57) in (1.111) gives

AVegp  Va
et Ll (1.112)

where V4 is the Early voltage and r, is the small-signal output resistance of the transistor.
Since typical values of V4 are 50 to 100 V, corresponding values of r, are 50 to 100 k)
for Ic = 1mA. Note that r, is inversely proportional to I, and thus r, can be related to
gm. as are many of the other small-signal parameters.

1
o = — (1.113)
NEm
where
kT
- 1.114
Uj 2V ( )

If V4 = 100V, then n = 2.6 X 10™* at 25°C. Note that 1/r, is the slope of the output
characteristics of Fig. 1.10.

1.4.5 Basic Smali-Signal Model of the Bipolar Transistor

Combination of the above small-signal circuit elements yields the small-signal model of
the bipolar transistor shown in Fig. 1.18. This is valid for both npn and pnp devices in
the forward-active region and is called the hybrid-7 model. Collector, base, and emitter
nodes are labeled C, B and E, respectively. The elements in this circuit are present in the
equivalent circuit of any bipolar transistor and are specified by relatively few parameters
(B, 77, m, I¢). Note that in the evaluation of the small-signal parameters for pnp transistors,
the magnitude only of I is used. In the following sections, further elements are added to
this model to account for parasitics and second-order effects.

1.4.6 Collector-Base Resistance

Consider the effect of variations in Vg on the minority charge in the base as illustrated in
Fig. 1.9. Anincrease in Vg causes an increase in the collector depletion-layer width and
consequent reduction of base width. This causes a reduction in the total minority-carrier
charge stored in the base and thus a reduction in base current I3 due to a reduction in Iz,
given by (1.40). Since an increase AV in Vg causes a decrease Alg in Ig, this effect can
be modeled by inclusion of a resistor r,, from collector to base of the model of Fig. 1.18.
If Vg is assumed held constant, the value of this resistor can be determined as follows.

_ AVCE _ AVCE AIC

F, = = 1.115
. AIBI AIC AIBI ( )
Bo * o C
+
Iy CbTv1 C)gmv1 7o
O 4 _ . O
E
B 1 qlc Figure 1.18 Basic bipolar transistor
=g o= g &m= T Co = Trn small-signal equivalent circuit.
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Substitution of (1.112) in (1.115) gives

Ty = roAATIBCI (1.116)
If the base current / is composed entirely of component /;, then (1.107) can be used
in (1.116) to give

ry = Boro (1.117)

This is a lower limit for r,,. In practice, I, is typically less than 10 percent of Iz [compo-
nent /; from (1.42) dominates] in integrated npn transistors, and since Ip; is very small,
the change Al in Ip; for a given AV g and Al is also very small. Thus a typical value
for r,, is greater than 108yr,. For lateral pnp transistors, recombination in the base is more
significant, and r,, is in the range 2Byr, to 587 ,.

1.4.7 Parasitic Elements in the Small-Signal Model

The elements of the bipolar transistor small-signal equivalent circuit considered so far may
be considered basic in the sense that they arise directly from essential processes in the de-
vice. However, technological limitations in the fabrication of transistors give rise to a
number of parasitic elements that must be added to the equivalent circuit for most
integrated-circuit transistors. A cross section of a typical npn transistor in a junction-
isolated process is shown in Fig. 1.19. The means of fabricating such devices is described
in Chapter 2.

As described in Section 1.2, all pn junctions have a voltage-dependent capacitance as-
sociated with the depletion region. In the cross section of Fig. 1.19, three depletion-region
capacitances can be identified. The base-emitter junction has a depletion-region capaci-
tance Cj. and the base-collector and collector-substrate junctions have capacitances C,,
and C,, respectively. The base-emitter junction closely approximates an abrupt junction
due to the steep rise of the doping density caused by the heavy doping in the emitter.
Thus the variation of C;, with bias voltage is well approximated by (1.21). The collector-
base junction behaves like a graded junction for small bias voltages since the doping den-
sity is a function of distance near the junction. However, for larger reverse-bias values
(more than about a volt), the junction depletion region spreads into the collector, which is

Collector ¢ Base Emltter

@@J"*%”@

L—og oK

C,
Tc1 Injected electron
motion

C °_/Yc\f2\/_° Buried Iayer @)

T cs
@ Substrate

Figure 1.19 Integrated-circuit npn bipolar transistor structure showing parasitic elements. (Not
to scale.)
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uniformly doped, and thus for devices with thick collectors the junction tends to behave
like an abrupt junction with uniform doping. Many modern high-speed processes, how-
ever, have very thin collector regions (of the order of one micron), and the collector deple-
tion region can extend all the way to the buried layer for quite small reverse-bias voltages.
When this occurs, both the depletion region and the associated capacitance vary quite
slowly with bias voltage. The collector-base capacitance C,, thus tends to follow (1.22)
for very small bias voltages and (1.21) for large bias voltages in thick-collector devices. In
practice, measurements show that the variation of C, with bias voltage for most devices
can be approximated by

Cuo

where V is the forward bias on the junction and # is an exponent between about 0.2 and
0.5. The third parasitic capacitance in a monolithic npn transistor is the collector-substrate
capacitance C,, and for large reverse bias voltages this varies according to the abrupt
junction equation (1.21) for junction-isolated devices. In the case of oxide-isolated devices,
however, the deep p diffusions used to isolate the devices are replaced by oxide. The
sidewall component of C,, then consists of a fixed oxide capacitance. Equation 1.117a may
then be used to model C,,, but a value of £ less than 0.5 gives the best approximation. In
general, (1.117a) will be used to model all three parasitic capacitances with subscripts ¢, c,
and s on n and g used to differentiate emitter-base, collector-base, and collector-substrate
capacitances, respectively. Typical zero-bias values of these parasitic capacitances for a
minimum-size npn transistor in a modern oxide-isolated process are Co = 10fF, Cpo =
10 fF, and C.4 = 20 fF. Values for other devices are summarized in Chapter 2.

As described in Chapter 2, lateral pnp transistors have a parasitic capacitance Cp;
from base to substrate in place of C.;. Note that the substrate is always connected to the
most negative voltage supply in the circuit in order to ensure that all isolation regions are
separated by reverse-biased junctions. Thus the substrate is an ac ground, and all parasitic
capacitance to the substrate is connected to ground in an equivalent circuit.

The final elements to be added to the small-signal model of the transistor are resis-
tive parasitics. These are produced by the finite resistance of the silicon between the top
contacts on the transistor and the active base region beneath the emitter. As shown in Fig.
1.19, there are significant resistances r and r. in series with the base and collector con-
tacts, respectively. There is also a resistance 7., of several ohms in series with the emitter
lead that can become important at high bias currents. (Note that the collector resistance
rc is actually composed of three parts labeled r.q, rc2, and r.3.) Typical values of these
parameters are r, = 50 to 500 1, r., = 110 3 (2, and r. = 20 to 500 ). The value of
r, varies significantly with collector current because of current crowding.'> This occurs
at high collector currents where the dc base current produces a lateral voltage drop in the
base that tends to forward bias the base-emitter junction preferentially around the edges of
the emitter. Thus the transistor action tends to occur along the emitter periphery rather than
under the emitter itself, and the distance from the base contact to the active base region is
reduced. Consequently, the value of 7, is reduced, and in a typical npn transistor, r, may
decrease 50 percent as I¢ increases from 0.1 mA to 10 mA.

The value of these parasitic resistances can be reduced by changes in the device struc-
ture. For example, a large-area transistor with multiple base and emitter stripes will have
a smaller value of r,. The value of r. is reduced by inclusion of the low-resistance buried
n* layer beneath the collector.

C = (1.117a)
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Figure 1.20 Complete bipolar transistor small-signal equivalent circuit.

The addition of the resistive and capacitive parasitics to the basic small-signal circuit
of Fig. 1.18 gives the complete small-signal equivalent circuit of Fig. 1.20. The internal
base node is labeled B’ to distinguish it from the external base contact B. The capaci-
tance C contains the base-charging capacitance C, and the emitter-base depletion layer
capacitance Cj,.

Cpr =0Cp+ Cje (1.118)

Note that the representation of parasitics in Fig. 1.20 is an approximation in that
lumped elements have been used. In practice, as suggested by Fig. 1.19, C,, is distributed
across 1, and C; is distributed across r.. This lumped representation is adequate for most
purposes but can introduce errors at very high frequencies. It should also be noted that
while the parasitic resistances of Fig. 1.20 can be very important at high bias currents
or for high-frequency operation, they are usually omitted from the equivalent circuit for
low-frequency calculations, particularly for collector bias currents less than 1 mA.

EXAMPLE

Derive the complete small-signal equivalent circuit for a bipolar transistor at I = 1 mA,
Veg = 3V, and Vg = 5 V. Device parameters are Cj0 = 10 fF, n, = 0.5, fsg, = 0.9
V, Cuo = 101F, ne = 0.3, o = 0.5V, Coso = 20 fF, 1y = 0.3, b, = 0.65 V, By =
100, 77 = 10ps, Va =20V, rp, = 30082, 1. = 50 Q, 1oy = 5Q,r, = 10 Bor,.

Since the base-emitter junction is forward biased, the value of C;, is difficult to deter-
mine for reasons described in Section 1.2.1. Either a value can be determined by computer
or a reasonable estimation is to double C .. Using the latter approach, we estimate

C;e = 201F
Using (1.117a) gives, for the collector-base capacitance,

_ Cuo _ 10

C, = .
M (1 N VCB )”c 3 0.3
1+ —
lpOc 0.5

The collector-substrate capacitance can also be calculated using (1.117a)

Com S0 =2 o5

Ves | 5 Y
1+ 5
( Vo ) (1 " 0.65)

= 5.6 {fF
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From (1.91) the transconductance is

gm=%=261x0—_130_3A/V=38mA/V
From (1.104) the base-charging capacitance is
Cp = Trgm = 10X 10712 X 38 X 1073 F = 0.38 pF
The value of C; from (1.118) is
Cr = 038 +0.02 pF = 0.4 pF

The input resistance from (1.110) 1s

Fr = gﬂ =100x260 =26k}
The output resistance from (1.112) is
20
1073
and thus the collector-base resistance is

ry = 10Bor, = 10 X 100 X 20k} = 20 M}

Q = 20kQ

Fo

®  The equivalent circuit with these parameter values is shown in Fig. 1.21.

1.4.8 Specification of Transistor Frequency Response

The high-frequency gain of the transistor is controlled by the capacitive elements in the
equivalent circuit of Fig. 1.20. The frequency capability of the transistor is most often spec-
ified in practice by determining the frequency where the magnitude of the short-circuit,
common-emitter current gain falls to unity. This is called the transition frequency, fr, and
is a measure of the maximum useful frequency of the transistor when it is used as an ampli-
fier. The value of f; can be measured as well as calculated, using the ac circuit of Fig. 1.22.
A small-signal current i; is applied to the base, and the output current i, is measured
with the collector short-circuited for ac signals. A small-signal equivalent circuit can be
formed for this situation by using the equivalent circuit of Fig. 1.20 as shown in Fig. 1.23,
where r., and r, have been neglected. If r. is assumed small, then r, and C,; have no

20 MQ
AWy
3000 5.6 fF 50 Q
Bo—ANW\ 1 ' _l_ AM\——oC
+
2.6}@%1»1 :IL0.4pF 38x1o-3v1d[> Eg% I10.5ﬂ=
50
O O
E

Figure 1.21 Complete small-signal equivalent circuit for a bipolar transistor at Ic = 1 mA,

Veg = 3V, and Vs = 5 V. Device parameters are Cj0 = 10fF, n, = 0.5, . = 09V, Cypo =
10fF, n, = 0.3, 40, = 0.5V, Ceso = 20fF n, = 0.3, o, = 0.65V, Bo = 100, 7w = 10 ps,
VA = ZOV, rp = 3009., Fo = SO\Q,I‘” = SQ,TM = 10[30)‘0.
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J_ Figure 1.22 Schematic of ac circuit for measurement
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Figure 1.23 Small-signal equivalent circuit for the calculation of fr.

influence, and we have

—~ I'n is
1+ ry(Cr + Cu)s !

If the current fed forward through C,, is neglected,
ip = gmVi (1.120)
Substitution of (1.119) in (1.120) gives

V1

(1.119)

o = i; itk
14 r.(Cqr + Cpus
and thus
io .
i_‘.’ (jw) = C30+ = (1.121)
. 1+ ,B()L_E“jw
m

using (1.110).
Now if ip/i;(jw) is written as B(jw) (the high-frequency, small-signal current gain),
then

Bo

B(jw) =
L+ g Cr ¥ Ca

(1.122)

Jw

m

At high frequencies the imaginary part of the denominator of (1.122) is dominant, and we
can write

Bljw) = —8m (1.123)

(1.124)
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and thus

_ 1 gm
Jr = Gy + C, (1.125)

The transistor behavior can be illustrated by plotting |3(jw)| using (1.122) as shown in

Fig. 1.24. The frequency wg is defined as the frequency where |B(jw)| is equal to By/ ﬁ
(3 dB down from the low-frequency value). From (1.122) we have

1 8m wr

wg = —_8m _ _ o1 1.126
- BO C7T+C[L BO ( )

From Fig. 1.24 it can be seen that wr can be determined by measuring |3(jw)| at some
frequency w, where |B(jw)| is falling at 6 dB/octave and using

o1 = wx|B(jwy) (1.127)

This is the method used in practice, since deviations from ideal behavior tend to occur as
|B(je)| approaches unity. Thus |3(jw)| is typically measured at some frequency where
its magnitude is about 5 or 10, and (1.127) is used to determine wy.

It is interesting to examine the time constant, 77, associated with wy. This is de-
fined as

T = 1 (1.128)
wr
and use of (1.124) in (1.128) gives

T = Cn + Cu (1.129)

m Em

Substitution of (1.118) and (1.104) in (1.129) gives
=S G Cu oy Cie Cu (1.130)

gm gm gm gm gm

Equation 1.130 indicates that 7 is dependent on /¢ (through g,,) and approaches a constant
value of 75 at high collector bias currents. At low values of I¢, the terms involving C},
and C,, dominate, and they cause 7r to rise and fr to fall as I is decreased. This behavior
is illustrated in Fig. 1.25, which is a typical plot of fr versus I for an integrated-circuit
npn transistor. The decline in fr at high collector currents is not predicted by this simple
theory and is due to an increase in 7 caused by high-level injection and Kirk effect at high
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a high-speed process.

currents. These are the same mechanisms that cause a decrease in Br at high currents as
described in Section 1.3.5.

EXAMPLE

A bipolar transistor has a short-circuit, common-emitter current gain at 1 GHz of 8 with
Ic = 0.25 mA and 9 with /¢ = 1 mA. Assuming that high-level injection effects are
negligible, calculate C;. and 75, assuming both are constant. The measured value of C.
is 10 fE.

From the data, values of f; are

fr1 =8X1=8GHz at Ic = 0.25mA

frz=9xX1=9GHz at Ic = 1mA
Corresponding values of 7r are
1
Tr1 = 2'1TfT1 =199 Ps
Ty = L 17.7 ps
Ry e
Using these data in (1.130), we have
19.9 X 1072 = 7z + 104(C,, + C;.) (1.131)
atIc = 0.25 mA. At I = 1 mA we have
17.7 X 10712 = 75 + 26(C,, + Cj.) (1.132)

Subtraction of (1.132) from (1.131) yields
Cp+Cjo =2821F
Since C,, was measured as 10 fF, the value of C}, is given by

Cje = 18.2fF
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Substitutiqn in (1.131) gives
7 = 17ps

This is an example of how basic device parameters can be determined from high-frequency

current-gain measurements. Note that the assumption that Cj. is constant is a useful

approximation in practice because Vgg changes by only 36 mV as /¢ increases from
B 0.25mA to 1 mA.

1.5 Large-Signal Behavior of Metal-Oxide-Semiconductor
Field-Effect Transistors

Metal-oxide-semiconductor field-effect transistors (MOSFETs) have become dominant in
the area of digital integrated circuits because they allow high density and low power dis-
sipation. In contrast, bipolar transistors still provide many advantages in stand-alone ana-
log integrated circuits. For example, the transconductance per unit bias current in bipolar
transistors is usually much higher than in MOS transistors. So in systems where analog
techniques are used on some integrated circuits and digital techniques on others, bipolar
technologies are often preferred for the analog integrated circuits and MOS technologies
for the digital. To reduce system cost and increase portability, both increased levels of
integration and reduced power dissipation are required, forcing the associated analog cir-
cuits to use MOS-compatible technologies. One way to achieve these goals 1s 10 use a
processing technology that provides both bipolar and MOS transistors, allowing great de-
sign flexibility. However, all-MOS processes are less expensive than combined bipolar
and MOS processes. Therefore, economic considerations drive integrated-circuit manu-
facturers to use all-MOS processes in many practical cases. As a result, the study of the
characteristics of MOS transistors that affect analog integrated-circuit design is important.

1.5.1 Transfer Characteristics of MOS Devices

A cross section of a typical enhancement-mode n-channel MOS (NMOS) transistor is
shown in Fig. 1.26. Heavily doped n-type source and drain regions are fabricated in a
p-type substrate (often called the body). A thin layer of silicon dioxide is grown over the

Metal or poly silicon
gate contract

4
\y \ Channel w

region

p-type substrate (body)

l

B

Figure 1.26 Typical enhancement-mode NMOS structure.
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substrate material and a conductive gate material (metal or polycrystalline silicon) covers
the oxide between source and drain. Note that the gate is horizontal in Fig. 1.26, and we
will use this orientation in all descriptions of the physical operation of MOS devices. In
operation, the gate-source voltage modifies the conductance of the region under the gate,
allowing the gate voltage to control the current flowing between source and drain. This
control can be used to provide gain in analog circuits and switching characteristics in
digital circuits.

The enhancement-mode NMOS device of Fig. 1.26 shows significant conduction be-
tween source and drain only when an n-type channel exists under the gate. This obser-
vation is the origin of the n-channel designation. The term enhancement mode refers to
the fact that no conduction occurs for Vg = 0. Thus, the channel must be enhanced to
cause conduction. MOS devices can also be made by using an n-type substrate with a
p-type conducting channel. Such devices are called enhancement-mode p-channel MOS
(PMOS) transistors. In complementary MOS (CMOS) technology, both device types are
present. ~

The derivation of the transfer characteristics of the enhancement-mode NMOS device
of Fig. 1.26 begins by noting that with V55 = 0, the source and drain regions are separated
by back-to-back pn junctions. These junctions are formed between the n-type source and
drain regions and the p-type substrate, resulting in an extremely high resistance (about
10'2 Q) between drain and source when the device is off.

Now consider the substrate, source, and drain grounded with a positive voltage Vg
applied to the gate as shown in Fig. 1.27. The gate and substrate then form the plates of
a capacitor with the SiO; as a dielectric. Positive charge accumulates on the gate and
negative charge in the substrate. Initially, the negative charge in the p-type substrate
is manifested by the creation of a depletion region and the exclusion of holes under
the gate as described in Section 1.2 for a pn-junction. The depletion region is shown in
Fig. 1.27. The results of Section 1.2 can now be applied. Using (1.10), the depletion-layer

width X under the oxide is
112
X = (%%q—:) (1.133)

where ¢ is the potential in the depletion layer at the oxide-silicon interface, N, is the
doping density (assumed constant) of the p-type substrate in atoms/cm?>, and € is the per-
mittivity of the silicon. The charge per area in this depletion region is

Q = gNsX = J2gNased (1.134)

Induced
n-type channel SiO,

Channel length

Depletion
region - L
p-type substrate Figure 1.27 Idealized NMOS device
cross section with positive Vg
applied, showing depletion regions
and the induced channel.
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When the surface potential in the silicon reaches a critical value equal to twice the

Fermi level ¢, a phenomenon known as inversion occurs.!® The Fermi level ¢ is
defined as

¢s=—In
T g

where k is Boltzmann’s constant. Also, »; is the intrinsic carrier concentration, which is

n = VNN, exp(——ﬂ—:“?—) (1.136)

2kT

kT [NA} (1.135)
]

where E, is the band gap of silicon at T = 0°K, N, is the density of allowed states near
the edge of the conduction band, and N, is the density of allowed states near the edge
of the valence band, respectively. The Fermi level ¢ is usually about 0.3 V. After the
potential in the silicon reaches 2¢ ¢, further increases in gate voltage produce no further
changes in the depletion-layer width but instead induce a thin layer of electrons in the
depletion layer at the surface of the silicon directly under the oxide. Inversion produces
a continuous n-type region with the source and drain regions and forms the conducting
channel between source and drain. The conductivity of this channel can be modulated by
increases or decreases in the gate-source voltage. In the presence of an inversion layer,
and without substrate bias, the depletion region contains a fixed charge density

Qv = 2qgNa€2¢; (1.137)

If a substrate bias voltage Vspg (positive for n-channel devices) is applied between the
source and substrate, the potential required to produce inversion becomes (2¢¢ + Vgp),
and the charge density stored in the depletion region in general is

Op = V2qNs€Qs + Vsp) (1.138)

The gate-source voltage Vs required to produce an inversion layer is called the
threshold voltage V, and can now be calculated. This voltage consists of several com-
ponents. First, a voltage [2¢  + (Qp/Co.)] is required to sustain the depletion-layer charge
Qp, where C,, is the gate oxide capacitance per unit area. Second, a work-function dif-
ference ¢,,; exists between the gate metal and the silicon. Third, positive charge density
Q,s always exists in the oxide at the silicon interface. This charge is caused by crystal dis-
continuities at the Si — Si0; interface and must be compensated by a gate-source voltage
contribution of —Q,/C,x. Thus we have a threshold voltage

Vi = s + 205 + g” - g (1.139)
iy 2 e, O
= Vt0+')’(\/2‘;bf+VSB"‘ \/2¢f) (1.140)

where (1.137) and (1.138) have been used, and Vi is the threshold voltage with Vgg = 0.
The parameter vy is defined as

Y = Cl JV2geN4 (1.141)

ox
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and

Cox = 52 (1.142)
tOX
where €, and 1, are the permittivity and the thickness of the oxide, respectively. A typical
value of y is 0.5 V2, and C,, = 3.45 fF/pum? for 7, = 100 angstroms.

In practice, the value of Vg is usually adjusted in processing by implanting additional
impurities into the channel region. Extra p-type impurities are implanted in the channel to
set Vi between 0.5 V and 1.5 V for n-channel enhancement devices. By implanting n-type
impurities in the channel region, a conducting channel can be formed even for Vgg = 0,
forming a depletion device with typical values of Vyg in the range —1 V to —4 V. If Q;
is the charge density due to the implant, then the threshold voltage given by (1.139) is
shifted by approximately Q,/C,..

The preceding equations can now be used to calculate the large-signal characteris-
tics of an n-channel MOSFET. In this analysis, the source is assumed grounded and bias
voltages Vs, Vpg, and Vg are applied as shown in Fig. 1.28. If Vg > V,, inversion
occurs and a conducting channel exists. The channel conductivity is determined by the
vertical electric field, which is controlled by the value of (Vgs — V,). If Vpg = 0, the cur-
rent Ip that flows from drain to source is zero because the horizontal electric field is zero.
Nonzero Vps produces a horizontal electric field and causes current I to flow. The value
of the current depends on both the horizontal and the vertical electric fields, explaining the
term field-effect transistor. Positive voltage Vps causes the reverse bias from the drain to
the substrate to be larger than from the source to substrate, and thus the widest depletion
region exists at the drain. For simplicity, however, we assume that the voltage drop along
the channel itself is small so that the depletion-layer width is constant along the channel.

The drain current I is

_da¢0

Ip = g (1.143)

where dQ is the incremental channel charge at a distance y from the source in an incre-
mental length dy of the channel, and dt is the time required for this charge to cross length
dy. The charge dQ is

dg = Q;Wdy (1.144)

where W is the width of the device perpendicular to the plane of Fig. 1.28 and Q; is the
induced electron charge per unit area of the channel. At a distance y along the channel, the
voltage with respect to the source is V(y) and the gate-to-channel voltage at that point is

Channel ~-—1;

______

Depletion
region

p-type substrate

1

I Viﬁ Figure 1.28 NMOS device with bias
= voltages applied.
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Ves — V(y). We assume this voltage exceeds the threshold voltage V;. Thus the induced
electron charge per unit area in the channel is

Q1(y) = Cox[Vgs — V() — V] (1.145)
Also,
dy
= 1.146
e (1.146)

where v, is the electron drift velocity at a distance y from the source. Combining (1.144)
and (1.146) gives

Ip = WQOr(yva(y) (1.147)

The drift velocity is determined by the horizontal electric field. When the horizontal elec-
tric field €(y) is small, the drift velocity is proportional to the field and

va(y) = pné(y) (1.148)

where the constant of proportionality u, is the average electron mobility in the channel. In
practice, the mobility depends on both the temperature and the doping level but is almost
constant for a wide range of normally used doping levels. Also, w, is sometimes called
the surface mobility for electrons because the channel forms at the surface of the silicon.
Typical values range from about 500 cm?/(V-s) to about 700 cm?/(V-s), which are much
less than the mobility of electrons in the bulk of the silicon (about 1400 cm?/V-s) because
surface defects not present in the bulk impede the flow of electrons in MOS transistors.!’
The electric field €(y) is

() = % (1.149)

where dV is the incremental voltage drop along the length of channel dy at a distance y
from the source. Substituting (1.145), (1.148), and (1.149) into (1.147) gives

dav
Ip = WCsxl[Vgs =V — Vt]l-‘fnd_y (1.150)
Separating variables and integrating gives
L Vps
J Ipdy = J WpnCox(Vgs —V —V)dV (1.151)
0 0
Carrying out this integration gives
kW
Ip = 5 [2(Vas = V)Vps = Vs (1.152)
where
K = punCop = Hnox (1.153)

tOX

When Vps << 2(Vgs — V), (1.152) predicts that I is approximately proportional to Vpg.
This result is reasonable because the average horizontal electric field in this case is Vps/L,
and the average drift velocity of electrons is proportional to the average field when the
field is small. Equation 1.152 is important and describes the I-V characteristics of an
MOS transistor, assuming a continuous induced channel. A typical value of k' for ¢,, =
100 angstroms is about 200 pA/V? for an n-channel device.
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As the value of Vg is increased, the induced conducting channel narrows at the drain
end and (1.145) indicates that Q; at the drain end approaches zero as Vg approaches
(Vs — V1). That s, the channel is no longer connected to the drain when Vg > Vs —V;.
This phenomenon is called pinch-off and can be understood by writing a KVL equation
around the transistor:

Vps = Vpg + Vs (1.154)
Therefore, when Vpg > Vg — V,,
VoG + Ves > Vgs =V, (1.155)
Rearranging (1.155) gives
Vep < V; (1.156)

Equation 1.156 shows that when drain-source voltage is greater than (Vg — V:), the
gate-drain voltage is less than a threshold, which means that the channel no longer exists at
the drain. This result is reasonable because we know that the gate-to-channel voltage at the
point where the channel disappears is equal to V, by the definition of the threshold voltage.
Therefore, at the point where the channel pinches off, the channel voltage is (Vgs — V).
As a result, the average horizontal electric field across the channel in pinch-off does not
depend on the the drain-source voltage but instead on the voltage across the channel, which
is (Vgs — V). Therefore, (1.152) is no longer valid if Vpg > Vgg — V. The value of Ip
in this region is obtained by substituting Vps = Vs — V, in (1.152), giving

kw

b=3T

Equation 1.157 predicts that the drain current is independent of Vg in the pinch-off
region. In practice, however, the drain current in the pinch-off region varies slightly as the
drain voltage is varied. This effect is due to the presence of a depletion region between the

physical pinch-off point in the channel at the drain end and the drain region itself. If this
depletion-layer width is X, then the effective channel length is given by

L = L— Xy (1.158)

If Lesr is used in place of L in (1.157), we obtain a more accurate formula for current in
the pinch-off region

(Vos — Vi)? (1.157)

KW
2 Lest
Because X; (and thus L) are functions of the drain-source voltage in the pinch-off region,

Ip varies with Vpg. This effect is called channel-length modulation. Using (1.158) and
(1.159), we obtain

Ip = (Vgs — Vi) (1.159)

6’11) . KW zdLeff

=L 2 (Vg -V
aVDS D Lgff( GS t) dVDS

(1.160)

and thus
dlp  Ip dX,

dVps  Lesr dVps

This equation is analogous to (1.55) for bipolar transistors. Following a similar procedure,
the Early voltage can be defined as

(1.161)

Ip

= oI Vs (1.162)

Va
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and thus

dx, )“

Va = Leff( Vs

(1.163)
For MOS transistors, a commonly used parameter for the characterization of channel-
length modulation is the reciprocal of the Early voltage,
1
A= A (1.164)
As in the bipolar case, the large-signal properties of the transistor can be approximated by
assuming that A and V, are constants, independent of the bias conditions. Thus we can
include the effect of channel-length modulation in the I-V characteristics by modifying
(1.157) to

1o = & Vs = v 1+ Y28) = £ vos —viPa +avig) (L165)

In practical MOS transistors, variation of X; with voltage is complicated by the fact
that the field distribution in the drain depletion region is not one-dimensional. As a result,
the calculation of A from the device structure is quite difficult,'® and developing effective
values of A from experimental data is usually necessary. The parameter A is inversely
proportional to the effective channel length and a decreasing function of the doping level
in the channel. Typical values of A are in the range 0.05 V~! t0 0.005 V1.

Plots of Ip versus Vpg with Vg as a parameter are shown in Fig. 1.29 for an NMOS
transistor. The device operates in the pinch-off region when Vps > (Vs — Vi). The
pinch-off region for MOS devices is often called the saturation region. In saturation,
the output characteristics are almost flat, which shows that the current depends mostly on
the gate-source voltage and only to a small extent on the drain-source voltage. On the other
hand, when Vps < (Vgs — V), the device operates in the Ohmic or triode region, where
the device can be modeled as a nonlinear voltage-controlled resistor connected between
the drain and source. The resistance of this resistor is nonlinear because the V%)s term
in (1.152) causes the resistance to depend on Vpg. Since this term is small when Vpyg is
small, however, the nonlinearity is also small when Vpg is small, and the triode region
is also sometimes called the linear region. The boundary between the triode and satura-
tion regions occurs when Vpg = (Vgs — V). On this boundary, both (1.152) and (1.157)
correctly predict Ip. Since Vpg = (Vs — V,) along the boundary between triode and sat-
uration, (1.157) shows that the boundary is Ip = (k’/2)(W/L)V%S. This parabolic function

Ip

Ohmic or Active or

1
]
triode region i_,  pinch-off region
I
[

Ves
increases

v Figure 1.29 NMOS device
s characteristics.
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of Vpg is shown in Fig. 1.29. For depletion #-channel MOS devices, V, is negative, and
Ip is nonzero even for Vgg = 0. For PMOS devices, all polarities of voltages and currents
are reversed.

The results derived above can be used to form a large-signal model of the NMOS
transistor in saturation. The model topology is shown in Fig. 1.30, where I, is given by
(1.152) in the triode region and (1.157) in saturation, ignoring the effect of channel-length
modulation. To include the effect of channel-length modulation, (1.159) or (1.165) should
be used instead of (1.157) to find the drain current in saturation.

1.5.2 Comparison of Operating Regions of Bipolar and MOS Transistors

Notice that the meaning of the word saturation for MOS transistors is quite different than
for bipolar transistors. Saturation in bipolar transistors refers to the region of operation
where both junctions are forward biased and the collector-emitter voltage is approximately
constant or saturated. On the other hand, saturation in MOS transistors refers to the region
of operation where the channel is attached only to the source but not to the drain and the
current is approximately constant or saturated. To avoid confusion, the term active region
will be used in this book to describe the flat region of the MOS transistor characteristics, as
shown in Fig. 1.29. This wording is selected to form a link between the operation of MOS
and bipolar transistors. This link is summarized in the table of Fig. 1.31, which reviews
the operating regions of npn bipolar and n-channel MOS transistors.

When the emiiter junction is forward biased and the collector junction is reverse bi-
ased, bipolar transistors operate in the forward-active region. They operate in the reverse-
active region when the collector junction is forward biased and the emitter junction is
reverse biased. This distinction is important because integrated-circuit bipolar transistors
are typically not symmetrical in practice; that is, the collector operates more efficiently
as a collector of minority carriers than as an emitter. Similarly, the emitter operates more
efficiently as an emitter of minority carriers than as a collector. One reason for this asym-
metry is that the collector region surrounds the emitter region in integrated-circuit bipolar
transistors, as shown in Fig. 1.19. A consequence of this asymmetry is that the current
gain in the forward-active region Br is usually much greater than the current gain in the
reverse-active region Bg.

G o———p D

+

Vos Ip
o— - ! - Figure 1.30 Large-signal model for the NMOS

B transistor.

npn Bipolar Transistor n-channel MOS Transistor
Region Var VBC Region VGS Vep
Cutoff < VBE(on) < VBC(OH) Cutoff < Vt < VI
Forward Active = Varon < Vecion Saturation(Active) =V, <V,
Reverse Active < Vi(on) = Vacwon Saturation(Active) <V, =V,
Saturation = VaEon = Vacon Triode =V, =V,

Figure 1.31 Operating regions of npn bipolar and n-channel MOS transistors.
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In contrast; the source and drain of MOS transistors are completely interchangeable
based on the preceding description. (In practice, the symmetry is good but not perfect.)
Therefore, distinguishing between the forward-active and reverse-active regions of oper-
ation of an MOS transistor is not necessary.

Figure 1.31 also shows that npn bipolar transistors operate in cutoff when both junc-
tions are reversed biased. Similarly, MOS transistors operate in cutoff when the gate is
biased so that inversion occurs at neither the source nor the drain. Furthermore, npn tran-
sistors operate in saturation when both junctions are forward biased, and MOS transistors
operate in the triode region when the gate is biased so that the channel is connected to
both the source and the drain. Therefore, this comparison leads us to view the voltage
required to invert the surface of an MOS transistor as analogous to the voltage required
to forward bias a prn junction in a bipolar transistor. To display this analogy, we will use
the circuit symbols in Fig. 1.32a to represent MOS transistors. These symbols are inten-
tionally chosen to appear similar to the symbols of the corresponding bipolar transistors.
In bipolar-transistor symbols, the arrow at the emitter junction represents the direction of
current flow when the emitter junction is forward biased. In MOS transistors, the pn junc-
tions between the source and body and the drain and body are reverse biased for normal
operation. Therefore, the arrows in Fig. 1.32a do not indicate pn junctions. Instead they
indicate the direction of current flow when the terminals are biased so that the terminal
labeled as the drain operates as the drain and the terminal labeled as the source operates
as the source. In NMOS transistors, the source is the source of electrons; therefore, the
source operates at a lower voltage than the drain, and the current flows in a direction op-
posite that of the electrons in the channel. In PMOS transistors, the source is the source
of holes; therefore, the source operates at a higher voltage than the drain, and the current
flows in the same direction as the holes in the channel.

In CMOS technology, one device type is fabricated in the substrate, which is common
to all devices, invariably connected to a dc power-supply voltage, and usually not shown
on the circuit diagram. The other device type, however, is fabricated in separate isolation

D D
G 0—{% Go—
Ay S
n-channel p-channel
(a)
D D D D
Go—f B Go—] %B Go—] Go—
S N s N
n-channel p-channel n-channel p-channel
(b) (¢)

Figure 1.32 (a) NMOS and PMOS symbols used in CMOS circuits. (b) NMOS and PMOS sym-
bols used when the substrate connection is nonstandard. (¢) Depletion MOS device symbols.
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regions called wells, which may or may not be connected together and which may or may
not be connected to a power-supply voltage. If these isolation regions are connected to
the appropriate power supply, the symbols of Fig. 1.32a will be used, and the substrate
connection will not be shown. On the other hand, if the individual isolation regions are
connected elsewhere, the devices will be represented by the symbols of Fig. 1.32b, where
the substrate is labeled B. Finally, symbols for depletion-mode devices, for which a channel
forms for Vs = 0, are shown in Fig. 1.32¢.

1.5.3 Decomposition of Gate-Source Voltage

The gate-source voltage of a given MOS transistor is usually separated into two parts: the
threshold, V,, and the voltage over the threshold, Vs — V. We will refer to this latter part
of the gate-source voltage as the overdrive. This decomposition is used because these two
components of the gate-source voltage have dlfferent properties. Assuming square-law
behavior as in (1.157), the overdrive is

2Ip

Vor = Vgs = Vi = k' (WIL)

(1.166)

Since the transconductance parameter k' is proportional to mobility, and since mobil-
ity falls with increasing temperature, the overdrive rises with temperature. In contrast,
the next section shows that the threshold falls with increasing temperature. Furthermore,
(1.140) shows that the threshold depends on the source-body voltage, but not on the cur-
rent; (1.166) shows that the overdrive depends directly on the current, but not on the
source-body voltage.

1.5.4 Threshold Temperature Dependence

Assume that the source-body voltage is zero. Substituting (1.138) into (1.139) gives

[2qN+e2 B
v, = YATASSOr) Cﬁ‘e( P8 4 2 + o~ g (1.167)

Assume that ¢y, Oss, and C,x are independent of temperature.!® Then differentiating
(1.167) gives

% _ V2gNA€e(2) d¢f 2d¢f _ d¢f 24 1 gN e (1.168)
dT ~ 2C,. Jé; dT ' “dT ~ dT Cox\ &y '
Substituting (1.136) into (1.135) gives
Ny exp( )
¢r = —In (1.169)

Assume both N, and N, are independent of temperature.?’ Then differentiating (1.169)
gives

NAexp< )
dr _ kT [_ E }Jr_/f Ll (1.170)

dT q 2kT? /N.N,
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Substituting (1.169) into (1.170) and simplifying gives

déy  E; d)f__l[Eg_ J
a7 - 2q—T+ T = Tl br (1.171)
Substituting (1.141) and (1.171) into (1.168) gives
th 1 |:Eg :1 Y
— = — == - 2+ 1.172
T T |2 by %, (1.172)

Equation 1.172 shows that the threshold voltage falls with increasing temperature if
¢s < E,/(2q). The slope is usually in the range of —0.5 mV/°C to —4 mV/°C.2!
m  EXAMPLE

Assume T = 300°K, N4, = 105 em™3, and 1,, = 100 A. Find dV,/dT.
From (1.135),

105¢m™3 o
¢ = (25.8 mV)ln(lAS = 1010cm_3) =287 mV (1.173)
Also
Eg _L12eV _ s6v (1.174)
2q 2q
Substituting (1.173) and (1.174) into (1.171) gives
doy _ 1 _ mV _ mV
e ﬁ(560 287) 5 = —0.91 o (1.175)
From (1.142),
3.9(8.854 x 10~1* F/cm) fF
Cox = Al = 3.45 o (1.176)
Also,
y 1 \/ (2)(1.6 X 10719 C)(11.7)(8.854 X 10~14 F/cm)(10'5 cm—3)
2¢;  Cox (2)(0.287 V) (L177)

2410 8F/cm? _ 24Xx107F/um? _ o
T 345X 10°B F/um? 345X 1070 F/pm?

Substituting (1.173) - (1.177) into (1.172) gives

mV

o (1.178)

mV mV
— = (_0'91T)(2 +0.07) = —1.9;12 = —1.9

1.5.5 MOS Device Voltage Limitations

The main voltage limitations in MOS transistors are described next.?>23 Some of these
limitations have a strong dependence on the gate length L; others have little dependence
on L. Also, some of the voltage limitations are inherently destructive; others cause no
damage as long as overheating is avoided.
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Junction Breakdown. For long channel lengths, the drain-depletion region has little
effect on the channel, and the Ip-versus-Vpgs curves closely follow the ideal curves of
Fig. 1.29. For increasing Vpgs, however, eventually the drain-substrate pn-junction
breakdown voltage is exceeded, and the drain current increases abruptly by ava-
lanche breakdown as described in Section 1.2.2. This phenomenon is not inherently
destructive.

Punchthrough. If the depletion region around the drain in an MOS transistor touches the
depletion region around the source before junction breakdown occurs, increasing the drain-
source voltage increases the drain current by reducing the barrier to electron flow between
the source and drain. This phenomenon is called punchthrough. Since it depends on the
two depletion regions touching, it also depends on the gate length. Punchthrough is not in-
herently destructive and causes a more gradual increase in the drain current than is caused
by avalanche breakdown. Punchthrough normally occurs below the surface of the silicon
and is often prevented by an extra ion implantation below the surface to reduce the size of
the depletion regions.

Hot Carriers. With sufficient horizontal or vertical electric fields, electrons or holes may
reach sufficient velocities to be injected into the oxide, where most of them increase the
gate current and some of them become trapped. Such carriers are called kot because the
required velocity for injection into the oxide is usually greater than the random thermal
velocity. Carriers trapped in the oxide shift the threshold voltage and may cause a tran-
sistor to remain on when it should turn off or vice versa. In this sense, injection of hot
carriers into the oxide is a destructive process. This process is most likely to be prob-
lematic in short-channel technologies, where horizontal electric fields are likely to be
high.

Oxide Breakdown. In addition to Vg limitations, MOS devices must also be protected
against excessive gate voltages. Typical gate oxides break down with an electric field of
about 6 X 10° V/iemto 7 x 10° V/em,?*? which corresponds to 6 to 7 V applied from
gate to channel with an oxide thickness of 100 angstroms. Since this process depends on
the vertical electrical field, it is independent of channel length. However, this process is
destructive to the transistor, resulting in resistive connections between the gate and the
channel. Oxide breakdown can be caused by static electricity and can be avoided by us-
ing pn diodes and resistors to limit the voltage range at sensitive nodes internal to the
integrated circuit that connect to bonding pads.

1.6 Smaill-Signal Models of MOS Transistors

As mentioned in Section 1.5, MOS transistors are often used in analog circuits. To simplify
the calculation of circuit gain and terminal impedances, small-signal models can be used.
As in the case for bipolar transistors, a hierarchy of models with increasing complexity can
be derived, and choosing the simplest model required to do a given analysis is important
in practice.

Consider the MOS transistor in Fig. 1.33 with bias voltages Vgs and Vpp applied
as shown. These bias voltages produce quiescent drain current Ip. If Vgg > V, and
Voo > (Vgs — V), the device operates in the saturation or active region. A small-signal
input voltage v; is applied in series with Vg and produces a small variation in drain current
iq. The total value of the drain current is I; = (Ip + iy).
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- =1y +iy

Figure 1.33 Schematic of an MOS transistor
= with biasing.

1.6.1 Transconductance

Assuming square-law operation, the transconductance from the gate can be determined
from (1.165) by differentiating.

_alp
8 = Gy

If AVps << 1, (1.179) simplifies to

gm = k,“g‘(VGS -V = /2](’%1[) (1.180)

Unlike the bipolar transistor, the transconductance of the MOS transistor is propor-
tional to the square root of the bias current and depends on device geometry (oxide thick-
ness via k" and W/L). Another key difference between bipolar and MOS transistors can
be seen by calculating the ratio of the transconductance to the current. Using (1.157) and
(1.180) for MOS transistors shows that

= k'%(VGS — V(1 + AVps) (1.179)

CLON el e 1.181
Ip Ves =V Vy ( )
Also, for bipolar transistors, (1.91) shows that
8m _ 4 1
I "V, (1.182)

At room temperature, the thermal voltage Vr is about equal to 26 mV. In contrast, the over-
drive V,, for MOS transistors in many applications is chosen to be approximately several
hundred mV so that MOS transistors are fast enough for the given application. (Section
1.6.8 shows that the transition frequency fr of an MOS transistor is proportional to the
overdrive.) Under these conditions, the transconductance per given current is much higher
for bipolar transistors than for MOS transistors. One of the key challenges in MOS analog
circuit design is designing high-quality analog circuits with a low transconductance-to-
current ratio.

The transconductance calculated in (1.180) is valid for small-signal analysis. To de-
termine the limitation on the use of small-signal analysis, the change in the drain current
resulting from a change in the gate-source voltage will be derived from a large-signal
standpoint. The total drain current in Fig. 1.33 can be calculated using (1.157) as
4 KW

li = 57 WVes +vi= V' = 571 (Vos = V' + 2Vas = Vo + v} | (1.183)
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Substituting (1.157) in (1.183) gives

Iy =Ip+ 5% [Z(VGS — Vv + v%} (1.184)
Rearranging (1.184) gives
w \Z
jg = Iy —Ip = kK'— = i1+ 1.1
ig =1 —Ip 7 (Vos = Vv [ + Vs = Vt):l (1.185)

If the magnitude of the small-signal input |v;| is much less than twice the overdrive defined
in (1.166), substituting (1.180) into (1.185) gives

id = &mVi (1186)

In particular, if |[v;| = |AVgs] is less than 20 percent of the overdrive, the small-signal
analysis is accurate within about 10 percent.

1.6.2 Intrinsic Gate-Source and Gate-Drain Capacitance

If Cox is the oxide capacitance per unit area from gate to channel, then the total capacitance
under the gate is C,,WL. This capacitance is intrinsic to the device operation and mod-
els the gate control of the channel conductance. In the triode region of device operation,
the channel exists continuously from source to drain, and the gate-channel capacitance is
usually lumped into two equal parts at the drain and source with

CoxWL
Cgs=ng=_‘0x2—

In the saturation or active region, however, the channel pinches off before reaching the
drain, and the drain voltage exerts little influence on either the channel or the gate charge.
As a consequence, the intrinsic portion of C,q is essentially zero in the saturation region.
To calculate the value of the intrinsic part of Cys in the saturation or active region, we must
calculate the total charge Or stored in the channel. This calculation can be carried out by
substituting (1.145) into (1.144) and integrating to obtain

(1.187)

L
Or = WC,, fo [Vas — V() — Vildy (1.188)
Solving (1.150) for dy and substituting into (1.188) gives
202 Vgs—V,
Or = w—”f (Vgs — V = V)2V (1.189)
D 0

where the limit y = L corresponds to V = (Vg — V,) in the saturation or active region.
Solution of (1.189) and use of (1.153) and (1.157) gives

2
Or = é‘WLCox(vGS -V (1.190)
Therefore, in the saturation or active region,
_d0r 2

= = ZwLC,, 1.1
b5 = gy = 3WIC (1.191)

and

Coa =0 (1.192)



52 Chapter 1 = Models for Integrated-Circuit Active Devices

1.6.3 Input Resistance

The gate of an MOS transistor is insulated from the channel by the SiO, dielectric. As
a result, the low-frequency gate current is essentially zero and the input resistance is
essentially infinite. This characteristic is important in some circuits such as sample-and-
hold amplifiers, where the gate of an MOS transistor can be connected to a capacitor
to sense the voltage on the capacitor without leaking away the charge that causes that
voltage. In contrast, bipolar transistors have small but nonzero base current and finite
input resistance looking into the base, complicating the design of bipolar sample-and-
hold amplifiers.

1.6.4 Output Resistance

In Section 1.5.1, the effect of changes in drain-source voltage on the large-signal char-
acteristics of the MOS transistor was described. Increasing drain-source voltage in an
n-channel MOS transistor increases the width of the depletion region around the drain
and reduces the effective channel length of the device in the saturation or active re-
gion. This effect is called channel-length modulation and causes the drain current to
increase when the drain-source voltage is increased. From that treatment, we can calcu-
late the change in the drain current Alp arising from changes in the drain-source voltage
AVDS as

_dlp
Alp = S72-AVs (1.193)

Substitution of (1.161), (1.163), and (1.164) in (1.193) gives

AVps _ Va _ 1 _
AID = "I;— = X—I; =T, (1.194)

where V4 is the Early voltage, A is the channel-length modulation parameter, Ip is the
drain current without channel-length modulation given by (1.157), and r, is the small-
signal output resistance of the transistor.

1.6.5 Basic Small-Signal Model of the MOS Transistor

Combination of the preceding small-signal circuit elements yields the small-signal model
of the MOS transistor shown in Fig. 1.34. This model was derived for n-channel transistors
in the saturation or active region and is called the hybrid-7 model. Drain, gate, and source
nodes are labeled D, G, and S, respectively. When the gate-source voltage is increased,
the model predicts that the incremental current i; flowing from drain to source increases.
Since the dc drain current Ip also flows from drain to source in an n-channel transistor,

G o—— o D

85 =

P+

-
vgs. <> gmvg: 3 Yo

e, 24

N

Figure 1.34 Basic small-signal model of an MOS transistor in the saturation or active region.
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increasing the gate-source voltage also increases the total drain current ;. This result is
reasonable physically because increasing the gate-source voltage in an n-channel transistor
increases the channel conductivity and drain current.

The model shown in Fig. 1.34 is also valid for p-channel devices. Therefore, the model
again shows that increasing the gate-source voltage increases the incremental current iy
flowing from drain to source. Unlike in the n-channel case, however, the dc current / pin
a p-channel transistor flows from source to drain because the source acts as the source of
holes. Therefore, the incremental drain current flows in a direction opposite to the dc drain
current when the gate-source voltage increases, reducing the total drain current ;. This
result is reasonable physically because increasing the gate-source voltage in a p-channel
transistor reduces the channel conductivity and drain current.

1.6.6 Body Transconductance

The drain current is a function of both the gate-source and body-source voltages. On the one
hand, the gate-source voltage controls the vertical electric field, which controls the channel
conductivity and therefore the drain current. On the other hand, the body-source voltage
changes the threshold, which changes the drain current when the gate-source voltage is
fixed. This effect stems from the influence of the substrate acting as a second gate and is
called the body effect. Note that the body of an MOS transistor is usually connected to a
constant power-supply voltage, which is a small-signal or ac ground. However, the source
connection can have a significant ac voltage impressed on it, which changes the body-
source voltage when the body voltage is fixed. Therefore, when the body-source voltage
is not constant, two transconductance terms are required to model MOS transistors: one
associated with the main gate and the other associated with the body or second gate.
Using (1.165), the transconductance from the body or second gate is

_ alp o ,K _ oV,
Emb = Ve k i3 Vgs — V(1 + )\VDS)&VBS (1.195)
From (1.140)
Ve _ _ Y (1.196)

Vs 2,/2¢f + Vgp y

This equation defines a factor y, which is the rate of change of threshold voltage with body
bias voltage. Substitution of (1.141) in (1.196) and use of (1.20) gives
Cijs
= 2 1.197

X=c. ( )
where Cj; is the capacitance per unit area of the depletion region under the channel, assum-
ing a one-sided step junction with a built-in potential o = 2¢ 7+ Substitution of (1.196)
in (1.195) gives

_ YK WILY(VGs — V(1 + AVps)

- (1.198)
226 + Vss
If AVps << 1, we have
_ YK WIL)(Vgs — V) _ K (W/D)Ip (1.199)

S = Ty ey Vs T\ 20 + Vsp)
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The ratio g,,/g is an important quantity in practice. From (1.179) and (1.198), we
find

Bmb - Y =y (1.200)

8m 2~/2¢f+VSB

The factor y is typically in the range 0.1 to 0.3; therefore, the transconductance from the
main gate is typically a factor of about 3 to 10 times larger than the transconductance from
the body or second gate.

1.6.7 Parasitic Elements in the Smaill-Signal Model

The elements of the small-signal model for MOS transistors described above may be con-
sidered basic in the sense that they arise directly from essential processes in the device.
As in the case of bipolar transistors, however, technological limitations in the fabrication
of the devices give rise to a number of parasitic elements that must be added to the equiva-
lent circuit for most integrated-circuit transistors. A cross section and top view of a typical
n-channel MOS transistor are shown in Fig. 1.35. The means of fabricating such devices
is described in Chapter 2.

All prn junctions in the MOS transistor should be reverse biased during normal op-
eration, and each junction exhibits a voltage-dependent parasitic capacitance associated
with its depletion region. The source-body and drain-body junction capacitances shown
in Fig. 1.35a are Cy, and Cyp, respectively. If the doping levels in the source, drain, and
body regions are assumed to be constant, (1.21) can be used to express these capacitances

as follows:
Cs
Cyp = LU (1.201)
()
o
Source Gate Drain Body

= +
Co Co

T T

L
(b)

Figure 1.35 (a) Cross section and (b) top view of an n-channel MOS transistor.
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Caro

(1 . &)_B; )l/2
o

These capacitances are proportional to the source and drain region areas (including side-
walls). Since the channel is attached to the source in the saturation or active region, Cy,
also includes depletion-region capacitance from the induced channel to the body. A de-
tailed analysis of the channel-body capacitance is given in Tsividis.26

In practice, Cgs and Cgq, given in (1.187) for the triode region of operation and in
(1.191) and (1.192) for the saturation or active region, are increased due to parasitic oxide
capacitances arising from gate overlap of the source and drain regions. These overlap
capacitances C,; are shown in Fig. 1.354, and their values are calculated in Chapter 2.

Capacitance Cy;, between gate and body or substrate models parasitic oxide capaci-
tance between the gate-contact material and the substrate outside the active-device area.
This capacitance is independent of the gate-body voltage and models coupling from
polysilicon and metal interconnects to the underlying substrate, as shown by the shaded
regions in the top view of Fig. 1.35b. Parasitic capacitance of this type underlies all
polysilicon and metal traces on integrated circuits. Such parasitic capacitance should be
taken into account when simulating and calculating high-frequency circuit and device
performance. Typical values depend on oxide thicknesses. With a silicon dioxide thick-
ness of 100 A, the capacitance is about 3.45 {F per square micron. Fringing capacitance
becomes important for lines narrower in width than several microns.

Parasitic resistance in series with the source and drain can be used to model the
nonzero resistivity of the contacts and diffusion regions. In practice, these resistances are
often ignored in hand calculations for simplicity but included in computer simulations.
These parasitic resistances have an inverse dependence on channel width W. Typical val-
ues of these resistances are 50 () to 100  for devices with W of about 1 wm. Similar
parasitic resistances in series with the gate and body terminals are sometimes included
but often ignored because very little current flows in these terminals, especially at low
frequencies. The small-signal model including capacitive parasitics but ignoring resistive
parasitics is shown in Fig. 1.36.

Cup = (1.202)

1.6.8 MOS Transistor Frequency Response

As for a bipolar transistor, the frequency capability of an MOS transistor is usually spec-
ified by finding the transition frequency fr. For an MOS transistor, fr is defined as the

Cgs p— Vgs C) gmvgs C) 8mbVbs § o

g Vbs +:: Csb
|
11
Cep )
B

Figure 1.36 Small-signal MOS transistor equivalent circuit.
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Figure 1.37 Circuits for calculating the fr of an MOS transistor: (a) ac schematic and (b) small-
signal equivalent.

frequency where the magnitude of the short-circuit, common-source current gain falls to
unity. Although the dc gate current of an MOS transistor is essentially zero, the high-
frequency behavior of the transistor is controlled by the capacitive elements in the small-
signal model, which cause the gate current to increase as frequency increases. To calculate
fr, consider the ac circuit of Fig. 1.37a and the small-signal equivalent of Fig. 1.37b. Since
Vb = Vas = 0, 8mb» Yo, Csp, and Cyp, have no effect on the calculation and are ignored.
The small-signal input current ; is

i = 5(Cgy + Cgp + Coq)ves (1.203)
If the current fed forward through C,, is neglected,
o = gmVgs (1.204)
Solving (1.203) for v, and substituting into (1.204) gives

io 8m

2~ 1.205
i S(Cgs + Cgb + ng) ( )
To find the frequency response, we set s = jw. Then
o 8m
ACAPON 1.206)
I; ]w(CgS + Cgb + ng) (
The magnitude of the small-signal current gain is unity when
8m
= = —> 1.207
@O T o+ Cop + Cy Sy
Therefore,
1 1 8m
= @y = ——_°m .208
1= T = 32y ¥ Cpp ¥ Ct (1.208)

Assume the intrinsic device capacitance Cg is much greater than (Cyp, + Cgg). Then sub-
stituting (1.180) and (1.191) into (1.208) gives

fr = 1.5%(1@ -V (1.209)

Comparison of this equation with the intrinsic f; of a bipolar transistor when parasitic
depletion-layer capacitance is neglected leads to an interesting result. From (1.128) and
(1.130) with 7 > (Cj. + Cp)/ gm,

1
2w

fr

(1.210)
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Substituting from (1.99) for 7 and using the Einstein relationship D,/u, = kT/q = V7,
we find for a bipolar transistor
M

fr=2 Vr (1.211)
2uW3

The similarity in form between (1.211) and (1.209) is striking. In both cases, the intrinsic
device fr increases as the inverse square of the critical device dimension across which
carriers are in transit. The voltage V7 = 26 mV is fixed for a bipolar transistor, but the
Jfr of an MOS transistor can be increased by operating at high values of (Vg — V). Note
that the base width W in a bipolar transistor is a vertical dimension determined by dif-
fusions or implants and can typically be made much smaller than the channel length L of
an MOS transistor, which depends on surface geometry and photolithographic processes.
Thus bipolar transistors generally have higher f; than MOS transistors made with compa-
rable processing. Finally, (1.209) was derived assuming that the MOS transistor exhibits
square-law behavior as in (1.157). However, as described in Section 1.7, submicron MOS
transistors depart significantly from square-law characteristics, and we find that for such
devices fr is proportional to L™! rather than L2.

EXAMPLE
Derive the complete small-signal model for an NMOS transistor with Ip = 100 pA,
Vsg = 1V, Vpg = 2 V. Device parameters are ¢y =03V, W =10pum, L =1 um,
y =05 V2 k' =200 pA/VZ, A = 0.02 V7!, 1,, = 100 angstroms, ¥, = 0.6 V,
Cspo = Capo = 10 fF. Overlap capacitance from gate to source and gate to drain is 1 fE.
Assume Cy, = 5 {F.

From (1.166),

. o _ | 2p  [2XxT100 _
Vov = VGS Vt = k’(W/L) - 200 X 10 = 0316 V

Since Vps > V,,, the transistor operates in the saturation or active region. From (1.180),

gm = 2k'%1,) = 2 X 200 X 10 X 100 p A/V = 632 pA/V

From (1.199),

3 KWIDIp \/200 X 10 x 100 _
8mb =Y /—_2(2@« Ve = 03 L = 125 pA/V

From (1.194),

1 1000
To = Xp = 002 x 100 K& = 300kQ
Using (1.201) with Vgp = 1 V, we find
Cy = 1o fF = 6 fF

1 \2
1+ %)
The voltage from drain to body is
Vpog = Vps + Vsg = 3V
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and substitation in (1.202) gives

Cop= —0 R4

3 172 -
(Hﬁ)

From (1.142), the oxide capacitance per unit area is

3.9 x 8.854 x 10-14 1 100cm
cm 10% pm fF
Cop = ° =345 —
100 A x 10" pm .
1010 A

The intrinsic portion of the gate-source capacitance can be calculated from (1.191), giving

Cgszg X 10 X 1 X 3.45fF =23 {F

The addition of overlap capacitance gives
Cys =24 fF

Finally, since the transistor operates in the saturation or active region, the gate-drain ca-
pacitance consists of only overlap capacitance and is

Cea = 11F

The complete small-signal equivalent circuit is shown in Fig. 1.38. The fr of the device
can be calculated from (1.208) as

f—LL—LX632XIO‘6X—£—H2—34GHZ
T 2 Cy+Cp + Coa 27 24+5+1 7

1.7 Short-Channel Effects in MOS Transistors
The evolution of integrated-circuit processing techniques has led to continuing reduc-
tions in both the horizontal and vertical dimensions of the active devices. (The minimum

1fF
Go —H * oD

. 632 x 125 x
24 fF —— Vg C 108 x vgsg 1076 x Vis 500 k2

! ]
o Vos == 6 fF

|| j|

i I

5fF o 4fF
B

Figure 1.38 Complete small-signal equivalent circuit for an NMOS transistor with Ip = 100 pA,
Vsp = 1V, Vps = 2 V. Device parameters are W = 10 um, L = 1 pm,y = 0.5 V2 k' =
200 pA/VZE A =002V 1, = 100A, dp = 0.6V, Cypo = Cypo = 101F, Cyy = 11F, and
Cp = S1F.
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allowed dimensions of passive devices have also decreased.) This trend is driven primarily
by economics in that reducing dimensions increases the number of devices and circuits that
can be processed at one time on a given wafer. A second benefit has been that the frequency
capability of the active devices continues to increase, as intrinsic fr values increase with
smaller dimensions while parasitic capacitances decrease.

Vertical dimensions such as the base width of a bipolar transistor in production pro-
cesses may now be on the order of 0.05 pwm or less, whereas horizontal dimensions such
as bipolar emitter width or MOS transistor gate length may be significantly less than 1
pm. Even with these small dimensions, the large-signal and small-signal models of bipo-
lar transistors given in previous sections remain valid. However, significant short-channel
effects become important in MOS transistors at channel lengths of about 1 m or less and
require modifications to the MOS models given previously. The primary effect is to mod-
ify the classical MOS square-law transfer characteristic in the saturation or active region
to make the device voltage-to-current transfer characteristic more linear. However, even
in processes with submicron capability, many of the MOS transistors in a given analog cir-
cuit may be deliberately designed to have channel lengths larger than the minimum and
may be well approximated by the square-law model.

1.7.1 Velocity Saturation from the Horizontal Field

The most important short-channel effect in MOS transistors stems from velocity satura-
tion of carriers in the channel.?” When an MOS transistor operates in the triode region,
the average horizontal electric field along the channel is Vpg/L. When Vg is small and/or
L is large, the horizontal field is low, and the linear relation between carrier velocity and
field assumed in (1.148) is valid. At high fields, however, the carrier velocities approach
the thermal velocities, and subsequently the slope of the carrier velocity decreases with
increasing field. This effect is illustrated in Fig. 1.39, which shows typical measured elec-
tron drift velocity v, versus horizontal electric field strength magnitude € in an NMOS
surface channel. While the velocity at low field values is proportional to the field, the ve-
locity at high field values approaches a constant called the scattering-limited velocity vq.;.
A first-order analytical approximation to this curve is

Mné

Va

105 -
—_ Vsel
@
£
< 5x10*
=N
% Figure 1.39 Typical
2 p measured electron drift
;; SR velocity v, versus hori-
a zontal electric field € in
10t an MOS surface chan-
nel (solid plot). Also
4 shown (dashed plot) is
| | the analytical approxi-
5x 108 . .
108 108 107 mation of Eq. 1.212 with

o % = 1.5 X 10°V/m
Electric field € (V/m) and w, = 0.07 m2/V-s
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where €. = 1.5 X 10° V/m and ., = 0.07 m?/V-s is the low-field mobility close to the
gate. Equation 1.212 is also plotted in Fig. 1.39. From (1.212), as € — o, vy — vy =
Mnéc. At the critical field value &, the carrier velocity is a factor of 2 less than the low-
field formula would predict. In a device with a channel length L = 0.5 wm, we need a
voltage drop of only 0.75 V along the channel to produce an average field equal to €.,
and this condition is readily achieved in short-channel MOS transistors. Similar results
are found for PMOS devices.
Substituting (1.212) and (1.149) into (1.147) and rearranging gives
I (1 + %%) - WO, (1.213)

Note that as €, — oo and velocity saturation becomes negligible, (1.213) approaches the
original equation (1.147). Integrating (1.213) along the channel, we obtain

L 1dvy, - (Vo

f {1+ -2 \dy =J WQI(y)un dV (1.214)

0 écdy 0

and thus

Cor W

Ip = Lyf[z(vcs — V)Vps — V3] (1.215)

21+ 25

e.L

In the limit as €, — o0, (1.215) is the same as (1.152), which gives the drain current in the
triode region without velocity saturation. The quantity Vpg/L in (1.215) can be interpreted
as the average horizontal electric field in the channel. If this field is comparable to €., the
drain current for a given Vg is less than the simple expression (1.152) would predict.
Equation 1.215 is valid in the triode region. Let Vg acr) represent the maximum value
of Vpgs for which the transistor operates in the triode region, which is equivalent to the
minimum value of Vpg for which the transistor operates in the active region. In the active
region, the current should be independent of Vs because channel-length modulation is
not included here. Therefore, Vpgcr is the value of Vpg that sets d1p/dVps = 0. From

(1.215),
Vbs o _ [2(Vgs = V)Vps — V]
i KW (1 + %CL)[z(VGS Vi) — 2Vps] 2L
dVps 2 L 2
DS 1 + Yos
€L
(1.216)
where k' = u,C,, as given by (1.153). To set dIp/dVps = 0,
Vbs U _ [2(Vgs = V)Vps — Vgl
(1 + %CL)[z(VGS Vi) — 2Vps] a.L =0 (1.217)
Rearranging (1.217) gives
Vbs
2L +2Vps —2(Vgs — V) =0 (1.218)
Solving the quadratic equation gives
Vpsaey = Vps = —8.L %CL\/I + % (1.219)
c
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Since the drain-source voltage must be greater than zero,

2(Vgs = Vi) 1)

&L (1.220)

Vbs@cy = Vps = €.L <\/ 1+

To determine Vpgacry Without velocity-saturation effects, let €. — o so that the drift

velocity is proportional to the electric field, and let x = (Vs — V))/(€.L). Then x — 0,
and a Taylor series can be used to show that

2
\/l+2x=1+x—7+--~ (1.221)
Using (1.221) in (1.220) gives
Ves — Vi
|4 = Vg — V)l — —=——= +-.. 1.222
psacy = (Vgs t)( 2e.L ) ( )

When €, — o, (1.222) shows that Vpgacy — (Vgs — Vi), as expected.?® This observa-
tion is confirmed by plotting the ratio of Vpgcr to the overdrive V,,, versus €.L in Fig.
1.40. When €. — %, Vpgaey = Voo = Vs — Vi, as predicted by (1.222). On the other
hand, when €, is small enough that velocity saturation is significant, Fig. 1.40 shows that
Vosaey < Vov.

To find the drain current in the active region with velocity saturation, substitute VDS(act)
in (1.220) for Vpg in (1.215). After rearranging, the result is

wnCox K
2 L

Ip = [V s’ (1.223)
Equation 1.223 is in the same form as (1.157), where velocity saturation is neglected,
except that Vg is less than (Vs — V) when velocity saturation is significant, as shown
in Fig. 1.40. Therefore, the current predicted by (1.157) overestimates the current that
really flows when the carrier velocity saturates. To examine the limiting case when the
velocity is completely saturated, let €. — 0. Then (1.212) shows that the drift velocity
approaches the scattering-limited velocity v4 — v,y = u,%.. Substituting (1.220) into
(1.223) gives

CglimOID - /-anoxW(VGS - Vt)%c = WCx(Vgs — Vilvsa (1.224)

Figure 1.40 Ratio of the min-
imum drain-source voltage re-
quired for operation in the active
region to the overdrive versus
the product of the critical field
and the channel length. When
€. — o, velocity saturation

is not a factor, and Vpg(ery ~

) | Voo = Vgs — Vi, as expected.
When velocity saturation is sig-
nificant, Vpsaeny < Vou.

VDS(act)

ov
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In contrast to the square-law behavior predicted by (1.157), (1.224) shows that the drain
current is a linear function of the overdrive (Vs — V;) when the carrier velocity saturates.
Also, (1.224) shows that the drain current is independent of the channel length when the
carrier velocity saturates. In this case, both the charge in the channel and the time required
for the charge to cross the channel are proportional to L. Since the current is the ratio of
the charge in the channel to the time required to cross the channel, the current does not
depend on L as long as the channel length is short enough to produce an electric field that
is high enough for velocity saturation to occur.?’ In contrast, when the carrier velocity is
proportional to the electric field instead of being saturated, the time required for channel
charge to cross the channel is proportional to L? because increasing L both reduces the
carrier velocity and increases the distance between the source and the drain. Therefore,
when velocity saturation is not significant, the drain current is inversely proportional to L,
as we have come to expect through (1.157). Finally, (1.224) shows that the drain current
in the active region is proportional to the scattering-limited velocity ve;; = w,é. when
the velocity is saturated.
Substituting (1.222) into (1.223) gives

nCox W 14 Y
Ip = B2 = (Vs — v,>2<1 S +)

T Ves - )2(1 =+ )
(1.225)

2
/-anox W
T2 L
wnCox W
2" 7 Vos = Vol —x+ )
I-anox E _ 2{1 _ Ves — Vi .
> I (Vgs = Vi) (1 €L +
where x = (Vgg — V)/(€.L) as defined for (1.221). If x << 1, (1 — x) = 1/(1 + x), and

wnCox

I o~
’ 2(1+———VGS'V’

Y (Vas - viy (1.226)
=

Equation 1.226 is valid without velocity saturation and at its onset, where (Vgs — V;) <<
%é.L. The effect of velocity saturation on the current in the active region predicted by
(1.226) can be modeled with the addition of a resistance in series with the source of an
ideal square-law device, as shown in Fig. 1.41. Let V;; be the gate-source voltage of the
ideal square-law transistor. From (1.157),

IanCox
2

w _, 2
Ip = I(VGS -V (1.227)

Let Vs be the sum of V¢ and the voltage drop on Rsx. Then
Vgs = V,GS + IpRgx (1.228)

This sum models the gate-source voltage of a real MOS transistor with velocity saturation.
Substituting (1.228) into (1.227) gives
UnCox W

Ip = T“‘(VGS — IpRsx — V\)*



1.7 Short-Channel Effects in MOS Transistors 63

il
Vs —
Vs Rex Figure 1.41 Model of velocity saturation in an
\ MOSFET by addition of series source resistance to
St an ideal square-law device.
Cox W
Ip = BE02 2 ((Vas = Vi = 2(Vas = VolpRsx + UpRsx)?)  (1.229)

Rearranging (1.229) while ignoring the (IpRsx )? term gives
wnCox

= Y Vs - Vi (1.230)
2(1 + /‘anofoSX(VGS - Vt))

L

ID=

Equation 1.230 has the same form as (1.226) if we identify

w 1

_R =
LY~ %L

pnCox (1.231)

Rearranging (1.231) gives

1
C<gcl~lﬂncoxu/'

Thus the influence of velocity saturation on the large-signal characteristics of an MOS
transistor can be modeled to first order by a resistor Rgy in series with the source of an ideal
square-law device. Note that Rgy varies inversely with W, as does the intrinsic physical
series resistance due to the source and drain contact regions. Typically, Rgy is larger than
the physical series resistance. For W = 2 um, &’ = w,C,x = 200 nA/V?, and €, =
1.5 X 10% V/m, we find Rsx = 1700 Q.

Rsx = (1.232)

1.7.2 Transconductance and Transition Frequency

The values of all small-signal parameters can change significantly in the presence of short-
channel effects.>® One of the most important changes is to the transconductance. Substi-
tuting (1.220) into (1.223) and calculating dIp/dV s gives

\/1 " 2(Vgs = Vi) 1

dlp é.L
m = = WC,yv e 1.233
8 19VGS oxVscl \/1 N 2(VGS — Vt) ( )
L

where vs; = w,%. as in Fig. 1.39. To determine g,, without velocity saturation, let E, —
wand x = (Vgs — V)/(€.L). Then substituting (1.221) into (1.233) and rearranging gives

%lim gm = k'%/—(VGS -V (1.234)
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as predicted by (1.180). In this case, the transconductance increases when the overdrive
increases or the channel length decreases. On the other hand, letting €. — O to determine
gm when the velocity is saturated gives

%limo gm = WCoyvsq (1.235)
Equation 1.235 shows that further decreases in L or increases in (Vs — V) do not change

the transconductance when the velocity is saturated.
From (1.223) and (1.233), the ratio of the transconductance to the current can be cal-

culated as
2 (1.236)
@D¢+X%SW%¢+M%WWLﬁ>
€.L
As €. — 0, the velocity saturates and
lim & = 1 _ (1.237)

%.—0 I VGS -V

Comparing (1.237) to (1.181) shows that velocity saturation reduces the transconductance-
to-current ratio for a given overdrive.
On the other hand, when x = (Vs — V)/(€.L) < 1, substituting (1.221) into (1.236)

gives
gm 2
sm 1.238
I~ Wos—Vod T ek
Therefore, as €. — «©, x — 0, and (1.238) collapses to
hm 2L = —2— (1.239)

.~ I VGS_Vt

as predicted by (1.181). Equation 1.238 shows that if x < 0.1, the error in using (1.181)
to calculate the transconductance-to-current ratio is less than about 10 percent. Therefore,
we will conclude that velocity-saturation effects are insignificant in hand calculations if

(Vgs — Vi) < 0.1(8.L) (1.240)

Figure 1.42 plots the transconductance-to-current ratio versus the overdrive for three
cases. The highest and lowest ratios come from (1.239) and (1.237), which correspond to
asymptotes where velocity saturation is insignificant and dominant, respectively. In prac-
tice, the transition between these extreme cases is gradual and described by (1.236), which
is plotted in Fig. 1.42 for an example where ¢, = 1.5 X 10° V/mand L = 0.5 pm.

One reason the change in transconductance caused by velocity saturation is impor-
tant is because it affects the transition frequency fr. Assuming that Cgs => Cgp + Cyy,
substituting (1.235) into (1.208) shows that

_l_gm o WV o Vscl
2 Cg_v WLC,y L

fr = (1.241)
One key point here is that the transition frequency is independent of the overdrive once
velocity saturation is reached. In contrast, (1.209) shows that increasing (Vs — V,) in-
creases fr before the velocity saturates. Also, (1.241) shows that the transition frequency
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5

4 Eq. 1.239 where ¢_.L — «

3r Eq. 1.236 where ¢_.L = 0.75V

v
2+ Figure 1.42 Transconductance-
Eq. 1.237 where €.L — 0 to-current ratio versus over-

drive (Vs — V,) where

Un velocity saturation is insignif-
icant (§.L — ), dominant

0 ] I (¢.L = 0), and of gradu-

0 1 2 3 ally increasing importance

Vas =V (V) : (¢.L = 0.75V).

is inversely proportional to the channel length when the velocity is saturated. In contrast,
(1.209) predicts that fr is inversely proportional to the square of the channel length before
the velocity saturates. As a result, velocity saturation reduces the speed improvement that
can be achieved through reductions in the minimum channel length.

1.7.3 Mobility Degradation from the Vertical Field

Thus far, we have considered only the effects of the horizontal field due to the Vg along
the channel when considering velocity saturation. However, a vertical field originating
from the gate voltage also exists and influences carrier velocity. A physical reason for this
effect is that increasing the vertical electric field forces the carriers in the channel closer
to the surface of the silicon, where surface imperfections impede their movement from
the source to the drain, reducing mobility.>! The vertical field at any point in the channel
depends on the gate-channel voltage. Since the gate-channel voltage is not constant from
the source to the drain, the effect of the vertical field on mobility should be included within
the integration in (1.214) in principle.3? For simplicity, however, this effect is often mod-
cled after integration by changing the mobility in the previous equations to an effective
mobility given by

Mon

= — 242

Feff 1+ O(VGS — Vt) (1 )

where u, is the mobility with zero vertical field, and 6 is inversely proportional to the

oxide thickness. For t,, = 100 A,  is typically in the range from 0.1 V~! to 0.4 V133
In practice, 6 is determined by a best fit to measured device characteristics.

1.8 Weak Inversion in MOS Transistors

The MOSFET analysis of Section 1.5 considered the normal region of operation for which
a well-defined conducting channel exists under the gate. In this region of strong inversion,
changes in the gate-source voltage are assumed to cause only changes in the channel charge
and not in the depletion-region charge. In contrast, for gate-source voltages less than the
extrapolated threshold voltage V; but high enough to create a depletion region at the surface
of the silicon, the device operates in weak inversion. In the weak-inversion region, the
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channel charge is much less than the charge in the depletion region, and the drain current
arising from the drift of majority carriers is negligible. However, the total drain current in
weak inversion is larger than that caused by drift because a gradient in minority-carrier
concentration causes a diffusion current to flow. In weak inversion, an n-channel MOS
transistor operates as an npn bipolar transistor, where the source acts as the emitter, the
substrate as the base, and the drain as the collector.34

1.8.1 Drain Current in Weak Inversion

To analyze this situation, assume that the source and the body are both grounded. Also
assume that Vpg > 0. (If Vpg < 0, the drain acts as the emitter and the source as the
collector.)® Then increasing the gate-source voltage increases the surface potential i,
which tends to reduce the reverse bias across the source-substrate (emitter-base) junction
and to exponentially increase the concentration of electrons in the p-type substrate at the
source n,(0). From (1.27),

np(0) = np, expl—‘//% (1.243)

where n,, is the equilibrium concentration of electrons in the substrate (base). Similarly,
the concentration of electrons in the substrate at the drain n p(L) is

np(L) = npyexp L2 V08 (1.244)
Vr
From (1.31), the drain current due to the diffusion of electrons in the substrate is
L) —n,(0
Ip = qADnM (1.245)

L

where D, is the diffusion constant for electrons, and A is the cross-sectional area in which
the diffusion current flows. The area A is the product of the transistor width W and the
thickness X of the region in which I flows. Substituting (1.243) and (1.244) into (1.245)
and rearranging gives

_¥ Us V1 Z exp— YOS
Ip = LqXD"n’"’CXP<VT){1 exp( Vr )} (1.246)

In weak inversion, the surface potential is approximately a linear function of the gate-
source voltage.’® Assume that the charge stored at the oxide-silicon interface is indepen-
dent of the surface potential. Then, in weak inversion, changes in the surface potential
Ais; are controlled by changes in the gate-source voltage AV through a voltage divider
between the oxide capacitance C,, and the depletion-region capacitance C ;. Therefore,

dys, (Crr 1 1

= = - = — 1.247
dVgs st+cox n I+ x ( )

inwhichn = (1 + Cj/Cox) and y = Cj/C,y, as defined in (1.197). Separating variables
in (1.247) and integrating gives

1%
U = % + Ky (1.248)
where k; is a constant. Equation 1.248 is valid only when the transistor operates in weak

inversion. When Vgg = V, with Vg = 0, i, = 2¢p¢ by definition of the threshold volt-
age. For Vgs > Vi, the inversion layer holds the surface potential nearly constant and
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(1.248) is not valid. Since (1.248) is valid only when Vgs = V,, (1.248) is rewritten as
follows:

s = ——VGSn_ ' ik (1.249)

where k; = ki + V,/n. Substituting (1.249) into (1.246) gives

_v ks Vos = Vi [ _ ___VDS]
Ip = LqXDnnpoexp(V—T)exp<T 1 —exp Vr (1.250)

Let

I, = qXDnnp,,exp(‘];—i) (1.251)

represent the drain current with Vgg = V,, W/L = 1, and Vpg > V. Then
w VGS - Vt VDS
= —] ——— |1 - - 1.252
Ip 7 ,exp( v )[ exp( Vr )] (1.252)

Figure 1.43 plots the drain current versus the drain-source voltage for three values
of the overdrive, with W = 20 um, L = 20 pm, n = 1.5, and I; = 0.1 pA. Notice that
the drain current is almost constant when Vpg > 3V7 because the last term in (1.252)
approaches unity in this case. Therefore, unlike in strong inversion, the minimum drain-
source voltage required to force the transistor to operate as a current source in weak in-
version is independent of the overdrive.?” Figure 1.43 and Equation 1.252 also show that
the drain current is not zero when Vgs < V,. To further illustrate this point, we show
measured NMOS characteristics plotted on two different scales in Fig. 1.44. In Fig. 1.44aq,
we show /Ip versus Vgs in the active region plotted on linear scales. For this device,
W = 20 pm, L = 20 wm, and short-channel effects are negligible. (See Problem 1.21 for
an example of a case in which short-channel effects are important.) The resulting straight
line shows that the device characteristic is close to an ideal square law. Plots like the one in
Fig. 1.44q are commonly used to obtain V, by extrapolation (0.7 V in this case) and also &'
from the slope of the curve (54 wA/V? in this case). Near the threshold voltage, the curve
deviates from the straight line representing the square law. This region is weak inversion.
The data are plotted a second time in Fig. 1.44b on log-linear scales. The straight line
obtained for Vg < V; fits (1.252) withn = 1.5.For Ip < 10712 A, the slope decreases
because leakage currents are significant and do not follow (1.252).

0.12
VDS=3VT:78 mV VGS—V,=0
01
0.08 |-
Ip{uA) 0.06 Ves—V,=-10mV
LA, Vs —V,=-20 mV
0.02
Figure 1.43 Drain cur-
0 ' . ' ' rent versus drain-source
0 0.1 0.2 0.3 0.4 0.5

voltage in weak

Vios (V . .
bs (V) inversion.
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VIp (1A'
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5k Figure 1.44 (a) Mea-
sured NMOS transfer
characteristic in the ac-
tive region plotted on
o] Vs (V
S ‘S 1 as (V) linear scales as /Ip ver-
’ sus Vs, showing the
Extrapolated V, = 0.7V square-law
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1075 —
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1077
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107 linear scales showing the ex-
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The major use of transistors operating in weak inversion is in very low power applica-
tions at relatively low signal frequencies. The limitation to low signal frequencies occurs
because the MOSFET fr becomes very small. This result stems from the fact that the
small-signal g, calculated from (1.252) becomes proportional to Ip and therefore very
small in weak inversion, as shown next.

1.8.2 Transconductance and Transition Frequency in Weak Inversion
Calculating d1p/dV s from (1.252) and using (1.247) gives

W I Vs — Vi Vs ] Ip Ip  Cox
AL l—exp(-25) =2 - 2__Cox (45
g L nVT exp( nVT )|: exp( VT ) nVT VT st + Cox ( 53)

P
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The transconductance of an MOS transistor operating in weak inversion is identical to
that of a corresponding bipolar transistor, as shown in (1.182), except for the factor of
I/n = Cox/(Cjs + Coy). This factor stems from a voltage divider between the oxide and
depletion capacitors in the MOS transistor, which models the indirect control of the gate
on the surface potential.

From (1.253), the ratio of the transconductance to the current of an MOS transistor in
weak inversion is

Br= o= Tex (1.254)

Equation 1.254 predicts that this ratio is independent of the overdrive. In contrast, (1.181)
predicts that the ratio of transconductance to current is inversely proportional to the over-
drive. Therefore, as the overdrive approaches zero, (1.181) predicts that this ratio becomes
infinite. However, (1.181) is valid only when the transistor operates in strong inversion.
To estimate the overdrive required to operate the transistor in strong inversion, we will
equate the g,,// ratios calculated in (1.254) and (1.181). The result is

Voo = Vgs — Vy = 2nVy (1.255)

which is about 78 mV at room temperature with n = 1.5. Although this analysis implies
that the transition from weak to strong inversion occurs abruptly, a nonzero transition width
occurs in practice. Between weak and strong inversion, the transistor operates in a region
of moderate inversion, where both diffusion and drift currents are signiﬁcant.38

Figure 1.45 plots the transconductance-to-current ratio versus overdrive for an exam-
ple case with n = 1.5. When the overdrive is negative but high enough to cause depletion
at the surface, the transistor operates in weak inversion and the transconductance-to-
current ratio is constant, as predicted by (1.254). When Vs — V; = 0, the surface poten-
tial is 2t ¢, which means that the surface concentration of electrons is equal to the bulk
concentration of holes. This point is usually defined as the upper bound on the region
of weak inversion. When Vgg — V, > 2nVrp, the transconductance-to-current ratio is
given by (1.181), assuming that velocity saturation is negligible. If velocity saturation is
significant, (1.236) should be used instead of (1.181) both to predict the transconductance-
to-current ratio and to predict the overdrive required to operate in strong inversion. For
0 = Vgs — Vi = 2nVr, the transistor operates in moderate inversion. Because simple
models for moderate inversion are not known in practice, we will ignore this region in

30

(moderate inversion)

251 From (1.254) with n = 1.5

(weak inversion)
20—

g From (1.181)
7’” (VY151 (strong inversion)

-0.5 -0.25 0 2nv; 0.25 0.5

to-current ratio versus
Ves= Vi (V)

overdrive.

0 1 1 Figure 1.45 Transconductance-
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the remainder of this book and assume that MOS transistors operate in weak inversion for
overdrives less than the bound given in (1.255).

Equation 1.208 can be used to find the transition frequency. In weak inversion, Cg =
C,q = O because the inversion layer contains little charge.>® However, Cyp can be thought
of as the series combination of the oxide and depletion capacitors. Therefore,

Coxcjs
+ + Cyg = = WL|— .256
Cgs Cgb gd Cgb w (Cox T C]s) (1 )
Substituting (1.253) and (1.256) into (1.208) gives
Ip  Co
1 1 Vr Cjs + Cox 1 1p 1
= gy = X = 2 .257
fT 27TwT 2T Coxcjs 2m Vr WLC is (1 25 )
WL—— e
Cox + st
Let ) represent the maximum drain current that flows in the transistor in weak inversion.
Then
Iy = LZ]—It (1.258)

where I; is given in (1.251). Multiplying numerator and denominator in (1.257) by I, and
using (1.258) gives

WI
bt 1 Ip 1 1L 1 11Ip
fr= 27 Vi WLCjsIy  2m V7 Cj L2 1y (1.259)
From (1.251), I; < D,. Using the Einstein relationship D, = u,Vr gives
fi o 22 ML (1.260)

12 1y L2 Iy

Equation 1.260 shows that the transition frequency for an MOS transistor operating in
weak inversion is inversely proportional to the square of the channel length. This result is
consistent with (1.209) for strong inversion without velocity saturation. In contrast, when
velocity saturation is significant, the transition frequency is inversely proportional to the
channel length, as predicted by (1.241). Equation 1.260 also shows that the transition fre-
quency in weak inversion is independent of the overdrive, unlike the case in strong inver-
sion without velocity saturation, but like the case with velocity saturation. Finally, a more
detailg:;i analysis shows that the constant of proportionality in (1.260) is approximately
unity.

m  EXAMPLE

Calculate the overdrive and the transition frequency for an NMOS transistor with I, =

1 wA, I, = 0.1 A, and Vpg > Vr. Device parameters are W = 10 wm, L = 1 pm,

n =15k =200 wA/V? and t,, = 100 A . Assume that the temperature is 27°C.
From (1.166), if the transistor operates in strong inversion,

T Y A
Voo =Ves =Vi = Joawim ~ Voo x 10~ 2™V
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Since the value of the overdrive calculated by (1.166) is less than 2nVy = 78 mV, the
overdrive calculated previously is not valid except to indicate that the transistor does not
operate in strong inversion. From (1.252), the overdrive in weak inversion with Vg = Vi
is
_ Ip LY 1 1) _
Voo = nV71n (I_t W) = (1.5)26 mV)1n ((—)—1 E) =0
From (1.253),

_ ITpA  pA
8 = 1506mv) ~ 20V

From (1.247),
st =(n—1DCox = (0.5)Co»x
From (1.256),

Cox(0.5C,y) Cox
famd = -_—————— = L
Cgs + Cgb + ng Cgb WLCox +05C,, w 3
F 100 cm
-14

10 wm? 3.9 X 8.854 x 10 c X 106pm

-3 10° wm

1004 X ———

1014

= 11.5 fF
From (1.208),
= 1 1 26P“AN=36OMHZ

7T T 2 1151

Although 360 MHz may seem to be a high transition frequency at first glance, this result
should be compared with the result of the example at the end of Section 1.6, where the
same transistor operating in strong inversion with an overdrive of 316 mV had a transition
frequency of 3.4 GHz.

1.9 Subsirate Current Flow in MOS Transistors

In Section 1.3.4, the effects of avalanche breakdown on bipolar transistor characteristics
were described. As the reverse-bias voltages on the device are increased, carriers travers-
ing the depletion regions gain sufficient energy to create new electron-hole pairs in lattice
collisions by a process known as impact ionization. Eventually, at sufficient bias volt-
ages, the process results in large avalanche currents. For collector-base bias voltages well
below the breakdown value, a small enhanced current flow may occur across the collector-
base junction due to this process, with little apparent effect on the device characteristics.
Impact ionization also occurs in MOS transistors but has a significantly different effect
on the device characteristics. This difference is because the channel electrons (for the
NMOS case) create electron-hole pairs in lattice collisions in the drain depletion region,
and some of the resulting holes then flow to the substrate, creating a substrate current.
(The electrons created in the process flow out the drain terminal.) The carriers created by
impact ionization are therefore not confined within the device as in a bipolar transistor. The
effect of this phenomenon can be modeled by inclusion of a controlled current generator
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oD

GO_—|E Ipg

LL Figure 1.46 Representation of impact ionization in an
N MOSEFET by a drain-substrate current generator.

Ipp from drain to substrate, as shown in Fig. 1.46 for an NMOS device. The magnitude
of this substrate current depends on the voltage across the drain depletion region (which
determines the energy of the ionizing channel electrons) and also on the drain current
(which is the rate at which the channel electrons enter the depletion region). Empirical
investigation has shown that the current /pp can be expressed as

Iow = Ki(Vos ~ Vosaaloexp(~ g0 ) (1.261)
DS DS(act)
where K; and K, are process-dependent parameters and Vpg(acy 18 the minimum value
of Vpg for which the transistor operates in the active region.*? Typical values for NMOS
devices are K; = 5 V™! and K, = 30 V. The effect is generally much less significant in
PMOS devices because the holes carrying the charge in the channel are much less efficient
in creating electron-hole pairs than energetic electrons.

The major impact of this phenomenon on circuit performance is that it creates a par-
asitic resistance from drain to substrate. Because the common substrate terminal must
always be connected to the most negative supply voltage in the circuit, the substrate of
an NMOS device in a p-substrate process is an ac ground. Therefore, the parasitic resis-
tance shunts the drain to ac ground and can be a limiting factor in many circuit designs.
Differentiating (1.261), we find that the drain-substrate small-signal conductance is

. dlpp _ Ipa ( K> 1): K>Ipg
Vbs — Vs (Vbs — Vbsiacy)?

dVp Vbs — Vbsgacy
where the gate and the source are assumed to be held at fixed potentials.

(1.262)

= EXAMPLE

Calculate rg, = 1/g4; for Vpg = 2 V and 4 V, and compare with the device r,. Assume
Ip = 100 A, A = 0.05 V™Y, Vpsaey = 03V, Ky = 5 V-l and K, = 30 V.
For Vps = 2V, we have from (1.261)

Ipg =5 X 1.7 X 100 X 107¢ x exp(— %)z 1.8 X 1071 A

From (1.262),

30 x 1.8 x 107!
1.72

A
= = ]. X —-10 2
8db 1.9 X 10 v

and thus

rap = — =53 % 10°0Q = 53 GQ
8db
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This result is negligibly large compared with

1 1

A, 005 X 100 X 10-6 ~ 200kQ

ro =

However, for Vpg = 4V,

Ipg =5 X 3.7 x 100 X 1076 X exp(— %)25.6 X 1077 A

The substrate leakage current is now about 0.5 percent of the drain current. More impor-
tant, we find from (1.262)

30 X 56 X 1077
8db 372

A

=12 X -6 2

1 10 v
and thus

Fap = 1 =815 X 10° Q = 815k
8db

This parasitic resistor is now comparable to r, and can have a dominant effect on high-
output-impedance MOS current mirrors, as described in Chapter 4.

APPENDIX
A.1.1 SUMMARY OF ACTIVE-DEVICE PARAMETERS
(a) npn Bipolar Transistor Parameters

Quantity Formula

Large-Signal Forward-Active Operation

V
Collector current I, = Igexp ~2¢
Vr
Small-Signal Forward-Active Operation
glc _ Ic
Transconductance =0 = =
&= % T Vg
. 1
Transconductance-to-current ratio L
Ic  Vr
Input resistance re = Bo
&m
. 1% 1
Output resistance Fo = A -
IC NEm
Collector-base resistance ry, = Bor, to 5Bor,
Base-charging capacitance Cp = Trgm
Base-emitter capacitance Cr=Co+Cje
Emitter-base junction depletion capacitance  Cj, = 2Cj
. . . C
Collector-base junction capacitance C, = “0

_ V)"
(l ll/oc )
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(continued)

Quantity

Formula

Small-Signal Forward-Active Operation

. . Ces
Collector-substrate junction capacitance  C.; = ﬁ
| — Ysc
( lpOs )
Transition frequenc fr = 1 &m
aneney T 2w Cr + Cy
1 C. C
Effective transit time T o= = e A W
27 fr 8&m 8m
Maximum gain r Yi = l
(b) NMOS Transistor Parameters
Quantity Formula

Large-Signal Operation

Drain current (active region)
Drain current (triode region)

Threshold voltage

Threshold voltage parameter

Oxide capacitance

uCo W
1= e v v
Cor W
I = %Z[z(vgs — V)Vas — Vil

Vi=Vot+vy| 207+ Ve — 20/

1
Yy = o V2geN,
Cox = %% = 3.45 fE/jum? for £,, = 100 A

ox

Small-Signal Operation (Active Region)

Top-gate transconductance
Transconductance-to-current ratio
Body-effect transconductance
Channel-length modulation parameter

Output resistance
Effective channel length

Maximum gain

Source-body depletion capacitance

w / w
Em = MCOXZ(VGS - Vt) = 2IDI-LC(;):Z

8m _ 2
Ip Vos = Vi
Emb = #“‘y—g = X8
n m m
2,/2¢f + Vsp
yo Lo 1 dX4
4 Ler dVps
_ L _ La(dx\"
Yo = Xp T Ip \dVps
Lesr = Larwn — 2Ld — Xy
12 v
8l = XVes =V, ~ Vos — V,
C;
Cop = 50

(1+%)
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Quantity

Formula

Small-Signal Operation (Active Region)

Drain-body depletion capacitance Cg, = —C‘d/bOT
DB
+ -
)
Gate-source capacitance Cos = %WLC,,X
... 8m
Transition frequenc =
quency 1= G ¥ Co ¥ Co)
PROBLEMS
1.1(@) Calculate the built-in  potential, where M is given by (1.78). Plot /¢ from 0 to 10 mA

depletion-layer depths, and maximum field in
a plane-abrupt pn junction in silicon with dop-
ing densities Ny = 8 X 10 atoms/cm® and
Np = 10'7 atoms/cm®. Assume a reverse bias
of 5V.

(b) Repeat (a) for zero external bias and 0.3 V
forward bias.

1.2 Calculate the zero-bias junction capaci-
tance for the example in Problem 1.1, and also cal-
culate the value at 5 V reverse bias and 0.3 V for-
ward bias. Assume a junction area of 2 X 1075 ¢cm?.

1.3 Calculate the breakdown voltage for the
junction of Problem 1.1 if the critical field is Gey =
4% 10° V/em.

1.4 If junction curvature causes the maximum
field at a practical junction to be 1.5 times the theo-
retical value, calculate the doping density required
to give a breakdown voltage of 150 V with an abrupt
pr junction in silicon. Assume that one side of the
junction is much more heavily doped than the other
and 8o = 3 X 10° V/em.

1.5 If the collector doping density in a transistor
is 6 X 10" atoms/cm®, and is much less than the
base doping, find BV ¢go for Br = 200and n = 4.
Use €eic = 3 X 10° Viem.

1.6 Repeat Problem 1.5 for a doping density of
105 atoms/cm® and B = 400.

1.7(a) Sketch the I--V g characteristics in the
forward-active region for an npn transistor with
Br = 100 (measured at low V), V4 = 50 V,
BVCBO =120 V, and n = 4. Use

_ VCE Map
s (1 * ‘vj)—‘l ~Ma;

and Vg from 0 to 50 V. Use Iy = 1 pA, 10 pA,
30 wA, and 60 pA.

(b) Repeat (a), but sketch Vg from 0 to 10 V.

1.8 Derive and sketch the complete small-
signal equivalent circuit for a bipolar transistor
at IC =02 mA, VCB =3 V, Vcs =4V, De-
vice parameters are Cjo = 20 fF, Cuo = 10 fF,
Ceo = 201F, By = 100, 7+ = 15 ps, n = 1073,
r, =200 Q, r. =100 Q, r., = 4 Q, and
ru = 3Bor,. Assume o = 0.55 V for all junc-
tions.

1.9 RepeatProblem 1.8 for/- = 1mA, V¢ =
1 V, and VCS =2V.

1.10 Sketch the graph of small-signal,
common-emitter current gain versus frequency
on log scales from 0.1 MHz to 1000 MHz for the
examples of Problems 1.8 and 1.9. Calculate the fr
of the device in each case.

1.11 An integrated-circuit npn transistor has
the following measured characteristics: r, =
100 Q, r. = 100 Q, By = 100, r, = 50 kQ at
Ic = 1 mA, fr = 600 MHz with I = 1 mA and
Veg = 10V, fr = 1 GHz with Ic = 10 mA and
VCB = 10 V, CM = 0.15 pF with VCB =10 V,
and C;; = 1 pF with Vg = 10 V. Assume ¢y =
0.55 V for all junctions, and assume C}, is constant
in the forward-bias region. Use r,, = 58¢7,.

(o) Form the complete small-signal equivalent
circuit for this transistor at /- = 0.1 mA, 1 mA, and
5 mA with VCB = 2V and VCS =15V.

(b) Sketch the graph of fr versus Ic for this
transistor on log scales from 1 wA to 10 mA with
VCB =2V.
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1.12 A lateral pnp transistor has an effective
base width of 10 um (1 wm = 107% cm).

(o) If the emitter-base depletion capacitance is
2 pF in the forward-bias region and is constant, cal-
culate the device fr at Ir = —0.5 mA. (Neglect
C,..) Also, calculate the minority-carrier charge
stored in the base of the transistor at this current
level. Data : Dp = 13 cm?/s in silicon.

(b) If the collector-base depletion layer width
changes 0.11 pm per volt of Vg, calculate r, for
this transistor at I = —0.5 mA.

1.13 If the area of the transistor in Problem 1.11
is effectively doubled by connecting two transistors
in parallel, which model parameters in the small-
signal equivalent circuit of the composite transistor
would differ from those of the original device if the
total collector current is unchanged? What is the
relationship between the parameters of the compos-
ite and original devices?

1.14 An integrated npn transistor has the fol-
lowing characteristics: 7= = 0.25 ns, small-signal,
short-circuit current gain is 9 with Ir = 1 mA
at f =50 MHZ, VA = 40 V, Bo = 100, ry =
1500, r. = 1508, C, = 0.6 pF, C;; = 2 pF at
the bias voltage used. Determine all elements in the
small-signal equivalent circuit at I = 2 mA and
sketch the circuit.

1.15 An NMOS transistor has parameters
W =10pm, L = 1 pm, ¥’ = 194 pA/V?, A =
0.024 V-l 1, =804, ¢; =03V,Vy =06V,
and Ny = 5 % 10" atoms/cm®. Ignore velocity
saturation effects.

(a) Sketch the Ip-Vps characteristics for Vpg
fromOto3 Vand Vgg = 05V,15V,and 3 V.
Assume Vgg = 0.

(b) Sketch the Ip-Vgs characteristics for
Vps = 2V as Vgg varies from0to 2 V with Vg =
0,05V,and 1 V.

1.16 Derive and sketch the complete small-
signal equivalent circuit for the device of Problem
1.15 with VGS =1 V, VDS == 2V, and VSB =1V.
Use l/lo = 0.7 V, Csb() == tho =20 fF, and Cgb =
5 fF. Overlap capacitance from gate to source and
gate to drain is 2 fF.
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2.2 Basic Processes in Integrated-Circuit Fabrication

The fabrication of integrated circuits and most modern discrete component transistors is
based on a sequence of photomasking, diffusion, ion implantation, oxidation, and epitaxial
growth steps applied to a slice of silicon starting material called a wafer."? Before begin-
ning a description of the basic process steps, we will first review the effects produced on
the electrical properties of silicon by the addition of impurity atoms.

2.2.1 Electrical Resistivity of Silicon

The addition of small concentrations of n-type or p-type impurities to a crystalline silicon
sample has the effect of increasing the number of majority carriers (electrons for n-type,
holes for p-type) and decreasing the number of minority carriers. The addition of impuri-
ties is called doping the sample. For practical concentrations of impurities, the density of
majority carriers is approximately equal to the density of the impurity atoms in the crystal.
Thus for n-type material,

n, = Np 2.1

where n, (cm™3) is the equilibrium concentration of electrons and Np (cm3) is the con-
centration of n-type donor impurity atoms. For p-type material,

Pp =Ny4 (2.2)

where p, (cm™?) is the equilibrium concentration of holes and N, (cm™?) is the concen-
tration of p-type acceptor impurities. Any increase in the equilibrium concentration of one
type of carrier in the crystal must result in a decrease in the equilibrium concentration of
the other. This occurs because the holes and electrons recombine with each other at a rate
that is proportional to the product of the concentration of holes and the concentration of
electrons. Thus the number of recombinations per second, R, is given by

R = ynp (2.3)

where v is a constant, and n and p are electron and hole concentrations, respectively, in the
silicon sample. The generation of the hole-electron pairs is a thermal process that depends
only on temperature; the rate of generation, G, is not dependent on impurity concentration.
In equilibrium, R and G must be equal, so that

G = constant = R = ynp 2.4)
If no impurities are present, then

n=p = n(T) 2.5)

where n; (cm™3)is the intrinsic concentration of carriers in a pure sample of silicon. Equa-
tions 2.4 and 2.5 establish that, for any impurity concentration, ynp = constant = yn?,
and thus

np = nX(T) (2.6)

Equation 2.6 shows that as the majority carrier concentration is increased by impurity
doping, the minority carrier concentration is decreased by the same factor so that product
np is constant in equilibrium. For impurity concentrations of practical interest, the majority
carriers outnumber the minority carriers by many orders of magnitude.

The importance of minority- and majority-carrier concentrations in the operation of the
transistor was described in Chapter 1. Another important effect of the addition of impurities
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The fabrication of integrated circuits and most modern discrete component transistors is
based on a sequence of photomasking, diffusion, ion implantation, oxidation, and epitaxial
growth steps applied to a slice of silicon starting material called a wafer.l"? Before begin-
ning a description of the basic process steps, we will first review the effects produced on
the electrical properties of silicon by the addition of impurity atoms.
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Pp =Ny (2.2)

where p,, (cm™3)is the equilibrium concentration of holes and N4 (cm™2) is the concen-
tration of p-type acceptor impurities. Any increase in the equilibrium concentration of one
type of carrier in the crystal must result in a decrease in the equilibrium concentration of
the other. This occurs because the holes and electrons recombine with each other at a rate
that is proportional to the product of the concentration of holes and the concentration of
electrons. Thus the number of recombinations per second, R, is given by

R = ynp (2.3)

where 7y is a constant, and # and p are electron and hole concentrations, respectively, in the
silicon sample. The generation of the hole-electron pairs is a thermal process that depends
only on temperature; the rate of generation, G, is not dependent on impurity concentration.
In equilibrium, R and G must be equal, so that

G = constant = R = ynp (2.4)
If no impurities are present, then

n=p=n(T) (2.5)

where n; (cm ™) is the intrinsic concentration of carriers in a pure sample of silicon. Equa-
tions 2.4 and 2.5 establish that, for any impurity concentration, ynp = constant = yn?,
and thus

np = ni(T) (2.6)

Equation 2.6 shows that as the majority carrier concentration is increased by impurity
doping, the minority carrier concentration is decreased by the same factor so that product
np is constant in equilibrium. For impurity concentrations of practical interest, the majority
carriers outnumber the minority carriers by many orders of magnitude.

The importance of minority- and majority-carrier concentrations in the operation of the
transistor was described in Chapter 1. Another important effect of the addition of impurities
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is an increase in the ohmic conductivity of the material itself. This conductivity is given
by
o =q (pnh + mpp) 2.7

where w, (cm?/V-s) is the electron mobility, u, (cm?/V-s) is the hole mobility, and
o (Q-cm)~! is the electrical conductivity. For an n-type sample, substitution of (2.1) and
(2.6) in (2.7) gives

n?
g = q(MnND + ,vaN_l>2 qualNp (2.3)
D
For a p-type sample, substitution of (2.2) and (2.6) in (2.7) gives
n?
g =4q I-LnN_l + upNa |= qupNa (2.9)
A

The mobility w is different for holes and electrons and is also a function of the impurity
concentration in the crystal for high impurity concentrations. Measured values of mobility
in silicon as a function of impurity concentration are shown in Fig. 2.1. The resistivity
p (Q-cm) is usually specified in preference to the conductivity, and the resistivity of n- and
p-type silicon as a function of impurity concentration is shown in Fig. 2.2. The conductivity
and resistivity are related by the simple expression p = 1/0.

2.2.2 Solid-State Diffusion

Solid-state diffusion of impurities in silicon is the movement, usually at high temperature,
of impurity atoms from the surface of the silicon sample into the bulk material. During this
high-temperature process, the impurity atoms replace silicon atoms in the lattice and are
termed substitutional impurities. Since the doped silicon behaves electrically as p-type or
n-type material depending on the type of impurity present, regions of p-type and n-type
material can be formed by solid-state diffusion.

The nature of the diffusion process is illustrated by the conceptual example shown
in Figs. 2.3 and 2.4. We assume that the silicon sample initially contains a uniform con-
centration of n-type impurity of 10!° atoms per cubic centimeter. Commonly used n-type
impurities in silicon are phosphorus, arsenic, and antimony. We further assume that by
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Figure 2.3 An n-type silicon sample with boron
‘ Ul deposited on the surface.

some means we deposit atoms of p-type impurity on the top surface of the silicon sam-
ple. The most commonly used p-type impurity in silicon device fabrication is boron. The
distribution of impurities prior to the diffusion step is illustrated in Fig. 2.3. The initial
placement of the impurity atoms on the surface of the silicon is called the predeposition
step and can be accomplished by a number of different techniques.

If the sample is now subjected to a high temperature of about 1100°C for a time of
about one hour, the impurities diffuse into the sample, as illustrated in Fig. 2.4. Within the
silicon, the regions in which the p-type impurities outnumber the original n-type impurities
display p-type electrical behavior, whereas the regions in which the n-type impurities are
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more numerous display n-type electrical behavior. The diffusion process has allowed the
formation of a pn junction within the continuous crystal of silicon material. The depth of
this junction from the surface varies from 0.1 pm to 20 pm for silicon integrated-circuit
diffusions (where 1 um = 1 micrometer = 107® m).

2.2.3 Electrical Properties of Diffused Layers

The result of the diffusion process is often a thin layer near the surface of the silicon sample
that has been converted from one impurity type to another. Silicon devices and integrated
circuits are constructed primarily from these layers. From an electrical standpoint, if the
pn junction formed by this diffusion is reverse biased, then the layer is electrically isolated
from the underlying material by the reverse-biased junction, and the electrical properties of
the layer itself can be measured. The electrical parameter most often used to characterize
such layers is the sheet resistance. To define this quantity, consider the resistance of a uni-
formly doped sample of length L, width W, thickness T, and n-type doping concentration
Np, as shown in Fig. 2.5. The resistance is

Figure 2.5 Rectangular sample for
w calculation of sheet resistance.
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Substitution of the expression for conductivity o from (2.8) gives

1 L L 1 L
R = = = - | = =R 2.10
(qunND)WT W (qunNDT) w o 210

Quantity R is the sheet resistance of the layer and has units of Ohms. Since the sheet
resistance is the resistance of any square sheet of material with thickness 7, its units are
often given as Ohms per square ({2/]) rather than simply Ohms. The sheet resistance can
be written in terms of the resistivity of the material, using (2.8), as

1 p
RqM=— =F 211
O gu.NoT ~ T @10
The diffused layer illustrated in Fig. 2.6 is similar to this case except that the impurity
concentration is not uniform. However, we can consider the layer to be made up of a
parallel combination of many thin conducting sheets. The conducting sheet of thickness
dx at depth x has a conductance ‘

dGg = q(%)unND(x) dx 2.12)
To find the total conductance, we sum all the contributions.
ST 4 W [%
G = | " 4 uaio) dx = T [ quaio(a) ax @.13)
0 0
Inverting (2.13), we obtain
L
R= 1 (2.14)
JO qunNp(x) dx
Comparison of (2.10) and (2.14) gives
xj -1 Xj -1
Ro = [ | " auaioto dx} ~ [qﬁn e dx} 2.15)
AW
L/
_L A dx /
T | 17
K A x

Impurity concentration, atoms/cm®
Nplx)

Net impurity concentration,
"\ \*T/ Nple) =Ny(x) = Npf)

A x A Figure 2.6 Calculation of the
—-dx resistance of a diffused layer.
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where 1, is the average mobility. Thus (2.10) can be used for diffused layers if the appro-
priate value of R is used. Equation 2.15 shows that the sheet resistance of the diffused
layer depends on the total number of impurity atoms in the layer per unit area. The depth
xjin (2.13), (2.14), and (2.15) is actually the distance from the surface to the edge of the
junction depletion layer, since the donor atoms within the depletion layer do not contribute
to conduction. Sheet resistance is a useful parameter for the electrical characterization of
diffusion processes and is a key parameter in the design of integrated resistors. The sheet
resistance of a diffused layer is easily measured in the laboratory; the actual evaluation of
(2.15) is seldom necessary.

m  EXAMPLE
Calculate the resistance of a layer with length 50 pwm and width S pm in material of sheet
resistance 200 Q/C.
From (2.10)
= 55—0 X200Q = 2kQ

Note that this region constitutes 10 squares in series, and R is thus 10 times the sheet
®  resistance.
In order to use these diffusion process steps to fabricate useful devices, the diffusion
must be restricted to a small region on the surface of the sample rather than the entire
planar surface. This restriction is accomplished with photolithography.

2.2.4 Photolithography

When a sample of crystalline silicon is placed in an oxidizing environment, a layer of
silicon dioxide will form at the surface. This layer acts as a barrier to the diffusion of
impurities, so that impurities separated from the surface of the silicon by a layer of oxide
do not diffuse into the silicon during high-temperature processing. A prn junction can thus
be formed in a selected location on the sample by first covering the sample with a layer
of oxide (called an oxidation step), removing the oxide in the selected region, and then
performing a predeposition and diffusion step. The selective removal of the oxide in the
desired areas is accomplished with photolithography. This process is illustrated by the
conceptual example of Fig. 2.7. Again we assume the starting material is a sample of n-
type silicon. We first perform an oxidation step in which a layer of silicon dioxide (SiO,)
is thermally grown on the top surface, usually of thickness of 0.2 um to 1 pm. The wafer
following this step is shown in Fig. 2.7a. Then the sample is coated with a thin layer of
photosensitive material called photoresist. When this material is exposed to a particular
wavelength of light, it undergoes a chemical change and, in the case of positive photoresist,
becomes soluble in certain chemicals in which the unexposed photoresist is insoluble. The
sample at this stage is illustrated in Fig. 2.7b. To define the desired diffusion areas on the
silicon sample, a photomask is placed over the surface of the sample; this photomask is
opaque except for clear areas where the diffusion is to take place. Light of the appropriate
wavelength is directed at the sample, as shown in Fig. 2.7¢, and falls on the photoresist
only in the clear areas of the mask. These areas of the resist are then chemically dissolved L
in the development step, as shown in Fig. 2.7d. The unexposed areas of the photoresist are
impervious to the developer.

Since the objective is the formation of a region clear of SiO,, the next step is the
etching of the oxide. This step can be accomplished by dipping the sample in an etching
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Figure 2.7 Conceptual example of the use of photolithography to form a pn junction diode. (o)
Grow Si0,. (b) Apply photoresist. (¢) Expose through mask. (d) Develop photoresist. (¢) Etch
S$i0, and remove photoresist. (f) Predeposit and diffuse impurities.

solution, such as hydrofluoric acid, or by exposing it to an electrically produced plasma in
a plasma etcher. In either case, the result is that in the regions where the photoresist has
been removed, the oxide is etched away, leaving the bare silicon surface.

The remaining photoresist is next removed by a chemical stripping operation, leav-
ing the sample with holes, or windows, in the oxide at the desired locations, as shown in
Fig. 2.7¢. The sample now undergoes a predeposition and diffusion step, resulting in the
formation of p-type regions where the oxide had been removed, as shown in Fig. 2.7f.
In some instances, the impurity to be locally added to the silicon surface is deposited by
using ion implantation (see Section 2.2.6). This method of insertion can often take place
through the silicon dioxide so that the oxide-etch step is unnecessary.

The minimum dimension of the diffused region that can be routinely formed with this
technique in device production has decreased with time, and at present is approximately
0.2 pm by 0.2 pm. The number of such regions that can be fabricated simultaneously
can be calculated by noting that the silicon sample used in the production of integrated
circuits is a round slice, typically 4 inches to 12 inches in diameter and 250 wm thick.
Thus the number of electrically independent prn junctions of dimension 0.2 wm X 0.2 wm
spaced 0.2 wm apart that can be formed on one such wafer is on the order of 10!!. In actual
integrated circuits, a number of masking and diffusion steps are used to form more complex
structures such as transistors, but the key points are that photolithography is capable of
defining a large number of devices on the surface of the sample and that all of these devices
are batch fabricated at the same time. Thus the cost of the photomasking and diffusion
steps applied to the wafer during the process is divided among the devices or circuits on
the wafer. This ability to fabricate hundreds or thousands of devices at once is the key to
the economic advantage of IC technology.

2.2.5 Epitaxial Growth

Early planar transistors and the first integrated circuits used only photomasking and diffu-
sion steps in the fabrication process. However, all-diffused integrated circuits had severe
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Figure 2.8 Triple-diffused transistor and resulting impurity profile.

limitations compared with discrete component circuits. In a triple-diffused bipolar tran-
sistor, as illustrated in Fig. 2.8, the collector region is formed by an n-type diffusion into
the p-type wafer. The drawbacks of this structure are that the series collector resistance
is high and the collector-to-emitter breakdown voltage is low. The former occurs because
the impurity concentration in the portion of the collector diffusion below the collector-base
junction is low, giving the region high resistivity. The latter occurs because the concen-
tration of impurities near the surface of the collector is relatively high, resulting in a low
breakdown voltage between the collector and base diffusions at the surface, as described
in Chapter 1. To overcome these drawbacks, the impurity concentration should be low at
the collector-base junction for high breakdown voltage but high below the junction for low
collector resistance. Such a concentration profile cannot be realized with diffusions alone,
and the epitaxial growth technique was adopted as a result.

Epitaxial (epi) growth consists of formation of a layer of single-crystal silicon on the
surface of the silicon sample so that the crystal structure of the silicon is continuous across
the interface. The impurity concentration in the epi layer can be controlled independently
and can be greater or smaller than in the substrate material. In addition, the epi layer is of-
ten of opposite impurity type from the substrate on which it is grown. The thickness of epi
layers used in integrated-circuit fabrication varies from 1 wm to 20 pm, and the growth
of the layer is accomplished by placing the wafer in an ambient atmosphere containing
silicon tetrachloride (SiCly) or silane (SiH,) at an elevated temperature. A chemical re-
action takes place in which elemental silicon is deposited on the surface of the wafer,
and the resulting surface layer of silicon is crystalline in structure with few defects if the
conditions are carefully controlled. Such a layer is suitable as starting material for the fab-
rication of bipolar transistors. Epitaxy is also utilized in some CMOS and most BiICMOS
technologies.
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2.2.6 lon Implantation

Ton implantation is a technique for directly inserting impurity atoms into a silicon wafer.>6
The wafer is placed in an evacuated chamber, and ions of the desired impurity species are
directed at the sample at high velocity. These ions penetrate the surface of the silicon wafer
to an average depth of from less than 0.1 wm to about 0.6 pm, depending on the velocity
with which they strike the sample. The wafer is then held at a moderate temperature for a
period of time (for example, 800°C for 10 minutes) in order to allow the ions to become
mobile and fit into the crystal lattice. This is called an anneal step and is essential to allow
repair of any crystal damage caused by the implantation. The principal advantages of ion
implantation over conventional diffusion are (1) that small amounts of impurities can be
reproducibly deposited and (2) that the amount of impurity deposited per unit area can be
precisely controlled. In addition, the deposition can be made with a high level of uniform-
ity across the wafer. Another useful property of ion-implanted layers is that the peak of
the impurity concentration profile can be made to occur below the surface of the silicon,
unlike with diffused layers. This allows the fabrication of implanted bipolar structures with
properties that are significantly better than those of diffused devices. This technique is also
widely applied in MOS technology where small, well-controlled amounts of impurity are
required at the silicon surface for adjustment of device thresholds, as described in Section
1.5.1.

2.2.7 Local Oxidation

In both MOS and bipolar technologies, the need often arises to fabricate regions of the
silicon surface that are covered with relatively thin silicon dioxide, adjacent to areas cov-
ered by relatively thick oxide. Typically, the former regions constitute the active-device
areas, whereas the latter constitute the regions that electrically isolate the devices from
each other. A second requirement is that the transition from thick to thin regions must
be accomplished without introducing a large vertical step in the surface geometry of the
silicon, so that the metallization and other patterns that are later deposited can lie on a rel-
atively planar surface. Local oxidation is used to achieve this result. The local oxidation
process begins with a sample that already has a thin oxide grown on it, as shown in Fig.
2.9a. First a layer of silicon nitride (SiN) is deposited on the sample and subsequently
removed with a masking step from all areas where thick oxide is to be grown, as shown
in Fig. 2.9b. Silicon nitride acts as a barrier to oxygen atoms that might otherwise reach
the Si-SiO, interface and cause further oxidation. Thus when a subsequent long, high-
temperature oxidation step is carried out, a thick oxide is grown in the regions where there
is no nitride, but no oxidation takes place under the nitride. The resulting geometry after
nitride removal is shown in Fig. 2.9¢. Note that the top surface of the silicon dioxide has a
smooth transition from thick to thin areas and that the height of this transition is less than
the oxide thickness difference because the oxidation in the thick oxide regions consumes
some of the underlying silicon.

2.2.8 Polysilicon Deposition

Many process technologies utilize layers of polycrystalline silicon that are deposited dur-
ing fabrication. After deposition of the polycrystalline silicon layer on the wafer, the de-
sired features are defined by using a masking step and can serve as gate electrodes for
silicon-gate MOS transistors, emitters of bipolar transistors, plates of capacitors, resistors,
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fuses, and interconnect layers. The sheet resistance of such layers can be controlled by the
impurity added, much like bulk silicon, in a range from about 20 Q/C] up to very high
values. The process that is used to deposit the layer is much like that used for epitaxy.
However, since the deposition is usually over a layer of silicon dioxide, the layer does not
form as a single-crystal extension of the underlying silicon but forms as a granular (or
polysilicon) film. Some MOS technologies contain as many as three separate polysilicon
layers, separated from one another by layers of SiO,.

2.3 High-Voltage Bipolar Integrated-Circuit Fabrication

Integrated-circuit fabrication techniques have changed dramatically since the invention of
the basic planar process. This change has been driven by developments in photolithogra-
phy, processing techniques, and also the trend to reduce power-supply voltages in many
systems. Developments in photolithography have reduced the minimum feature size at-
tainable from tens of microns to the submicron level. The precise control allowed by ion
implantation has resulted in this technique becoming the dominant means of predepositing
impurity atoms. Finally, many circuits now operate from 3 V or 5V power supplies instead
of from the +15 V supplies used earlier to achieve high dynamic range in stand-alone in-
tegrated circuits, such as operational amplifiers. Reducing the operating voltages allows
closer spacing between devices in an IC. It also allows shallower structures with higher
frequency capability. These effects stem from the fact that the thickness of junction de-
pletion layers is reduced by reducing operating voltages, as described in Chapter 1. Thus
the highest-frequency IC processes are designed to operate from 5-V supplies or less and
are generally not usable at higher supply voltages. In fact, a fundamental trade-off exists
between the frequency capability of a process and its breakdown voltage.

In this section, we examine first the sequence of steps used in the fabrication of high-
voltage bipolar integrated circuits using junction isolation. This was the original IC process
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Figure 2.10 Buried-layer diffusion.

and is useful as a vehicle to illustrate the basic methods of IC fabrication. It is still used in
various forms to fabricate high-voltage circuits.

The fabrication of a junction-isolated bipolar integrated circuit involves a sequence
of from six to eight masking and diffusion steps. The starting material is a wafer of p-
type silicon, usually 250 wm thick and with an impurity concentration of approximately
10'® atoms/cm®. We will consider the sequence of diffusion steps required to form an
npn integrated-circuit transistor. The first mask and diffusion step, illustrated in Fig. 2.10,
forms a low-resistance n-type layer that will eventually become a low-resistance path for
the collector current of the transistor. This step is called the buried-layer diffusion, and the
layer itself is called the buried layer. The sheet resistance of the layer is in the range of 20
to 50 £3/L], and the impurity used is usually arsenic or antimony because these impurities
diffuse slowly and thus do not greatly redistribute during subsequent processing.

After the buried-layer step, the wafer is stripped of all oxide and an epi layer is grown,
as shown in Fig. 2.11. The thickness of the layer and its n-type impurity concentration de-
termine the collector-base breakdown voltage of the transistors in the circuit since this
material forms the collector region of the transistor. For example, if the circuit is to oper-
ate at a power-supply voltage of 36 V, the devices generally are required to have BV cgo
breakdown voltages above this value. As described in Chapter 1, this implies that the
plane breakdown voltage in the collector-base junction must be several times this value be-
cause of the effects of collector avalanche multiplication. For BV o = 36V, a collector-
base plane breakdown voltage of approximately 90 V is required, which implies an impu-
rity concentration in the collector of approximately 10'> atoms/cm® and a resistivity of
5 Q)-cm. The thickness of the epitaxial layer then must be large enough to accommodate
the depletion layer associated with the collector-base junction. At 36 V, the results of Chap-
ter 1 can be used to show that the depletion-layer thickness is approximately 6 wm. Since
the buried layer diffuses outward approximately 8 pum during subsequent processing, and
the base diffusion will be approximately 3 wm deep, a total epitaxial layer thickness of
17 wm is required for a 36-V circuit. For circuits with lower operating voltages, thinner
and more heavily doped epitaxial layers are used to reduce the transistor collector series
resistance, as will be shown later,

Following the epitaxial growth, an oxide layer is grown on the top surface of the epi-
taxial layer. A mask step and boron (p-type) predeposition and diffusion are performed,
resulting in the structure shown in Fig. 2.12. The function of this diffusion is to isolate
the collectors of the transistors from each other with reverse-biased pn junctions, and it

S ONcE oo p-t'yr;e‘s'ﬁbsir‘até SR

Figure 2.11 Bipolar integrated-circuit wafer following epitaxial growth.
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Figure 2.13 Structure following base diffusion.

is termed the isolation diffusion. Because of the depth to which the diffusion must pene-
trate, this diffusion requires several hours in a diffusion furnace at temperatures of about
1200°C. The isolated diffused layer has a sheet resistance from 20 /(] to 40 (/]

The next steps are the base mask, base predeposition, and base diffusion, as shown
in Fig. 2.13. The latter is usually a boron diffusion, and the resulting layer has a sheet
resistance of from 100 /] to 300 {2/[]], and a depth of 1 pm to 3 wm at the end of the
process. This diffusion forms not only the bases of the transistors, but also many of the
resistors in the circuit, so that control of the sheet resistance is important.

Following the base diffusion, the emitters of the transistors are formed by a mask
step, n-type predeposition, and diffusion, as shown in Fig. 2.14. The sheet resistance is
between 2 )/ and 10 2/(], and the depth is 0.5 wm to 2.5 pm after the diffusion. This
diffusion step is also used to form a low-resistance region, which serves as the contact
to the collector region. This is necessary because ohmic contact is difficult to accomplish
between aluminum metallization and the high-resistivity epitaxial material directly. The
next masking step, the contact mask, is used to open holes in the oxide over the emitter,
the base, and the collector of the transistors so that electrical contact can be made to them.
Contact windows are also opened for the passive components on the chip. The entire wafer

/ Si0,
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Figure 2.14 Structure following emitter diffusion.
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Figure 2.15 Final structure following contact mask and metallization.

is then coated with a thin (about 1 wm) layer of aluminum that will interconnect the circuit
elements. The actual interconnect pattern is defined by the last mask step, in which the
aluminum is etched away in the areas where the photoresist is removed in the develop step.
The final structure is shown in Fig. 2.15. A microscope photograph of an actual structure
of the same type is shown in Fig. 2.16. The terraced effect on the surface of the device
results from the fact that additional oxide is grown during each diffusion cycle, so that
the oxide is thickest over the epitaxial region, where no oxide has been removed, is less
thick over the base and isolation regions, which are both opened at the base mask step,
and is thinnest over the emitter diffusion. A typical diffusion profile for a high-voltage,
deep-diffused analog integrated circuit is shown in Fig. 2.17.

This sequence allows simultaneous fabrication of a large number (often thousands)
of complex circuits on a single wafer. The wafer is then placed in an automatic tester,
which checks the electrical characteristics of each circuit on the wafer and puts an ink
dot on circuits that fail to meet specifications. The wafer is then broken up, by sawing
or scribing and breaking, into individual circuits. The resulting silicon chips are called
dice, and the singular is die. Each good die is then mounted in a package, ready for final
testing.

Base contact window

Base meuatlization L Emitter contact window
Edge of base diffusion

Edge of emitter diffusion Emitter metallization

Edge of collector »* diffusion

Collector metallization

Collsetor contact window

Figure 2.16 Scanning electron microscope photograph of npn transistor structure.



92 Chapter 2 = Bipolar, MOS, and BICMOS Integrated-Circuit Technology

C B A
P P
|
w_
i
Impurity A

concentration, cm™3
(cross section A—A")

1021 |

Emitter

1020 1-\ diffusion (N,,)

ol

108
Substrate

background
concentration

/ (Ny)

1017

5

Base (V)

1018 diffusion

|

1015 | 1f1
25[\3 5 7 7 10 15 20
Epitaxial layer
10™ - background
concentration
10"3 - (Np)
- x (um)

Figure 2.17 Typical impurity concentration for a monolithic npn transistor in a high-voltage,
deep-diffused process.

2.4 Advanced Bipolar Integrated-Circuit Fabrication

A large fraction of bipolar analog integrated circuits currently manufactured uses the ba-
sic technology described in the previous section, or variations thereof. The fabrication se-
quence is relatively simple and low in cost. However, many of the circuit applications of
commercial importance have demanded steadily increasing frequency response capability,
which translates directly to a need for transistors of higher frequency-response capability
in the technology. The higher speed requirement dictates a device structure with thinner
base width to reduce base transit time and smaller dimensions overall to reduce parasitic
capacitances. The smaller device dimensions require that the width of the junction deple-
tion layers within the structure be reduced in proportion, which in turn requires the use of
lower circuit operating voltages and higher impurity concentrations in the device structure.
To meet this need, a class of bipolar fabrication technologies has evolved that, compared
to the high-voltage process sequence described in the last section, use much thinner and
more heavily doped epitaxial layers, selectively oxidized regions for isolation instead of
diffused junctions, and a polysilicon layer as the source of dopant for the emitter. Because
of the growing importance of this class of bipolar process, the sequence for such a process
is described in this section.
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Figure 2.18 Device cross section following initial buried-layer mask, implant, and epitaxial-layer
growth.

The starting point for the process is similar to that for the conventional process, with
amask and implant step resulting in the formation of a heavily-doped n* buried layer in a
p-type substrate. Following this step, a thin n-type epitaxial layer is grown, about 1 um in
thickness and about 0.5 {-cm in resistivity. The result after these steps is shown in cross
section in Fig. 2.18.

Next, a selective oxidation step is carried out to form the regions that will isolate
the transistor from its neighbors and also isolate the collector-contact region from the rest
of the transistor. The oxidation step is as described in Section 2.2.7, except that prior to
the actual growth of the thick SiO; layer, an etching step is performed to remove silicon
material from the regions where oxide will be grown. If this is not done, the thick oxide
growth results in elevated humps in the regions where the oxide is grown. The steps around
these humps cause difficulty in coverage by subsequent layers of metal and polysilicon that
will be deposited. The removal of some silicon material before oxide growth results in a
nearly planar surface after the oxide is grown and removes the step coverage problem in
subsequent processing. The resulting structure following this step is shown in Fig. 2.19.
Note that the SiO, regions extend all the way down to the p-type substrate, electrically
isolating the n-type epi regions from one another. These regions are often referred to as
moats. Because growth of oxide layers thicker than a micron or so requires impractically
long times, this method of isolation is practical only for very thin transistor structures,

Next, two mask and implant steps are performed. A heavy n* implant is made in the
collector-contact region and diffused down to the buried layer, resulting in a low-resistance
path to the collector. A second mask is performed to define the base region, and a thin-base
p-type implant is performed. The resulting structure is shown in Fig. 2.20.

A major challenge in fabricating this type of device is the formation of very thin base
and emitter structures, and then providing low-resistance ohmic contact to these regions.
This 1s most often achieved using polysilicon as a doping source. An n* doped layer of
polysilicon is deposited and masked to leave polysilicon only in the region directly over
the emitter. During subsequent high-temperature processing steps, the dopant (usually

SiO, moats
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Figure 2.19 Device cross section following selective etch and oxidation to form thick-oxide
moats.
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Figure 2.20 Device cross section following mask, implant, and diffusion of collector n* region,
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Figure 2.21 Device cross section following poly deposition and mask, base p-type implant, and
thermal diffusion cycle.

arsenic) diffuses out of the polysilicon and into the crystalline silicon, forming a very thin,
heavily doped emitter region. Following the poly deposition, a heavy p-type implant is
performed, which results in a more heavily doped p-type layer at all points in the base
region except directly under the polysilicon, where the polysilicon itself acts as a mask
to prevent the boron atoms from reaching this part of the base region. The structure that
results following this step is shown in Fig. 2.21.

This method of forming low-resistance regions to contact the base is called a self-
aligned structure because the alignment of the base region with the emitter happens au-
tomatically and does not depend on mask alignment. Similar processing is used in MOS
technology, described later in this chapter.

The final device structure after metallization is shown in Fig. 2.22. Since the moats
are made of SiO5, the metallization contact windows can overlap into them, a fact that

Base contact Polysilicon emitter Collector contact
/ metal metal
NN

17l ptype substrate T+l Il I

Figure 2.22 Final device cross section. Note that collector and base contact windows can overlap
moat regions. Emitter contact for the structure shown here would be made on an extension of the
polysilicon emitter out of the device active area, allowing the minimum possible emitter size.
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Figure 2.23 Scanning-electron-microscope photographs of a bipolar transistor in an advanced,
polysilicon-emitter, oxide-isolated process. (a) After polysilicon emitter definition and first-metal
contact to the base and collector. The polysilicon emitter is 1 wm wide. (b) After oxide deposition,
contact etch, and second-metal interconnect. [QUBIc process photograph courtesy of Signetics.]

dramatically reduces the minimum achievable dimensions of the base and collector re-
gions. All exposed silicon and polysilicon is covered with a highly conductive silicide (a
compound of silicon and a refractory metal such as tungsten) to reduce series and con-
tact resistance. For minimum-dimension transistors, the contact to the emitter is made by
extending the polysilicon to a region outside the device active area and forming a metal
contact to the polysilicon there. A photograph of such a device is shown in Fig. 2.23, and
a typical impurity profile is shown in Fig. 2.24. The use of the remote emitter contact with
polysilicon connection does add some series emitter resistance, so for larger device geome-
tries or cases in which emitter resistance is critical, a larger emitter is used and the contact
is placed directly on top of the polysilicon emitter itself. Production IC processes’-8 based
on technologies similar to the one just described yield bipolar transistors having f val-
ues well in excess of 10 GHz, compared to a typical value of 500 MHz for deep-diffused,
high-voltage processes.

2.5 Active Devices in Bipolar Analog Integrated Circuits

The high-voltage IC fabrication process described previously is an outgrowth of the one
used to make npn double-diffused discrete bipolar transistors, and as a result the process
inherently produces double-diffused npn transistors of relatively high performance. The
advanced technology process improves further on all aspects of device performance except
for breakdown voltage. In addition to npn transistors, pnp transistors are also required in
many analog circuits, and an important development in the evolution of analog IC tech-
nologies was the invention of device structures that allowed the standard technology to
produce pnp transistors as well. In this section, we will explore the structure and properties
of npn, lateral pnp, and substrate pnp transistors. We will draw examples primarily from
the high-voltage technology. The available structures in the more advanced technology



96 Chapter 2 = Bipolar, MOS, and BICMOS Integrated-Circuit Technology

Impurity
concentration, cm™3
(cross section

A-A")

10%0 \
Emitter (As)
1019 -
10'8 .
Buried layer (Sb)
1017 |
Base (B)

16 i L

10502 0.5 1.0 1.5 Depth, um
Epi layer (As)

1015 I\;\ Silicon surface

Substrate (B)

Figure 2.24 Typical impurity profile in a shallow oxide-isolated bipolar transistor.

are similar, except that their frequency response is correspondingly higher. We will include
representative device parameters from these newer technologies as well.

2.5.1 Integrated-Circuit npn Transistors

The structure of a high-voltage, integrated-circuit nprn transistor was described in the last
section and is shown in plan view and cross section in Fig. 2.25. In the forward-active
region of operation, the only electrically active portion of the structure that provides current
gain is that portion of the base immediately under the emitter diffusion. The rest of the
structure provides a top contact to the three transistor terminals and electrical isolation of
the device from the rest of the devices on the same die. From an electrical standpoint, the
principal effect of these regions is to contribute parasitic resistances and capacitances that
must be included in the small-signal model for the complete device to provide an accurate
representation of high-frequency behavior.

An important distinction between integrated-circuit design and discrete-component
circuit design is that the IC designer has the capability to utilize a device geometry that
is specifically optimized for the particular set of conditions found in the circuit. Thus the
circuit-design problem involves a certain amount of device design as well. For exam-
ple, the need often exists for a transistor with a high current-carrying capability to be
used in the output stage of an amplifier. Such a device can be made by using a larger de-
vice geometry than the standard one, and the transistor then effectively consists of many
standard devices connected in parallel. The larger geometry, however, will display larger
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Figure 2.25 Integrated-circuit npn transistor. The mask layers are coded as shown.

base-emitter, collector-base, and collector-substrate capacitance than the standard device,
and this must be taken into account in analyzing the frequency response of the circuit. The
circuit designer then must be able to determine the effect of changes in device geometry
on device characteristics and to estimate the important device parameters when the device
structure and doping levels are known. To illustrate this procedure, we will calculate the
model parameters of the npn device shown in Fig. 2.25. This structure is typical of the
devices used in circuits with a 5-Q2-cm, 17-wm epitaxial layer. The emitter diffusion is
20 pm X 25 pm, the base diffusion is 45 wm X 60 wm, and the base-isolation spacing is
25 pm. The overall device dimensions are 140 wm X 95 wm. Device geometries intended
for lower epi resistivity and thickness can be much smaller; the base-isolation spacing is
dictated by the side diffusion of the isolation region plus the depletion layers associated
with the base-collector and collector-isolation junctions.

Saturation Current Is. In Chapter 1, the saturation current of a graded-base transistor was
shown to be

B qADnn%

I
S Os

(2.16)
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where A is the emitter-base junction area, Qp is the total number of impurity atoms per unit
area in the base, n; is the intrinsic carrier concentration, and D,, is the effective diffusion
constant for electrons in the base region of the transistor. From Fig. 2.17, the quantity Qg
can be identified as the area under the concentration curve in the base region. This could be
determined graphically but is most easily determined experimentally from measurements
of the base-emitter voltage at a constant collector current. Substitution of (2.16) in (1.35)
gives

Q_— =A an; ex Yae

Dy Ic Vr

and Qp can be determined from this equation.

(2.17)

m  EXAMPLE

A base-emitter voltage of 550 mV is measured at a collector current of 10 A on a test tran-
sistor with a 100 pwm X 100 wm emitter area. Estimate Qp if T = 300°K. From Chapter
1, we have n; = 1.5 X 10'® cm™3. Substitution in (2.17) gives

.6 X 10719 x 2.25 x 10?0
Q5 _ (100 x 10 4y L6 X 1071° X 225 X 10

D, 10—3
=554x 10" cm™ s

At the doping levels encountered in the base, an approximate value of D,, the electron
diffusivity, is

exp(550/26)

D, = 13cm? s7!
Thus for this example,
Op = 5.54% 10" X 13em™2 = 7.2 X 10" atoms/cm?

Note that Qp depends on the diffusion profiles and will be different for different types of

processes. Generally speaking, fabrication processes intended for lower voltage operation

use thinner base regions and display lower values of Qp. Within one nominally fixed pro-

cess, Qp can vary by a factor of two or three to one because of diffusion process variations.

The principal significance of the numerical value for Qp is that it allows the calculation

of the saturation current /g for any device structure once the emitter-base junction area is
B known.

Series Base Resistance r,. Because the base contact is physically removed from the active
base region, a significant series ohmic resistance is observed between the contact and the
active base. This resistance can have a significant effect on the high-frequency gain and
on the noise performance of the device. As illustrated in Fig. 2.26a, this resistance consists
of two parts. The first is the resistance rp; of the path between the base contact and the
edge of the emitter diffusion. The second part ry; is that resistance between the edge of

B E

Figure 2.26 (a) Base resistance
components for the npn
(a) transistor.
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the emitter and the site within the base region at which the current is actually flowing.
The former component can be estimated by neglecting fringing and by assuming that this
component of the resistance is that of a rectangle of material as shown in Fig. 2.264. For
a base sheet resistance of 100 )/ ] and typical dimensions as shown in Fig. 2.26b, this
would give a resistance of

10 pm

Fpr = 75 }LmIOOQ £ 409

The calculation of rp; is complicated by several factors. First, the current flow in this
region is not well modeled by a single resistor because the base resistance is distributed
throughout the base region and two-dimensional effects are important. Second, at even
moderate current levels, the effect of current crowding” in the base causes most of the
carrier injection from the emitter into the base to occur near the periphery of the emitter
diffusion. At higher current levels, essentially all of the injection takes place at the periph-
ery and the effective value of r;, approaches ry;. In this situation, the portion of the base
directly beneath the emitter is not involved in transistor action. A typically observed vari-
ation of r;, with collector current for the npn geometry of Fig. 2.25 is shown in Fig. 2.27.
In transistors designed for low-noise and/or high-frequency applications where low r;, is
important, an effort is often made to maximize the periphery of the emitter that is adja-
cent to the base contact. At the same time, the emitter-base junction and collector-base
junction areas must be kept small to minimize capacitance. In the case of high-frequency
transistors, this usually dictates the use of an emitter geometry that consists of many narrow
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(a)

Figure 2.28 (a) Components of collector resistance r..

stripes with base contacts between them. The ease with which the designer can use such
device geometries is an example of the flexibility allowed by monolithic IC construction.

Series Collector Resistance r.. The series collector resistance is important both in high-
frequency circuits and in low-frequency applications where low collector-emitter satura-
tion voltage is required. Because of the complex three-dimensional shape of the collector
region itself, only an approximate value for the collector resistance can be obtained by
hand analysis. From Fig. 2.28, we see that the resistance consists of three parts: that from
the collector-base junction under the emitter down to the buried layer, r.; that of the buried
layer from the region under the emitter over to the region under the collector contact, rc2;
and finally, that portion from the buried layer up to the collector contact, r.3. The small-
signal series collector resistance in the forward-active region can be estimated by adding
the resistance of these three paths.

= EXAMPLE

Estimate the collector resistance of the transistor of Fig. 2.25, assuming the doping profile
of Fig. 2.17. We first calculate the r.; component. The thickness of the lightly doped epi
layer between the collector-base junction and the buried layer is 6 wm. Assuming that the
collector-base junction is at zero bias, the results of Chapter 1 can be used to show that the
depletion layer is about 1 wm thick. Thus the undepleted epi material under the base is
5 wm thick.

The effective cross-sectional area of the resistance r.; is larger at the buried layer
than at the collector-base junction. The emitter dimensions are 20 pm X 25 p.m, while the
buried layer dimensions are 41 wm X 85 pm on the mask. Since the buried layer side-
diffuses a distance roughly equal to the distance that it out-diffuses, about 8 jum must be
added on each edge, giving an effective size of 57 wm X 101 pm. An exact calculation of
the ohmic resistance of this three-dimensional region would require a solution of Laplace’s
equation in the region, with a rather complex set of boundary conditions. Consequently,
we will carry out an approximate analysis by modeling the region as a rectangular paral-

Figure 2.28 (b) Model for calculation of collector
resistance.
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lelepiped, as shown in Fig. 2.28b. Under the assumptions that the top and bottom surfaces
of the region are equipotential surfaces, and that the current flow in the region takes place
only in the vertical direction, the resistance of the structure can be shown to be

lng
_PT b

ratio of the width of the bottom rectangle to the width of the top rectangle
= ratio of the length of the bottom rectangle to the length of the top rectangle

=4 2.18
WL{a— b) ( )
where
T = thickness of the region
p = resistivity of the material
W, L = width, length of the top rectangle
a
b

Direct application of this expression to the case at hand would give an unrealistically low
value of resistance, because the assumption of one-dimensional flow is seriously violated
when the dimensions of the lower rectangle are much larger than those of the top rect-
angle. Equation 2.18 gives realistic results when the sides of the region form an angle of
about 60° or less with the vertical. When the angle of the sides is increased beyond this
point, the resistance does not decrease very much because of the long path for current flow
between the top electrode and the remote regions of the bottom electrode. Thus the limits
of the bottom electrode should be determined either by the edges of the buried layer or by
the edges of the emitter plus a distance equal to about twice the vertical thickness 7 of
the region, whichever is smaller. For the case of .,

T=5pm=5x%10"*cm
p=50-cm
We assume that the effective emitter dimensions are those defined by the mask plus ap-
proximately 2 pm of side diffusion on each edge. Thus
W =20pm+4pm = 24X 10"% cm
L=25pm+4pm=29X10"*%cm
For this case, the buried-layer edges are further away from the emitter edge than twice the

thickness 7" on all four sides when side diffusion is taken into account. Thus the effective
buried-layer dimensions that we use in (2.18) are

War = W+4T = 24 pm + 20 pm = 44 pm
Lpy, = L+4T =29 pm + 20 pm = 49 um

and
44 pm
a= 5 ik 1.83
49 pm
b= = 1.
29 pm 69

Thus from (2.18),

~ (5)(5 X 10~4
el T 24X 10929 x 109

(0.57) () = 204 Q



102 Chapter 2 = Bipolar, MOS, and BICMOS Integrated-Circuit Technology

We will now calculate r.,, assuming a buried-layer sheet resistance of 20 {}/C]. The dis-
tance from the center of the emitter to the center of the collector-contact diffusion is 62 um,
and the width of the buried layer is 41 pm. The r., component is thus, approximately,

62 pm
41 pm

re2 = (20 Q/0) (—LW) = 20 Q/I:J( ) = 300}
Here the buried-layer side diffusion was not taken into account because the ohmic resis-
tance of the buried layer is determined entirely by the number of impurity atoms actually
diffused [see (2.15)] into the silicon, which is determined by the mask dimensions and the
sheet resistance of the buried layer.

For the calculation of r.3, the dimensions of the collector-contact n* diffusion are
18 wm X 49 wm, including side diffusion. The distance from the buried layer to the bottom
of the n* diffusion is seen in Fig. 2.17 to be 6.5 wm, and thus 7 = 6.5pm in this case.
On the three sides of the collector n* diffusion that do not face the base region, the out-
diffused buried layer extends only 4 wm outside the n* diffusion, and thus the effective
dimension of the buried layer is determined by the actual buried-layer edge on these sides.
On the side facing the base region, the effective edge of the buried layer is a distance 2T, or
13 wm, away from the edge of the n* diffusion. The effective buried-layer dimensions for
the calculation of r.3 are thus 35 wm X 57 pwm. Using (2.18),

_ (5)(6.5 X 107%)
73 T {18 X 10-9)(49 X 104

0.66 = 243 Q)

The total collector resistance is thus
Fo = Fep + Fea + 1z = 531 €)

The value actually observed in such devices is somewhat lower than this for three rea-
sons. First, we have approximated the flow as one-dimensional, and it is actually three-
dimensional. Second, for larger collector-base voltages, the collector-base depletion layer
extends further into the epi, decreasing 7. . Finally, the value of r. that is important is often
that for a saturated device. In saturation, holes are injected into the epi region under the
emitter by the forward-biased, collector-base function, and they modulate the conductivity
of the region even at moderate current levels.!? Thus the collector resistance one measures
when the device is in saturation is closer to (r. + rc3), or about 250 to 300 2. Thus r. is
m  smaller in saturation than in the forward-active region.

Collector-Base Capacitance. The collector-base capacitance is simply the capacitance
of the collector-base junction including both the flat bottom portion of the junction and
the sidewalls. This junction is formed by the diffusion of boron into an n-type epitaxial
material that we will assume has a resistivity of 5 {2-cm, corresponding to an impurity
concentration of 1013 atoms/cm?®. The uniformly doped epi layer is much more lightly
doped than the p-diffused region, and as a result, this junction is well approximated by
a step junction in which the depletion layer lies almost entirely in the epitaxial material.
Under this assumption, the results of Chapter 1 regarding step junctions can be applied,
and for convenience this relationship has been plotted in nomograph form in Fig. 2.29.
This nomograph is a graphical representation of the relation

& _ geNp
A T\ 2o+ Ve (219
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Figure 2.29 Capacitance and depletion-layer width of an abrupt pn junction as a function of ap-
plied voltage and doping concentration on the lightly doped side of the junction'’

where N is the doping density in the epi material and Vg is the reverse bias on the junction.
The nomograph of Fig. 2.29 can also be used to determine the junction depletion-region
width as a function of applied voltage, since this width is inversely proportional to the
capacitance. The width in microns is given on the axis on the right side of the figure.

Note that the horizontal axis in Fig. 2.29 is the zotal junction potential, which is the
applied potential plus the built-in voltage 4. In order to use the curve, then, the built-
in potential must be calculated. While this would be an involved calculation for a dif-
fused junction, the built-in potential is actually only weakly dependent on the details of
the diffusion profile and can be assumed to be about 0.55 V for the collector-base junc-
tion, 0.52 V for the collector-substrate junction, and about 0.7 V for the emitter-base
junction.

EXAMPLE

Calculate the collector-base capacitance of the device of Fig. 2.25. The zero-bias capaci-
tance per unit area of the collector-base junction can be found from Fig. 2.29 to be approx-
imately 10™* pF/um?. The total area of the collector-base junction is the sum of the area
of the bottom of the base diffusion plus the base sidewall area. From Fig. 2.25, the bottom
area is

Apogom = 60 um X 45 um = 2700 wm?>

The edges of the base region can be seen from Fig. 2.17 to have the shape similar to one-
quarter of a cylinder. We will assume that the region is cylindrical in shape, which yields
a sidewall area of

mw
Asigewan = P X d X 5
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where
P = base region periphery
d = base diffusion depth

Thus we have
Agidewal = 3 pm X (60 pm + 60 wm + 45 pm + 45 wm) X g = 989 wm?

and the total capacitance is
Cp.O = (Abottom + Asidewall)(lo_4 pF/p.,m2) = 0.36 pF

Collector-Substrate Capacitance. The collector-substrate capacitance consists of three
portions: that of the junction between the buried layer and the substrate, that of the sidewall
of the isolation diffusion, and that between the epitaxial material and the substrate. Since
the substrate has an impurity concentration of about 10'® cm™3, it is more heavily doped
than the epi material, and we can analyze both the sidewall and epi-substrate capacitance
under the assumption that the junction is a one-sided step junction with the epi material
as the lightly doped side. Under this assumption, the capacitance per unit area in these
regions is the same as in the collector-base junction.

= EXAMPLE

Calculate the collector-substrate capacitance of the standard device of Fig. 2.25. The area
of the collector-substrate sidewall is

Agidewall = (17 pm)(140 pm + 140 pum + 95 pm + 95 pum) (g) = 12,550 um?

We will assume that the actual buried layer covers the area defined by the mask,
indicated on Fig. 2.25 as an area of 41 pm X 85 wm, plus 8 wm of side-diffusion on
each edge. This gives a total area of 57 pm X 101 wm. The area of the junction between
the epi material and the substrate is the total area of the isolated region, minus that of the
buried layer.

Acpi-substrate = (140 pm X 95 pm) — (57 wm X 101 wm)
= 7543 pm?

The capacitances of the sidewall and epi-substrate junctions are, using a capacitance per
unit area of 10~ *pF/um?

Ceso (sidewall) = (12, 550 wm?)(10 *pF/um?) = 1.26 pF
C.o(epi-substrate) = (7543 wm?)(10™4 pF/um?) = 0.754 pF

For the junction between the buried layer and the substrate, the lightly doped side of
the junction is the substrate. Assuming a substrate doping level of 10! atoms/cm?, and
a built-in voltage of 0.52 V, we can calculate the zero-bias capacitance per unit area as
3.3 X 10™* pF/um?. The area of the buried layer is

Apy = 57 pm X 101 pm = 5757 pm?
and the zero-bias capacitance from the buried layer to the substrate is thus

C.so(BL) = (5757 pm?)(3.3 X 107* pF/um?) = 1.89 pF
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The total zero-bias, collector-substrate capacitance is thus
Ceso = 1.26 pF + 0.754 pF + 1.89 pF = 3.90 pF

Emitter-Base Capacitance. The emitter-base junction of the transistor has a doping
profile that is not well approximated by a step junction because the impurity concen-
tration on both sides of the junction varies with distance in a rather complicated way.
Furthermore, the sidewall capacitance per unit area is not constant but varies with dis-
tance from the surface because the base impurity concentration varies with distance.
A precise evaluation of this capacitance can be carried out numerically, but a first-
order estimate of the capacitance can be obtained by calculating the capacitance of an
abrupt junction with an impurity concentration on the lightly doped side that is equal
to the concentration in the base at the edge of the junction. The sidewall contribution is
neglected.

EXAMPLE

Calculate the zero-bias, emitter-base junction capacitance of the standard device of
Fig. 2.25.

We first estimate the impurity concentration at the emitter edge of the base region.
From Fig. 2.17, it can be seen that this concentration is approximately 10'7 atoms/cm®.
From the nomograph of Fig. 2.29, this abrupt junction would have a zero-bias capacitance
per unit area of 1073 pF/um?. Since the area of the bottom portion of the emitter-base
junction is 25 wm X 20 pm, the capacitance of the bottom portion is

Chotiom = (500 wm?)(10™3 pF/um?) = 0.5 pF

Again assuming a cylindrical cross section, the sidewall area is given by
Agidewall = 2 (25 pm + 20 pm) (g)(z.s pm) = 353 pm?

Assuming that the capacitance per unit area of the sidewall is approximately the same as
the bottom,

Caidewall = (353 wm?)(10™? pF/um?) = 0.35 pF
The total emitter-base capacitance is
Cjeo = 0.85 pF

Current Gain. As described in Chapter 1, the current gain of the transistor depends on
minerity-carrier lifetime in the base, which affects the base transport factor, and on the
diffusion length in the emitter, which affects the emitter efficiency. In analog IC process-
ing, the base minority-carrier lifetime is sufficiently long that the base transport factor is
not a limiting factor in the forward current gain in npn transistors. Because the emitter
region is heavily doped with phosphorus, the minority-carrier lifetime is degraded in this
region, and current gain is limited primarily by emitter efficiency.!? Because the doping
level, and hence lifetime, vary with distance in the emitter, the calculation of emitter ef-
ficiency for the npn transistor is difficult, and measured parameters must be used. The
room-temperature current gain typically lies between 200 and 1000 for these devices. The
current gain falls with decreasing temperature, usually to a value of from 0.5 to 0.75 times
the room temperature value at —55°C.,
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Typical Value, Typical Value,
5-Q-cm,17-pmepi  1-Q-cm,10-pm epi
Parameter 44-V Device 20-V Device
Br 200 200
Br 2 2
Va 130V 90V
n 2x 107 2.8x 1074
Is 5% 107 BA 1.5x10° 1A
Ico 107104 10710 A
BVero 50V 25V
BVcgo o0V 50V
BVgpo TV 7V
TF 0.35ns 0.25 ns
TR 400 ns ) 200 ns
Bo 200 150
Ty 200 Q) 200
7 (saturation) 200 Q 75 Q)
Tex 20 280
Base-emitter Cieo 1pF 1.3 pF
junction { Yoe 0.7V 07V
e 0.33 0.33
Base-collector Cuo 0.3 pF 0.6 pF
junction { Yoc 055V 06V
e 0.5 0.5
Coliector- Ceso 3pF 3pF
substrate { tros 052V 058V
junction ny 0.5 0.5

Figure 2.30 Typical parameters for high-voltage integrated npn transistors with 500 wm? emitter
area. The thick epi device is typical of those used in circuits operating at up to 44 V power-supply
voltage, while the thinner device can operate up to about 20 V. While the geometry of the thin epi
device is smaller, the collector-base capacitance is larger because of the heavier epi doping. The
emitter-base capacitance is higher because the base is shallower, and the doping level in the base
at the emitter-base junction is higher.

Summary of High-Voltage npn Device Parameters. A typical set of device parameters
for the device of Fig. 2.25 is shown in Fig. 2.30. This transistor geometry is typical of
that used for circuits that must operate at power supply voltages up to 40 V. For lower
operating voltages, thinner epitaxial layers can be used, and smaller device geometries
can be used as a result. Also shown in Fig. 2.30 are typical parameters for a device made
with 1-Q)-cm epi material, which is 10 pm thick. Such a device is physically smaller and
has a collector-emitter breakdown voltage of about 25 V.

Advanced-Technology Oxide-Isolated npn Bipolar Transistors. The structure of an ad-
vanced oxide-isolated, poly-emitter npr bipolar transistor is shown in plan view and cross
section in Fig. 2.31. Typical parameters for such a device are listed in Fig. 2.32. Note the
enormous reduction in device size, transit time, and parasitic capacitance compared to the
high-voltage, deep-diffused process. These very small devices achieve optimum perfor-
mance characteristics at relatively low bias currents. The value of 8 for such a device
typically peaks at a collector current of about 50 wA. For these advanced-technology tran-
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Figure 2.31 Plan view and cross section of a typical advanced-technology bipolar transistor. Note
the much smaller dimensions compared with the high-voltage device.

sistors, the use of ion implantation allows precise control of very shallow emitter
(0.1 wm) and base (0.2 wm) regions. The resulting base width is of the order of 0.1 pum, and
(1.99) predicts a base transit time about 25 times smaller than the deep-diffused device of
Fig. 2.17. This is observed in practice, and the ion-implanted transistor has a peak fr of
about 13 GHz.

2.5.2 Integrated-Circuit pnp Transistors

As mentioned previously, the integrated-circuit bipolar fabrication process is an outgrowth
of that used to build double-diffused epitaxial npn transistors, and the technology inher-
ently produces npn transistors of high performance. However, pnp transistors of compa-
rable performance are not easily produced in the same process, and the earliest analog
integrated circuits used no pnp transistors. The lack of a complementary device for use
in biasing, level shifting, and as load devices in amplifier stages proved to be a severe
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Vertical npn Lateral pnp
Transistor with 2 pm?  Transistor with 2 wm?
Parameter Emitter Area Emitter Area
Br 120 50
Br 2 3
Va 35V 30V
Is 6x10718A 6 X 10718A
ICO 1 pA 1 pA
BVceo 8V 14V
BVepo 18V 18V
BVego 6V 18V
TF 10 ps 650 ps
TR 5 ns 5ns
Ty 400 Q) 200 Q)
7. 100 €2 20 Q)
Tex 40 Q) 10Q
Cieo 5fF 14 fF
Poe 08V 07V
n, 04 0.5
Cuo 51{F 15 fF
Po. 0.6V 06V
n, 0.33 0.33
Ces0 (Cps0) 20 fF 40 fF
s 0.6V 06V
ng 0.33 0.4

Figure 2.32 Typical device parameters for bipolar transistors in a low-voltage, oxide-isolated, ion-
implanted process.

limitation on the performance attainable in analog circuits, leading to the development
of several pnp transistor structures that are compatible with the standard IC fabrication
process. Because these devices utilize the lightly doped n-type epitaxial material as the
base of the transistor, they are generally inferior to the npn devices in frequency response
and high-current behavior, but are useful nonetheless. In this section, we will describe the
lateral pnp and substrate prnp structures.

Lateral pnp Transistors. A typical lateral pnp transistor structure fabricated in a high-
voltage process is illustrated in Fig. 2.33a.!® The emitter and collector are formed with
the same diffusion that forms the base of the nprn transistors. The collector is a p-type
ring around the emitter, and the base contact is made in the n-type epi material outside
the collector ring. The flow of minority carriers across the base is illustrated in Fig. 2.33b.
Holes are injected from the emitter, flow parallel to the surface across the n-type base
region, and ideally are collected by the p-type collector before reaching the base contact.
Thus the transistor action is lateral rather than vertical as in the case for npn transistors.
The principal drawback of the structure is the fact that the base region is more lightly doped
than the collector. As a result, the collector-base depletion layer extends almost entirely
into the base. The base region must then be made wide enough so that the depletion layer
does not reach the emitter when the maximum collector-emitter voltage is applied. In a
typical analog IC process, the width of this depletion layer is 6 wm to 8 wm when the
collector-emitter voltage is in the 40-V range. Thus the minimum base width for such a
device is about 8 wm, and the minimum base transit time can be estimated from (1.99)
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Figure 2.33 (a) Lateral pnp structure fabricated in a high-voltage process.

as

_ Wi

= E (2.20)

TF

Useof Wp = 8 umand D, = 10 cm?/s (for holes) in (2.20) gives
T = 32ns

This corresponds to a peak fr of S MHz, which is a factor of 100 lower than a typical npn
transistor in the same process.

The current gain of lateral pnp transistors tends to be low for several reasons. First,
minority carriers (holes) in the base are injected downward from the emitter as well as
laterally, and some of them are collected by the substrate, which acts as the collector of
a parasitic vertical pnp transistor. The buried layer sets up a retarding field that tends
to inhibit this process, but it still produces a measurable degradation of Br. Second, the
emitter of the pnp is not as heavily doped as is the case for the npn devices, and thus the
emitter injection efficiency given by (1.51b) is not optimized for the pnp devices. Finally,
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Figure 2.33 (b) Minority-carrier flow in the lateral pnp transistor.

the wide base of the lateral pnp results in both a low emitter injection efficiency and also
a low base transport factor as given by (1.51a).

Another drawback resulting from the use of a lightly doped base region is that the
current gain of the device falls very rapidly with increasing collector current due to high-
level injection. The minority-carrier distribution in the base of a lateral pnp transistor in
the forward-active region is shown in Fig. 2.34. The collector current per unit of cross-
sectional area can be obtained from (1.32) as

Pn(0)
p WB

Inverting this relationship, we can calculate the minority-carrier density at the emitter edge
of the base as

Jp = gD

(2.21)

JpWp
gDy

As long as this concentration is much less than the majority-carrier density in the base,
low-level injection conditions exist and the base minority-carrier lifetime remains con-
stant. However, when the minority-carrier density becomes comparable with the majority-
carrier density, the majority-carrier density must increase to maintain charge neutrality
in the base. This causes a decrease in B for two reasons. First, there is a decrease in
the effective lifetime of minority carriers in the base since there is an increased number
of majority carriers with which recombination can occur. Thus the base transport factor
given by (1.51a) decreases. Second, the increase in the majority-carrier density represents
an effective increase in base doping density. This causes a decrease in emitter injection
efficiency given by (1.515). Both these mechanisms are also present in npr transistors,
but occur at much higher current levels due to the higher doping density in the base of the
npn transistor.

T Minority-carrier
concentration

P n ?
Emitter Base Collector

Figure 2,34 Minority-carrier distribu-
tion in the base of a lateral pnp tran-

~ iy sistor in the forward-active region.
Emitter-base [E— Wp—) Collection-base  This distribution is that observed

depletion layer depletion layer  through section x-x' in Fig. 2.33b.
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The collector current at which these effects become significant can be calculated for
a lateral pnp transistor by equating the minority-carrier concentration given by (2.22) to
the equilibrium majority-carrier concentration. Thus

JpWp
qDp

where (2.1) has been substituted for n,,, and Np is the donor density in the pnp base (npn
collector). From (2.23), we can calculate the collector current for the onset of high-level
injection in a pnp transistor as

= n, =Np (2.23)

_ qANpD,
Wa

where A is the effective area of the emitter-base junction. Note that this current depends
directly on the base doping density in the transistor, and since this is quite low in a lateral
pnp transistor, the current density at which this fall-off begins is quite low.

Lateral pnp transistors are also widely used in shallow oxide-isolated bipolar IC tech-
nologies. The device structure used is essentially identical to that of Fig. 2.33, except that
the device area is orders of magnitude smaller and the junction isolation is replaced by
oxide isolation. Typical parameters for such a device are listed in Fig. 2.32. As in the case
of npn transistors, we see dramatic reductions in device transit time and parasitic capac-
itance compared to the high-voltage, thick-epi process. The value of 8 for such a device
typically peaks at a collector current of about 50 nA.

Ic (2.24)

EXAMPLE

Calculate the collector current at which the current gain begins to fall for the pnp structure
of Fig. 2.33a. The effective cross-sectional area A of the emitter is the sidewall area of the
emitter, which is the p-type diffusion depth multiplied by the periphery of the emitter
multiplied by 7/2,

A = 3 pm)(30 pm + 30 wm + 30 wm + 30 wm) (g) = 565 wm? = 5.6 X 107% cm?

The majority-carrier density is 10'> atoms/cm? for an epi-layer resistivity of 5 Q-cm. In
addition, we can assume Wz = 8 wm and D, =10 cm?/s. Substitution of this data in
(2.24) gives

1
8 x 1074
The typical lateral pnp structure of Fig. 2.33a shows a low-current beta of approximately
30 to 50, which begins to decrease at a collector current of a few tens of microamperes,
and has fallen to less than 10 at a collector current of 1 mA. A typical set of parameters
for a structure of this type is shown in Fig. 2.35. Note that in the lateral pnp transistor, the
substrate junction capacitance appears between the base and the substrate.

Ic =5.6X107°%x1.6x107 %10 x 10 A =112 pA

Substrate pnp Transistors. One reason for the poor high-current performance of the lateral
pnp is the relatively small effective cross-sectional area of the emitter, which results from
the lateral nature of the injection. A common application for a pnp transistor is in a Class-
B output stage where the device is called on to operate at collector currents in the 10-mA
range. A lateral pnp designed to do this would require a large amount of die area. In
this application, a different structure is usually used in which the substrate itself is used
as the collector instead of a diffused p-type region. Such a substrate pnp transistor in a
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Typical Value, Typical Value,
5-Q-cm,17-pmepi  1-Q-cm, 10-pm epi
Parameter  44-V Device 20-V Device
Br 50 20
Br 4 2
Va 50V 50V
N 5x107* 5x 1074
Is 2x1075A 2x 10715
Ico 107194 5% 107°A
BVego 60V 30V
BVcpo 0V 50V
BVepo Vv 50V
" 30 ns 20 ns
TR 3000 ns ‘ 2000 ns
Bo 50 20
ry 300 ) 150 €}
re 100 Q2 75 ()
Fox 10Q 108
Base-emitter Cjeo 0.3 pF 0.6 pF
junction Yoo 055V 06V
{ e 0.5 0.5
Base-collector [ Cppo 1 pF 2pF
junction { Yoe 055V o6V
He 0.5 0.5
Base-substrate | Cpso 3pF 3.5pF
junction { Yros 052V 058V
Hy 0.5 0.5

Figure 2.35 Typical parameters for lateral pnp transistors with 900 wm* emitter area in a high-
voltage, thick-epi process.

high-voltage, thick-epi process is shown in Fig. 2.36a. The p-type emitter diffusion for this
particular substrate pnp geometry is rectangular with a rectangular hole in the middle. In
this hole an n* region is formed with the npn emitter diffusion to provide a contact for
the n-type base. Because of the lightly doped base material, the series base resistance can
become quite large if the base contact is far removed from the active base region. In this
particular structure, the n* base contact diffusion is actually allowed to come in contact
with the p-type emitter diffusion, in order to get the low-resistance base contact diffusion
as close as possible to the active base. The only drawback of this, in a substrate pnp
structure, is that the emitter-base breakdown voltage is reduced to approximately 7 V. If
larger emitter-base breakdown is required, then the p-emitter diffusion must be separated
from the n™ base contact diffusion by a distance of about 10 pum to 15 wm. Many variations
exist on the substrate pnp geometry shown in Fig. 2.36a. They can also be realized in thin-
epi, oxide-isolated processes.

The minority-carrier flow in the forward-active region is illustrated in Fig. 2.36b. The
principal advantage of this device is that the current flow is vertical and the effective
cross-sectional area of the emitter is much larger than in the case of the lateral prnp for the
same overall device size. The device is restricted to use in emitter-follower configurations,
however, since the collector is electrically identical with the substrate that must be tied to
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Figure 2.36 (b) Minority-carrier flow in the substrate pnp transistor.
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the most negative circuit potential. Other than the better current-handling capability, the
properties of substrate pap transistors are similar to those for lateral pnp transistors since
the base width is similar in both cases. An important consideration in the design of sub-
strate pnp structures is that the collector current flows in the p-substrate region, which
usually has relatively high resistivity. Thus, unless care is taken to provide an adequate
low-resistance path for the collector current, a high series collector resistance can result.
This resistance can degrade device performance in two ways. First, large collector currents
in the pnp can cause enough voltage drop in the substrate region itself that other substrate-
epitaxial layer junctions within the circuit can become forward biased. This usually has a
catastrophic effect on circuit performance. Second, the effects of the collector-base junc-
tion capacitance on the pnp are multiplied by the Miller effect resulting from the large
series collector resistance, as described further in Chapter 7. To minimize these effects,
the collector contact is usually made by contacting the isolation diffusion immediately ad-
jacent to the substrate pnp itself with metallization. For high-current devices, this isolation
diffusion contact is made to surround the device to as great an extent as possible.

The properties of a typical substrate pnp transistor in a high-voltage, thick-epi process
are summarized in Fig. 2.37. The dependence of current gain on collector current for a
typical npn, lateral pnp, and substrate pnp transistor in a high-voltage, thick-epi process
are shown in Fig. 2.38. The low-current reduction in 8, which is apparent for all three

Typical Value, Typical Value,
5-Q-cm, 17-pmepi  1-O-cm, 10-pm epi
44-V Device 20-V Device
5100 p.m? 5100 pm?
Parameter Emitter Arca Emitter Area

Br 50 30

Br 4 2

Va S0V 30V

M 5% 104 9x 1074

I 10714 A 10714 A

Ico 2x10710A 2x1071°A

BV¢go 60V 30V

BV po WY 50V

BVego TVor90V TVord0V

" 20 ns 14 ns

TR 2000 ns 1000 ns

Bo 50 30

rp 150 Q) 500

re 500 50 Q

Fox 28 20
Base-emitter Cie0 0.5 pF 1pF
junction Yoe 055V 058V

n, 0.5 0.5
Base-collector Cuo 2 pF 3pF
junction Yoc 052V 058V

ne 0.5 0.5

Figure 2.37 Typical device parameters for a substrate pnp with 5100 pm? emitter area in a high-

voltage, thick-epi process.
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devices, is due to recombination in the base-emitter depletion region, described in Section
1.3.5.

2.6 Passive Components in Bipolar Integrated Circuits

In this section, we describe the structures available to the integrated-circuit designer for re-
alization of resistance and capacitance. Resistor structures include base-diffused, emitter-
diffused, ion-implanted, pinch, epitaxial, and pinched epitaxial resistors. Other resistor
technologies, such as thin-film resistors, are considered in Section 2.7.3. Capacitance
structures include MOS and junction capacitors. Inductors with values larger than a few
nanohenries have not proven to be feasible in monolithic technology. However, such small
inductors are useful in very-high-frequency integrated circuits.!4 1516

2.6.1 Diffused Resistors

In an earlier section of this chapter, the sheet resistance of a diffused layer was calcu-
lated. Integrated-circuit resistors are generally fabricated using one of the diffused or
ion-implanted layers formed during the fabrication process, or in some cases a combi-
nation of two layers. The layers available for use as resistors include the base, the emitter,
the epitaxial layer, the buried layer, the active-base region layer of a transistor, and the
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Figure 2.39 Base-diffused resistor structure.

epitaxial layer pinched between the base diffusion and the p-type substrate. The choice of
layer generally depends on the value, tolerance, and temperature coefficient of the resistor
required.

Base and Emitter Diffused Resistors. The structure of a typical base-diffused resistor in
a high-voltage process is shown in Fig. 2.39. The resistor is formed from the p-type base
diffusion for the npn transistors and is situated in a separate isolation region. The epitaxial
region into which the resistor structure is diffused must be biased in such a way that the pn
junction between the resistor and the epi layer is always reverse biased. For this reason, a
contact is made to the n-type epi region as shown in Fig. 2.39, and it is connected either to
that end of the resistor that is most positive or to a potential that is more positive than either
end of the resistor. The junction between these two regions contributes a parasitic capac-
itance between the resistor and the epi layer, and this capacitance is distributed along the
length of the resistor. For most applications, this parasitic capacitance can be adequately
modeled by separating it into two lumped portions and placing one lump at each end of
the resistor as illustrated in Fig. 2.40.
The resistance of the structure shown in Fig. 2.39 is given by (2.10) as
R = %RD

where L is the resistor length and W is the width. The base sheet resistance R lies in the
range 100 to 200 }/[], and thus resistances in the range 50 €} to 50 k(} are practical using
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region Figure 2.40 Lumped model for the base-diffused
contact resistor.

the base diffusion. The resistance contributed by the clubheads at each end of the resistor
can be significant, particularly for small values of L/W. The clubheads are required to
allow space for ohmic contact to be made at the ends of the resistor.

Since minimization of die area is an important objective, the width of the resistor is
kept as small as possible, the minimum practical width being limited to about 1 wm by
photolithographic considerations. Both the tolerance on the resistor value and the precision
with which two identical resistors can be matched can be improved by the use of wider
geometries. However, for a given base sheet resistance and a given resistor value, the area
occupied by the resistor increases as the square of its width. This can be seen from (2.10)
since the ratio L/W is constant.

In shallow ion-implanted processes, the ion-implanted base can be used in the same
way to form a resistor.

EXAMPLE

Calculate the resistance and parasitic capacitance of the base-diffused resistor structure
shown in Fig. 2.39 for a base sheet resistance of 100 /[, and an epi resistivity of
2.5 {)-cm. Neglect end effects. The resistance is simply

100 pm

R = IOOQ/D(IOHm

)=lkﬂ

The capacitance is the total area of the resistor multiplied by the capamtance per unit area.
The area of the resistor body is

= (10 wm)(100 pm) = 1000 pwm?
The area of the clubheads is
A; = 230 pm X 30 pm) = 1800 um?
The total zero-bias capacitance is, from Fig. 2.29,
= (10™* pF/um?)(2800 wm?) = 0.28 pF

As a first-order approximation, this capacitance can be divided into two parts, one placed
at cach end. Note that this capacitance will vary depending on the voltage at the clubhead
with respect to the epitaxial pocket.

Emitter-diffused resistors are fabricated using geometries similar to the base resistor,
but the emitter diffusion is used to form the actual resistor. Since the sheet resistance of
this diffusion is in the 2 to 10 {}/[ range, these resistors can be used to advantage where
very low resistance values are required. In fact, they are widely used simply to provide a
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Figure 2.41 Pinch resistor structure.

crossunder beneath an aluminum metallization interconnection. The parasitic capacitance
can be calculated in a way similar to that for the base diffusion. However, these resistors
have different temperature dependence from base-diffused resistors and the two types do
not track with temperature.

Base Pinch Resistors. A third layer available for use as a resistor is the layer that forms the
active base region in the npn transistor. This layer is pinched between the n* emitter and
the n-type collector regions, giving rise to the term pinch resistor. The layer can be elec-
trically isolated by reverse biasing the emitter-base and collector-base junctions, which is
usually accomplished by connecting the r-type regions to the most positive end of the re-
sistor. The structure of a typical pinch resistor is shown in Fig. 2.41; the n™ diffusion over-
laps the p-diffusion so that the n* region is electrically connected to the n-type epi region.
The sheet resistance is in the 5 kQ/] to 15 k{)/[J range. As a result, this resistor allows
the fabrication of large values of resistance. Unfortunately, the sheet resistance undergoes
the same process-related variations as does the Qp of the transistor, which is approxi-
mately =50 percent. Also, because the material making up the resistor itself is relatively
lightly doped, the resistance displays a relatively large variation with temperature. An-
other significant drawback is that the maximum voltage that can be applied across the
resistor is limited to around 6 V because of the breakdown voltage between the emitter-
diffused top layer and the base diffusion. Nonetheless, this type of resistor has found
wide application where the large tolerance and low breakdown voltage are not significant
drawbacks.
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2.6.2 Epitaxial and Epitaxial Pinch Resistors

The limitation of the pinch resistor to low operating voltages disallows its use in circuits
where a small bias current is to be derived directly from a power-supply voltage of more
than about 7 V using a large-value resistor. The epitaxial layer itself has a sheet resistance
much larger than the base diffusion, and the epi layer is often used as a resistor for this
application. For example, the sheet resistance of a 17-pm thick, 5-{)-cm epi layer can be
calculated from (2.11) as

Pepi 5Q-cm
T (17 pm) X (10~% cm/pm)

Large values of resistance can be realized in a small area using structures of the type shown
in Fig. 2.42. Again, because of the light doping in the resistor body, these resistors display
a rather large temperature coefficient. A still larger sheet resistance can be obtained by
putting a p-type base diffusion over the top of an epitaxial resistor, as shown in Fig. 2.42.
The depth of the p-type base and the thickness of the depletion region between the p-type

Ro = = 2.9kQ/] (2.25)

R
epi resistor
(no top p*
diffusion)
R
R

Substrate

epi-FET with top plate
(two aiternate symbols)

! R ’ LIL} l R ‘
— —T1

| —

| L i |%|

1 = L] |

| 0 I

Resistor Optional p cap Resistor

contact contact

<.

LleoC pype'substrate Ll L il

Figure 2.42 Epitaxial resistor structure. The p-cap diffusion is optional and forms an epitaxial
pinch resistor.
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Sheet p Absolute Matching
Resistor Type /0 Tolerance (%)  Tolerance (%) Temperature Coefficient
Base diffused 100 to 200 +20 +2(5 pm wide) (+1500 to +2000) ppm/°C
+0.2(50 pm wide)
Emitter diffused  2to 10 +20 *2 +600 ppm/°C
Ion implanted 100 to 1000 =3 +1(5 pm wide) Controllable
+0.1(50 pm wide)  to =100ppm/°C
Base pinch 2k to 10k +50 +10 +2500 ppm/°C
Epitaxial 2k to S5k +30 +5 +3000 ppm/°C
Epitaxial pinch 4k to 10k +50 = +3000 ppm/°C
Thin film 0.1k to 2k *5tw =20 +02t0x2 (%10 to =200) ppm/°C

Figure 2.43 Summary of resistor properties for different types of IC resistors.

base and the n-type epi together reduce the thickness of the resistor, increasing its sheet
resistance. Such a structure actually behaves as a junction FET, in which the p-type gate
is tied to the substrate.!”

The properties of the various diffused and pinch-resistor structures are summarized in
Fig. 2.43.

2.6.3 Integrated-Circuit Capacitors

Early analog integrated circuits were designed on the assumption that capacitors of usable
value were impractical to integrate on the chip because they would take too much area,
and external capacitors were used where required. Monolithic capacitors of value larger
than a few tens of picofarads are still expensive in terms of die area. As a result, design ap-
proaches have evolved for monolithic circuits that allow small values of capacitance to be
used to perform functions that previously required large capacitance values. The compen-
sation of operational amplifiers is perhaps the best example of this result, and monolithic
capacitors are now widely used in all types of analog integrated circuits. These capacitors
fall into two categories. First, pn junctions under reverse bias inherently display depletion
capacitance, and in certain circumstances this capacitance can be effectively utilized. The
drawbacks of junction capacitance are that the junction must always be kept reverse bi-
ased, that the capacitance varies with reverse voltage, and that the breakdown voltage is
only about 7 V for the emitter-base junction. For the collector-base junction, the breakdown
voltage is higher, but the capacitance per unit area is quite low.

By far the most commonly used monolithic capacitor in bipolar technology is the MOS
capacitor structure shown in Fig. 2.44. In the fabrication sequence, an additional mask
step is inserted to define a region over an emitter diffusion on which a thin layer of silicon
dioxide is grown. Aluminum metallization is then placed over this thin oxide, producing
a capacitor between the aluminum and the emitter diffusion, which has a capacitance of
0.3 fF/wm? to 0.5 fF/um? and a breakdown voltage of 60 V to 100 V. This capacitor is
extremely linear and has a low temperature coefficient. A sizable parasitic capacitance
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Ciso is present between the n-type bottom plate and the substrate because of the deple-

tion capacitance of the epi-substrate junction, but this parasitic is unimportant in many
applications,

2.6.4 Zener Diodes

As described in Chapter 1, the emitter-base junction of the npn transistor structure displays
a reverse breakdown voltage of between 6 V and 8 V, depending on processing details,
When the total supply voltage is more than this value, the reverse-biased, emitter-base
junction is useful as a voltage reference for the stabilization of bias reference circuits,
and for such functions as level shifting. The reverse bias I-V characteristic of a typical
emitter-base junction is illustrated in Fig, 2.454.

An important aspect of the behavior of this device is the temperature sensitivity of the
breakdown voltage. The actual breakdown mechanism is dominated by quantum mechan-
ical tunneling through the depletion layer when the breakdown voltage is below about 6 V;
it is dominated by avalanche multiplication in the depletion layer at the larger breakdown
voltages. Because these two mechanisms have opposite temperature coefficients of break-
down voltage, the actually observed breakdown voltage has a temperature coeff<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>