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Preface

Seven years have passed since the publication of the previous edition of this book.
During that time, sensor technologies have made a remarkable leap forward. The
sensitivity of the sensors became higher, the dimensions became smaller, the selec-
tivity became better, and the prices became lower. What have not changed are the
fundamental principles of the sensor design. They are still governed by the laws of
Nature. Arguably one of the greatest geniuses who ever lived, Leonardo Da Vinci,
had his own peculiar way of praying. He was saying, “Oh Lord, thanks for Thou do
not violate your own laws.” It is comforting indeed that the laws of Nature do not
change as time goes by; it is just our appreciation of them that is being refined. Thus,
this new edition examines the same good old laws of Nature that are employed in
the designs of various sensors. This has not changed much since the previous edition.
Yet, the sections that describe the practical designs are revised substantially. Recent
ideas and developments have been added, and less important and nonessential designs
were dropped. Probably the most dramatic recent progress in the sensor technologies
relates to wide use of MEMS and MEOMS (micro-electro-mechanical systems and
micro-electro-opto-mechanical systems). These are examined in this new edition with
greater detail.

This book is about devices commonly called sensors. The invention of a mi-
croprocessor has brought highly sophisticated instruments into our everyday lives.
Numerous computerized appliances, of which microprocessors are integral parts,
wash clothes and prepare coffee, play music, guard homes, and control room tem-
perature. Microprocessors are digital devices that manipulate binary codes generally
represented by electric signals. Yet, we live in an analog world where these devices
function among objects that are mostly not digital. Moreover, this world is generally
not electrical (apart from the atomic level). Digital systems, however complex and
intelligent they might be, must receive information from the outside world. Sensors
are interface devices between various physical values and electronic circuits who
“understand” only a language of moving electrical charges. In other words, sensors
are the eyes, ears, and noses of silicon chips. Sensors have become part of everyone’s
life. In the United States alone, they comprise a $12 billion industry.



VIII Preface

In the course of my engineering work, I often felt a strong need for a book that
would combine practical information on diversified subjects related to the most impor-
tant physical principles, design, and use of various sensors. Surely, I could find almost
all T had to know in texts on physics, electronics, technical magazines, and manufac-
turers’ catalogs. However, the information is scattered over many publications, and
almost every question I was pondering required substantial research work and nu-
merous trips to the library. Little by little,  have been gathering practical information
on everything that in any way was related to various sensors and their applications
to scientific and engineering measurements. Soon, I realized that the information I
collected might be quite useful to more than one person. This idea prompted me to
write this book.

In setting my criteria for selecting various sensors for this edition, I attempted to
keep the scope of this book as broad as possible, opting for brief descriptions of many
different designs (without being trivial, I hope) rather than fewer treated in greater
depth. This volume attempts (immodestly perhaps) to cover a very broad range of
sensors and detectors. Many of them are well known, but describing them is still
useful for students and those who look for a convenient reference. It is the author’s
intention to present a comprehensive and up-to-date account of the theory (physical
principles), design, and practical implementations of various (especially the newest)
sensors for scientific, industrial, and consumer applications. The topics included in
the book reflect the author’s own preferences and interpretations. Some may find a
description of a particular sensor either too detailed or too broad or, contrary, too
brief. In most cases, the author tried to make an attempt to strike a balance between
a detailed description and a simplicity of coverage.

This volume covers many modern sensors and detectors. It is clear that one book
cannot embrace the whole variety of sensors and their applications, even if it is called
something like The Encyclopedia of Sensors. This is a different book, and the au-
thor’s task was much less ambitious. Here, an attempt has been made to generate a
reference text that could be used by students, researchers interested in modern instru-
mentation (applied physicists and engineers), sensor designers, application engineers,
and technicians whose job is to understand, select, and/or design sensors for practical
systems.

The previous editions of this book have been used quite extensively as desktop
references and textbooks for the related college courses. Comments and suggestions
from the sensor designers, professors, and students prompted me to implement several
changes and correct errors.

Jacob Fraden
San Diego, California
November 2003
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1

Data Acquisition

“It’s as large as life, and twice as natural”

—Lewis Carroll, “Through the Looking Glass”

1.1 Sensors, Signals, and Systems

A sensor is often defined as a device that receives and responds to a signal or stimulus.
This definition is broad. In fact, it is so broad that it covers almost everything from
a human eye to a trigger in a pistol. Consider the level-control system shown in Fig.
1.1 [1]. The operator adjusts the level of fluid in the tank by manipulating its valve.
Variations in the inlet flow rate, temperature changes (these would alter the fluid’s
viscosity and, consequently, the flow rate through the valve), and similar disturbances
must be compensated for by the operator. Without control, the tank is likely to flood, or
run dry. To act appropriately, the operator must obtain information about the level of
fluid in the tank on a timely basis. In this example, the information is perceived by the
sensor, which consists of two main parts: the sight tube on the tank and the operator’s
eye, which generates an electric response in the optic nerve. The sight tube by itself is
not a sensor, and in this particular control system, the eye is not a sensor either. Only
the combination of these two components makes a narrow-purpose sensor (detector),
which is selectively sensitive to the fluid level. If a sight tube is designed properly,
it will very quickly reflect variations in the level, and it is said that the sensor has a
fast speed response. If the internal diameter of the tube is too small for a given fluid
viscosity, the level in the tube may lag behind the level in the tank. Then, we have to
consider a phase characteristic of such a sensor. In some cases, the lag may be quite
acceptable, whereas in other cases, a better sight tube design would be required. Hence,
the sensor’s performance must be assessed only as a part of a data acquisition system.

This world is divided into natural and man-made objects. The natural sensors,
like those found in living organisms, usually respond with signals, having an electro-
chemical character; that is, their physical nature is based on ion transport, like in the
nerve fibers (such as an optic nerve in the fluid tank operator). In man-made devices,
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Valve

Fig. 1.1. Level-control system. A sight tube and operator’s eye form a sensor (a device which
converts information into electrical signal).

information is also transmitted and processed in electrical form—however, through
the transport of electrons. Sensors that are used in artificial systems must speak the
same language as the devices with which they are interfaced. This language is electri-
cal in its nature and a man-made sensor should be capable of responding with signals
where information is carried by displacement of electrons, rather than ions.! Thus,
it should be possible to connect a sensor to an electronic system through electrical
wires, rather than through an electrochemical solution or a nerve fiber. Hence, in this
book, we use a somewhat narrower definition of sensors, which may be phrased as

A sensor is a device that receives a stimulus and responds with an
electrical signal.

The term stimulus is used throughout this book and needs to be clearly understood.
The stimulus is the quantity, property, or condition that is sensed and converted into
electrical signal. Some texts (for instance, Ref. [2]) use a different term, measurand,
which has the same meaning, however with the stress on quantitative characteristic
of sensing.

The purpose of a sensor is to respond to some kind of an input physical property
(stimulus) and to convert itinto an electrical signal which is compatible with electronic
circuits. We may say that a sensor is a translator of a generally nonelectrical value
into an electrical value. When we say ‘“electrical,” we mean a signal which can be
channeled, amplified, and modified by electronic devices. The sensor’s output signal
may be in the form of voltage, current, or charge. These may be further described
in terms of amplitude, frequency, phase, or digital code. This set of characteristics is
called the output signal format. Therefore, a sensor has input properties (of any kind)
and electrical output properties.

I There is a very exciting field of the optical computing and communications where informa-
tion is processed by a transport of photons. That field is beyond the scope of this book.
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sensor

. electric
€y : es €3 direct signal
— A transducer 1 | transducer 2 - —————
stimulus sensor

Fig. 1.2. A sensor may incorporate several transducers. e, ey, and so on are various types of
energy. Note that the last part is a direct sensor.

Any sensor is an energy converter. No matter what you try to measure, you al-
ways deal with energy transfer from the object of measurement to the sensor. The
process of sensing is a particular case of information transfer, and any transmission of
information requires transmission of energy. Of course, one should not be confused
by an obvious fact that transmission of energy can flow both ways—it may be with
a positive sign as well as with a negative sign; that is, energy can flow either from
an object to the sensor or from the sensor to the object. A special case is when the
energy is zero, and it also carries information about existence of that particular case.
For example, a thermopile infrared radiation sensor will produce a positive voltage
when the object is warmer than the sensor (infrared flux is flowing to the sensor) or
the voltage is negative when the object is cooler than the sensor (infrared flux flows
from the sensor to the object). When both the sensor and the object are at the same
temperature, the flux is zero and the output voltage is zero. This carries a message
that the temperatures are the same.

The term sensor should be distinguished from transducer. The latter is a converter
of one type of energy into another, whereas the former converts any type of energy into
electrical. An example of a transducer is a loudspeaker which converts an electrical
signal into a variable magnetic field and, subsequently, into acoustic waves.> This is
nothing to do with perception or sensing. Transducers may be used as actuators in
various systems. An actuator may be described as opposite to a sensor—it converts
electrical signal into generally nonelectrical energy. For example, an electric motor
is an actuator—it converts electric energy into mechanical action.

Transducers may be parts of complex sensors (Fig. 1.2). For example, a chemical
sensor may have a part which converts the energy of a chemical reaction into heat
(transducer) and another part, a thermopile, which converts heat into an electrical sig-
nal. The combination of the two makes a chemical sensor—a device which produces
an electrical signal in response to a chemical reaction. Note that in the above example,
a chemical sensor is a complex sensor; it is comprised of a transducer and another
sensor (heat). This suggests that many sensors incorporate at least one direct-type
sensor and a number of transducers. The direct sensors are those that employ such
physical effects that make a direct energy conversion into electrical signal genera-
tion or modification. Examples of such physical effects are photoeffect and Seebeck
effect. These will be described in Chapter 3.

2tis interesting to note that a loudspeaker, when connected to an input of an amplifier, may
function as a microphone. In that case, it becomes an acoustical sensor.
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In summary, there are two types of sensors: direct and complex. A direct sensor
converts a stimulus into an electrical signal or modifies an electrical signal by using
an appropriate physical effect, whereas a complex sensor in addition needs one or
more transducers of energy before a direct sensor can be employed to generate an
electrical output.

A sensor does not function by itself; it is always a part of a larger system that
may incorporate many other detectors, signal conditioners, signal processors, memory
devices, data recorders, and actuators. The sensor’s place in a device is either intrinsic
or extrinsic. It may be positioned at the input of a device to perceive the outside effects
and to signal the system about variations in the outside stimuli. Also, it may be an
internal part of a device that monitors the devices’ own state to cause the appropriate
performance. A sensor is always a part of some kind of a data acquisition system.
Often, such a system may be a part of a larger control system that includes various
feedback mechanisms.

To illustrate the place of sensors in a larger system, Fig. 1.3 shows a block diagram
of a data acquisition and control device. An object can be anything: a car, space ship,
animal or human, liquid, or gas. Any material object may become a subject of some
kind of a measurement. Data are collected from an object by a number of sensors.
Some of them (2, 3, and 4) are positioned directly on or inside the object. Sensor 1
perceives the object without a physical contact and, therefore, is called a noncontact
sensor. Examples of such a sensor is a radiation detector and a TV camera. Even if

Data Acquisition System

A
r ™
Peripheral
Sensor .
Object Device
Interface |—
5 .
3 AD |
a
Interface [— = Computer
=
Sensor
tati (s)
Excitation

Circuit

Actuator

Fig. 1.3. Positions of sensors in a data acquisition system. Sensor 1 is noncontact, sensors 2
and 3 are passive, sensor 4 is active, and sensor 5 is internal to a data acquisition system.
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we say ‘“‘noncontact”, we remember that energy transfer always occurs between any
sensor and an object.

Sensor 5 serves a different purpose. It monitors internal conditions of a data
acquisition system itself. Some sensors (1 and 3) cannot be directly connected to
standard electronic circuits because of inappropriate output signal formats. They re-
quire the use of interface devices (signal conditioners). Sensors 1, 2, 3, and 5 are
passive. They generate electric signals without energy consumption from the elec-
tronic circuits. Sensor 4 is active. It requires an operating signal, which is provided
by an excitation circuit. This signal is modified by the sensor in accordance with the
converted information. An example of an active sensor is a thermistor, which is a
temperature-sensitive resistor. It may operate with a constant-current source, which
is an excitation circuit. Depending on the complexity of the system, the total number
of sensors may vary from as little as one (a home thermostat) to many thousands (a
space shuttle).

Electrical signals from the sensors are fed into a multiplexer (MUX), which is a
switch or a gate. Its function is to connect sensors one at a time to an analog-to-digital
(A/D) converter if a sensor produces an analog signal, or directly to a computer if
a sensor produces signals in a digital format. The computer controls a multiplexer
and an A/D converter for the appropriate timing. Also, it may send control signals to
the actuator, which acts on the object. Examples of actuators are an electric motor, a
solenoid, arelay, and a pneumatic valve. The system contains some peripheral devices
(for instance, a data recorder, a display, an alarm, etc.) and a number of components,
which are not shown in the block diagram. These may be filters, sample-and-hold
circuits, amplifiers, and so forth.

To illustrate how such a system works, let us consider a simple car-door monitoring
arrangement. Every door in a car is supplied with a sensor which detects the door
position (open or closed). In most cars, the sensor is a simple electric switch. Signals
from all door sensors go to the car’s internal microprocessor (no need for an A/D
converter as all door signals are in a digital format: ones or zeros). The microprocessor
identifies which door is open and sends an indicating signal to the peripheral devices (a
dashboard display and an audible alarm). A car driver (the actuator) gets the message
and acts on the object (closes the door).

An example of a more complex device is an anesthetic vapor delivery system.
It is intended for controlling the level of anesthetic drugs delivered to a patient by
means of inhalation during surgical procedures. The system employs several active
and passive sensors. The vapor concentration of anesthetic agents (such as halothane,
isoflurane, or enflurane) is selectively monitored by an active piezoelectric sensor,
installed into a ventilation tube. Molecules of anesthetic vapors add mass to the
oscillating crystal in the sensor and change its natural frequency, which is a measure
of vapor concentration. Several other sensors monitor the concentration of CO;, to
distinguish exhale from inhale, and temperature and pressure, to compensate for
additional variables. All of these data are multiplexed, digitized, and fed into the
microprocessor, which calculates the actual vapor concentration. An anesthesiologist
presets a desired delivery level and the processor adjusts the actuator (the valves) to
maintain anesthetics at the correct concentration.
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Fig. 1.4. Multiple sensors, actuators, and warning signals are parts of the Advanced Safety
Vehicle. (Courtesy of Nissan Motor Company.)

Another example of a complex combination of various sensors, actuators, and
indicating signals is shown in Fig. 1.4. It is an Advanced Safety Vehicle (ASV) that is
being developed by Nissan. The system is aimed at increasing safety of a car. Among
many others, it includes a drowsiness warning system and drowsiness relieving sys-
tem. This may include the eyeball movement sensor and the driver head inclination
detector. The microwave, ultrasonic, and infrared range measuring sensors are incor-
porated into the emergency braking advanced advisory system to illuminate the break
lamps even before the driver brakes hard in an emergency, thus advising the driver
of a following vehicle to take evasive action. The obstacle warning system includes
both the radar and infrared (IR) detectors. The adaptive cruise control system works
if the driver approaches too closely to a preceding vehicle: The speed is automatically
reduced to maintain a suitable safety distance. The pedestrian monitoring system de-
tects and alerts the driver to the presence of pedestrians at night as well as in vehicle
blind spots. The lane control system helps in the event that the system detects and de-
termines that incipient lane deviation is not the driver’s intention. It issues a warning
and automatically steers the vehicle, if necessary, to prevent it from leaving its lane.

In the following chapters, we concentrate on methods of sensing, physical princi-
ples of sensors operations, practical designs, and interface electronic circuits. Other
essential parts of the control and monitoring systems, such as actuators, displays,
data recorders, data transmitters, and others, are beyond the scope of this book and
mentioned only briefly.

Generally, the sensor’s input signals (stimuli) may have almost any conceivable
physical or chemical nature (e.g., light flux, temperature, pressure, vibration, dis-
placement, position, velocity, ion concentration, ...). The sensor’s design may be
of a general purpose. A special packaging and housing should be built to adapt it
for a particular application. For instance, a micromachined piezoresistive pressure
sensor may be housed into a watertight enclosure for the invasive measurement of
aortic blood pressure through a catheter. The same sensor will be given an entirely
different enclosure when it is intended for measuring blood pressure by a noninvasive
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oscillometric method with an inflatable cuff. Some sensors are specifically designed
to be very selective in a particular range of input stimulus and be quite immune to
signals outside of the desirable limits. For instance, a motion detector for a security
system should be sensitive to movement of humans and not responsive to movement
of smaller animals, like dogs and cats.

1.2 Sensor Classification

Sensor classification schemes range from very simple to the complex. Depending on
the classification purpose, different classification criteria may be selected. Here, we
offer several practical ways to look at the sensors.

All sensors may be of two kinds: passive and active. A passive sensor does
not need any additional energy source and directly generates an electric signal in
response to an external stimulus; that is, the input stimulus energy is converted by the
sensor into the output signal. The examples are a thermocouple, a photodiode, and a
piezoelectric sensor. Most of passive sensors are direct sensors as we defined them
earlier. The active sensors require external power for their operation, which is called an
excitation signal. That signal is modified by the sensor to produce the output signal.
The active sensors sometimes are called parametric because their own properties
change in response to an external effect and these properties can be subsequently
converted into electric signals. It can be stated that a sensor’s parameter modulates
the excitation signal and that modulation carries information of the measured value.
For example, a thermistor is a temperature-sensitive resistor. It does not generate any
electric signal, but by passing an electric current through it (excitation signal), its
resistance can be measured by detecting variations in current and/or voltage across
the thermistor. These variations (presented in ohms) directly relate to ttemperature
through a known function. Another example of an active sensor is a resistive strain
gauge in which electrical resistance relates to a strain. To measure the resistance of a
sensor, electric current must be applied to it from an external power source.

Depending on the selected reference, sensors can be classified into absolute and
relative. An absolute sensor detects a stimulus in reference to an absolute physical
scale that is independent on the measurement conditions, whereas a relative sensor
produces a signal that relates to some special case. An example of an absolute sensor is
athermistor: a temperature-sensitive resistor. Its electrical resistance directly relates to
the absolute temperature scale of Kelvin. Another very popular temperature sensor—a
thermocouple—is a relative sensor. It produces an electric voltage that is function of
a temperature gradient across the thermocouple wires. Thus, a thermocouple output
signal cannot be related to any particular temperature without referencing to a known
baseline. Another example of the absolute and relative sensors is a pressure sensor.
An absolute-pressure sensor produces signal in reference to vacuum—an absolute
zero on a pressure scale. A relative-pressure sensor produces signal with respect to a
selected baseline that is not zero pressure (e.g., to the atmospheric pressure).

Another way to look at a sensor is to consider all of its properties, such as what
it measures (stimulus), what its specifications are, what physical phenomenon it is
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sensitive to, what conversion mechanism is employed, what material it is fabricated
from, and what its field of application is. Tables 1.1-1.6, adapted from Ref. [3],
represent such a classification scheme, which is pretty much broad and representative.
If we take for the illustration a surface acoustic-wave oscillator accelerometer, the

table entries might be as follows:

Stimulus: Acceleration

Specifications: Sensitivity in frequency shift per gram of acceleration,
short- and long-term stability in Hz per unit time, etc.

Detection means: Mechanical

Conversion phenomenon:  FElastoelectric

Material: Inorganic insulator

Field: Automotive, marine, space, and scientific measurement

Table 1.1. Specifications

Sensitivity

Stability (short and long term)
Accuracy

Speed of response

Overload characteristics
Hysteresis

Operating life

Cost, size, weight

Stimulus range (span)
Resolution

Selectivity
Environmental conditions
Linearity

Dead band

Output format

Other

Table 1.2. Sensor Material

Inorganic Organic
Conductor Insulator
Semiconductor Liquid, gas, or plasma

Biological substance

Other

Table 1.3. Detection Means Used in Sensors

Biological
Chemical

Electric, magnetic, or electromagnetic wave

Heat, temperature

Mechanical displacement or wave

Radioactivity, radiation

Other
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Table 1.4. Conversion Phenomena

Physical Chemical
Thermoelectric Chemical transformation
Photoelectric Physical transformation
Photomagnetic Electrochemical process
Magnetoelectric Spectroscopy
Electromagnetic Other
Thermoelastic Biological
Electroelastic Biochemical transformation
Thermomagnetic Physical transformation
Thermooptic Effect on test organism
Photoelastic Spectroscopy
Other Other

Table 1.5. Field of Applications

Agriculture Automotive

Civil engineering, construction Domestic, appliances

Distribution, commerce, finance Environment, meteorology, security
Energy, power Information, telecommunication
Health, medicine Marine

Manufacturing Recreation, toys

Military Space

Scientific measurement Other

Transportation (excluding automotive)

1.3 Units of Measurements

In this book, we use base units which have been established in The 14th General
Conference on Weights and Measures (1971). The base measurement system is known
as SI which stands for French “Le Systéme International d’Unités” (Table 1.7) [4].
All other physical quantities are derivatives of these base units. Some of them are
listed in Table A.3.

Often, it is not convenient to use base or derivative units directly; in practice,
quantities may be either too large or too small. For convenience in the engineering
work, multiples and submultiples of the units are generally employed. They can be
obtained by multiplying a unit by a factor from Table A.2. When pronounced, in all
cases the first syllable is accented. For example, 1 ampere (A) may be multiplied by
factor of 103 to obtain a smaller unit: 1 milliampere (mA), which is one-thousandth
of an ampere.

Sometimes, two other systems of units are used. They are the Gaussian System
and the British System, which in the United States its modification is called the U.S.
Customary System. The United States is the only developed country in which SI
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Table 1.6. Stimulus

Acoustic
Wave amplitude, phase, polarization
Spectrum
Wave velocity
Other
Biological
Biomass (types, concentration, states)
Other
Chemical
Components (identities, concentration, states)
Other
Electric
Charge, current
Potential, voltage
Electric field (amplitude, phase,
polarization, spectrum)
Conductivity
Permitivity
Other
Magnetic
Magpnetic field (amplitude, phase,
polarization, spectrum)
Magnetic flux
Permeability
Other
Optical

Wave amplitude, phase, polarization, spectrum

Wave velocity
Refractive index
Emissivity

reflectivity, absorption
Other

Mechanical
Position (linear, angular)
Acceleration
Force
Stress, pressure
Strain
Mass, density
Moment, torque
Speed of flow,rate of mass transport
Shape, roughness, orientation
Stiftness, compliance
Viscosity
Crystallinity, structural integrity
Other
Radiation
Type
Energy
Intensity
Other

Thermal

Temperature

Flux

Specific heat
Thermal conductivity
Other

still is not in common use. However, with the end of communism and the increase
of world integration, international cooperation gains strong momentum. Hence, it is
unavoidable that the United States will convert to SI® in the future, although maybe
not in our lifetime. Still, in this book, we will generally use SI; however, for the
convenience of the reader, the U.S. customary system units will be used in places
where U.S. manufacturers employ them for sensor specifications. For the conversion
to SI from other systems,4 the reader may use Tables A.4. To make a conversion, a

3 SIis often called the modernized metric system.

4 Nomenclature, abbreviations, and spelling in the conversion tables are in accordance with
“Standard practice for use of the International System of units (SI) (the Modernized Metric
System)”. Standard E380-91a. ©1991 ASTM, West Conshocken, PA.
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Table 1.7. SI Basic Units

Quantity Name Symbol Defined by (Year Established)

Length Meter m The length of the path traveled by light
in vacuum in 1/299,792,458 of a
second. (1983)
Mass Kilogram kg After a platinum—iridium prototype (1889)
Time Second S The duration of 9,192,631,770 periods of
the radiation corresponding to the
transition between the two hyperfine levels
of the ground state of the cesium-133
atom (1967)
Electric current Ampere A Force equal to 2 x 107 Nm of length
exerted on two parallel conductors in
vacuum when they carry the current (1946)

Thermodynamic Kelvin K The fraction 1/273.16 of the thermodynamic
temperature temperature of the triple point of water
length(1967)
Amount of substance Mole mol The amount of substance which contains as

many elementary entities as there are
atoms in 0.012 kg of carbon 12 (1971)

Luminous intensity Candela cd Intensity in the perpendicular direction of a
surface of 1/600,000 m2 of a blackbody at
temperature of freezing Pt under pressure
of 101,325 Nm? (1967)

Plane angle Radian rad (Supplemental unit)

Solid angle Steradian ST (Supplemental unit)

non-SI value should be multiplied by a number given in the table. For instance, to
convert an acceleration of 55 ft/s” to SI, it must to be multiplied by 0.3048:

55ft/s* x 0.3048 = 16.764 m/s’

Similarly, to convert an electric charge of 1.7 faraday, it must be multiplied by
9.65 x 107
1.7 faraday x 9.65 x 10" = 1.64 x 10*°C

The reader should consider the correct terminology of the physical and technical
terms. For example, in the United States and many other countries, the electric po-
tential difference is called “voltage,” whereas in other countries, “electric tension” or
simply “tension” is in common use. In this book, we use terminology that is traditional
in the United States.

References

1. Thompson, S. Control Systems: Engineering & Design. Longman Scientific &
Technical, Essex, UK, 1989.



12 Data Acquisition

2. Norton, H. N. Handbook of Transducers. Prentice-Hall, Englewood Cliffs, NJ,
1989.

3. White, R. W. A sensor classification scheme. In: Microsensors. IEEE Press, New
York, 1991, pp. 3-5.

4. The International System of Units (SI). B.N. Taylor, ed., NIST Special Publication
330, 2001.



2

Sensor Characteristics

“O, what men dare do! What men may do!
What men daily do, not knowing what they do.”

—Shakespeare, “Much Ado About Nothing”

From the input to the output, a sensor may have several conversion steps before it
produces an electrical signal. For instance, pressure inflicted on the fiber-optic sensor
first results in strain in the fiber, which, in turn, causes deflection in its refractive index,
which, in turn, results in an overall change in optical transmission and modulation of
photon density. Finally, photon flux is detected and converted into electric current. In
this chapter, we discuss the overall sensor characteristics, regardless of its physical
nature or steps required to make a conversion. We regard a sensor as a “black box”
where we are concerned only with relationships between its output signal and input
stimulus.

2.1 Transfer Function

Anideal or theoretical output—stimulus relationship exists for every sensor. If the sen-
sor is ideally designed and fabricated with ideal materials by ideal workers using ideal
tools, the output of such a sensor would always represent the true value of the stimulus.
The ideal function may be stated in the form of a table of values, a graph, or a mathe-
matical equation. An ideal (theoretical) output—stimulus relationship is characterized
by the so-called transfer function. This function establishes dependence between the
electrical signal S produced by the sensor and the stimulus s : S = f(s). That func-
tion may be a simple linear connection or a nonlinear dependence, (e.g., logarithmic,
exponential, or power function). In many cases, the relationship is unidimensional
(i.e., the output versus one input stimulus). A unidimensional linear relationship is
represented by the equation

S=a+bs, 2.1
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where a is the intercept (i.e., the output signal at zero input signal) and b is the slope,
which is sometimes called sensitivity. S is one of the characteristics of the output
electric signal used by the data acquisition devices as the sensor’s output. It may be
amplitude, frequency, or phase, depending on the sensor properties.

Logarithmic function:

S=a+blns. (2.2)
Exponential function:
S=ae. (2.3)
Power function:
S =ag+ais*, (2.4)

where k is a constant number.

A sensor may have such a transfer function that none of the above approximations
fits sufficiently well. In that case, a higher-order polynomial approximation is often
employed.

For a nonlinear transfer function, the sensitivity b is not a fixed number as for the
linear relationship [Eq. (2.1)]. At any particular input value, sg, it can be defined as

dS(so)
b=—"=.
ds

In many cases, a nonlinear sensor may be considered linear over a limited range. Over
the extended range, a nonlinear transfer function may be modeled by several straight
lines. This is called a piecewise approximation. To determine whether a function can
be represented by a linear model, the incremental variables are introduced for the
input while observing the output. A difference between the actual response and a liner
model is compared with the specified accuracy limits (see 2.4).

A transfer function may have more than one dimension when the sensor’s output
is influenced by more than one input stimuli. An example is the transfer function of a
thermal radiation (infrared) sensor. The function! connects two temperatures (73, the
absolute temperature of an object of measurement, and Ty, the absolute temperature
of the sensor’s surface) and the output voltage V:

(2.5)

V=GT}-TH, (2.6)

where G is a constant. Clearly, the relationship between the object’s temperature and
the output voltage (transfer function) is not only nonlinear (the fourth-order parabola)
but also depends on the sensor’s surface temperature. To determine the sensitivity
of the sensor with respect to the object’s temperature, a partial derivative will be

calculated as
av 3
b:a—Tb:4GTb. 2.7)
The graphical representation of a two-dimensional transfer function of Eq. (2.6) is
shown in Fig. 2.1. It can be seen that each value of the output voltage can be uniquely

! This function is generally known as the Stefan—Boltzmann law.
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Fig. 2.1. Two-dimensional transfer function of a thermal radiation sensor.

determined from two input temperatures. It should be noted that a transfer func-
tion represents the input-to-output relationship. However, when a sensor is used for
measuring or detecting a stimulus, an inversed function (output-to-input) needs to
be employed. When a transfer function is linear, the inversed function is very easy
to compute. When it is nonlinear the task is more complex, and in many cases, the
analytical solution may not lend itself to reasonably simple data processing. In these
cases, an approximation technique often is the solution.

2.2 Span (Full-Scale Input)

A dynamic range of stimuli which may be converted by a sensor is called a span
or an input full scale (FS). It represents the highest possible input value that can
be applied to the sensor without causing an unacceptably large inaccuracy. For the
sensors with a very broad and nonlinear response characteristic, a dynamic range of
the input stimuli is often expressed in decibels, which is a logarithmic measure of
ratios of either power or force (voltage). It should be emphasized that decibels do not
measure absolute values, but a ratio of values only. A decibel scale represents signal
magnitudes by much smaller numbers, which, in many cases, is far more convenient.
Being a nonlinear scale, it may represent low-level signals with high resolution while
compressing the high-level numbers. In other words, the logarithmic scale for small
objects works as a microscope, and for the large objects, it works as a telescope. By
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Table 2.1. Relationship Among Power, Force (Voltage, Current), and Decibels

Power
ratio  1.023 126 100 100 10® 10* 105 10° 107 108 10° 1010
Force
raio  1.012 1.12 316 100 316 100 316 10° 3162 10* 3x10* 10°
Decibels 0.1 1.0 100 200 300 400 500 60.0 700 80.0 90.0 100.0
definition, decibels are equal to 10 times the log of the ratio of powers (Table 2.1):
)
1dB=10log —=. (2.8)
1

In a similar manner, decibels are equal to 20 times the log of the force, current, or
voltage:
S
1dB=20log —. (2.9)
S1
2.3 Full-Scale Output

Full-

scale output (FSO) is the algebraic difference between the electrical output sig-

nals measured with maximum input stimulus and the lowest input stimulus applied.
This must include all deviations from the ideal transfer function. For instance, the
FSO output in Fig. 2.2A is represented by Sgs.

S,

output . s
P +d
S, I
)
100% output +3
ideal ' '
Transfer
Function actual curve
+A
librati
specified calibration
accuracy -A
fimits
z
Y o
= real
. z Transfer
Function
stimulus | 0 =0 stimulus s
0 X Ix S| s -
-b
span
(A) (B)

Fig. 2.2. Transfer function (A) and accuracy limits (B). Error is specified in terms of input
value.
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2.4 Accuracy

Avery important characteristic of a sensor is accuracy which really means inaccuracy.
Inaccuracy is measured as a highest deviation of a value represented by the sensor
from the ideal or true value at its input. The true value is attributed to the object of
measurement and accepted as having a specified uncertainty (see 2.20.)

The deviation can be described as a difference between the value which is com-
puted from the output voltage and the actual input value. For example, a linear dis-
placement sensor ideally should generate 1 mV per 1-mm displacement; that is,
its transfer function is linear with a slope (sensitivity) b=1 mV/mm. However,
in the experiment, a displacement of s =10 mm produced an output of §=10.5
mV. Converting this number into the displacement value by using the inversed
transfer function (1/b =1 mm/mV), we would calculate that the displacement was
sy =8/b=10.5 mm; that is s, —s =0.5 mm more than the actual. This extra 0.5
mm is an erroneous deviation in the measurement, or error. Therefore, in a 10-mm
range, the sensor’s absolute inaccuracy is 0.5 mm, or in the relative terms, inaccuracy
is (0.5mm/10mm) x 100% = 5%. If we repeat this experiment over and over again
without any random error and every time we observe an error of 0.5 mm, we may say
that the sensor has a systematic inaccuracy of 0.5 mm over a 10-mm span. Naturally,
a random component is always present, so the systematic error may be represented
as an average or mean value of multiple errors.

Figure 2.2A shows an ideal or theoretical transfer function. In the real world, any
sensor performs with some kind of imperfection. A possible real transfer function is
represented by a thick line, which generally may be neither linear nor monotonic. A
real function rarely coincides with the ideal. Because of material variations, work-
manship, design errors, manufacturing tolerances, and other limitations, it is possible
to have a large family of real transfer functions, even when sensors are tested under
identical conditions. However, all runs of the real transfer functions must fall within
the limits of a specified accuracy. These permissive limits differ from the ideal transfer
function line by = A. The real functions deviate from the ideal by £4, where § < A.
For example, let us consider a stimulus having value x. Ideally, we would expect this
value to correspond to point z on the transfer function, resulting in the output value
Y. Instead, the real function will respond at point Z, producing output value ¥’. This
output value corresponds to point z' on the ideal transfer function, which, in turn,
relates to a “would-be” input stimulus x” whose value is smaller than x. Thus, in this
example, imperfection in the sensor’s transfer function leads to a measurement error
of —4.

The accuracy rating includes a combined effect of part-to-part variations, a hys-
teresis, a dead band, calibration, and repeatability errors (see later subsections). The
specified accuracy limits generally are used in the worst-case analysis to determine
the worst possible performance of the system. Figure 2.2B shows that +A may more
closely follow the real transfer function, meaning better tolerances of the sensor’s ac-
curacy. This can be accomplished by a multiple-point calibration. Thus, the specified
accuracy limits are established not around the theoretical (ideal) transfer function,
but around the calibration curve, which is determined during the actual calibration
procedure. Then, the permissive limits become narrower, as they do not embrace
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part-to-part variations between the sensors and are geared specifically to the cali-
brated unit. Clearly, this method allows more accurate sensing; however, in some
applications, it may be prohibitive because of a higher cost.

The inaccuracy rating may be represented in a number of forms:

1. Directly in terms of measured value (A)
2. In percent of input span (full scale)
3. In terms of output signal

For example, a piezoresistive pressure sensor has a 100-kPa input full scale and a 102
full-scale output. Its inaccuracy may be specified as +0.5%, £500 Pa, or £0.05€2.

In modern sensors, specification of accuracy often is replaced by a more compre-
hensive value of uncertainty (see Section 2.20) because uncertainty is comprised of
all distorting effects both systematic and random and is not limited to the inaccuracy
of a transfer function.

2.5 Calibration

If the sensor’s manufacturer’s tolerances and tolerances of the interface (signal condi-
tioning) circuit are broader than the required system accuracy, a calibration is required.
For example, we need to measure temperature with an accuracy £0.5°C; however, an
available sensor is rated as having an accuracy of £1°C. Does it mean that the sensor
can not be used? No, it can, but that particular sensor needs to be calibrated; that
is, its individual transfer function needs to be found during calibration. Calibration
means the determination of specific variables that describe the overall transfer func-
tion. Overall means of the entire circuit, including the sensor, the interface circuit,
and the A/D converter. The mathematical model of the transfer function should be
known before calibration. If the model is linear [Eq. (2.1)], then the calibration should
determine variables a and b; if it is exponential [Eq. (2.3)], variables a and k should
be determined; and so on. Let us consider a simple linear transfer function. Because
a minimum of two points are required to define a straight line, at least a two-point
calibration is required. For example, if one uses a forward-biased semiconductor p-n
junction for temperature measurement, with a high degree of accuracy its transfer
function (temperature is the input and voltage is the output) can be considered linear:

v=a+bt. (2.10)

To determine constants a and b, such a sensor should be subjected to two temperatures
(t1 and 1) and two corresponding output voltages (vy and v,) will be registered. Then,
after substituting these values into Eq. (2.10), we arrive at
v =a+bty, (2.11)
V) =a + by,
and the constants are computed as
V1 — 12

b=—— and a=v| —b1. (2.12)
Hh—=n
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To compute the temperature from the output voltage, a measured voltage is inserted
into an inversed equation
v—a

t=— (2.13)
In some fortunate cases, one of the constants may be specified with a sufficient
accuracy so that no calibration of that particular constant may be needed. In the same
p-n-junction temperature sensor, the slope b is usually a very consistent value for a
given lot and type of semiconductor. For example, a value of b =—0.002268 V/°C
was determined to be consistent for a selected type of the diode, then a single-point
calibration is needed to find out a as a = v; + 0.002268¢,.

For nonlinear functions, more than two points may be required, depending on a
mathematical model of the transfer function. Any transfer function may be modeled
by a polynomial, and depending on required accuracy, the number of the calibration
points should be selected. Because calibration may be a slow process, to reduce
production cost in manufacturing, it is very important to minimize the number of
calibration points.

Another way to calibrate a nonlinear transfer function is to use a piecewise ap-
proximation. As was mentioned earlier, any section of a curvature, when sufficiently
small, can be considered linear and modeled by Eq. (2.1). Then, a curvature will be
described by a family of linear lines where each has its own constants a and b. Dur-
ing the measurement, one should determine where on the curve a particular output
voltage S is situated and select the appropriate set of constants a and b to compute
the value of a corresponding stimulus s from an equation identical to Eq. (2.13).

To calibrate sensors, it is essential to have and properly maintain precision and ac-
curate physical standards of the appropriate stimuli. For example, to calibrate contact-
temperature sensors, either a temperature-controlled water bath or a “dry-well” cavity
is required. To calibrate the infrared sensors, a blackbody cavity would be needed.
To calibrate a hygrometer, a series of saturated salt solutions are required to sustain
a constant relative humidity in a closed container, and so on. It should be clearly un-
derstood that the sensing system accuracy is directly attached to the accuracy of the
calibrator. An uncertainty of the calibrating standard must be included in the statement
on the overall uncertainty, as explained in 2.20.

2.6 Calibration Error

The calibration error is inaccuracy permitted by a manufacturer when a sensor is
calibrated in the factory. This error is of a systematic nature, meaning that it is added
to all possible real transfer functions. It shifts the accuracy of transduction for each
stimulus point by a constant. This error is not necessarily uniform over the range
and may change depending on the type of error in the calibration. For example, let
us consider a two-point calibration of a real linear transfer function (thick line in
Fig. 2.3). To determine the slope and the intercept of the function, two stimuli, s;
and s, are applied to the sensor. The sensor responds with two corresponding output
signals A1 and A;. The first response was measured absolutely accurately, however,
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Fig. 2.3. Calibration error.

the higher signal was measured with error —A. This results in errors in the slope and
intercept calculation. A new intercept, a;, will differ from the real intercept, a, by

A
g=a1—a= , (2.14)
52— 81
and the slope will be calculated with error:
A
8p=— , (2.15)
52— 81

2.7 Hysteresis

A hysteresis error is a deviation of the sensor’s output at a specified point of the input
signal when it is approached from the opposite directions (Fig. 2.4). For example,
a displacement sensor when the object moves from left to right at a certain point
produces a voltage which differs by 20 mV from that when the object moves from
right to left. If the sensitivity of the sensor is 10 mV/mm, the hysteresis error in terms
of displacement units is 2 mm. Typical causes for hysteresis are friction and structural
changes in the materials.

2.8 Nonlinearity

Nonlinearity error is specified for sensors whose transfer function may be approxi-
mated by a straight line [Eq. (2.1)]. Anonlinearity is a maximum deviation (L) of areal
transfer function from the approximation straight line. The term “linearity” actually
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st output Fig. 2.4. Transfer function with hysteresis.
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means “nonlinearity.” When more than one calibration run is made, the worst linearity
seen during any one calibration cycle should be stated. Usually, it is specified either
in percent of span or in terms of measured value (e.g, in kPa or °C). “Linearity,” when
not accompanied by a statement explaining what sort of straight line it is referring to,
is meaningless. There are several ways to specify a nonlinearity, depending how the
line is superimposed on the transfer function. One way is to use terminal points (Fig.
2.5A); that is, to determine output values at the smallest and highest stimulus values
and to draw a straight line through these two points (line 1). Here, near the terminal
points, the nonlinearity error is the smallest and it is higher somewhere in between.
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Fig. 2.5. Linear approximations of a nonlinear transfer function (A) and independent linearity

B).



22 2 Sensor Characteristics

Another way to define the approximation line is to use a method of least squares
(line 2 in Fig. 2.5A). This can be done in the following manner. Measure several (n)
output values S at input values s over a substantially broad range, preferably over
an entire full scale. Use the following formulas for linear regression to determine
intercept a and slope b of the best-fit straight line:

Y S s2-Y 5 sS b ny sS—=> sy S
= nd s2—0s)? T onY 2092’
where ) is the summation of n numbers.

In some applications, a higher accuracy may be desirable in a particular narrower
section of the input range. For instance, a medical thermometer should have the best
accuracy in a fever definition region which is between 37°C and 38°C. It may have a
somewhat lower accuracy beyond these limits. Usually, such a sensor is calibrated in
the region where the highest accuracy is desirable. Then, the approximation line may
be drawn through the calibration point ¢ (line 3 in Fig. 2.5A). As a result, nonlinearity
has the smallest value near the calibration point and it increases toward the ends of the
span. In this method, the line is often determined as tangent to the transfer function
in point c. If the actual transfer function is known, the slope of the line can be found
from Eq. (2.5).

Independent linearity is referred to as the so-called “best straight line” (Fig. 2.5B),
which is a line midway between two parallel straight lines closest together and en-
veloping all output values on a real transfer function.

Depending on the specification method, approximation lines may have different
intercepts and slopes. Therefore, nonlinearity measures may differ quite substantially
from one another. A user should be aware that manufacturers often publish the smallest
possible number to specify nonlinearity, without defining what method was used.

(2.16)

2.9 Saturation

Every sensor has its operating limits. Even if it is considered linear, at some levels
of the input stimuli, its output signal no longer will be responsive. A further increase
in stimulus does not produce a desirable output. It is said that the sensor exhibits a
span-end nonlinearity or saturation (Fig. 2.6).

output Fig. 2.6. Transfer function with satura-
tion.

stimulus
linear span saturation
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Fig. 2.7. (A) The repeatability error. The same output signal S corresponds to two different
input signals. (B) The dead-band zone in a transfer function.

2.10 Repeatability

Arepeatability (reproducibility) error is caused by the inability of a sensor to represent
the same value under identical conditions. It is expressed as the maximum difference
between output readings as determined by two calibrating cycles (Fig. 2.7A), unless
otherwise specified. It is usually represented as % of FS:

A
8y = == x 100%. (2.17)
FS

Possible sources of the repeatability error may be thermal noise, buildup charge,
material plasticity, and so forth.

2.11 Dead Band

The dead band is the insensitivity of a sensor in a specific range of input signals (Fig.
2.7B). In that range, the output may remain near a certain value (often zero) over an
entire dead-band zone.

2.12 Resolution

Resolution describes the smallest increments of stimulus which can be sensed. When
a stimulus continuously varies over the range, the output signals of some sensors will
not be perfectly smooth, even under the no-noise conditions. The output may change
in small steps. This is typical for potentiometric transducers, occupancy infrared de-
tectors with grid masks, and other sensors where the output signal change is enabled
only upon a certain degree of stimulus variation. In addition, any signal converted
into a digital format is broken into small steps, where a number is assigned to each
step. The magnitude of the input variation which results in the output smallest step
is specified as resolution under specified conditions (if any). For instance, for the oc-
cupancy detector, the resolution may be specified as follows: “resolution—minimum
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equidistant displacement of the object for 20 cm at 5 m distance.” For wire-wound
potentiometric angular sensors, resolution may be specified as “a minimum angle of
0.5°.” Sometimes, it may be specified as percent of full scale (FS). For instance, for
the angular sensor having 270° FS, the 0.5° resolution may be specified as 0.181% of
FS. It should be noted that the step size may vary over the range, hence, the resolu-
tion may be specified as typical, average, or “worst.” The resolution of digital output
format sensors is given by the number of bits in the data word. For instance, the
resolution may be specified as “8-bit resolution.” To make sense, this statement must
be accomplished with either the FS value or the value of LSB (least significant bit).
When there are no measurable steps in the output signal, it is said that the sensor has
continuous or infinitesimal resolution (sometimes erroneously referred to as “infinite
resolution”).

2.13 Special Properties

Special input properties may be needed to specify for some sensors. For instance, light
detectors are sensitive within a limited optical bandwidth. Therefore, it is appropriate
to specify a spectral response for them.

2.14 Output Impedance

The output impedance Zyy is important to know to better interface a sensor with
the electronic circuit. This impedance is connected either in parallel with the input
impedance Z;, of the circuit (voltage connection) or in series (current connection).
Figure 2.8 shows these two connections. The output and input impedances generally
should be represented in a complex form, as they may include active and reactive
components. To minimize the output signal distortions, a current generating sensor
(B) should have an output impedance as high as possible and the circuit’s input
impedance should be low. For the voltage connection (A), a sensor is preferable with
lower Z,,; and the circuit should have Z;,, as high as practical.

sensor nterface circuit senNs0or interface circuit
—
; ( I !
ol
v Zig |:| Zows |:| GBI Zin

(A) (B)

Fig. 2.8. Sensor connection to an interface circuit: (A) sensor has voltage output; (B) sensor
has current output.
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2.15 Excitation

Excitation is the electrical signal needed for the active sensor operation. Excitation is
specified as a range of voltage and/or current. For some sensors, the frequency of the
excitation signal and its stability must also be specified. Variations in the excitation
may alter the sensor transfer function and cause output errors.
An example of excitation signal specification is as follows:
Maximum current through a thermistor
in still air 50 pA
in water 200 UA

2.16 Dynamic Characteristics

Under static conditions, a sensor is fully described by its transfer function, span,
calibration, and so forth. However, when an input stimulus varies, a sensor response
generally does not follow with perfect fidelity. The reason is that both the sensor and its
coupling with the source of stimulus cannot always respond instantly. In other words,
a sensor may be characterized with a time-dependent characteristic, which is called a
dynamic characteristic. If a sensor does not respond instantly, it may indicate values
of stimuli which are somewhat different from the real; that is, the sensor responds
with a dynamic error. A difference between static and dynamic errors is that the latter
is always time dependent. If a sensor is a part of a control system which has its own
dynamic characteristics, the combination may cause, at best, a delay in representing
a true value of a stimulus or, at worst, cause oscillations.

The warm-up time is the time between applying electric power to the sensor
or excitation signal and the moment when the sensor can operate within its specified
accuracy. Many sensors have a negligibly short warm-up time. However, some detec-
tors, especially those that operate in a thermally controlled environment (a thermostat)
may require seconds and minutes of warm-up time before they are fully operational
within the specified accuracy limits.

In a control system theory, it is common to describe the input—output relationship
through a constant-coefficient linear differential equation. Then, the sensor’s dynamic
(time-dependent) characteristics can be studied by evaluating such an equation. De-
pending on the sensor design, the differential equation can be of several orders.

A zero-order sensor is characterized by the relationship which, for a linear transfer
function, is a modified Eq. (2.1) where the input and output are functions of time ¢:

S(t)=a+bs(t). (2.18)

The value a is called an offset and b is called static sensitivity. Equation (2.18) requires
that the sensor does not incorporate any energy storage device, like a capacitor or mass.
A zero-order sensor responds instantaneously. In other words, such a sensor does not
need any dynamic characteristics.
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Fig. 2.9. Frequency characteristic (A) and response of a first-order sensor (B) with limited
upper and lower cutoff frequencies. 7, and t;, are corresponding time constants.

A first-order differential equation describes a sensor that incorporates one energy
storage component. The relationship between the input s(#) and output S(¢) is the
differential equation

ds(t)
dt

A typical example of a first-order sensor is a temperature sensor for which the energy
storage is thermal capacity. The first-order sensors may be specified by a manufacturer
in various ways. Typical is a frequency response, which specifies how fast a first-order
sensor can react to a change in the input stimulus. The frequency response is expressed
in hertz or rads per second to specify the relative reduction in the output signal at a
certain frequency (Fig. 2.9A). A commonly used reduction number (frequency limit)
is —3 dB. It shows at what frequency the output voltage (or current) drops by about
30%. The frequency response limit f; is often called the upper cutoff frequency, as
it is considered the highest frequency a sensor can process.

The frequency response directly relates to a speed response, which is defined in
units of input stimulus per unit of time. Which response, frequency or speed, to specify
in any particular case depends on the sensor type, its application, and the preference
of a designer.

Another way to specify speed response is by time, which is required by the sensor
to reach 90% of a steady-state or maximum level upon exposure to a step stimulus.
For the first-order response, it is very convenient to use a so-called time constant. The
time constant, t, is a measure of the sensor’s inertia. In electrical terms, it is equal
to the product of electrical capacitance and resistance: T = CR. In thermal terms,
thermal capacity and thermal resistances should be used instead. Practically, the time
constant can be easily measured. A first-order system response is

by +boS(t) = s(1). (2.19)

S=S8,(1—e "7, (2.20)

where S, is steady-state output, 7 is time, and e is the base of natural logarithm.
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Substituting = t, we get
S 1
—=1—-=0.6321. (2.21)

Sm e

In other words, after an elapse of time equal to one time constant, the response
reaches about 63% of its steady-state level. Similarly, it can be shown that after two
time constants, the height will be 86.5% and after three time constants it will be 95%.

The cutoff frequency indicates the lowest or highest frequency of stimulus that
the sensor can process. The upper cutoff frequency shows how fast the sensor reacts;
the lower cutoff frequency shows how slow the sensor can process changing stimuli.
Figure 2.9B depicts the sensor’s response when both the upper and lower cutoff
frequencies are limited. As a rule of thumb, a simple formula can be used to establish
a connection between the cutoff frequency, f. (either upper and lower), and time
constant in a first-order sensor:

fom——, (2.22)

The phase shift at a specific frequency defines how the output signal lags behind
in representing the stimulus change (Fig. 2.9A). The shift is measured in angular
degrees or rads and is usually specified for a sensor that processes periodic signals. If
a sensor is a part of a feedback control system, it is very important to know its phase
characteristic. Phase lag reduces the phase margin of the system and may result in
overall instability.

A second-order differential equation describes a sensor that incorporates two
energy storage components. The relationship between the input s(¢) and output S(¢)
is the differential equation

2
i) +b
dr? d
An example of a second-order sensor is an accelerometer that incorporates a mass
and a spring.

A second-order response is specific for a sensor that responds with a periodic sig-
nal. Such a periodic response may be very brief and we say that the sensor is damped,
or it may be of a prolonged time and even may oscillate continuously. Naturally, for
a sensor, such a continuous oscillation is a malfunction and must be avoided. Any
second-order sensor may be characterized by a resonant (natural) frequency, which
is a number expressed in hertz or rads per second. The natural frequency shows where
the sensor’s output signal increases considerably. Many sensors behave as if a dy-
namic sensor’s output conforms to the standard curve of a second-order response; the
manufacturer will state the natural frequency and the damping ratio of the sensor. The
resonant frequency may be related to mechanical, thermal, or electrical properties of
the detector. Generally, the operating frequency range for the sensor should be se-
lected well below (at least 60%) or above the resonant frequency. However, in some
sensors, the resonant frequency is the operating point. For instance, in glass-breakage
detectors (used in security systems), the resonant makes the sensor selectively sensi-
tive to a narrow bandwidth, which is specific for the acoustic spectrum produced by
shattered glass.

dsit) +boS(t) =5 (1). (2.23)

by
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Damping is the progressive reduction or suppression of the oscillation in the
sensor having higher than a first-order response. When the sensor’s response is as
fast as possible without overshoot, the response is said to be critically damped (Fig.
2.10). An underdamped response is when the overshoot occurs and the overdamped
response is slower than the critical response. The damping ratio is a number expressing
the quotient of the actual damping of a second-order linear transducer by its critical
damping.

For an oscillating response, as shown in Fig. 2.10, a damping factor is a measure
of damping, expressed (without sign) as the quotient of the greater by the lesser of
a pair of consecutive swings in opposite directions of the output signal, about an
ultimately steady-state value. Hence, the damping factor can be measured as

F
Damping factor= — = — = — =etc. 2.24
amping factor A-E-C etc ( )
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2.17 Environmental Factors

Storage conditions are nonoperating environmental limits to which a sensor may be
subjected during a specified period without permanently altering its performance un-
der normal operating conditions. Usually, storage conditions include the highest and
the lowest storage temperatures and maximum relative humidities at these temper-
atures. The word “noncondensing” may be added to the relative humidity number.
Depending on the sensor’s nature, some specific limitation for the storage may need
to be considered (e.g., maximum pressure, presence of some gases or contaminating
fumes, etc.).

Short- and long-term stabilities (drift) are parts of the accuracy specification.
The short-term stability is manifested as changes in the sensor’s performance within
minutes, hours, or even days. The sensor’s output signal may increase or decrease,
which, in other terms, may be described as ultralow-frequency noise. The long-term
stability may be related to aging of the sensor materials, which is an irreversible change
in the material’s electrical, mechanical, chemical, or thermal properties; that is, the
long-term drift is usually unidirectional. It happens over a relatively long time span,
such as months and years. Long-term stability is one of the most important for sensors
used for precision measurements. Aging depends heavily on environmental storage
and operating conditions, how well the sensor components are isolated from the
environment, and what materials are used for their fabrication. The aging phenomenon
is typical for sensors having organic components and, in general, is not an issue for
a sensor made with only nonorganic materials. For instance, glass-coated metal-
oxide thermistors exhibit much greater long-term stability compared to epoxy-coated
thermistors. A powerful way to improve long-term stability is to preage the component
at extreme conditions. The extreme conditions may be cycled from the lowest to
the highest. For instance, a sensor may be periodically swung from freezing to hot
temperatures. Such accelerated aging not only enhances the stability of the sensor’s
characteristics but also improves the reliability (see Section 2.18), as the preaging
process reveals many hidden defects. For instance, epoxy-coated thermistors may
be greatly improved if they are maintained at 4+-150°C for 1 month before they are
calibrated and installed in a product.

Environmental conditions to which a sensor is subjected do not include variables
which the sensor measures. For instance, an air-pressure sensor usually is subjected
not just to air pressure but to other influences as well, such as the temperatures of air
and surrounding components, humidity, vibration, ionizing radiation, electromagnetic
fields, gravitational forces, and so forth. All of these factors may and usually do affect
the sensor’s performance. Both static and dynamic variations in these conditions
should be considered. Some environmental conditions are usually of a multiplicative
nature; that is, they alter a transfer function of the sensor (e.g., changing its gain). One
example is the resistive strain gauge, whose sensitivity increases with temperature.

Environmental stability is quite broad and usually a very important requirement.
Both the sensor designer and the application engineer should consider all possible ex-
ternal factors which may affect the sensor’s performance. A piezoelectric accelerom-
eter may generate spurious signals if affected by a sudden change in ambient tem-



30 2 Sensor Characteristics

perature, electrostatic discharge, formation of electrical charges (triboelectric effect),
vibration of a connecting cable, electromagnetic interference (EMI), and so forth.
Even if a manufacturer does not specify such effects, an application engineer should
simulate them during the prototype phase of the design process. If, indeed, the envi-
ronmental factors degrade the sensor’s performance, additional corrective measures
may be required (see Chapter 4) (e.g., placing the sensor in a protective box, using
electrical shielding, using a thermal insulation or a thermostat).

Temperature factors are very important for sensor performance; they must be
known and taken into account. The operating temperature range is the span of ambi-
ent temperatures given by their upper and lower extremes (e.g., —20°C to +100°C)
within which the sensor maintains its specified accuracy. Many sensors change with
temperature and their transfer functions may shift significantly. Special compensating
elements are often incorporated either directly into the sensor or into signal condi-
tioning circuits, to compensate for temperature errors. The simplest way of specifying
tolerances of thermal effects is provided by the error-band concept, which is simply
the error band that is applicable over the operating temperature band. A temperature
band may be divided into sections, whereas the error band is separately specified for
each section. For example, a sensor may be specified to have an accuracy of 1% in
the range from 0°C to 50°C, +2% from —20°C to 0°C and from +-50°C to 100°C, and
+3% beyond these ranges within operating limits specified from —40°C to +150°C.

Temperatures will also affect dynamic characteristics, particularly when they em-
ploy viscous damping. A relatively fast temperature change may cause the sensor to
generate a spurious output signal. For instance, a dual pyroelectric sensor in a motion
detector is insensitive to slowly varying ambient temperature. However, when the
temperature changes quickly, the sensor will generate an electric current that may be
recognized by a processing circuit as a valid response to a stimulus, thus causing a
false-positive detection.

A self-heating error may be specified when an excitation signal is absorbed by a
sensor and changes its temperature by such a degree that it may affect its accuracy.
For instance, a thermistor temperature sensor requires passage of electric current,
causing heat dissipation within the sensor’s body. Depending on its coupling with the
environment, the sensors’ temperature may increase due to a self-heating effect. This
will result in errors in temperature measurement because the thermistor now acts as an
additional spurious source of thermal energy. The coupling depends on the media in
which the sensor operates—a dry contact, liquid, air, and so forth. A worst coupling
may be through still air. For thermistors, manufacturers often specify self-heating
errors in air, stirred liquid, or other media.

A sensor’s temperature increase above its surroundings may be found from the
following formula:

V2
AT =——, (2.25)
(Evce+a@)R
where £ is the sensor’s mass density, c is specific heat, v is the volume of the sensor,
«a is the coefficient of thermal coupling between the sensor and the outside (thermal
conductivity), R is the electrical resistance, and V is the effective voltage across the
resistance. If a self-heating results in an error, Eq. (2.25) may be used as a design
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guide. For instance, to increase «, a thermistor detector should be well coupled to the
object by increasing the contact area, applying thermally conductive grease or using
thermally conductive adhesives. Also, high-resistance sensors and low measurement
voltages are preferable.

2.18 Reliability

Reliability is the ability of a sensor to perform a required function under stated con-
ditions for a stated period. It is expressed in statistical terms as a probability that
the device will function without failure over a specified time or a number of uses.
It should be noted that reliability is not a characteristic of drift or noise stability. It
specifies a failure, either temporary or permanent, exceeding the limits of a sensor’s
performance under normal operating conditions.

Reliability is an important requirement; however, it is rarely specified by the
sensor manufacturers. Probably, the reason for that is the absence of a commonly
accepted measure for the term. In the United States, for many electronic devices,
the procedure for predicting in-service reliability is the MTBF (mean time between
failure) calculation described in MIL-HDBK-217 standard. Its basic approach is to
arrive at a MTBF rate for a device by calculating the individual failure rates of the
individual components used and by factoring in the kind of operation the device will
see: its temperature, stress, environment, and screening level (measure of quality).
Unfortunately, the MTBF reflects reliability only indirectly and it is often hardly ap-
plicable to everyday use of the device. The qualification tests on sensors are performed
on combinations of the worst possible conditions. One approach (suggested by MIL-
STD-883) is 1000 h, loaded at maximum temperature. This test does not qualify for
such important impacts as fast temperature changes. The most appropriate method
of testing would be accelerated life qualification. It is a procedure that emulates the
sensor’s operation, providing real-world stresses, but compressing years into weeks.
Three goals are behind the test: to establish MTBF; to identify first failure points
that can then be strengthened by design changes; and to identify the overall system
practical lifetime.

One possible way to compress time is to use the same profile as the actual operat-
ing cycle, including maximum loading and power-on, power-off cycles, but expanded
environmental highest and lowest ranges (temperature, humidity, and pressure). The
highest and lowest limits should be substantially broader than normal operating con-
ditions. Performance characteristics may be outside specifications, but must return to
those when the device is brought back to the specified operating range. For example,
if a sensor is specified to operate up to 50°C at the highest relative humidity (RH)
of 85% at a maximum supply voltage of +15 V, it may be cycled up to 100°C at
99% RH and at 4+-18 V power supply. To estimate number of test cycles (n), the fol-
lowing empirical formula [developed by Sandstrand Aerospace, (Rockford, IL) and
Interpoint Corp. (Redmond, WA)] [1] may be useful:

ATmax \ 22
n=N < “‘a") , (2.26)
ATrest
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where N is the estimated number of cycles per lifetime, ATyax is the maximum
specified temperature fluctuation, and A Tig; maximum cycled temperature fluctua-
tion during the test. For instance, if the normal temperature is 25°C, the maximum
specified temperature is 50°C, cycling was up to 100°C, and over the lifetime (say,
10 years), the sensor was estimated to be subjected to 20,000 cycles, then the number
of test cycles is calculated as

50 —25 \ 2>
n=20,000 —=) =1283.
100 — 25

As a result, the accelerated life test requires about 1300 cycles instead of 20,000.
It should be noted, however, that the 2.5 factor was derived from a solder fatigue
multiple, because that element is heavily influenced by cycling. Some sensors have
no solder connections at all, and some might have even more sensitivity to cycling
substances other than solder, (e.g, electrically conductive epoxy). Then, the factor
should be selected to be somewhat smaller. As a result of the accelerated life test, the
reliability may be expressed as a probability of failure. For instance, if 2 out of 100
sensors (with an estimated lifetime of 10 years) failed the accelerated life test, the
reliability is specified as 98% over 10 years.

A sensor, depending on its application, may be subjected to some other environ-
mental effects which potentially can alter its performance or uncover hidden defects.
Among such additional tests are:

* High temperature/high humidity while being fully electrically powered. For in-
stance, a sensor may be subjected to its maximum allowable temperature at 85—
90% RH and kept under these conditions for 500 h. This test is very useful for
detecting contaminations and evaluating packaging integrity. The life of sensors,
operating at normal room temperatures, is often accelerated at 85°C and 85% RH,
which is sometimes called an “85-85 test.”

e Mechanical shocks and vibrations may be used to simulate adverse environmental
conditions, especially in the evaluation wire bonds, adhesion of epoxy, and so
forth. A sensor may be dropped to generate high-level accelerations (up to 3000g
of force). The drops should be made on different axes. Harmonic vibrations should
be applied to the sensor over the range which includes its natural frequency. In
the United States military standard 750, methods 2016 and 2056 are often used
for mechanical tests.

» Extreme storage conditions may be simulated, for instance at +100 and —40°C
while maintaining a sensor for at least 1000 h under these conditions. This test
simulates storage and shipping conditions and usually is performed on nonoper-
ating devices. The upper and lower temperature limits must be consistent with the
sensor’s physical nature. For example, TGS pyroelectric sensors manufactured
in the past by Philips are characterized by a Curie temperature of +60°C. Ap-
proaching and surpassing this temperature results in a permanent destruction of
sensitivity. Hence, the temperature of such sensors should never exceed 4+50°C,
which must be clearly specified and marked on its packaging material.
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e Thermal shock or temperature cycling (TC) is subjecting a sensor to alternate
extreme conditions. For example, it may be dwelled for 30 min at —40°C, then
quickly moved to 4+100°C for 30 min, and then back to cold. The method must
specify the total number of cycling, like 100 or 1000. This test helps to uncover
die bond, wire bond, epoxy connections, and packaging integrity.

* To simulate sea conditions, sensors may be subjected to a salt spray atmosphere
for a specified time, (e.g., 24 h). This helps to uncover its resistance to corrosion
and structural defects.

2.19 Application Characteristics

Design, weight, and overall dimensions are geared to specific areas of applications.
Price may be a secondary issue when the sensor’s reliability and accuracy are of
paramount importance. If a sensor is intended for life-support equipment, weapons
or spacecraft, a high price tag may be well justified to assure high accuracy and
reliability. On the other hand, for a very broad range of consumer applications, the
price of a sensor often becomes a cornerstone of a design.

2.20 Uncertainty

Nothing is perfect in this world, at least in the sense that we perceive it. All mate-
rials are not exactly as we think they are. Our knowledge of even the purest of the
materials is always approximate; machines are not perfect and never produce per-
fectly identical parts according to drawings. All components experience drifts related
to the environment and their aging; external interferences may enter the system and
alter its performance and modify the output signal. Workers are not consistent and
the human factor is nearly always present. Manufacturers fight an everlasting battle
for the uniformity and consistency of the processes, yet the reality is that every part
produced is never ideal and carries an uncertainty of its properties. Any measurement
system consists of many components, including sensors. Thus, no matter how accu-
rate the measurement is, it is only an approximation or estimate of the true value of
the specific quantity subject to measurement, (i.e., the stimulus or measurand). The
result of a measurement should be considered complete only when accompanied by
a quantitative statement of its uncertainty. We simply never can be 100% sure of the
measured value.

When taking individual measurements (samples) under noisy conditions we ex-
pect that the stimulus s is represented by the sensor as having a somewhat different
value s/, so that the error in measurement is expressed as

s=s—s, (2.27)

The difference between the error specified by Eq. (2.27) and uncertainty should
always be clearly understood. An error can be compensated to a certain degree by
correcting its systematic component. The result of such a correction can unknowably
be very close to the unknown true value of the stimulus and, thus, it will have a very
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small error. Yet, in spite of a small error, the uncertainty of measurement may be very
large so we cannot really trust that the error is indeed that small. In other words, an
error is what we unknowably get when we measure, whereas uncertainty is what we
think how large that error might be.

The International Committee for Weight and Measures (CIPM) considers that un-
certainty consists of many factors that can be grouped into two classes or types [2,3]:

A: Those evaluated by statistical methods
B: Those evaluated by other means.

This division is not clear-cut and the borderline between Types A and B is somewhat
illusive. Generally, Type A components of uncertainty arise from random effects,
whereas the Type B components arise from systematic effects.

Type A uncertainty is generally specified by a standard deviation s;, equal to
the positive square root of the statistically estimated variance sl.2 and the associated
number of degrees of freedom v;. For such a component, the standard uncertainty
is u; =s;. Standard uncertainty represents each component of uncertainty that con-
tributes to the uncertainty of the measurement result.

The evaluation of a Type A standard uncertainty may be based on any valid sta-
tistical method for treating data. Examples are calculating the standard deviation of
the mean of a series of independent observations, using the method of least squares
to fit a curve to data in order to estimate the parameters of the curve and their stan-
dard deviations. If the measurement situation is especially complicated, one should
consider obtaining the guidance of a statistician.

The evaluation of a Type B standard uncertainty is usually based on scientific
judgment using all of the relevant information available, which may include the
following:

* Previous measurement data

* Experience with or general knowledge of the behavior and property of relevant
sensors, materials, and instruments

e Manufacturer’s specifications

* Data obtained during calibration and other reports

* Uncertainties assigned to reference data taken from handbooks and manuals

For detailed guidance of assessing and specifying standard uncertainties one should
consult specialized texts (e.g., Ref. [4]).

When both Type A and Type B uncertainties are evaluated, they should be com-
bined to represent the combined standard uncertainty. This can be done by using a
conventional method for combining standard deviations. This method is often called
the law of propagation of uncertainty and in common parlance is known as “root-
sum-of-squares” (square root of the sum-of-the-squares) or RSS method of combining
uncertainty components estimated as standard deviations:

ucz\/u%-i-ug-i-'"+M,-2+"'+M%, (2.28)

where n is the number of standard uncertainties in the uncertainty budget.
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Table 2.2. Uncertainty Budget for Thermistor Thermometer

Source of Uncertainty Standard uncertainty | Type
°O
Calibration of sensor 0.03 B
Measured errors
Repeated observations 0.02 A
Sensor noise 0.01 A
Amplifier noise 0.005 A
Sensor aging 0.025 B
Thermal loss through connecting wires 0.015 A
Dynamic error due to sensor’s inertia 0.005 B
Temperature instability of object of measurement 0.04 A
Transmitted noise 0.01 A
Misfit of transfer function 0.02 B
Ambient drifts
Voltage reference 0.01 A
Bridge resistors 0.01 A
Dielectric absorption in A/D capacitor 0.005 B
Digital resolution 0.01 A
Combined standard uncertainty 0.068

Table 2.2 shows an example of an uncertainty budget for an electronic thermome-
ter with a thermistor sensor which measures the temperature of a water bath. While
compiling such a table, one must be very careful not to miss any standard uncer-
tainty, not only in a sensor but also in the interface instrument, experimental setup,
and the object of measurement. This must be done for various environmental condi-
tions, which may include temperature, humidity, atmospheric pressure, power supply
variations, transmitted noise, aging, and many other factors.

No matter how accurately any individual measurement is made, (i.e., how close
the measured temperature is to the true temperature of an object), one never can be
sure that it is indeed accurate. The combined standard uncertainty of 0.068°C does
not mean that the error of measurement is no greater than 0.068°C. That value is just a
standard deviation, and if an observer has enough patience, he may find that individual
errors may be much larger. The word “uncertainty” by its very nature implies that the
uncertainty of the result of a measurement is an estimate and generally does not have
well-defined limits.

References
1. Better reliability via system tests. Electron. Eng. Times 40—41, Aug. 19, 1991.

2. CIPM, BIPM Proc.-Verb. Com. Int. Poids et Mesures 49, pp. 8-9, No. 26, 1981
(in French).



36 Sensor Characteristics

3. ISO Guide to the Expression of Uncertainty in Measurements. International Orga-
nization for Standardization, Geneva, 1993.
4. Taylor, B. N. and Kuyatt, C. E. Guidelines for Evaluation and Expressing the Un-

certainty of NIST Measurement Results. NIST Technical Note 1297, Gaithersburg,
1994,



3

Physical Principles of Sensing

“The way we have to describe Nature
is generally incomprehensible to us.”

—Richard P. Feynman,
“QED. The Strange Theory of Light and Matter”

“It should be possible to explain
the laws of physics to a barmaid.”

—Albert Einstein

Because a sensor is a converter of generally nonelectrical effects into electrical signals,
one and often several transformation steps are required before the electric output signal
can be generated. These steps involve changes of the types of energy, where the final
step must produce an electrical signal of a desirable format. As was mentioned in
Chapter 1, generally there are two types of sensor: direct and complex. A direct sensor
is the one that can directly convert a nonelectrical stimulus into an electric signal.
Many stimuli cannot be directly converted into electricity, thus multiple conversion
steps would be required. If, for instance, one wants to detect the displacement of
an opaque object, a fiber-optic sensor can be employed. A pilot (excitation) signal
is generated by a light-emitting diode (LED), transmitted via an optical fiber to the
object and reflected from its surface. The reflected photon flux enters the receiving
optical fiber and propagates toward a photodiode, where it produces an electric current
representing the distance from the fiber-optic end to the object. We see that such a
sensor involves the transformation of electrical current into photons, the propagation
of photons through some refractive media, reflection, and conversion back into electric
current. Therefore, such a sensing process includes two energy-conversion steps and
a manipulation of the optical signal as well.

There are several physical effects which result in the direct generation of electrical
signals in response to nonelectrical influences and thus can be used in direct sensors.
Examples are thermoelectric (Seebeck) effect, piezoelectricity, and photoeffect.
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This chapter examines various physical effects that can be used for a direct conver-
sion of stimuli into electric signals. Because all such effects are based on fundamental
principles of physics, we briefly review these principles from the standpoint of sensor
technologies.

3.1 Electric Charges, Fields, and Potentials

There is a well-known phenomenon to those who live in dry climates—the possibility
of the generation of sparks by friction involved in walking across the carpet. This
is a result of the so-called triboelectric eﬁ‘ect,l which is a process of an electric
charge separation due to object movements, friction of clothing fibers, air turbulence,
atmosphere electricity, and so forth. There are two kinds of charge. Like charges
repel each other and the unlike charges attract each other. Benjamin Franklin (1706—
1790), among his other remarkable achievements, was the first American physicist.
He named one charge negative and the other positive. These names have remained to
this day. He conducted an elegant experiment with a kite flying in a thunderstorm to
prove that the atmospheric electricity is of the same kind as produced by friction. In
doing the experiment, Franklin was extremely lucky, as several Europeans who were
trying to repeat his test were severely injured by the lightning and one was killed.

A triboelectric effect is a result of a mechanical charge redistribution. For instance,
rubbing a glass rod with silk strips electrons from the surface of the rod, thus leaving
an abundance of positive charges (i.e., giving the rod a positive charge). It should
be noted that the electric charge is conserved: It is neither created nor destroyed.
Electric charges can be only moved from one place to another. Giving negative charge
means taking electrons from one object and placing them onto another (charging it
negatively). The object which loses some amount of electrons is said gets a positive
charge.

A triboelectric effect influences an extremely small number of electrons as com-
pared with the total electronic charge in an object. The actual amount of charges
in any object is very large. To illustrate this, let us consider the total number
of electrons in a U.S. copper penny? [1]. The coin weighs 3.1 g; therefore, it
can be shown that the total number of atoms in it is about 2.9 x 10?2, A cop-
per atom has a positive nuclear charge of 4.6 x 107'8 C and the same electronic
charge of the opposite polarity. A combined charge of all electrons in a penny is
q = (4.6 x 10718C/atom)(2.9 x 10*2atoms) = 1.3 x 10° C, a very large charge in-
deed. This electronic charge from a single copper penny may generate a sufficient
current of 0.91 A to operate a 100-W light bulb for 40 h.

With respect to electric charges, there are three kinds of material: conductors,
isolators, and semiconductors. In conductors, electric charges (electrons) are free to
move through the material, whereas in isolators, they are not. Although there is no

! The prefix tribo means “pertinent to friction.”
2 Currently, the U.S. pennies are just copper-plated zinc alloy, but before 1982 they were
made of copper.
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Fig. 3.1. (A) Positive test charge in the vicinity of a charged object and (B) the electric field of
a spherical object.

perfect isolator, the isolating ability of fused quartz is about 10> times as great as
that of copper, so that for practical purposes, many materials are considered perfect
isolators. The semiconductors are intermediate between conductors and isolators in
their ability to conduct electricity. Among the elements, silicon and germanium are
well-known examples. In semiconductors, the electrical conductivity may be greatly
increased by adding small amounts of other elements; traces of arsenic or boron are
often added to silicon for this purpose.

Figure 3.1A shows an object which carries a positive electric charge ¢. If a small
positive electric test charge g is positioned in the vicinity of a charged object, it will
be subjected to a repelling electric force. If we place a negative charge on the object, it
will attract the test charge. In vector form, the repelling (or attracting) force is shown
as f. The boldface indicates a vector notation. A fact that the test charge is subjected
to force without a physical contact between charges means that the volume of space
occupied by the test charge may be characterized by a so-called electric field.

The electric field in each point is defined through the force as

E=—. 3.1)
q0

Here, E is vector in the same direction as f because g is scalar. Formula (3.1) expresses
an electric field as a force divided by a property of a test charge. The test charge must
be very small not to disturb the electric field. Ideally, it should be infinitely small;
however, because the charge is quantized, we cannot contemplate a free test charge
whose magnitude is smaller than the electronic charge: e = 1.602 x 10~° C.

The field is indicated in Fig. 3.1A by the field lines which in every point of space
are tangent to the vector of force. By definition, the field lines start on the positive
plate and end on the negative. The density of field lines indicates the magnitude of
the electric field E in any particular volume of space.
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For a physicist, any field is a physical quantity that can be specified simultaneously
for all points within a given region of interest. Examples are pressure field, temperature
fields, electric fields, and magnetic fields. A field variable may be a scalar (e.g.,
temperature field) or a vector (e.g., a gravitational field around the Earth). The field
variable may or may not change with time. A vector field may be characterized by
a distribution of vectors which form the so-called flux (®). Flux is a convenient
description of many fields, such as electric, magnetic, thermal, and so forth. The
word “flux” is derived from the Latin word fluere (to flow). A familiar analogy of flux
is a stationary, uniform field of fluid flow (water) characterized by a constant flow
vector v, the constant velocity of the fluid at any given point. In case of an electric
field, nothing flows in a formal sense. If we replace v by E (vector representing the
electric field), the field lines form flux. If we imagine a hypothetical closed surface
(Gaussian surface) S, a connection between the charge ¢ and flux can be established as

eoPg=gq, (3.2)

where g9 = 8.8542 x 10~!2 C?/N m? is the permitivity constant, or by integrating
flux over the surface,

eo%Eds=q, (3.3)

where the integral is equal to @ g. In the above equations, known as Gauss’ law, the
charge g is the net charge surrounded by the Gaussian surface. If a surface encloses
equal and opposite charges, the net flux ® g is zero. The charge outside the surface
makes no contribution to the value of ¢, nor does the exact location of the inside
charges affect this value. Gauss’ law can be used to make an important prediction,
namely an exact charge on an insulated conductor is in equilibrium, entirely on its
outer surface. This hypothesis was shown to be true even before either Gauss’ law or
Coulomb’s law was advanced. Coulomb’s law itself can be derived from Gauss’ law.
It states that the force acting on a test charge is inversely proportional to a squared
distance from the charge:

_ 1 aw

T dmeg 2

(3.4)

Another result of Gauss’ law is that the electric field outside any spherically symmet-
rical distribution of charge (Fig. 3.1B) is directed radially and has magnitude (note
that magnitude is not a vector)

1
E=—>/>1
4reg r?

(3.5)

where r is the distance from the sphere’s center.
Similarly, the electric field inside a uniform sphere of charge ¢ is directed radially
and has magnitude
1 gr
4n g9 R3’
where R is the sphere’s radius and 7 is the distance from the sphere’s center. It should
be noted that the electric field in the center of the sphere (r = 0) is equal to zero.

(3.6)
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Fig. 3.2. Electric field around an infinite line (A) and near an infinite sheet (B). A pointed
conductor concentrates an electric field (C).

If the electric charge is distributed along an infinite (or, for the practical purposes,
long) line (Fig. 3.2A), the electric field is directed perpendicularly to the line and has
the magnitude

A

T 2mepr’

(3.7)

where r is the distance from the line and A is the linear charge density (charge per unit
length). The electric field due to an infinite sheet of charge (Fig. 3.2B) is perpendicular
to the plane of the sheet and has magnitude

=2 (3.8)

where o is the surface charge density (charge per unit area). However, for an isolated
conductive object, the electric field is two times stronger:

E=—. (3.9)
&0

The apparent difference between electric fields of Egs. (3.8) and (3.9) is a result

of different geometries: The former is an infinite sheet and the latter is an object of an
arbitrary shape. A very important consequence of Gauss’ law is that electric charges
are distributed only on the outside surface. This is a result of repelling forces between
charges of the same sign: All charges try to move as far as possible from one another.
The only way to do this is to move to the foremost distant place in the material,
which is the outer surface. Of all places on the outer surface, the most preferable
places are the areas with the highest curvatures. This is why pointed conductors
are the best concentrators of the electric field (Fig. 3.2C). A very useful scientific
and engineering tool is a Faraday cage: a room entirely covered by either grounded
conductive sheets or a metal net. No matter how strong the external electric field,
it will be essentially zero inside the cage. This makes cars and metal ships the best
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Fig. 3.3. Electric dipole (A); an electric dipole in an electric field is subjected to a rotating
force (B).

protectors during thunderstorms, because they act as virtual Faraday cages. It should
be remembered, however, that the Faraday cage, although being a perfect shield
against electric fields, is of little use to protect against magnetic fields, unless it is
made of a thick ferromagnetic material.

An electric dipole is a combination of two opposite charges placed at a distance
2a apart (Fig. 3.3A). Each charge will act on a test charge with force which defines
electric fields E; and Ej produced by individual charges. A combined electric field
of a dipole, E, is a vector sum of two fields. The magnitude of the field is
1 ga

E= —, 3.10
4o 13 (3-10)

where r is the distance from the center of the dipole. The essential properties of
the charge distribution are the magnitude of the charge g and the separation 2a. In
formula (3.10), the charge and distance are entered only as a product. This means
that if we measure E at various distances from the electric dipole (assuming that the
distance is much longer than a), we can never deduce g and 2a separately, but only
the product 2ga. For instance, if ¢ is doubled and « is cut in half, the electric field
will not change. The product 2ga is called the electric dipole moment p. Thus, Eq.
(3.10) can be rewritten as
L p
- 4 &0 r3 ’

@3.11)

The spatial position of a dipole may be specified by its moment in vector form: p.
Not all materials have a dipole moment: Gases such as methane, acetylene, ethylene,
carbon dioxide, and many others have no dipole moment. On the other hand, carbon
monoxide has a weak dipole moment (0.37 x 10739C m) and water has a strong dipole
moment (6.17 x 1073°C m).

Dipoles are found in crystalline materials and form a foundation for such sensors
as piezoelectric and pyroelectric detectors. When a dipole is placed in an electric field,
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it becomes subjected to a rotation force (Fig. 3.3B). Usually, a dipole is a part of a
crystal which defines its initial orientation. An electric field, if strong enough, will
align the dipole along its lines. Torque, which acts on a dipole in a vector form, is

7 =pE. (3.12)

Work must be done by an external agent to change the orientation of an electric dipole
in an external electric field. This work is stored as potential energy U in the system
consisting of the dipole and the arrangement used to set up the external field. In a
vector form this potential energy is

U = —pE. (3.13)

A process of dipole orientation is called poling. The aligning electric field must be
strong enough to overcome a retaining force in the crystalline stricture of the ma-
terial. To ease this process, the material during the poling is heated to increase the
mobility of its molecular structure. The poling is used in fabrication of piezoelectric
and pyroelectric crystals.

The electric field around the charged object can be described not only by the
vector E, but by a scalar quantity, the electric potential V as well. Both quantities
are intimately related and usually it is a matter of convenience which one to use in
practice. A potential is rarely used as a description of an electric field in a specific point
of space. A potential difference (voltage) between two points is the most common
quantity in electrical engineering practice. To find the voltage between two arbitrary
points, we may use the same technique as above—a small positive test charge go. If
the electric charge is positioned in point A, it stays in equilibrium, being under the
influence of force goE. Theoretically, it may remain there infinitely long. Now, if we
try to move it to another point B, we have to work against the electric field. Work
(W4p) which is done against the field (that is why it has negative sign) to move the
charge from A to B defines the voltage between these two points:

W
Vg —Vy=——28 (3.14)
q0

Correspondingly, the electrical potential at point B is smaller than at point A. The SI
unit for voltage is 1 volt = 1 joule/coulomb. For convenience, point A is chosen to be
very far away from all charges (theoretically at an infinite distance) and the electric
potential at that point is considered to be zero. This allows us to define the electric
potential at any other point as

V=——01: (3.15)

q0

This equation tells us that the potential near the positive charge is positive, because
moving the positive test charge from infinity to the point in a field, must be made
against a repelling force. This will cancel the negative sign in formula (3.15). It should
be noted that the potential difference between two points is independent of the path
along which the test charge is moving. It is strictly a description of the electric field
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difference between the two points. If we travel through the electric field along a
straight line and measure V' as we go, the rate of change of V with distance / that we
observe is the components of E in that direction

dv
Ej=——rnr. 3.16
1 T (3.16)
The minus sign tells us that E points in the direction of decreasing V. Therefore, the
appropriate units for electric field is volts/meter (V/m).

3.2 Capacitance

Let us take two isolated conductive objects of arbitrary shape (plates) and connect
them to the opposite poles of a battery (Fig. 3.4A). The plates will receive equal
amounts of opposite charges; that is, a negatively charged plate will receive additional
electrons while there will be a deficiency of electrons in the positively charged plate.
Now, let us disconnect the battery. If the plates are totally isolated and exist in a
vacuum, they will remain charged theoretically infinitely long. A combination of
plates which can hold an electric charge is called a capacitor. If a small positive
electric test charge, qo, is positioned between the charged objects, it will be subjected
to an electric force from the positive plate to the negative. The positive plate will repel
the test charge and the negative plate will attract it, resulting in a combined push-pull
force. Depending on the position of the test charge between the oppositely charged
objects, the force will have a specific magnitude and direction, which is characterized
by vector f.

Fig. 3.4. Electric charge and voltage define the capacitance between two objects (A); a parallel-
plate capacitor (B).
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The capacitor may be characterized by g, the magnitude of the charge on either
conductor (shown in Fig. 3.4A), and by V, the positive potential difference between
the conductors. It should be noted that ¢ is not a net charge on the capacitor, which
is zero. Further, V is not the potential of either plate, but the potential difference
between them. The ratio of charge to voltage is constant for each capacitor:

q
==C. 3.17
v (3.17)

This fixed ratio, C, is called the capacitance of the capacitor. Its value depends on the
shapes and relative position of the plates. C also depends on the medium in which
the plates are immersed. Note that C is always positive because we use the same sign
for both ¢ and V. The SI unit for capacitance is 1 farad = 1 coulomb/volt, which
is represented by the abbreviation F. A farad is a very large capacitance; hence, in
practice submultiples of the farad are generally used:

1 picofarad (pF) =10"12 F
1 nanofarad (nF) =10~° F
1 microfarad (UF) = 10°°F

When connected into an electronic circuit, capacitance may be represented as a “com-

plex resistance”:
% 1

ek (3.18)
where j =+/—1 and i is the sinusoidal current having a frequency of w, meaning
that the complex resistance of a capacitor drops at higher frequencies. This is called
Ohm’s law for the capacitor. The minus sign and complex argument indicate that the
voltage across the capacitor lags 90° behind the current.

Capacitance is a very useful physical phenomenon in a sensor designer’s toolbox.
It can be successfully applied to measure distance, area, volume, pressure, force, and
so forth. The following background establishes fundamental properties of the capac-
itor and gives some useful equations. Figure 3.4B shows a parallel-plate capacitor in
which the conductors take the form of two plane parallel plates of area A separated
by a distance d. If d is much smaller than the plate dimensions, the electric field
between the plates will be uniform, which means that the field lines (lines of force f)
will be parallel and evenly spaced. The laws of electromagnetism requires that there
be some “fringing” of the lines at the edges of the plates, but for small enough d, we
can neglect it for our present purpose.

3.2.1 Capacitor

To calculate the capacitance, we must relate V, the potential difference between the
plates, to g, the capacitor charge (3.17):

q
C=—. 3.19
vV (3.19)
Alternatively, the capacitance of a flat capacitor can be found from
80A
C=—. (3.20)

d
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(B)

Fig. 3.5. Cylindrical capacitor (A); capacitive displacement sensor (B).

Formula (3.20) is important for the capacitive sensor’s design. It establishes a rela-
tionship between the plate area and the distance between the plates. Varying either
of them will change the capacitor’s value, which can be measured quite accurately
by an appropriate circuit. It should be noted that Egs. (3.19) and (3.20) hold only for
capacitors of the parallel type. A change in geometry will require modified formulas.
The ratio A/d may be called a geometry factor for a parallel-plate capacitor.

A cylindrical capacitor, shown in Fig. 3.5A, consists of two coaxial cylinders of
radii a and b and length [. For the case when [ > b, we can ignore fringing effects
and calculate capacitance from the following formula:

2mepl

= /)’ (3.21)

In this formula, / is the length of the overlapping conductors (Fig. 3.5B) and
271[In(b/a)]~" is called a geometry factor for a coaxial capacitor. A useful dis-
placement sensor can be built with such a capacitor if the inner conductor can be
moved in and out of the outer conductor. According to Eq. (3.21), the capacitance of
such a sensor is in a linear relationship with the displacement, /.

3.2.2 Dielectric Constant

Equation (3.20) holds for a parallel-plate capacitor with its plates in vacuum (or air,
for most practical purposes). In 1837, Michael Faraday first investigated the effect of
completely filling the space between the plates with a dielectric. He had found that
the effect of the filling is to increase the capacitance of the device by a factor of «,
which is known as the dielectric constant of the material.

The increase in capacitance due to the dielectric presence is a result of molecular
polarization. In some dielectrics (e.g., in water), molecules have a permanent dipole
moment, whereas in other dielectrics, molecules become polarized only when an ex-
ternal electric field is applied. Such a polarization is called induced. Both cases, either
permanent electric dipoles or those acquired by induction, tend to align molecules
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Fig. 3.6. Polarization of dielectric: (A) dipoles randomly oriented without an external electric
field; (B) dipoles aligned with an electric field.

with an external electric field. This process is called dielectric polarization. It is illus-
trated in Fig. 3.6A which shows permanent dipoles before an external electric field
is applied to the capacitor, and in Fig. 3.6B, which shows permanent dipoles after
an external electric field is applied to the capacitor. In the former case, there is no
voltage between the capacitor plates, and all dipoles are randomly oriented. After the
capacitor is charged, the dipoles will align with the electric field lines; however, ther-
mal agitation will prevent a complete alignment. Each dipole forms its own electric
field which is predominantly oppositely directed with the external electric field, Ey.
Due to a combined effect of a large number of dipoles (E’), the electric field in the
capacitor becomes weaker (E = Eg + E’) when the field, Eg, would be in the capacitor
without the dielectric.

Reduced electric field leads to a smaller voltage across the capacitor: V = Vp/«k.
Substituting it into formula (3.19), we get an expression for the capacitor with a
dielectric:

c=xL _c,. (3.22)
Vo

For the parallel-plate capacitor, we thus have

KS()A

C
d

(3.23)

In amore general form, the capacitance between two objects may be expressed through
a geometry factor, G:
C=¢0kG, (3.24)

G depends on the shape of the objects (plates) and their separation. Table A.5 of the
Appendix gives the dielectric constants, «, for various materials.

Dielectric constants must be specified for test frequency and temperature. Some
dielectrics have a very uniform dielectric constant over a broad frequency range (e.g.,
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Fig. 3.7. Dielectric constant of water as a function of temperature.

polyethylene), whereas others display a strong negative frequency dependence; that
is, a dielectric constant decreases with frequency. The temperature dependence is also
negative. Figure 3.7 illustrates « for water as a function of temperature.

In a “good” capacitor, a dielectric constant k and geometry must be stable—
ideally, they should not vary with temperature, humidity, pressure, or any other envi-
ronmental factors. “Good” capacitors are essential components of electronic circuits.
However, if you want to design a capacitive sensor, you need to make a “bad” ca-
pacitor, whose value varies with temperature, humidity, pressure, or whatever you
need to sense. By allowing a capacitor’s parameter to vary selectively with a specific
stimulus, one can build a useful sensor.

Letus consider a capacitive water-level sensor (Fig. 3.8A). The sensor is fabricated
in a form of a coaxial capacitor where the surface of each conductor is coated with a
thin isolating layer to prevent an electric short circuit through water (the isolator is a
dielectric which we disregard in the following analysis because it does not change in
the process of measurement). The sensor is immersed in a water tank. When the level
increases, water fills more and more space between the sensor’s coaxial conductors,
thus changing the sensor’s capacitance. The total capacitance of the coaxial sensor is

Cr=C1+Cr=¢60G1 + 60k G2, (3.25)

where C; is the capacitance of the water-free portion of the sensor and Cj is the
capacitance of the water-filled portion. The corresponding geometry factors are des-
ignated G and G,. From formulas (3.21) and (3.25), the total sensor capacitance can
be found as

2meg

=M[H—h(l — 01, (3.26)

h
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Fig. 3.8. Capacitive water level sensor (A); capacitance as a function of the water level (B).

where £ is height of the water-filled portion of the sensor. If the water is at or below
the level A, the capacitance remains constant

2meo

= 0/0 (3.27)

Co

Figure 3.8B shows a water level-capacitance dependence.’ It is a straight line from
the level /. Because dielectric constant of water is temperature dependent (Fig. 3.7)
the capacitive sensor will be combined with a temperature sensor—for instance,
a thermistor or resistive temperature detector which monitors water temperature.
The appropriate temperature correction may be performed by the electronic signal
conditioner.

The slope of the transfer function line depends on the liquid. For instance, if
instead of water the sensor measures the level of transformer oil, it is expected to be
22 times less sensitive (see Table A.5).

Another example of a capacitive sensor is a humidity sensor. In such a sensor, a
dielectric between the capacitor plates is fabricated of a material that is hygroscopic;
that is, it can absorb water molecules and change its dielectric constant accordingly.
According to Eq. (3.24), this changes the capacitance that can be measured and related
to relative humidity. Figure 3.9 illustrates the dependence between capacitance and
relative humidity of such a sensor. The dependence is not linear, but this usually can
be taken care of during the signal processing.

3 The sensor’s dimensions are as follows: a = 10 mm, b =12 mm, H =200 mm, liquid—
water.
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Fig. 3.9. Transfer function of a capacitive relative humidity sensor.

3.3 Magnetism

Magnetic properties were discovered in prehistoric times in certain specimens of an
iron ore mineral known as magnetite (Fe3O4). It was also discovered that pieces of
soft iron that rubbed against a magnetic material acquired the same property of acting
as amagnet (i.e., attracting other magnets and pieces of iron). The first comprehensive
study of magnetism was made by William Gilbert. His greatest contribution was his
conclusion that the Earth acts as a huge magnet. The word “magnetism” comes from
the district of Magnesia in Asia Minor, which is one of the places at which the magnetic
stones were found.

There is a strong similarity between electricity and magnetism. One manifestation
of this is that two electrically charged rods have like and unlike ends, very much in
the same way as two magnets have opposite ends. In magnets, these ends are called
S (south) and N (north) poles. The like poles repel and the unlike attract. Contrary to
electric charges, the magnetic poles always come in pairs. This is proven by breaking
magnets into any number of parts. Each part, no matter how small, will have a north
pole and a south pole. This suggests that the cause of magnetism is associated with
atoms or their arrangements or, more probably, with both.

If we place a magnetic pole in a certain space, that space about the pole appears to
have been altered from what it was before. To demonstrate this, bring into that space a
piece of iron. Now, it will experience a force that it will not experience if the magnet is
removed. This altered space is called a magnetic field. The field is considered to exert
a force on any magnetic body brought into the field. If that magnetic body is a small
bar magnet or a magnetic needle, the magnetic field will be found to have direction.
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Fig. 3.10. Test magnet in a magnetic field (A); compass needle rotates in accordance with the
direction of the electric current (B).

By definition, the direction of this field at any point is given by the direction of the
force exerted on a small-unit north pole. Directions of field lines are, by definition,
from north to south. Figure 3.10A shows the direction of the field by arrows. A tiny
test magnet is attracted in the direction of the force vector F. Naturally, approximately
the same force but of opposite direction is exerted on the south pole of the test magnet.

The above description of the magnetic field was made for a permanent magnet.
However, the magnetic field does not change its nature if it is produced by a different
device (e.g., electric current passing through a conductor). It was Hans Christian
Oersted, a Danish professor of physics, who in 1820 discovered that a magnetic field
could exist where there were no magnets at all. In a series of experiments in which
he used an unusually large Voltaic pile (battery) so as to produce a large current, he
happened to note that a compass in the near vicinity was behaving oddly. Further
investigation showed that the compass needle always oriented itself at right angles
to the current-carrying wire and that it reversed its direction if either current was
reversed, or the compass was changed from a position below the wire to one above
(Fig. 3.10B). Stationary electric charges have no effect on a magnetic compass (in
this experiment, a compass needle is used as a tiny test magnet). It was clear that
the moving electric charges were the cause of the magnetic field. It can be shown
that magnetic field lines around a wire are circular and their direction depends on
the direction of electric current (i.e., moving electrons) (Fig. 3.11). Above and below
the wire, magnetic field lines are pointed in the opposite direction. That is why the
compass needle turns around when it is placed below the wire.

A fundamental property of magnetism is that moving electric charges (electric
current) essentially produce a magnetic field. Knowing this, we can explain the nature
of a permanent magnet. A simplified model of a magnetic field origination process is
shown in Fig. 3.12A. An electron continuously spins in an eddy motion around the
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Fig. 3.11. Electric current sets a circular magnetic field
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Fig. 3.12. Moving electron sets a magnetic field (A); superposition of field vectors results in a
combined magnetic field of a magnet (B).

atom. The electron movement constitutes a circular electric current around the atomic
nucleus. That current is a cause for a small magnetic field. In other words, a spinning
electron forms a permanent magnet of atomic dimensions. Now, let us imagine that
many of such atomic magnets are aligned in an organized fashion (Fig. 3.12B), so
that their magnetic fields add up. The process of magnetization then becomes quite
obvious: Nothing is added or removed from the material—only the orientation of
atoms is made. The atomic magnets may be kept in the aligned position in some
materials which have an appropriate chemical composition and a crystalline structure.
Such materials are called ferromagnetics.

3.3.1 Faraday’s Law

Michael Faraday pondered the question, “If an electric current is capable of producing
magnetism, is it possible that magnetism can be used to produce electricity?” It took
him 9 or 10 years to discover how. If an electric charge is moved across a magnetic
field, a deflecting force is acting on that charge. It must be emphasized that it is
not important what actually moves—either the charge or the source of the magnetic
field. What matters is a relative displacement of those. A discovery that a moving
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electric charge can be deflected as a result of its interaction with the magnetic field
is a fundamental in electromagnetic theory. Deflected electric charges result in an
electric field generation, which, in turn, leads to a voltage difference in a conducting
material, thus producing an electric current.

The intensity of a magnetic field at any particular point is defined by a vector B,
which is tangent to a magnetic field line at that point. For a better visual representation,
the number of field lines per unit cross-sectional area (perpendicular to the lines) is
proportional to the magnitude of B. Where the lines are close together, B is large, and
where they are far apart, B is small.

The flux of magnetic field can be defined as

®p— f B ds. (3.28)

where the integral is taken over the surface for which Fp is defined.

To define the magnetic field vector B, we use a laboratory procedure where a
positive electric charge g is used as a test object. The charge is projected through the
magnetic field with velocity V. A sideways deflecting force Fp acts on the charge (Fig.
3.13A). By “sideways,” we mean that Fp is at a right angle to V. It is interesting to
note that the vector V changes its direction while moving through the magnetic field.
This results in a spiral rather than parabolic motion of the charge (Fig. 3.13B). The
spiral movement is a cause for a magnetoresistive effect which forms a foundation for
the magnetoresistive sensors. The deflecting force Fp is proportional to the charge,
velocity, and magnetic field:

Fg=¢qoVB. (3.29)

The vector Fp is always at right angles to the plane formed by V and B and, thus,
is always at right angles to v and to B, that is why it is called a sideways force. The
magnitude of magnetic deflecting force according to the rules for vector products is

Fp=qovBsin¢, (3.30)

where ¢ is the angle between vectors V and B. The magnetic force vanishes
if V is parallel to B. Equation (3.30) is used for the definition of the magnetic

qn

(A) (B)

Fig. 3.13. Positive charge projected through a magnetic field is subjected to a sideways force
(A); spiral movement of an electric charge in a magnetic field (B).
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field in terms of deflected charge, its velocity, and deflecting force. Therefore, the
units of B is (Newton/coulomb)/(meter/second)™ 1. In the SI system, it is given
the name tesla (abbreviated T). Because coulomb/second is an ampere, we have
1 T=1 Newton/(ampere meter). An older unit for B is still in use. It is the gauss:
1 tesla = 10* gauss.

3.3.2 Solenoid

A practical device for producing a magnetic field is called a solenoid. It is a long wire
wound in a close-packed helix and carrying a current i. In the following discussion,
we assume that the helix is very long compared to its diameter. The solenoid magnetic
field is the vector sum of the fields set up by all the turns that make up the solenoid.
If a coil (solenoid) has widely spaced turns, the fields tend to cancel between the
wires. At points inside the solenoid and reasonably far from the wires, B is parallel
to the solenoid axis. In the limiting case of adjacent very tightly packed wires (Fig.
3.14A), the solenoid becomes essentially a cylindrical current sheet. If we apply
Ampere’s law to that current sheet, the magnitude of magnetic field inside the solenoid

becomes
B =yign, (3.31)

where n is the number of turns per unit length and iy is the current through the solenoid
wire. Although, this formula was derived for an infinitely long solenoid, it holds quite
well for actual solenoids for internal points near the center of the solenoid. It should
be noted that B does not depend on the diameter or the length of the solenoid and that
B is constant over the solenoid cross section. Because the solenoid’s diameter is not
a part of the equation, multiple layers of winding can be used to produce a magnetic
field of higher strength. It should be noted that the magnetic field outside of a solenoid
is weaker than that of the inside.

(A) (B)

Fig. 3.14. Solenoid (A) and toroid (B).
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3.3.3 Toroid

Another useful device that can produce a magnetic field is a toroid (Fig. 3.14B), which
we can describe as a solenoid bent into the shape of a doughnut. A calculation of the
magnetic field inside the toroid gives the following relationship:

_ o N

B=
2w r

(3.32)
where N is the total number of turns and r is the radius of the inner circular line where
the magnetic field is calculated. In contrast to a solenoid, B is not constant over the
cross section of a toroid. Also, for an ideal case, the magnetic field is equal to zero
outside a toroid.

The density of a magnetic field, or the number of magnetic lines passing through
a given surface, is defined as the magnetic flux ®g for that surface:

<I>B:/BdS. (3.33)

The integral is taken over the surface, and if the magnetic field is constant and is
everywhere at a right angle to the surface, the solution of the integral is very simple:
®p =BA, where A is the surface area. Flux, or flow of the magnetic field, is analogous
to the flux of electric field. The ST unit for magnetic flux, as follows from the above,
is tesla meter?, to which is named weber. It is abbreviated as Wb

IWb= 1T m?. (3.34)

3.3.4 Permanent Magnets

Permanent magnets are useful components for fabricating magnetic sensors for the
detection of motion, displacement, position, and so forth. To select the magnet for
any particular application, the following characteristics should be considered:

¢ Residual inductance (B) in gauss—how strong the magnet is?

* Coercive force (H) in oersteds—how well will the magnet resist external demag-
netization forces?

+ Maximum energy product, MEP, (BH) is gauss oersteds times 10°. A strong
magnet that is also very resistant to demagnetization forces has a high MEP.
Magnets with a higher MEP are better, stronger, and more expensive.

e The temperature coefficient in %/°C shows how much B changes with tempera-
ture.

Magnets are produced from special alloys (see Table A.6). Examples are rare
earth (e.g., samarium)—cobalt alloys. These are the best magnets; however, they are
too hard for machining and must be ground if shaping is required. Their maximum
MEP is about 16 x 10°. Another popular alloy is Alnico, which contains aluminum,
nickel, cobalt, iron, and some additives. These magnets can be cast or sintered by
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pressing metal powders in a die and heating them. Sintered Alnico is well suited to
mass production. Ceramic magnets contain barium or strontium ferrite (or another
element from that group) in a matrix of a ceramic material that is compacted and
sintered. They are poor conductors of heat and electricity, are chemically inert, and
have a high value of H. Another alloy for the magnet fabrication is Cunife, which
contains copper, nickel, and iron. It can be stamped, swaged, drawn, or rolled into
final shape. Its MEP is about 1.4 x 10°. Iron—chromium magnets are soft enough to
undergo machining before the final aging treatment hardens them. Their maximum
MEP s 5.25 x 10°. Plastic and rubber magnets consist of barium or strontium ferrite
in a plastic matrix material. They are very inexpensive and can be fabricated in many
shapes. Their maximum MEP is about 1.2 x 10°.

3.4 Induction

In 1831, Michael Faraday in England and Joseph Henry in the United States discov-
ered one of the most fundamental effects of electromagnetism: an ability of a varying
magnetic field to induce electric current in a wire. It is not important how the field
is produced—either by a permanent magnet or by a solenoid—the effect is the same.
Electric current is generated as long as the magnetic field changes. A stationary field
produces no current. Faraday’s law of induction says that the induced voltage, or
electromotive force (e.m.f.), is equal to the rate at which the magnetic flux through
the circuit changes. If the rate of change is in webers per second, the e.m.f. (e) will

be in volts:
il (3.35)
e =——. .
dt

The minus sign is an indication of the direction of the induced e.m.f. If varying
magnetic flux is applied to a solenoid, the e.m.f. appears in every turn and all of these
e.m.f.’s must be added. If a solenoid, or other coil, is wound in such a manner so that
each turn has the same cross-sectional area, the flux through each turn will be the
same, and then the induced voltage is

do
V=_N_2 (3.36)
dr

where N is the number of turns. This equation may be rewritten in a form which is
of interest to a sensor designer or an application engineer:

d(BA)
dr

V=-N

(3.37)

The equation means that the voltage in a pickup circuit can be produced by either
changing the amplitude of the magnetic field (B) or area of the circuit (A). Thus,
induced voltage depends on the following:

*  Moving the source of the magnetic field (magnet, coil, wire, etc.)
e Varying the current in the coil or wire which produces the magnetic field
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¢ Changing the orientation of the magnetic source with respect to the pickup circuit
* Changing the geometry of a pickup circuit, (e.g., by stretching it or squeezing, or
changing the number of turns in a coil)

If an electric current passes through a coil which is situated in close proximity
with another coil, according to Faraday’s law, the e.m.f. in a second coil will appear.
However, the magnetic field penetrates not only the second coil, but the first coil as
well. Thus, the magnetic field sets the e.m.f. in the same coil where it is originated.
This is called self-induction and the resulting voltage is called a self-induced e.m.f.
Faraday’s law for a central portion of a solenoid is

d (l’l o} 3)

= . 3.38
v 7 (3.38)

The number in parentheses is called the flux linkage and is an important characteristic
of the device. For a simple coil with no magnetic material in the vicinity, this value
is proportional to the current through the coil:

ndg=Li, (3.39)

where L is a proportionality constant, which is called the inductance of the coil. Then,
Eq. (3.38) can be rewritten as
dn®p)  di

—L—. 3.40
dt dt ( )

From this equation, we can define inductance as

v
L=-— 3.41
di/dt ( )

If no magnetic material is introduced in the vicinity of an inductor (a device possessing
inductance), the value defined by Eq. (3.41) depends only on the geometry of the
device. The SI unit for inductance is the volt second/ampere, which was named after
American physicist Joseph Henry (1797-1878): 1 henry = 1 volt second/ampere. The
abbreviation for henry is H.

Several conclusions can be drawn from Eq. (3.41):

* Induced voltage is proportional to the rate of change in current through the induc-
tor,

* Voltage is essentially zero for direct current (dc).

* Voltage increases linearly with the current rate of change.

* Voltage polarity is different for increased and decreased currents flowing in the
same direction.

* Induced voltage is always in the direction which opposes the change in current.

Like capacitance, inductance can be calculated from geometrical factors. For a

closely packed coil, it is
n CDB
L=——. (3.42)
i
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If n is the number of turns per unit length, the number of flux linkages in the length,
L, is

Nog=@ml)(BA), (3.43)
where A is the cross-sectional area of the coil. For the solenoid, B =yni, and the

inductance is
L=——=yyn"lA. (3.44)
i

It should be noted that / A is the volume of a solenoid, Thus, having the same number
of turns and changing the coil geometry, its inductance may be modulated (altered).

When connected into an electronic circuit, inductance may be represented as a
“complex resistance”:

|
—=joL, (3.45)
i

where j = +/—1 and  is a sinusoidal current having a frequency of w = 277 f, meaning
that the complex resistance of an inductor increases at higher frequencies. This is
called Ohm’s law for an inductor. Complex notation indicates that current lags behind
voltage by 90°.
If two coils are brought in the vicinity of one another, one coil induces e.m.f., v,
in the second coil: i
3!

vy = _MZIE7 (3.46)
where M»>; is the coefficient of mutual inductance between two coils. The calculation
of mutual inductance is not a simple exercise, and in many practical cases, it can be
easier performed experimentally. Nevertheless, for some relatively simple combina-
tions, mutual inductances have been calculated. For a coil (having N turns) which is
placed around a long solenoid (Fig. 3.15A), having n turns per unit length, mutual
inductance is

M =pym R*nN. (3.47)

For a coil placed around a toroid (Fig. 3.15B), mutual inductance is defined by the
numbers of turns, N| and Nj:

NiNah . (b
M= Bl (-) (3.48)

Fig. 3.15. Mutual inductances in solenoids (A) and in a toroid (B).
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| i . Fig. 3.16. Voltage across a material sets the elec-
) ‘ tric current.

3.5 Resistance

In any material, electrons move randomly like gas in a closed container. There is
no preferred direction and an average concentration of electrons in any part of the
material is uniform (assuming that the material is homogeneous). Let us take a bar of
an arbitrary material. The length of the bar is /. When the ends of the bar are connected
to the battery having voltage V (Fig. 3.16), an electric field E will be setup within the
material. It is easy to determine the strength of the electric field:

E= ; (3.49)
For instance, if the bar has a length of 1 m and the battery delivers 1.5V, the electric
field has a strength of 1.5 V/m. The field acts on free electrons and sets them in motion
against the direction of the field. Thus, the electric current starts flowing through the
material. We can imagine a cross section of the material through which passes electric
charge g. The rate of the electric charge flowing (unit of charge per unit of time) is
called the electric current:
. dq

T
The SI unit of current is ampere (A): 1 A=1 coulomb/sec. In SI units, ampere
is defined as the electric current maintained in two infinitely long parallel wires
separated by 1 m in free space, which produce a force between the two wires (due
to their magnetic field) of 2 x 10~7 N for each meter of length. An ampere is quite
strong electric current. In sensor technologies, generally much smaller currents are
used; therefore, submultiples of A are often employed:

1 milliampere (mA): 1073 A
1 microampere (uA): 1076 A
1 nanoampere (nA): 107 A
1 picoampere (pA): 10712 A
1 femtoampere (fA): 1075A

(3.50)

Regardless of the cross section of the material, whether it is homogeneous or not,
the electric current through any cross section is always the same for a given electric
field. It is similar to water flow through a combination of serially connected pipes of
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different diameters; the rate of flow is the same throughout of the pipe combination.
The water flows faster in the narrow sections and slower in the wide section, but the
amount of water passing through any cross section per unit of time is constant. The
reason for that is very simple: water in the pipes is neither drained out nor created.
The same reason applies to electric current. One of the fundamental laws of physics is
the law of conservation of charge. Under steady-state conditions, charge in a material
is neither created nor destroyed. Whatever comes in must go out. In this section, we
do not consider any charge storages (capacitors), and all materials we discuss are said
have pure resistive properties.

The mechanism of electrical conduction in a simplified form may be described
as follows. A conducting material, say copper wire, can be modeled as a semi-
rigid springlike periodic lattice of positive copper ions. They are coupled together
by strong electromagnetic forces. Each copper atom has one conduction electron
which is free to move about the lattice. When electric field E is established within
the conductor, the force —eE acts on each electron (e is the electron charge).
The electron accelerates under the force and moves. However, the movement is
very short, as the electron collides with the neighboring copper atoms, which
constantly vibrate with an intensity determined by the material temperature. The
electron transfers kinetic energy to the lattice and is often captured by the pos-
itive ion. It frees another electron, which keeps moving in the electric field un-
til, in turn, it collides with the next portion of the lattice. The average time
between collisions is designated as 7. It depends on the material type, struc-
ture, and impurities. For instance, at room temperature, a conduction electron in
pure copper moves between collisions for an average distance of 0.04 wm, with
7 =2.5x 107145, In effect, electrons which flow into the material near the nega-
tive side of the battery are not the same which outflow to the positive terminal.
However, the constant drift or flow of electrons is maintained throughout the ma-
terial. Collisions of electrons with the material atoms further add to the atomic
agitation and, subsequently, raise the material temperature. This is why passing
of electric current through a resistive material results in the so-called Joule heat
liberation.

It was arbitrarily decided to define the direction of current flow along with the
direction of the electric field (i.e., in the opposite direction of the electronic flow).
Hence, the electric current flows from the positive to negative terminal of the battery
while electrons actually move in the opposite direction.

3.5.1 Specific Resistivity

If we fabricate two geometrically identical rods from different materials, say from
copper and glass, and apply to them the same voltage, the resulting currents will be
quite different. A material may be characterized by its ability to pass electric current.
Itis called resistivity and material is said to have electrical resistance which is defined
by Ohm’s law:

R=—. (3.51)
1
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For pure resistance (no inductance or capacitance), voltage and current are in-phase
with each other, meaning that they are changing simultaneously.

Any material has electric resistivity* and therefore is called a resistor. The SI unit
of resistance is 1 ohm (£2) = 1 volt/1 ampere. Other multiples and submultiples of 2
are as follows:

1 milliohm (m): 1073 Q
1 kilohm (k2): 10°

1 megohm (MQ): 10° Q
1 gigohm (G2):  10° Q

1 terohm (TQ): 102 Q

If we compare electric current with water flow, pressure across the pipe line (Pas-
cal) is analogous to voltage (V') across the resistor, electric current (C/s) is analogous
to water flow (L/s), and electric resistance (£2) corresponds to water flow resistance in
the pipe. It is clear that resistance to water flow is lower when the pipe is short, wide,
and empty. When the pipe has, for instance, a filter installed in it, resistance to water
flow will be higher. Similarly, coronary blood flow may be restricted by cholesterol
deposits on the inner lining of blood vessels. Flow resistance is increased and arterial
blood pressure is not sufficient to provide the necessary blood supply rate for normal
functioning of the heart. This may result in a heart attack. The basic laws that govern
the electric circuit designs are called Kirchhoff’s laws, after the German physicist
Gustav Robert Kirchhoff (1824—1887). These laws were originally devised for the
plumbing networks, which, as we have seen, are similar to electric networks.

Resistance is a characteristic of a device. It depends on both the material and the
geometry of the resistor. Material itself can be characterized by a specific resistivity,
p, which is defined as

p=-, (3.52)
J
where j is current density: j =i/a (a is the area of the material cross section). The
SI unit of resistivity is €2 m. Resistivities of some materials are given in the Appendix
(Table A.7). Quite often, a reciprocal quantity is used which is called conductivity:
o=1/p.

The resistivity of a material can be expressed through mean time between colli-

sions, 7, the electronic charge, e, the mass of electron, m, and a number of conduction

electrons per unit volume, n:
m

p=—. (3.53)

ne2t

To find the resistance of a conductor, the following formula may be used:
R=p—, (3.54)
a

where a is the cross sectional area and / is the length of the conductor.

4 Excluding superconductors, which are beyond the scope of this book.
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Fig. 3.17. Specific resistivity of tungsten as a function of temperature.

3.5.2 Temperature Sensitivity

The conductivity of a material changes with temperature, ¢, and in a relatively narrow
range, it may be expressed by «, which is temperature coefficient of resistance (TCR):

p=poll +a(t—1)] (3.55)

where py is resistivity at the reference temperature #y (commonly either 0°C or 25°C).
In a broader range, resistivity is a nonlinear function of temperature.

For nonprecision applications over a broad temperature range, the resistivity of
tungsten, as shown in Fig. 3.17 may be modeled by a best-fit straight line with o =
0.0058 C~!. However, this number will not be accurate at lower temperatures. For
instance, near 25°C the slope of p is about 20% smaller: o« = 0.0045 C~!. When better
accuracy is required, formula (3.55) should not be employed. Instead, higher-order
polynomials may be useful for modeling the resistivity. For instance, over a broader
temperature range, tungsten resistivity may be found from the second-order equation

p=4.45+0.0269¢ + 1.914 x 107%2, (3.56)

where ¢ is the temperature (in °C) and p is in 2 m.

Metals have positive temperature coefficients (PTCs) o, whereas many semicon-
ductors and oxides have negative temperature coefficients of resistance (NTCs). It is
usually desirable to have very low TCRs in resistors used in electronic circuits. On
the other hand, a strong temperature coefficient of resistivity allows us to fabricate a
temperature sensor, known as a thermistor (a contraction of the words thermal and
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resistor) and the so-called resistive temperature detector (RTD).? The most popular
RTD is a platinum (Pt) sensor which operates over a broad temperature range from
about —200°C to over 600°C. The resistance of a Pt RTD is shown in Fig. 3.18. For
a calibrating resistance Ry at 0°C, the best-fit straight line is given by

R =Ry(1.00436.79 x 107%7), (3.57)

where ¢ is the temperature in °C and R is in 2. The multiple at temperature (7') is the
sensor’s sensitivity (a slope), which may be expressed as +0.3679%/°C.

There is a slight nonlinearity of the resistance curve which, if not corrected, may
lead to an appreciable error. A better approximation of Pt resistance is a second-order
polynomial which gives an accuracy better than 0.01°C:

R=Ro(1+39.08 x 107* —5.8 x 107715)Q. (3.58)

It should be noted, however, that the coefficients in Egs. (3.57) and (3.58) somewhat
depend on the material purity and manufacturing technologies. To compare accuracies
of the linear and the second-order models of the platinum thermometer, consider the
following example. If a Pt RTD sensor at 0°C has resistivity Ry = 100€2, at +150°C,
the linear approximation gives

R =100[1.0036 4+ 36.79 x 1074(150)] = 155.55%2,
whereas for the second-order approximation (Eq. 3.58)
R =100[1+39.08 x 107150 — 5.8 x 1077 (150)*] = 157.32%.

The difference between the two is 1.76 2. This is equivalent to an error of —4.8°C at
+150°C.

Thermistors are resistors with large either negative (NTC) or positive (PTC) tem-
perature coefficients. The thermistors are ceramic semiconductors commonly made
of oxides of one or more of the following metals: nickel, manganese, cobalt, titanium,
iron. Oxides of other metals are occasionally used. Resistances vary from a fraction
of an ohm to many megohms. Thermistors can be produced in the form of disks,
droplets, tubes, flakes, or thin films deposited on ceramic substrates. Recent progress
in thick-film technology allows us to print the thermistor on ceramic substrates.

The NTC thermistors often are fabricated in the form of beads. Usually, bead
thermistors have platinum alloy lead wires which are sintered into the ceramic body.
Platinum is a convenient choice for the thermistor wires because it combines a rela-
tively low electrical resistance with a relatively high thermal resistance. During the
fabrication process, a small portion of mixed metal oxides is placed with a suitable
binder onto a pair of platinum alloy wires, which are under slight tension. After the
mixture has been allowed to set, the beads are sintered in a tubular furnace. The metal
oxides shrink around the platinum lead wires and form intimate electrical bonds. The
beads may be left bare or they may be given organic or glass coatings.

5 See Section 16.1 of Chapter 16
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Fig. 3.18. Resistance—temperature characteristics for two thermistors and Pt RTD (Ry = 1k);
thermistors are calibrated at g = 25°C and RTD at 0°C.

Thermistors possess nonlinear temperature—resistance characteristics (Fig. 3.18),
which are generally approximated by one of several different equations. The most
popular of them is the exponential form

Ry = Ry P/ T=1/T0), (3.59)

where Ty is the calibrating temperature in kelvin, Ry, is the resistance at the calibrating
temperature, and $ is a material’s characteristic temperature. All temperatures and 8
are in kelvin. Commonly, B ranges between 3000 and 5000 K, and for a relatively nar-
row temperature range, it can be considered temperature independent, which makes
Eq. (3.59) a reasonably good approximation. When a higher accuracy is required, a
polynomial approximation is generally employed. Figure 3.18 shows the resistance—
temperature dependence of thermistors having 8 = 3000 and 4000K and that for the
platinum RTD. The temperature characteristic of platinum is substantially less sensi-
tive and more linear with a positive slope, whereas thermistors are nonlinear with a
high sensitivity and a negative slope.
Traditionally, thermistors are specified at temperature of #) = 25°C (T = 298.15°K),

whereas RTDs are specified at 1 = 0°C (Tp =273.15°K).

3.5.3 Strain Sensitivity

Usually, electrical resistance changes when the material is mechanically deformed.
This is called the piezoresistive effect. In some cases, the effect is a source of error. On
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Fig. 3.19. Strain changes the geometry of a con-
i ductor and its resistance.

the other hand, it is successfully employed in sensors which are responsive to stress, o':

F dl
o0=—=E—, (3.60)
a l

where E is Young’s modulus of the material and F is the applied force. In this equation,
the ratio dl /[ = e is called strain, which is a normalized deformation of the material.

Figure 3.19 shows a cylindrical conductor (wire) stretched by applied force F'.
The volume v of the material stays constant while the length increases and the cross
sectional area becomes smaller. As a result, Eq. (3.54) can be rewritten as

R="1. (3.61)
v

After differentiating, we can define sensitivity of resistance with respect to wire elon-

gation:
dR
ar P (3.62)
dl v
It follows from this equation that the sensitivity becomes higher for the longer and
thinner wires with a high specific resistance. Normalized incremental resistance of

the strained wire is a linear function of strain, e, and it can be expressed as
dR
=

where S, is known as the gauge factor or sensitivity of the strain gauge element. For
metallic wires, it ranges from 2 to 6. It is much higher for semiconductor gauges; it
is between 40 and 200.

Early strain gauges were metal filaments. The gauge elements were formed on
a backing film of electrically isolating material. Today, they are manufactured from
constantan (a copper/nickel alloy) foil or single-crystal semiconductor materials (sili-
con with boron impurities). The gauge pattern is formed either by mechanical cutting
or photochemical etching. When a semiconductor material is stressed, its resistivity
changes depending on the type of the material and the doping dose (see Section 9.1
of Chapter 9). However, the strain sensitivity in semiconductors is temperature de-
pendent which requires a proper compensation when used over a broad temperature
range.

See, (3.63)

3.5.4 Moisture Sensitivity

By selecting material for a resistor, one can control its specific resistivity and sus-
ceptibility of such to the environmental factors. One of the factors is the amount of
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Fig. 3.20. Hygristor design (A) and its transfer function (B).

moisture that can be absorbed by the resistor. A moisture-dependent resistor can be
fabricated of hygroscopic material whose specific resistivity is strongly influenced
by the concentration of the absorbed water molecules. This is the basis for the re-
sistive humidity sensors, which are called hygristors. A typical design of a hygristor
is comprised of a substrate that has two silkscreen-printed conductive interdigitized
electrodes (Fig. 3.20A) which are covered and thus electrically interconnected by hy-
groscopic semiconductive gel which forms a matrix to hold the conductive particles.
The gel [2] is typically fabricated of hydroxyethylcellulose, nonylphenylpolyethylene
glycol ether, and other (exotically sounding names for an electrical engineer!) organic
materials with the addition of carbon powder. The gel is thoroughly milled to produce
a smooth mixture. Another type of hygristor is fabricated of lithium chloride (LiCl)
film and a binder. The sensor substrates are dipped into the milled gel at controlled
rates to coat the gel on the space between the electrodes. The coated substrates are
cured under controlled temperature and humidity. Resistance changes with humidity
in anonlinear way (Fig. 3.20B), which can be taken into account during the calibration
and data processing.

3.6 Piezoelectric Effect

The piezoelectric effect is the generation of electric charge by a crystalline mate-
rial upon subjecting it to stress. The effect exists in natural crystals, such as quartz
(chemical formula SiO;), and poled (artificially polarized) man-made ceramics and
some polymers, such as polyvinylidene flouride. It is said that piezoelectric material
possess ferroelectric properties. The name was given by an analogy with ferromag-
netic properties. The word piezo comes from the Greek piezen, meaning to press. The
Curie brothers discovered the piezoelectric effect in quartz in 1880, but very little
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Fig. 3.21. Piezoelectric effect in a quartz crystal.

practical use was made until 1917, when another Frenchman, Professor P. Langevin
used x-cut plates of quartz to generate and detect sound waves in water. His work led
to the development of sonar.

A simplified, yet quite explanatory model of the piezoelectric effect was proposed
in 1927 by A. Meissner [3]. A quartz crystal is modeled as a helix (Fig. 3.21A) with
one silicon, Si, and two oxygen, O, atoms alternating around the helix. A quartz
crystal is cut along its axes x, y, and z; thus, Fig. 3.21A is a view along the z-axis.
In a single-crystal cell, there are three silicon atoms and six oxygen atoms. Oxygen
is being lumped in pairs. Each silicon atom carries four positive charges and a pair
of oxygen atoms carries four negative charges (two per atom). Therefore, a quartz
cell is electrically neutral under the no-stress conditions. When an external force, Fy,
is applied along the x-axis, the hexagonal lattice becomes deformed. Figure 3.21B
shows a compressing force which shifts atoms in a crystal in such a manner that a
positive charge is built up at the silicon atom side and a negative charge at the oxygen
pair side. Thus, the crystal develops an electric charge along the y-axis. If the crystal
is stretched along the x-axis (Fig. 3.21C), a charge of opposite polarity is built along
the y-axis, which is a result of a different deformation. This simple model illustrates
that crystalline material can develop electric charge on its surface in response to a
mechanical deformation. A similar explanation may be applied to the pyroelectric
effect, which is covered in Section 3.6.

To pick up an electric charge, conductive electrodes must be applied to the crystal
at the opposite sides of the cut (Fig. 3.22). As aresult, a piezoelectric sensor becomes a
capacitor with a dielectric material which is a piezoelectric crystal. The dielectric acts
as a generator of electric charge, resulting in voltage V across the capacitor. Although
charge in a crystalline dielectric is formed at the location of an acting force, metal
electrodes equalize charges along the surface, making the capacitor not selectively
sensitive. However, if electrodes are formed with a complex pattern, it is possible to
determine the exact location of the applied force by measuring the response from a
selected electrode.

The piezoelectric effect is a reversible physical phenomenon. That means that
applying voltage across the crystal produces mechanical strain. By placing several
electrodes on the crystal, it is possible to use one pair of electrodes to deliver voltage to
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the crystal and the other pair of electrodes to pick up charge resulting from developed
strain. This method is used quite extensively in various piezoelectric transducers.

The magnitude of the piezoelectric effect in a simplified form can be represented
by the vector of polarization [4]:

P=P, +P, +P_, (3.64)

where x, y, and z refer to a conventional ortogonal system related to the crystal axes.
In terms of axial stress, o, we can write®
P =dio,+dinoy, +dizo,
Pyy=d210xx +d22(7yy +dyz0 4, (3.65)
P, =d310xx +d320yy +d330,
where constants d,,,, are the piezoelectric coefficients along the orthogonal axes of the

crystal cut. Dimensions of these coefficients are C/N (coulomb/newton) (i.e., charge
unit per unit force).

For the convenience of computation, two additional units have been introduced.
The first is a g coefficient which is defined by a division of corresponding d,,; coef-
ficients by the absolute dielectric constant

dmn

E0Emn

8mn = (3.66)
This coefficient represents a voltage gradient (electric field) generated by the crystal
per unit applied pressure; its dimension is

v N

m/ m2°

6 The complete set of coefficients also includes shear stress and the corresponding d-
coefficients.
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Another coefficient, designated 4, is obtained by multiplying the g coefficients by the
corresponding Young’s moduli for the corresponding crystal axes. Dimension of the

h coefficient is
V /m
m/ m’

Piezoelectric crystals are direct converters of mechanical energy into electrical. The
efficiency of the conversion can be determined from the so-called coupling coefficients

kinn:
kmn = AY, Annhmn .- (367)

The k coefficient is an important characteristic for applications where energy effi-
ciency is of a prime importance, like in acoustics and ultrasonics.

The charge generated by the piezoelectric crystal is proportional to applied force,
for instance, in the x direction the charge is

szdllFx- (3.68)

Because a crystal with deposited electrodes forms a capacitor having capacitance C,
the voltage, V, which develops across between the electrodes is

Oy du
V=—"r=—F,. 3.69
a c (3.69)

In turn, the capacitance can be represented [see Eq. 3.23] through the electrode surface

area,’ a, and the crystal thickness, /:

c =K8()67l. (3.70)

where g is permitivity constant and « is dielectric constant. Then, the output voltage

1S
d d
v="Up = S gy (3.71)
C K&oa

The manufacturing of ceramic PZT sensors begins with high purity metal oxides
(lead oxide, zirconium oxide, titanium oxide, etc.) in the form of fine powders having
various colors. The powders are milled to a specific fineness and mixed thoroughly
in chemically correct proportions. In a process called “calcining,” the mixtures are
then exposed to an elevated temperature, allowing the ingredients to react to form a
powder, each grain of which has a chemical composition close to the desired final
composition. At this stage, however, the grain does not yet have the desired crystalline
structure.

The next step is to mix the calcined powder with solid and/or liquid organic binders
(intended to burn out during firing) and mechanically form the mixture into a “cake”
which closely approximates a shape of the final sensing element. To form the “cakes”
of desired shapes, several methods can be used. Among them are pressing (under
force of a hydraulic powered piston), casting (pouring viscous liquid into molds and

7 Not the crystal area. Piezo-induced charge can be collected only over the area covered by
the electrode.
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allowing to dry), extrusion (pressing the mixture through a die, or a pair of rolls to
form thin sheets), and tape casting (pulling viscous liquid onto a smooth moving belt).

After the “cakes” have been formed, they are placed into a kiln and exposed to a
very carefully controlled temperature profile. After burning out of organic binders, the
material shrinks by about 15%. The “cakes” are heated to a red glow and maintained
at that state for some time, which is called the “soak time,” during which the final
chemical reaction occurs. The crystalline structure is formed when the material is
cooled down. Depending on the material, the entire firing may take 24 h. When the
material is cold, contact electrodes are applied to its surface. This can be done by
several methods. The most common of them are a fired-on silver (a silkscreening of
silver-glass mixture and refiring), an electroless plating (a chemical deposition in a
special bath), and a sputtering (an exposure to metal vapor in a partial vacuum).

Crystallities (crystal cells) in the material can be considered electric dipoles. In
some materials, like quartz, these cells are naturally oriented along the crystal axes,
thus giving the material sensitivity to stress. In other materials, the dipoles are ran-
domly oriented and the materials need to be “poled” to possess piezoelectric proper-
ties. To give a crystalline material piezoelectric properties, several poling techniques
can be used. The most popular poling process is a thermal poling, which includes the
following steps:

1. A crystalline material (ceramic or polymer film) which has randomly oriented
dipoles (Fig. 3.23A) is warmed up slightly below its Curie temperature. In some
cases (for a PVDF film), the material is stressed. A high temperature results
in stronger agitation of dipoles and permits us to more easily orient them in a
desirable direction.

2. Material is placed in strong electric field, E (Fig. 3.23B) where dipoles align
along the field lines. The alignment is not total. Many dipoles deviate from the
filed direction quite strongly; however, statistically predominant orientation of
the dipoles is maintained.

3. The material is cooled down while the electric field across its thickness is main-
tained.

4. The electric field is removed and the poling process is complete. As long as
the poled material is maintained below the Curie temperature, its polarization
remains permanent. The dipoles stay “frozen” in the direction which was given
to them by the electric field at high temperature (Fig. 3.23C).

E
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Fig. 3.23. Thermal poling of a piezoelectric and pyroelectric material.
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Another method, called corona discharge poling, is also used to produce polymer
piezo/pyroelectrics. The film is subjected to a corona discharge from an electrode
at several million volts per centimeter of film thickness for 40-50 sec [5,6]. Corona
polarization is uncomplicated to perform and can be easily applied before electric
breakdown occurs, making this process useful at room temperature.

The final operation in preparation of the sensing element is shaping and finishing.
This includes cutting, machining, and grinding. After the piezo (pyro) element is
prepared, it is installed into a sensor’s housing, where its electrodes are bonded to
electrical terminals and other electronic components.

After poling, the crystal remains permanently polarized; however, it is electrically
charged for a relatively short time. There is a sufficient amount of free carriers which
move in the electric field setup inside the bulk material and there are plenty of charged
ions in the surrounding air. The charge carriers move toward the poled dipoles and
neutralize their charges (see Fig. 3.23C). Hence, after a while, the poled piezoelectric
material becomes electrically discharged as long as it remains under steady-state
conditions. When stress is applied, or air blows near its surface (Section 10.7 of
Chapter 10) the balanced state is degraded and the piezoelectric material develops
an electric charge. If the stress is maintained for a while, the charges again will be
neutralized by the internal leakage. Thus, a piezoelectric sensor is responsive only to
a changing stress rather than to a steady level of it. In other words, a piezoelectric
sensor is an ac device, rather than a dc device.

Piezoelectric directional sensitivities (d coefficients) are temperature dependent.
For some materials (quartz), the sensitivity drops with a slope of —0.016%/°C. For
others (the PVDF films and ceramics) at temperatures below 40°C, it may drop, and at
higher temperatures, it increases with a raise in temperature. Currently, the most pop-
ular materials for fabrication of piezoelectric sensors are ceramics [7-9]. The earliest
of the ferroelectric ceramics was barium titanate, a polycrystalline substance having
the chemical formula BaTiO3. The stability of permanent polarization relies on the
coercive force of the dipoles. In some materials, polarization may decrease with time.
To improve the stability of poled material, impurities have been introduced in the
basic material with the idea that the polarization may be “locked” into position [4].
Although the piezoelectric constant changes with operating temperature, a dielectric
constant, «, exhibits a similar dependence. Thus, according to formula (3.71), varia-
tions in these values tend to cancel each other as they are entered into numerator and
denominator. This results in a better stability of the output voltage, V, over a broad
temperature range.

The piezoelectric elements may be used as a single crystal or in a multilayer
form where several plates of the material are laminated together. This must be done
with electrodes placed in between. Figure 3.24 shows a two-layer force sensor. When
an external force is applied, the upper part of the sensor expands while the bottom
compresses. If the layers are laminated correctly, this produces a double output signal.
Double sensors can have either a parallel connection as shown in Fig. 3.25A or a serial
connection asin Fig. 3.24C. The electrical equivalent circuit of the piezoelectric sensor
is a parallel connection of a stress-induced current source (i), leakage resistance (r),
and capacitance (C). Depending on the layer connection, equivalent circuits for the
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Fig. 3.24. Laminated two-layer piezoelectric sensor.
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laminated sensors are as shown in Figs. 3.25B and 3.25D. The leakage resistors
r are very large (on the order of 10'2 —10'#(Q2), which means that the sensor has
an extremely high output impedance. This requires special interface circuits, such
as charge and current-to-voltage converters, or voltage amplifiers with high input
resistances.

3.6.1 Piezoelectric Films

In 1969, H. Kawai discovered a strong piezoelectricity in PVDF (polyvinylidene
fluoride), and in 1975, the Japanese company Pioneer, Ltd. developed the first com-
mercial product with the PVDF as piezoelectric loudspeakers and earphones [10].
PVDF is a semicrystalline polymer with an approximate degree of crystallinity of
50% [11]. Like other semicrystalline polymers, PVDF consists of a lamellar structure
mixed with amorphous regions. The chemical structure of it contains the repeat unit
of doubly fluorinated ethene CF,—CHj:

H F
| |
| |

H F

n

The molecular weight of PVDF is about 10°, which corresponds to about 2000 repeat
units. The film is quite transparent in the visible and near-IR (infrared) region and is
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absorptive in the far-IR portion of the electromagnetic spectrum. The polymer melts
at about 170°C. Its density is about 1780 kg/m>. PVDF is a mechanically durable
and flexible material. In piezoelectric applications, it is usually drawn, uniaxially or
biaxially, to several times its length. Elastic constants, (e.g., Young’s modulus) depend
on this draw ratio. Thus, if the PVDF film was drawn at 140°C to the ratio of 4:1, the
modulus value is 2.1 GPa, whereas for the draw ratio of 6.8:1, it was 4.1 GPa. The
resistivity of the film also depends on the stretch ratio. For instance, at low stretch, it
is about 6.3 x 101°Q cm, whereas for the stretch ratio 7:1 it is 2 x 10°Q cm.

Polyvinylidene fluoride does not have a higher or even as high piezoelectric
coefficient as other commonly used materials, like BaTiO3 or PZT. However, it has a
unique quality not to depolarize while being subjected to very high alternating electric
fields. This means that even though the value of d3; of PVDF is about 10% of PZT,
the maximum strain observable in PVDF will be 10 times larger than in PZT because
the maximum permissible field is 100 times greater for PVDF. The film exhibits good
stability: When stored at 60°C, it loses its sensitivity by about 1-2% over 6 months.

Comparative characteristics for various piezoelectric materials are given in Table
A.8. Another advantage of piezo film over piezo ceramic is its low acoustic impedance,
which is closer to that of water, human tissue, and other organic materials. For ex-
ample, the acoustic impedance of piezo film is only 2.6 times that of water, whereas
piezo ceramics are typically 11 times greater. A close impedance match permits more
efficient transduction of acoustic signals in water and tissue.

Some unique properties of the piezoelectric films are as follows®:

»  Wide frequency range: 0.001 Hz to 10° Hz

*  Vast dynamic range: 10~8-10° psi or ptorr to Mbar.

* Low acoustic impedance: close match to water, human tissue, and adhesive sys-
tems

* High elastic compliance

* High voltage output: 10 times higher than piezo ceramics for the same force input

* High dielectric strength: withstanding strong fields (75 V/um), where most piezo
ceramics depolarize

*  High mechanical strength and impact resistance: 10°~10'" P modulus.

* High stability: resisting moisture (<0.02% moisture absorption), most chemicals,
oxidants, and intense ultraviolet and nuclear radiation

¢ Can be fabricated into many shapes

e Can be glued with commercial adhesives

Typical properties of piezoelectric films are given in Table 3.1.

Like some other ferroelectric materials, PVDF is also pyroelectric (see Section
3.7), producing electrical charge in response to a change in temperature. PVDF
strongly absorbs infrared energy in the 7-20-um wavelength range, covering the
same wavelength spectrum as heat from the human body. However, in spite of the
fact that the film can absorb thermal radiation, a pyroelectric sensor has the film
sandwiched between two thin metal electrodes, which can be quite reflective in the

8 from Measurement Specialties, Inc. (www.msiusa.com).
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Table 3.1. Typical Properties of Piezoelectric Films

Symbol Parameter PVDF Copolymer Units
t Thickness 9, 28,52, 110 <1 to 1200 | um (micron, 10_6)
d 23 11| 10712 2
d:; Piezo Strain Constant 33 38 % or ;; :‘:2
£31 Piezo Stress Constant 216 l62 | 1072 v/ mz Lmz
£33 —330 —542 N/m C/m
k31 Electromechanical 12% 20%
ks Coupling Factor 14% 25-29%

Capacitance 380 for 28um 68 for 100um pF/cm2 1KHz

Young’s Modulus 2-4 3-5 | 109 N/m?
i bt o

2.2 2.4 1 10° m/s

p Pyroelectric Coefficient 30 40 | 107¢ ¢/m? °K
€ Permittivity 106-113 65-75 | 10712 F/m
e/eo Relative Permittivity 12-13 7-8
Pm Mass Density 1.78 1.82 103kg/m
Pe Volume Resistivity >1013 >10'* | Ohm meters
Ro Surface Metallization <3.0 <3.0 | Ohms/square for NiAl
Ro Resistivity 0.1 0.1 | Ohms/square for Ag Ink
tan 8, Loss Tangent 0.02 0.015 | 1KHz

Yield Strength 45-55 20-30 | 10% N/m? (stretch axis)

Temperature Range —40t080...100 | —40to 115...145 | °C

Water Absorption <0.02 <0.02 | % H,O

Maximum Operating .

Voltage 750 (30) 750 (30) | V/mil(V/um), DC, 25°C

Breakdown Voltage 2000 (80) 2000 (80) | V/mil(V/um), DC, 25°C

Source: Ref. [12].

spectral range of interest. In such cases, the electrode that is exposed to thermal ra-
diation either is coated with a heat-absorbing layer or is made of nichrome (a metal
having high absorptivity). PVDF makes a useful human motion sensor as well as
pyroelectric sensor for more sophisticated applications like vidicon cameras for night
vision and laser beam profiling sensors. A dense infrared array has been recently
introduced that identifies one’s fingerprint pattern using the pyro effect of the piezo
polymer. New copolymers of PVDEF, developed over the last few years, have ex-
panded the applications of piezoelectric polymer sensors. These copolymers permit
use at higher temperatures (135°C) and offer desirable new sensor shapes, like cylin-
ders and hemispheres. Thickness extremes are possible with copolymer that cannot
be readily attained with PVDFE. These include ultrathin (200A) spin-cast coatings
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that enable new sensor-on-silicon applications, and cylinders with wall thicknesses
in excess of 1200 um for sonar. Piezo cable is also produced using a copolymer.

Unlike piezo ceramic transducers, piezo film transducers offer wide dynamic
range and are also broadband. These wide-band characteristics (near dc to 2 GHz)
and low Q are partly attributable to the polymers’ softness. As audio transmitters, a
curved piezo film element, clamped at each end, vibrates in the length (d31) mode. The
ds1 configuration is also used for air ultrasound ranging applications up to frequencies
of about 50 kHz. When used as a high ultrasonic transmitter (generally >500 kHz),
piezo film is normally operated in the thickness (d33) mode. Maximum transmission
occurs at thickness resonance. The basic half-wavelength resonance of 28-um piezo
film is about 40 MHz: Resonance values depend on film thickness. They range from
low megahertz for thick films (1000 ) to >100 MHz for very thin films (Lm).

Piezo film does have some limitations for certain applications. It makes a rela-
tively weak electromechanical transmitter when compared to ceramics, particularly at
resonance and in low-frequency applications. The copolymer film has maximum oper-
ating/storage temperatures as high as 135°C, whereas PVDF is not recommended for
use or storage above 100°C. Also, if the electrodes on the film are exposed, the sensor
can be sensitive to electromagnetic radiation. Good shielding techniques are avail-
able for high-electromagnetic interferences/radio-frequency interferences (EMI/RFI)
environments. Table 3.1 lists typical properties of piezo film. Table A.8 provides a
comparison of the piezoelectric properties of PVDF polymer and other popular piezo-
electric ceramic materials. Piezo film has low density and excellent sensitivity and
is mechanically tough. The compliance of piezo film is 10 times greater than the
compliance of ceramics. When extruded into thin film, piezoelectric polymers can
be directly attached to a structure without disturbing its mechanical motion. Piezo
film is well suited to strain-sensing applications requiring a very wide bandwidth and
high sensitivity. As an actuator, the polymer’s low acoustic impedance permits the
efficient transfer of a broadband of energy into air and other gases.

The piezoelectric effect is the prime means of converting mechanical deformation
into electrical signal and vice versa in the miniature semiconductor sensors. The effect,
however, can be used only for converting the changing stimuli and cannot be used
for conversion of steady-state or very slow-changing signals.

Because silicon does not possess piezoelectric properties, such properties can be
added on by depositing crystalline layers of the piezoelectric materials. The three
most popular materials are zinc oxide (ZnO), aluminum nitride (AIN), and the so-
called solid-solution system of lead—zirconite—titanium oxides Pb(Zr,Ti)O3 known as
PZT ceramic, basically the same material used for fabrication of discrete piezoelectric
sensors as described earlier.

Zinc oxide in addition to the piezoelectric properties also is pyroelectric. It was
the first and most popular material for development of ultrasonic acoustic sensors,
surface-acoustic-wave (SAW) devices, microbalances, and so forth. One of its advan-
tages is the ease of chemical etching. The zinc oxide thin films are usually deposited
on silicon by employing sputtering technology.

Aluminum nitride is an excellent piezoelectric material because of its high acoustic
velocity and its endurance in humidity and high temperature. Its piezoelectric coeffi-
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cient is somewhat lower than in ZnO but higher than in other thin-film piezoelectric
materials, excluding ceramics. The high acoustic velocity makes it an attractive choice
in the gigahertz frequency range. Usually, the AIN thin films are fabricated by using
the chemical vapor deposition (CVD) or reactive molecular beam epitaxy (MBE)
technologies. However, the drawback of using these deposition methods is the need
for a high heating temperature (up to 1300°C) of the substrate.

The PZT thin films possesses a larger piezoelectric coefficient than ZnO or AIN and
also a high pyroelectric coefficient, which makes it a good candidate for fabrication of
the thermal radiation detectors. A great variety of deposition techniques is available
for the PZT, among which are electron-beam evaporation [13], radio-frequency (RF)
sputtering [14], ion-beam deposition [15], epitaxial growth by RF sputtering [16],
magnetron sputtering [17], laser ablation [18], and sol-gel [19].

3.7 Pyroelectric Effect

Pyroelectric materials are crystalline substances capable of generating an electrical
charge in response to heat flow. The pyroelectric effect is very closely related to the
piezoelectric effect. Before going further, we recommend that the reader be familiar
with Section 3.6.

Like piezoelectrics, the pyroelectric materials are used in the form of thin slices or
films with electrodes deposited on the opposite sides to collect the thermally induced
charges (Fig. 3.26). The pyroelectric sensor is essentially a capacitor which can be
electrically charged by an influx of heat. The detector does not require any external
electrical bias (excitation signal). It needs only an appropriate electronic interface

thermal flux out
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Fig. 3.26. The pyroelectric sensor has two electrodes on the opposite sides of the crystal.
Thermal radiation is applied along axis 3 from the bottom and escapes upward.
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circuit to measure the charge. Contrary to thermoelectrics (thermocouples) which
produce a steady voltage when two dissimilar metal junctions are held at steady but
different temperatures (see Section 3.9), pyroelectrics generate charge in response
to a change in temperature. Because a change in temperature essentially requires
propagation of heat, a pyroelectric device is a heat-flow detector rather than heat
detector. Sometimes it is called a dynamic sensor, which reflects the nature of its
response. When the pyroelectric crystal is exposed to a heat flow (e.g., from an
infrared radiation source), its temperature elevates and it becomes a source of heat,
in turn. Hence, there is an outflow of heat from the opposite side of the crystal, as is
shown in Fig. 3.26.

A crystal is considered to be pyroelectric if it exhibits a spontaneous temperature-
dependent polarization. Of the 32 crystal classes, 21 are noncentrosymmetric and 10
of these exhibit pyroelectric properties. In addition to pyroelectric properties, all of
these materials exhibit some degree of piezoelectric properties as well: They generate
an electrical charge in response to mechanical stress.

Pyroelectricity was observed for the first time in tourmaline crystals in the eigh-
teenth century (some claim that the Greeks noticed it 23 centuries ago). Later, in the
nineteenth century, Rochelle salt was used to make pyroelectric sensors. A large va-
riety of materials became available after 1915: KDP (KH,PO4), ADP (NH4H;POy),
BaTiOs3, and a composite of PbTiO3 and PbZrO3z known as PZT. Presently, more than
1000 materials with reversible polarization are known. They are called ferroelectric
crystals. The most important among them are triglycine sulfate (TGS) and lithium
tantalate (LiTaO3). In 1969, H. Kawai discovered strong piezoelectricity in the plastic
materials, polyvinyl fluoride (PVF) and polyvinylidene fluoride (PVDF) [20]. These
materials also possess substantial pyroelectric properties.

A pyroelectric material can be considered as a composition of a large number of
minute crystallities, each of which behaves as a small electric dipole. All of these
dipoles are randomly oriented (Fig. 3.23A). Above a certain temperature, known as
the Curie point, the crystallities have no dipole moment. Manufacturing (poling) of
pyroelectric materials is analogous to that of piezoelectrics (see Section 3.6).

There are several mechanisms by which changes in temperature will result in
pyroelectricity. Temperature changes may cause a shortening or elongation of indi-
vidual dipoles. It may also affect the randomness of the dipole orientations due to
thermal agitation. These phenomena are called primary pyroelectricity. There is also
secondary pyroelectricity, which, in a simplified way, may be described as a result
of the piezoelectric effect, (i.e., a development of strain in the material due to ther-
mal expansion). Figure 3.26 shows a pyroelectric sensor whose temperature, Tp, is
homogeneous over its volume. Being electrically polarized, the dipoles are oriented
(poled) in such a manner as to make one side of the material positive and the opposite
side negative. However, under steady-state conditions, free-charge carriers (electrons
and holes) neutralize the polarized charge and the capacitance between the electrodes
appears not to be charged (see Fig. 3.23C); that is, the sensor generates zero charge.
Now, let us assume that heat is applied to the bottom side of the sensor. Heat may
enter the sensor in a form of thermal radiation, which is absorbed by the bottom elec-
trode and propagates toward the pyroelectric material via the mechanism of thermal
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conduction. The bottom electrode may be given a heat-absorbing coating, such as
goldblack or organic paint. As a result of heat absorption, the bottom side becomes
warmer (the new temperature is 77), which causes the bottom side of the material to
expand. The expansion leads to flexing of the sensor, which, in turn, produces stress
and a change in dipole orientation. Being piezoelectric, stressed material generates
electric charges of opposite polarities across the electrodes. Hence, we may regard
a secondary pyroelectricity as a sequence of events: a thermal radiation — a heat
absorption — a thermally induced stress — an electric charge.
The dipole moment, M, of the bulk pyroelectric sensor is

M =uAh, (3.72)

where U is the dipole moment per unit volume, A is the sensor’s area, and 4 is the
thickness. The charge, Q,, which can be picked up by the electrodes, develops the
dipole moment across the material:

Mo = Quh. (3.73)

M must be equal to My, so that
Q. =UA. (3.74)

As the temperature varies, the dipole moment also changes, resulting in an induced
charge.

Thermal absorption may be related to a dipole change, so that L must be consid-
ered as a function of both temperature, 7, and an incremental thermal energy, AW,
absorbed by the material

AQ,=AWT,, AW). (3.75)

Figure 3.27 shows a pyroelectric detector (pyrosensor) connected to a resistor Ry,
which represents either the internal leakage resistance or a combined input resistance
of the interface circuit which is connected to the sensor. The equivalent electrical
circuit of the sensor is shown at the right. It consists of three components: (1) the
current source generating a heat induced current, i (remember that a current is a
movement of electric charges), (2) the sensor’s capacitance, C, and (3) the leakage
resistance, Rp.

The output signal from the pyroelectric sensor can be taken in the form of either
charge (current) or voltage, depending on the application. Being a capacitor, the
pyroelectric device is discharged when connected to a resistor, Rp. Electric current
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Fig. 3.27. Pyroelectric sensor and its equivalent circuit.
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through the resistor and voltage across the resistor represent the heat-flow-induced
charge. It can be characterized by two pyroelectric coefficients [21]:

dP
Po= > Pyroelectric charge coefficient,

dT

JE (3.76)
Py = T Pyroelectric voltage coefficient,

where P is the spontaneous polarization (which is another way to say electric charge),
E is the electric field strength, and T is the temperature (in K). Both coefficients are
related by way of the electric permitivity, ¢,, and dielectric constant, &g

PQ_dPS
Py dE

=£,80. 3.77)

The polarization is temperature dependent and, as a result, both pyroelectric coeffi-
cients (3.76) are also functions of temperature.

If a pyroelectric material is exposed to a heat source, its temperature rises by AT
and the corresponding charge and voltage changes can be described by the following
equations:

AQ = PoAAT, (3.78)
AV = PyhAT. (3.79)

Remembering that the sensor’s capacitance can be defined as

AQ A
e = A_V =&réo n’ (3.80)
from (3.78-3.80) it follows that
A .
AV:PQC—AT=PQ8’ SOAT. 3.81)

It is seen that the peak output voltage is proportional to the sensor’s temperature rise
and pyroelectric charge coefficient and inversely proportional to its thickness.

When the pyroelectric sensor is subjected to a thermal gradient, its polarization
(electric charge developed across the crystal) varies with the temperature of the crys-
tal. A typical polarization—temperature curve is shown in Fig. 3.28. The voltage pyro-
electric coefficient, P,, is a slope of the polarization curve. It increases dramatically
near the Curie temperature where the polarization disappears and the material perma-
nently loses its pyroelectric properties. The curves imply that the sensor’s sensitivity
increases with temperature at the expense of nonlinearity.

To select the most appropriate pyroelectric material, the energy conversion effi-
ciency should be considered. It is, indeed, the function of the pyroelectric sensor to
convert thermal energy into electrical. "How effective is the sensor" is a key question
in the design practice. A measure of efficiency is k2, which is called the pyroelectric



80 3 Physical Principles of Sensing

-h-."""--.\\

polarization

S~

N
Curie Temperatyre

| [useful range

| il

—

pyroelectric coefficient

temperature

Fig. 3.28. Polarization of a pyroelectric crystal. The sensor must be stored and operated below
the Curie temperature.

coupling coefficient® [21,22]. It shows the factor by which the pyroelectric efficiency
is lower than the Carnot limiting value AT /T,. Numerical values for klz, are shown
in Table A.9.

Table A.9 represents that triglycine sulfate (TGS) crystals are the most efficient
pyroelectric converters. However, for a long time, they were quite impractical for
use in the sensors because of a low Curie temperature. If the sensor’s temperature is
elevated above that level, it permanently loses its polarization. In fact, TGS sensors
proved to be unstable even below the Curie temperature, with a signal being lost quite
spontaneously [23]. It was discovered that doping of TGS crystals with L-alanine
(LATGS process patented by Philips) during its growth stabilizes the material below
the Curie temperature. The Curie temperature was raised to 60°C, which allows
its use with an upper operating temperature of 55°C, which is sufficient for many
applications.

Other materials, such as lithium tantalate and pyroelectric ceramics, are also
used to produce the pyroelectric sensors. Polymer films become increasingly popular
for a variety of applications. During recent years, a deposition of pyroelectric thin
films have been intensively researched. Especially promising is use of lead titanate
(PbTiO3), which is a ferroelectric ceramic having both a high pyroelectric coefficient

9 The coefficient k p is analogous to the piezoelectric coupling coefficient k.
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Fig. 3.29. Response of a pyroelectric sensor to a thermal step function. The magnitudes of
charge Qg and voltage V() are exaggerated for clarity.

and a high Curie temperature of about 490°C. This material can be easily deposited
on silicon substrates by the so-called sol-gel spin-casting deposition method [24].
Figure 3.29 shows the timing diagrams for a pyroelectric sensor when it is exposed
to a step function of heat. It is seen that the electric charge reaches its peak value almost
instantaneously, and then decays with a thermal time constant, tr. The physical
meaning is this: A thermally induced polarization occurs initially in the most outer
layer of the crystalline material (just few atomic layers), whose temperature nearly
instantaneously raises to its maximum level. This creates the highest thermal gradient
across the material thickness, leading to the maximum polarization. Then, heat starts
propagating through the material, is being absorbed by its mass in proportion to its
thermal capacitance C, and some of it is lost to the surroundings through thermal
resistance R. This diminishes the initial gradient the generated charge. The thermal
time constant is a product of the sensors’ thermal capacitance and thermal resistance:

17 =CR=cAhR, (3.82)

where c is the specific heat of the sensing element. The thermal resistance R is a
function of all thermal losses to the surroundings through convection, conduction, and
thermal radiation. For the low-frequency applications, it is desirable to use sensors
with 77 as large as practical, whereas for high-speed applications (e.g., to measure
laser pulses), a thermal time constant should be dramatically reduced. For that purpose,
the pyroelectric material may be laminated with a heat sink (a piece of aluminum or

copper).
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When a pyroelectric sensor is exposed to a target, we consider a thermal capacity
of a target very large (an infinite heat source) and the thermal capacity of the sensor
small. Therefore, the surface temperature 7} of a target can be considered constant
during the measurement, whereas the temperature of the sensor 7 is a function of
time. That function is dependent on the sensing element: its density, specific heat, and
thickness. If the input thermal flux has the shape of a step function of time, for the
sensor freely mounted in air, the output current can be approximated by an exponential
function, so that

i =ige /T, (3.83)

where i is peak current.

In Fig. 3.29, charge Q and voltage V do not completely return to zero, no matter
how much time has elapsed. Thermal energy enters the pyroelectric material from side
a (Fig. 3.26), resulting in a material temperature increase. This causes the sensor’s
response, which decays with a thermal time constant t7. However, because the other
side, b, of the sensor faces a cooler environment, part of the thermal energy leaves the
sensor and is lost to its surroundings. Because sides a and b face objects of different
temperatures (one is the temperature of a target and the other is the temperature of
the environment), a continuous heat flow exists through the pyroelectric material.
The electric current generated by the pyroelectric sensor has the same shape as the
thermal current through its material. An accurate measurement can demonstrate that
as long as the heat continues to flow, the pyroelectric sensor will generate a constant
voltage V() whose magnitude is proportional to the heat flow.

3.8 Hall Effect

This physical effect was discovered in 1879 at Johns Hopkins University by E. H.
Hall. Initially, the effect had a limited, but very valuable application as a tool for
studying electrical conduction in metals, semiconductors, and other conductive ma-
terials. Currently, Hall sensors are used to detect magnetic fields and position and
displacement of objects [25,26].

The effect is based on the interaction between moving electric carriers and an
external magnetic field. In metals, these carriers are electrons. When an electron
moves through a magnetic field, a sideways force acts upon it:

F=quvB, (3.84)

whereg =1.6 x 10~ 19 C is an electronic charge, v is the speed of an electron, and B is
the magnetic field. Vector notations (boldface) are an indication that the force direction
and its magnitude depend on the spatial relationship between the magnetic field and
the direction of the electron movement. The unit of B is 1 tesla =1 newton/(ampere
meter) = 10* gauss.

Let us assume that the electrons move inside a flat conductive strip which is placed
in a magnetic field B (Fig. 3.30). The strip has two additional contacts at its left and
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+ Fig. 3.30. Hall effect sensor. A magnetic field
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right sides which are connected to a voltmeter. Two other contacts are placed at the
upper and lower ends of the strip. These are connected to a source of electric current.
Due to the magnetic field, the deflecting force shifts moving electrons toward the right
side of the strip, which becomes more negative than the left side; that is, the magnetic
field and the electric current produce the so-called transverse Hall potential difference
V. The sign and amplitude of this potential depends on both the magnitude and
directions of magnetic field and electric current. At a fixed temperature, it is given by

Vg =hiBsina, (3.85)

where « is the angle between the magnetic field vector and the Hall plate (Fig. 3.31)
and & is the coefficient of overall sensitivity whose value depends on the plate material,
its geometry (active area), and its temperature.

The overall sensitivity depends on the Hall coefficient, which can be defined as the
transverse electric potential gradient per unit magnetic field intensity per unit current
density. According to the free-electron theory of metals, the Hall coefficient should
be given by

1
" Ncg’

where N is the number of free electrons per unit volume and c is the speed of light.

H

(3.86)
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Fig. 3.31. The output signal of a Hall sensor depends on the angle between the magnetic field
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Fig. 3.32. Equivalent circuit of a Hall sensor.

Depending on the material crystalline structure, charges may be either electrons (neg-
ative) or holes (positive). As a result, the Hall effect may be either negative or positive.
A linear Hall effect sensor is usually packaged in a four-terminal housing. Termi-
nals for applying the control current are called the control terminals and the resistance
between them is called the control resistance R;. Terminals where the output voltage
is observed are called the differential output terminals and the resistance between
them is called the differential output resistance, Ry. The sensor’s equivalent circuit
(Fig. 3.32) may be represented by cross-connected resistors and two voltage sources
connected in series with the output terminals. The cross ® in Figs. 3.31B and 3.32
indicates the direction of the magnetic field from the viewer to the symbol plane.



3.8 Hall Effect 85

Table 3.2. Typical Characteristics of a Linear Hall Effect Sensor.

Control current 3mA
Control resistance, R; 2.2kQ

Control resistance versus temperature  +0.8%/°C

Differential output resistance, R 44k Q

Output offset voltage 50mV(atB=0G)
Sensitivity 60 uv/G

Sensitivity versus temperature +0.1%/°C

Overall sensitivity 20 V/QkG
Maximum magnetic flux density, B Unlimited

Source: Ref. [27].

The sensor is specified by its resistances, R; and Ry, across both pairs of terminals,
the offset voltage at no magnetic field applied, the sensitivity, and the temperature
coefficient of sensitivity. Many Hall effect sensors are fabricated from silicon and
fall into two general categories: the basic sensors and the integrated sensors. Other
materials used for the element fabrication include InSb, InAs, Ge, and GaAs. In the
silicon element, an interface electronic circuit can be incorporated into the same wafer.
This integration is especially important because the Hall effect voltage is quite low.
For instance, a linear basic silicon sensor UGN-3605K manufactured by Sprague has
typical characteristics presented in Table 3.2.

Abuilt-in electronic interface circuit may contain a threshold device, thus making
an integrated sensor a two-state device; that is, its output is “zero” when the magnetic
field is below the threshold, and it is “one” when the magnetic field is strong enough
to cross the threshold.

Because of the piezoresistivity of silicon, all Hall effect sensors are susceptible to
mechanical stress effects. Caution should be exercised to minimize the application of
stress to the leads or the housing. The sensor is also sensitive to temperature variations
because temperature affects the resistance of the element. If the element is fed by a
voltage source, the temperature will change the control resistance and, subsequently,
the control current. Hence, it is preferable to connect the control terminals to a current
source rather than to a voltage source.

One way to fabricate the Hall sensor is to use a silicon p-substrate with ion-
implanted n-wells (Fig. 3.33A). Electrical contacts provide connections to the power-
supply terminals and form the sensor outputs. A Hall element is a simple square with
a well with four electrodes attached to the diagonals (Fig. 3.33B). A helpful way of
looking at the Hall sensor is to picture it as a resistive bridge as depicted in Fig. 3.33C.
This representation makes its practical applications more conventional because the
bridge circuits are the most popular networks with well-established methods of design
(Section 5.7 of Chapter 5).
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Fig. 3.33. Silicon Hall effect sensor with n-well (A and B) and its equivalent resistive bridge
circuit (C).

3.9 Seebeck and Peltier Effects

In 1821, Thomas Johann Seebeck (1770-1831), an Estonian-born and Berlin- and
Gottingen-educated physician, accidentally joined semicircular pieces of bismuth and
copper while studying the thermal effects on galvanic arrangements [28]. A nearby
compass indicated a magnetic disturbance (Fig. 3.34A). Seebeck experimented re-
peatedly with different metal combinations at various temperatures, noting related
magnetic field strengths. Curiously, he did not believe that an electric current was
flowing and preferred to describe that effect as “thermomagnetism” [29].

If we take a conductor and place one end of it into a cold place and the other
end into a warm place, energy will flow from the warm to cold part. The energy
takes the form of heat. The intensity of the heat flow is proportional to the thermal
conductivity of the conductor. In addition, the thermal gradient sets an electric field
inside the conductor (this directly relates to the Thompson effect'?). The field results

104 Thompson effect was discovered by William Thompson around 1850. It consists of ab-
sorption or liberation of heat by passing current through a homogeneous conductor which
has a temperature gradient across its length. The heat is linearly proportional to current.
Heat is absorbed when current and heat flow in opposite directions, and heat is produced
when they flow in the same direction.
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Fig. 3.34. (A) Seebeck experiment; (B) the varying temperature along a conductor is a source
of a thermoelectric e.m.f.

in incremental voltage:
daT

dV,=oa,— dx, (3.87)
dx
where dT is the temperature gradient across a small length, dx, and «,, is the absolute
Seebeck coefficient of the material [30]. If the material is homogeneous, o, is not a
function of length and Eq. (3.87) reduces to

dV,=a, dT. (3.88)

Equation (3.88) is a principle mathematical expression of a thermoelectric effect.
Figure 3.34B shows a conductor having nonuniform temperature 7" along its length
x.Atemperature gradient between any arbitrary points defines an electromotive force
(e.m.f.) between these points. Other possible temperatures between the selected points
(temperatures 73, T4 and Ts, for example) have no effect whatsoever on the value of
e.m.f. between points 1 and 2. To measure the e.m.f., we connect a voltmeter to the
conductor as shown in Fig. 3.34B; this is not as simple as may first look. To measure
thermally induced e.m.f., we would need to attach the voltmeter probes. However, the
probes are also made of conductors which may be different from the conductor we
observe. Let us consider a simple measurement electric circuit where a current loop
is formed. In such a loop, a meter is connected in series with the wire (Fig. 3.35A). If
the loop is made of a uniform material, say cooper, then no current will be observed,
even if the temperature along the conductor is not uniform. Electric fields in the left
and right arms of the loop produce equal currents i, =i, which cancel each other,
resulting in a zero net current. A thermally induced e.m.f. exists in every thermally
nonhomogeneous conductor, but it cannot be directly measured.

In order to observe thermoelectricity, it is, in fact, necessary to have a circuit
composed of two different materials,!! and we can then measure the ner difference
between their thermoelectric properties. Figure 3.35B shows a loop of two dissimilar
metals which produces net current Ai =i, — ij. The actual current depends on many
factors, including the shape and size of the conductors. If, on the other hand, instead

1 or perhaps the same material in two different states—for example, one under strain, and
the other not.
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Fig. 3.35. Thermoelectric loop: (A) joints of identical metals produce zero net current at any
temperature difference; (B) joints of dissimilar metals produce net current Ai.

of current we measure the net voltage across the broken conductor, the potential will
depend only on the materials and the temperature difference. It does not depend on any
other factors. A thermally induced potential difference is called the Seebeck potential.

What happens when two conductors are joined together? Free electrons in metal
may behave as an ideal gas. The kinetic energy of electrons is a function of the material
temperature. However, in different materials, energies and densities of free electrons
are not the same. When two dissimilar materials at the same temperature are brought
into a contact, free electrons diffuse through the junction [30]. The electric potential
of the material accepting electrons becomes more negative at the interface, and the
material emitting electrons becomes more positive. Different electronic concentra-
tions across the junction set up an electric field which balances the diffusion process,
and the equilibrium is established. If the loop is formed and both junctions are at the
same temperature, the electric fields at both junctions cancel each other, which is not
the case when the junctions are at different temperatures.

A subsequent investigation [40] has shown the Seebeck effect to be fundamentally
electrical in nature. It can be stated that the thermoelectric properties of a conductor
are, in general, just as much bulk properties as are the electrical and thermal conduc-
tivities. Coefficient ¢, is a unique property of a material. When a combination of two
dissimilar materials (A and B) is used, the Seebeck potential is determined from a
differential Seebeck coefficient:

AR =0A — OB, (3.89)
and the net voltage of the junction is

dVap=auspdT. (3.90)
Equation (3.90) can be used to determine a differential coefficient:

dVap
= . 3.91
XAB="r (3.91)




3.9 Seebeck and Peltier Effects 89

For example, voltage as function of a temperature gradient for a T-type thermocouple
with a high degree of accuracy can be approximated by a second-order equation

Vag=ao+a1T +axT? = —0.0543 +4.094 x 1072T +2.874 x 107°T?%; (3.92)

then, a differential Seebeck coefficient for the T-type thermocouple is

_ dVap

ar=—r==a +2a>T =4.094 x 1072 +5.748107°T. (3.93)

It is seen that the coefficient is a linear function of temperature. Sometimes, it is
called the sensitivity of a thermocouple junction. A reference junction which is kept
at a cooler temperature traditionally is called a cold junction and the warmer is a hot
Jjunction. The Seebeck coefficient does not depend on the nature of the junction: Metals
may be pressed together, welded, fused, and so forth. What counts is the temperature
of the junction and the actual metals. The Seebeck effect is a direct conversion of
thermal energy into electric energy.

Table A.11 in the Appendix gives the values of thermoelectric coefficients and
volume resistivities for some thermoelectric materials. It is seen that to achieve the
best sensitivity, the junction materials should be selected with the opposite signs for
« and those coefficients should be as large as practical.

In 1826, A. C. Becquerel suggested using Seebeck’s discovery for tempera-
ture measurements. Nevertheless, the first practical thermocouple was constructed
by Henry LeChatelier almost 60 years later [31]. He had found that the junction
of platinum and platinum-rhodium alloy wires produce “the most useful voltage.”
Thermoelectric properties of many combinations have been well documented and for
many years have been used for measuring temperature. Table A.10 (Appendix) gives
the sensitivities of some practical thermocouples (at 25°C) and Fig. 3.36 shows the
Seebeck voltages for the standard types of thermocouple over a broad temperature
range. It should be emphasized that a thermoelectric sensitivity is not constant over
the temperature range and it is customary to reference thermocouples at 0°C. In addi-
tion to the thermocouples, the Seebeck effect also is employed in thermopiles, which
are, in essence, multiple serially connected thermocouples. Currently, thermopiles are
most extensively used for the detection of thermal radiation (Section 14.6.2 of Chap-
ter 14). The original thermopile was made of wires and was intended for increasing
the output voltage. It was invented by James Joule (1818-1889) [32].

Currently, the Seebeck effect is used in the fabrication of integral sensors where
pairs of materials are deposited on the surface of semiconductor wafers. An example
is a thermopile which is a sensor for the detection of thermal radiation. Quite sensitive
thermoelectric sensors can be fabricated of silicon, as silicon possess a strong Seebeck
coefficient. The Seebeck effect results from the temperature dependence of the Fermi
energy Er, and the total Seebeck coefficient for n-type silicon may be approximated
as a function of electrical resistivity for the range of interest (for use in sensors at

room temperature):
mk P
ag=—In(—), (3.94)
q L0
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Fig. 3.36. Output voltage from standard thermocouples as functions of a cold—hot temperature
gradient.

where pg &~ 5 x 107°Qm and m~ 2.5 are constants, k is the Boltzmann constant, and
q is the electronic charge. The doping concentrations used in practice lead to Seebeck
coefficients on the order of 0.3-0.6 mV/K. The absolute Seebeck coefficients of a
few selected metals and some typical values of silicon are shown in Table A.11. It
can be seen that the Seebeck coefficients for metals are much smaller than for silicon
and that the influence of aluminum terminals on chips is negligible compared to the
Seebeck coefficient for silicon.

In the early nineteenth century, a French watchmaker turned physicist, Jean
Charles Athanase Peltier (1785-1845), discovered that if electric current passes from
one substance to another (Fig. 3.37), then heat may be given or absorbed at the junc-
tion [33]. Heat absorption or production is a function of the current direction:

dQp=-+tpidt, (3.95)

where i is the current and ¢ is time. The coefficient p has a dimension of voltage and
represents thermoelectric properties of the material. It should be noted that heat does
not depend on the temperature at the other junction.

The Peltier effect concerns the reversible absorption of heat which usually takes
place when an electric current crosses a junction between two dissimilar metals. The
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Fig. 3.37. Peltier effect.

effect takes place whether the current is introduced externally or is induced by the
thermocouple junction itself (due to the Seebeck effect).

The Peltier effect is used for two purposes: It can produce heat or “produce” cold,
depending on the direction of electric current through the junction. This makes it quite
useful for the devices where precision thermal control is required. Apparently, the
Peltier effect is of the same nature as the Seebeck effect. It should be well understood
that the Peltier heat is different from that of the Joule. The Peltier heat depends linearly
on the magnitude of the current flow as contrasted to Joule heat'?. The magnitude and
direction of Peltier heat do not depend in any way on the actual nature of the contact. It
is purely a function of two different bulk materials which have been brought together
to form the junction and each material makes its own contribution depending on its
thermoelectric properties. The Peltier effect is a basis for operation of thermoelectric
coolers, which are used for the cooling of photon detectors operating in the far-infrared
spectral range (Section 14.5 of Chapter 14) and chilled mirror hygrometers (Section
13.5 of Chapter 13).

In summary, thermoelectric currents may exist whenever the junctions of a circuit
formed of at least two dissimilar metals are exposed to different temperatures. This
temperature difference is always accompanied by irreversible Fourier heat conduc-
tion, whereas the passage of electric currents is always accompanied by irreversible
Joule heating effect. At the same time, the passage of electric current always is accom-
panied by reversible Peltier heating or cooling effects at the junctions of the dissimilar
metals, whereas the combined temperature difference and passage of electric current
always is accompanied by reversible Thomson heating or cooling effects along the
conductors. The two reversible heating—cooling effects are manifestations of four
distinct e.m.f.’s which make up the net Seebeck e.m.f.:

T T T
Es=paB|T, — PABIT, +/ oA dT—/ oB dT=/ aspdT, (3.96)
T, T, T

1 1 1

where o is a quantity called the Thomson coefficient, which Thomson referred to as
the specific heat of electricity, because of an apparent analogy between o and the usual
specific heat, ¢, of thermodynamics. The quantity of o represents the rate at which
heat is absorbed, or liberated, per unit temperature difference per unit mass [34,35].

12 Joule heat is produced when electric current passes in any direction through a conductor
having finite resistance. Released thermal power of Joule heat is proportional to squared
current: P = i2/R, where R is the resistance of a conductor.
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3.10 Sound Waves

Alternate physical compression and expansion of medium (solids, liquids, and gases)
with certain frequencies are called sound waves. The medium contents oscillate in the
direction of wave propagation; hence, these waves are called longitudinal mechanical
waves. The name sound is associated with the hearing range of a human ear, which is
approximately from 20 to 20,000 Hz. Longitudinal mechanical waves below 20 Hz
are called infrasound and above 20,000 Hz (20 kHz), they are called ultrasound. If
the classification were made by other animals, like dogs, the range of sound waves
surely would be wider.

Detection of infrasound is of interest with respect to analysis of building structures,
earthquake prediction, and other geometrically large sources. When infrasound is
of a relatively strong magnitude, it can be, if not heard, at least felt by humans,
producing quite irritating psychological effects (panic, fear, etc.). Audible waves
are produced by vibrating strings (string music instruments), vibrating air columns
(wind music instruments), and vibrating plates (some percussion instruments, vocal
cords, loudspeaker). Whenever sound is produced, air is alternatively compressed
and rarefied. These disturbances propagate outwardly. A spectrum of waves may be
quite different—from a simple monochromatic sounds from a metronome or an organ
pipe, to a reach violin music. Noise may have a very broad spectrum. It may be of a
uniform distribution of density or it may be “colored” with predominant harmonics
at some of its portions.

When a medium is compressed, its volume changes from V to V — AV. The ratio
of change in pressure, Ap, to relative change in volume is called the bulk modulus

of elasticity of medium:
— 2P o, (3.97)
AV/V

where pg is the density outside the compression zone and v is the speed of sound in
the medium. Then, the speed of sound can be defined as

| B
v= [ 2. (3.98)
P0

Hence, the speed of sound depends on the elastic (B) and inertia (pg) properties of
the medium. Because both variables are functions of temperature, the speed of sound
also depends on temperature. This feature forms a basis for operation of the acoustic
thermometers (Section 16.5 of Chapter 16). For solids, longitudinal velocity can be
defined through its Young’s modulus E and Poisson ratio v:

v= EQ—v) (3.99)
TV po(l+v)(1—2v) '

Table A.15 (Appendix) provides the speeds of longitudinal waves in some media.
It should be noted that the speed depends on temperature, which always must be
considered for the practical purposes.
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If we consider the propagation of a sound wave in an organ tube, each small
volume element of air oscillates about its equilibrium position. For a pure harmonic
tone, the displacement of a particle from the equilibrium position may be represented
by

2
Y = Ym €08 T(x—vt), (3.100)

where x is the equilibrium position of a particle and y is a displacement from the
equilibrium position, y,, is the amplitude, and A is the wavelength. In practice, it is
more convenient to deal with pressure variations in sound waves rather than with
displacements of the particles. It can be shown that the pressure exerted by the sound
wave is

p = (kpovym) sin(kx — ot), (3.101)

where k =2m /A is a wave number, w is angular frequency, and the terms in the first
parentheses represent an amplitude, p;,, of the sound pressure. Therefore, a sound
wave may be considered a pressure wave. It should be noted that sin and cos in Egs.
(3.100) and (3.101) indicate that the displacement wave is 90° out of phase with the
pressure wave.

Pressure at any given point in media is not constant and changes continuously,
and the difference between the instantaneous and the average pressure is called the
acoustic pressure P. During the wave propagation, vibrating particles oscillate near a
stationary position with the instantaneous velocity &. The ratio of the acoustic pressure
and the instantaneous velocity (do not confuse it with a wave velocity) is called the
acoustic impedance:

Z=—, (3.102)
§
which is a complex quantity, characterized by an amplitude and a phase. For an
idealized media (no loss), Z is real and is related to the wave velocity as

Z = pov. (3.103)

We can define the intensity / of a sound wave as the power transferred per unit area.
Also, it can be expressed through the acoustic impedance:

I =P¢ P2
=Pi=—.

(3.104)
It is common, however, to specify sound not by intensity but rather by a related
parameter §, called the sound level and defined with respect to a reference intensity
Io=10"12 W/m?

I
B =10log;, (—) (3.105)
Iy
The magnitude of Iy was chosen because it represents the lowest hearing ability of a

human ear. The unit of § is a decibel (dB), named after Alexander Graham Bell. If
I=1y,B=0.
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Table 3.3. Sound Levels (8) Referenced to I at 1000 Hz

Sound Source dB
Rocket engine at 50 m 200
Supersonic boom 160
Hydraulic press at 1 m 130
Threshold of pain 120
10-W Hi-Fi speaker at 3 m 110
Unmuffled motorcycle 110
Rock-n-roll band 100
Subway train at 5 m 100
Pneumatic drill at 3 m 90
Niagara Falls 85
Heavy traffic 80
Automobiles at 5 m 75
Dishwashers 70
Conversation at 1 m 60
Accounting office 50
City street (no traffic) 30
Whisper at 1 m 20
Rustle of leaves 10
Threshold of hearing 0

Pressure levels also may be expressed in decibels as
p
IT=20log,, <—> (3.106)
Po

where po=2 x 10~ N/m? (0.0002 pbar)=2.9 x 10~ psi.

Examples of some sound levels are given in Table 3.3. Because the response of a
human ear is not the same at all frequencies, sound levels are usually referenced to
Iy at 1 kHz, at which the ear is most sensitive.

3.11 Temperature and Thermal Properties of Materials

Our bodies have a sense of temperature which by no means is an accurate method to
measure outside heat. Human senses are not only nonlinear, but relative with respect
to our previous experience. Nevertheless, we can easily tell the difference between
warmer and cooler objects. Then, what is going on with these objects that they produce
different perceptions?

Every single particle in this universe exists in perpetual motion. Temperature,
in the simplest way, can be described as a measure of kinetic energy of vibrating
particles. The stronger the movement, the higher the temperature of that particle.
Of course, molecules and atoms in a given volume of material do not move with
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equal intensities; that is, microscopically, they all are at different temperatures. The
average kinetic energy of a large number of moving particles determines the macro-
scopic temperature of an object. These processes are studied by statistical mechanics.
Here, however, we are concerned with methods and devices capable of measuring
the macroscopic average kinetic energy of material particles, which is another way to
state the temperature of the material. Because temperature is related to the movement
of molecules, it is closely associated with pressure, which is defined as the force
applied by moving molecules per unit area.

When atoms and molecules in a material move, they interact with other materials
which happen to be brought in contact with them. Furthermore, every vibrating atom
acts as a microscopic radiotransmitter which emanates electromagnetic radiation to
the surrounding space. These two types of activity form a basis for heat transfer
from warmer to cooler objects. The stronger the atomic movement, the hotter the
temperature and the stronger the electromagnetic radiation. A special device (we call
it a thermometer) which either contacts the object or receives its electromagnetic
radiation produces a physical reaction, or signal. That signal becomes a measure of
the object’s temperature.

The word thermometer first appeared in literature in 1624 in a book by J.
Leurechon, entitled La Récréation Mathématique [30]. The author described a glass
water-filled thermometer whose scale was divided by 8 degrees. The first pressure-
independent thermometer was built in 1654 by Ferdinand II, Grand Duke of Tuscany
in a form of an alcohol-filled hermetically sealed tube.

Thermal energy is what we call heat. Heat is measured in calories'3. One calorie
(cal) is equal to the amount of heat which is required to warm up, by 1°C, 1 g of
water at normal atmospheric pressure. In the United States, a British unit of heat is
generally used, which is 1 Btu (British thermal unit): 1 Btu =252.02 cal.

3.11.1 Temperature Scales

There are several scales for measuring temperature. The first zero for a scale was
established in 1664 by Robert Hooke at a point of freezing distilled water. In 1694,
Carlo Renaldi of Padua suggested taking the melting point of ice and the boiling
point of water to establish two fixed points on a linear thermometer scale. He divided
the span into 12 equal parts. Unfortunately, his suggestion had been forgotten for
almost 50 years. In 1701, Newton also suggested to use two fixed points to define
a temperature scale. For one point, he selected the temperature of melting ice (the
zero point), and for the second point, he chose the armpit temperature of a healthy
Englishman (he labeled that point 12). At Newton’s scale, water was boiling at point
No. 34. Daniel Gabriel Fahrenheit, a Dutch instrument maker, in 1706 selected zero
for his thermometer at the coldest temperature produced by a mixture of water, ice,
and sal-ammoniac or household salt. For the sake of a finer division, he established

13 A calorie which measures energy in food is actually equal to 1000 physical calories, which
is called a kilocalorie.
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the other point at 96 degrees which is “...found in the blood of a healthy man...”.!4
On his scale, the melting point of water was at 32° and boiling at 212°. In 1742,
Andreas Celsius, professor of astronomy at the University of Uppsala, proposed a
scale with zero as the melting point of ice and 100 at the boiling point of water.
Currently, in science and engineering, Celsius and Kelvin scales are generally
employed. The Kelvin scale is arbitrarily based on the so-called triple point of water.
There is a fixed temperature at a unique pressure of 4.58 mm Hg, where water va-
por, liquid, and ice can coexist. This unique temperature is 273.16 K (kelvin) which
approximately coincides with 0°C. The Kelvin scale is linear with zero intercept (0
K) at a lowest temperature where the kinetic energy of all moving particles is equal
to zero. This point cannot be achieved in practice and is a strictly theoretical value.
It is called the absolute zero. Kelvin and Celsius scales have the same slopes! (i.e.,
1°C=1 K and 0 K=-273.15°C):

°C="K —273.15° (3.107)

The boiling point of water is at 100°C=373.15 K. A slope of the Fahrenheit scale is
steeper, because 1°C=1.8°F. The Celsius and Fahrenheit scales cross at temperature
of —40°C and °F. The conversion between the two scales is

°F=32+41.8°C, (3.108)

which means that at 0°C, temperature in the Fahrenheit scale is +32°F.

3.11.2 Thermal Expansion

Essentially, all solids expand in volume with an increase in temperature. This is a result
of vibrating atoms and molecules. When the temperature goes up, an average distance
between the atoms increases, which leads to an expansion of a whole solid body. The
change in any linear dimension (length, width, or height) is called a linear expansion.
A length, I, at temperature, 7>, depends on length, /1, at initial temperature 77:

Lh=h[l+a(Tr -T)], (3.109)

where «, called the coefficient of linear expansion, has different values for different

materials. It is defined as
Al 1
o0=——— (3.110)

[ I AT

14 After all, Fahrenheit was a toolmaker and for him 96 was a convenient number because to
engrave the graduation marks he could easily do so by dividing by 2: 96, 48, 24, 12, and
so forth. With respect to nationality of the blood, he did not care if it was of Englishman or
not. Now, it is known that the blood temperature of a healthy person is not really constant
and varies between approximately 97°F and 100°F (36°C and 37.7°C), but during his time
he did not have a better thermostat than the human body.

15 There is a difference of 0.01° between Kelvin and Celsius scales, as Celsius’ zero point is
defined not at a triple point of water as for the Kelvin, but at temperature where ice and
air-saturated water are at equilibrium at atmospheric pressure.
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Fig. 3.38. (A) Warping of a laminated plate where two materials have different coefficients of
thermal expansion; (B) a bimetal coil used as a temperature transducer.

where AT =T, — T. Table A.16 gives values of « for different materials'®. Strictly
speaking, o depends on the actual temperature. However, for most engineering pur-
poses, small variations in & may be neglected. For the so-called isotropic materials,
« is the same for any direction. The fractional change in area of an object and its
volume with a high degree of accuracy can be represented, respectively, by

AA = 20 AAT, (3.111)
AV = 3aVAT. (3.112)

Thermal expansion is a useful phenomenon that can be employed in many sensors
where thermal energy is either measured or used as an excitation signal. Consider two
laminated plates, X and Y, that are fused together (Fig. 3.38A). The plates have the
same thickness and surface area and identical moduli of elasticity. Their coefficients
of thermal expansion, o and a2, however, are different. The fused plates are anchored
at the left-hand side to the reference wall. Now, if we apply heat to the structure, (i.e.,
if we increase its temperature from 77 to 75), plate X will expand more than plate
Y (for o1 > o). The lamination area will restrain plate X from a uniform expansion
while forcing plate Y to expand more than its coefficient of expansion would require.
This results in the formation of the internal stress and the structure will warp down-
ward. Contrary, if we cool the structure, it will warp upward. The radius of warping
can be estimated from [36]

2j
r= .
3(ax —ay)(T2 —T1)

The warping results in deflection of the tip that is strongest at the end of the structure
anchored at the other end. This deflection can be measured as a representative of the

(3.113)

16 More precisely, thermal expansion can be modeled by higher-order polynomials: /, =/{[1 +
a1 (Tp —T1) + o (Th — T1)2 +a3(Tr — T1)3 + - - - ]; however, for the majority of practical
purposes, a linear approximation is usually sufficient.
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temperature change. This assumes that at a reference temperature (we may call it cal-
ibration temperature), the plate is flat; however, any convenient shape at a calibration
temperature may be selected. In effect, a bimetal plate is a transducer of temperature
into a displacement.

Most of such transducers are made of the bimetal plates (iron—nickel-chrome
alloys). They are useful in a temperature range from —75°C and up to +600°C. In
reality, for relatively small temperature changes, the radius of curvature is quite large
(several meters) and thus the tip deflection is rather small. A bimaterial plate deflection

can be computed from
180L
A=r|1—cos , (3.114)
Tr

where r is found from Eq. (3.113) and L is the length of the plate. For exam-
ple, for a bimetal plate of L =50 mm and thickness j =1 mm and made of brass
(e =20 x 107%) and chromium (¢ =6 x 107%) with a 10°C gradient, the deflection
A = (.26 mm. This deflection is not easy to observe with the naked eye; thus, in a
practical thermometer, a bimetal plate is usually preshaped in the form of a coil (Fig.
3.38B). This allows for a dramatic increase in L and achieve a much larger A. In
the same example, for L =200 mm, the deflection becomes 4.2 mm—a significant
improvement. In modern sensors, the bimaterial structure is fabricated by employing
a micromachining technology.

3.11.3 Heat Capacity

When an object is warmed, its temperature increases. By warming, we mean the
transfer of a certain amount of heat (thermal energy) into the object. Heat is stored in
the object in the form of the kinetic energy of vibration atoms. The amount of heat
which an object can store is analogous to the amount of water which a water tank
can store. Naturally, it cannot store more than its volume, which is a measure of a
tank’s capacity. Similarly, every object may be characterized by a heat capacity which
depends on both the material of the object and its mass, m:

C=cm, (3.115)

where c¢ is a constant which characterizes the thermal properties of material. It is
called the specific heat and is defined as

0

=— 3.116
¢ mAT ( )

The specific heat describes the material, whereas a thermal capacity describes an
object made of that material. Strictly speaking, specific heat is not constant over an
entire temperature range of the specific phase of the material. It may change dramati-
cally when a phase of the material changes, say from solid to liquid. Microscopically,
specific heat reflects structural changes in the material. For instance, the specific heat
of water is almost constant between 0°C and 100°C (liquid phase)—almost, but not
exactly: It is higher near freezing and decreases slightly when the temperature goes
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to about 35°C and then slowly rises again from 38°C to 100°C. Remarkably, the
specific heat of water is the lowest near 37°C: the biologically optimal temperature
of the warm-blooded animals.

Table A.17 gives the specific heats for various materials in cal/(g °C). Other tables
provide specific heat in ST units of energy, which is, J/g °C. The relationship between
cal/(g °C) and J/(g °C) is as follows

j cal
1— =0.2388

g°C g°C’

(3.117)

It may be noted that, generally, the heavier the material, the lower is its specific heat.

3.12 Heat Transfer

There are two fundamental properties of heat which should be well recognized:

(1) The heat is totally not specific; that is, once it is produced, it is impossible to
say what origin it has.

(2) The heat cannot be contained, which means that it flows spontaneously from
the warmer part to the cooler part of the system.

Thermal energy may be transferred from one object to another in three ways:
conduction, convection, and radiation. Naturally, one of the objects which gives or
receives heat may be a thermal detector. Its purpose would be to measure the amount
of heat which represents some information about the object producing that heat.
Such information may be the temperature of an object, chemical reaction, location or
movement of the object, and so forth.

Let us consider a sandwichlike multilayer entity, where each layer is made of a
different material. When heat moves through the layers, a temperature profile within
each material depends on its thickness and thermal conductivity. Figure 3.39 shows
three laminated layers where the first layer is attached to a heat source (a device
having an “infinite” heat capacity and a high thermal conductivity). One of the best
solid materials to act as an infinite heat source is a thermostatically controlled bulk
copper. The temperature within the source is higher and constant, except of a very thin
region near the laminated materials. Heat propagates from one material to another by
conduction. The temperature within each material drops with different rates depending
on the thermal properties of the material. The last layer loses heat to air through natural
convection and to the surrounding objects through infrared radiation. Thus, Fig. 3.39
illustrates all three possible ways to transfer heat from one object to another.

3.12.1 Thermal Conduction

Heat conduction requires a physical contact between two bodies. Thermally agitated
particles in a warmer body jiggle and transfer kinetic energy to a cooler body by
agitating its particles. As a result, the warmer body loses heat while the cooler body
gains heat. Heat transfer by conduction is analogous to water flow or to electric current.



100 3 Physical Principles of Sensing

To [
[ conduction P
) S
T, =
\ Y
T air s
1 convection =
T, =
i\ S
= "'*-\/T3 L 2
E radiation =
= - =
Rl
g e
T =
B | — - -~ B
l‘__ . 1 I Tu
X

Fig. 3.39. Temperature profile in laminated materials.

For instance, heat passage through arod is governed by a law which is similar to Ohm’s
law. The heat flow rate (thermal “current”) is proportional to the thermal gradient
(thermal “voltage”) across the material (dT /dx) and the cross-sectional area A:

d dT
_49_ 44

H= = —_—,
dt dx

(3.118)
where k is called thermal conductivity. The minus sign indicates that heat flows in
the direction of temperature decrease (a negative derivative is required to cancel the
minus sign). A good thermal conductor has a high k£ (most of metals), whereas ther-
mal insulators (most of dielectrics) have a low k. Thermal conductivity is considered
constant; however, it increases somewhat with temperature. To calculate a heat con-
duction through, say, an electric wire, temperatures at both ends (77 and 7>) must be

used in equation
Th—T,
H=kA 7 (3.119)

where L is the length of the wire. Quite often, thermal resistance is used instead of
thermal conductivity:

R= L (3.120)
- k 9 .
Then, Eq. (3.119) can be rewritten
-7
H=A R (3.121)

Values of thermal conductivities for some materials are shown in Table A.17.
Figure 3.40 shows an idealized temperature profile within the layers of laminated
materials having different thermal conductivities. In the real world, heat transfer
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Fig. 3.40. Temperature profile in a joint (A) and a microscopic view of a surface contact (B).

through an interface of two adjacent materials may be different from the idealized
case. If we join together two materials and observe the heat propagation through the
assembly, a temperature profile may look like the one shown in Fig. 3.40A. If the sides
of the materials are well insulated, under steady-state conditions, the heat flux must
be the same through both materials. The sudden temperature drop at the interface,
having surface area, a, is the result of a thermal contact resistance. Heat transfer
through the assembly can be described as

_ T — T3
" Ra+R.+Rp’

where R4 and Rp are thermal resistances of two materials and R, is the contact
resistance,

(3.122)

R.= : . (3.123)
hea

The quantity A is called the contact coefficient. This factor can be very important
in a number of sensor applications because many heat-transfer situations involve the
mechanical joining of two materials. Microscopically, the joint may look like the
one shown in Fig. 3.40B. No real surface is perfectly smooth, and the actual surface
roughness is believed to play a central role in determining the contact resistance.
There are two principal contributions to the heat transfer at the joint:

1. The material-to-material conduction through the actual physical contact
2. The conduction through trapped gases (air) in the void spaces created by the
rough surfaces

Because the thermal conductivity of gases is very small compared with many solids,
the trapped gas creates the most resistance to heat transfer. Then, the contact coefficient

can be defined as : .
ac AKB ay
he=—|————+4+—k¢ ), 3.124

¢ Lg(akA+kB+a f) ( )

where L is the thickness of the void space, k 7 is the thermal conductivity of the fluid
(e.g., air) filling the void space, a. and a, are areas of the contact and void, respectively,
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and k4 and kp are the respective thermal conductivities of the materials. The main
problem with this theory is that it is very difficult to determine experimentally areas
ac and a, and distance Lg. This analysis, however, allows us to conclude that the
contact resistance should increase with a decrease in the ambient gas pressure. On the
other hand, contact resistance decreases with an increase in the joint pressure. This
is a result of a deformation of the high spots of the contact surface, which leads to
enlarging a. and creating a greater contact area between the materials. To decrease the
thermal resistance, a dry contact between materials should be avoided. Before joining,
surfaces may be coated with fluid having low thermal resistance. For instance, silicone
thermal grease is often used for the purpose.

3.12.2 Thermal Convection

Another way to transfer heat is convection. It requires an intermediate agent (fluid:
gas or liquid) that takes heat from a warmer body, carries it to a cooler body, releases
heat, and then may or may not return back to a warmer body to pick up another
portion of heat. Heat transfer from a solid body to a moving agent or within the
moving agent is also called convection. Convection may be natural (gravitational) or
forced (produced by a mechanism). With the natural convection of air, buoyant forces
produced by gravitation act upon air molecules. Warmed-up air rises, carrying heat
away from a warm surface. Cooler air descends toward the warmer object. Forced
convection of air is produced by a fan or blower. Forced convection is used in liquid
thermostats to maintain the temperature of a device at a predetermined level. The
efficiency of a convective heat transfer depends on the rate of media movement,
temperature gradient, surface area of an object, and thermal properties of moving
medium. An object whose temperature is different from the surroundings will lose
(or receive) heat, which can be determined from an equation similar to that of thermal
conduction:

H=aA(T) — T»), (3.125)

where convective coefficient o depends on the fluid’s specific heat, viscosity, and a
rate of movement. The coefficient is not only gravity dependent, but its value changes
somewhat with the temperature gradient. For a horizontal plate in air, the value of «

may be estimated from
\
o« =249T — TZTK, (3.126)
m

whereas for a vertical plate, it is

\
4

a=1.77yT szzK' (3.127)
It should be noted, however, that these values are applicable for one side of a plate only,
assuming that the plate is a surface of an infinite heat source (i.e., its temperature does
notdepend on heatloss) and the surroundings have constant temperature. If the volume
of air is small, like in the air gap between two surfaces of different temperatures,
movement of gaseous molecules becomes very restricted and convective heat transfer
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Fig. 3.41. Spectrum of electromagnetic radiation.

becomes insignificant. In these cases, thermal conductivity of air and radiative heat
transfer should be considered instead.

3.12.3 Thermal Radiation

It was mentioned earlier that in any object, every atom and every molecule vibrate.
The average kinetic energy of vibrating particles is represented by the absolute tem-
perature. According to laws of electrodynamics, a moving electric charge is associated
with a variable electric field that produces an alternating magnetic field. In turn, when
the magnetic field changes, it results in a changing electric field coupled with it and so
on. Thus, a vibrating particle is a source of an electromagnetic field which propagates
outwardly with the speed of light and is governed by the laws of optics. Electromag-
netic waves can be reflected, filtered, focused, and so forth. Figure 3.41 shows the
total electromagnetic radiation spectrum which spreads from y -rays to radio waves.

The wavelength directly relates to frequency, v, by means of the speed of light ¢
in a particular media:

A=Z. (3.128)

v

A relationship between A and temperature is more complex and is governed by
Planck’s law, which was discovered in 1901.!7 It establishes radiant flux density

17 In 1918, Max K. E. L. Planck (Germany, Berlin University) was awarded the Nobel Prize
“in recognition of his services he rendered to the advancement of Physics by his discovery
of energy quanta.”
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W, as a function of wavelength A and absolute temperature 7. Radiant flux density
is the power of electromagnetic radiation per unit of wavelength:

e(AM)Cq

W= s — 1y

(3.129)

where ¢(A) is the emissivity of an object, C1 =3.74 x 10712 Wem? and Cp = 1.44
cmK are constants, and e is the base of natural logarithms.

Temperature is a result of averaged kinetic energies of an extremely large number
of vibrating particles. However, all particles do not vibrate with the same frequency
or magnitude. Different permissive frequencies (also wavelengths and energies) are
spaced very close to one another, which makes the material capable of radiating in
a virtually infinite number of frequencies spreading from very long to very short
wavelengths. Because temperature is a statistical representation of an average kinetic
energy, it determines the highest probability for the particles to vibrate with a specific
frequency and to have a specific wavelength. This most probable wavelength is es-
tablished by Wien’s law, '3 which can be found by equating to zero the first derivative
of Eq. (3.129). The result of the calculation is a wavelength near which most of the
radiant power is concentrated:

208

m — T ’
where 1, is in um and 7 is in K. Wien’s law states that the higher the temperature,
the shorter the wavelength (Fig. 3.41). In view of Eq. (3.128), the law also states that
the most probable frequency in the entire spectrum is proportional to the absolute
temperature:

(3.130)

vm = 10" THz. (3.131)

For instance, at normal room temperature, most of the far infrared energy is radiated
from objects near 30 THz (30 x 10'2 Hz). Radiated frequencies and wavelengths
depend only on temperature, whereas the magnitude of radiation also depends on the
emissivity €(A) of the surface.

Theoretically, a thermal radiation bandwidth is infinitely wide. However, when
detecting that radiation, properties of the real-world sensors must be taken into ac-
count. The sensors are capable of measuring only a limited range of radiation. In order
to determine the total radiated power within a particular bandwidth, Eq. (3.129) is
integrated within the limits from A1 to Aj:

A -5
1/28(”&’\ (3.132)

®o=2 | epT_1

Figure 3.42 shows the radiant flux density for three different temperatures for
the infinitely wide bandwidth (A1 =0 and A, = 00). It is seen that the radiant energy
is distributed over the spectral range highly nonuniformly, with clearly pronounced
maximum defined by Wien’s law. A hot object radiates a significant portion of its

18 1n 1911, Wilhelm Wien (Germany, Wiirtzburg University) was awarded the Nobel Prize
“for his discoveries regarding the laws governing the radiation of heat.”
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energy in the visible range, and the power radiated by the cooler objects is concentrated
in the infrared and far-infrared portion of the spectrum.

Equation (3.132) is quite complex and cannot be solved analytically for any par-
ticular bandwidth. A solution can be found either numerically or by an approximation.
An approximation for a broad bandwidth (when A; and A, embrace well over 50% of
the total radiated power) is a fourth-order parabola known as the Stefan—Boltzmann
law:

Opo= Aso T, (3.133)

Here o =5.67 x 1078 W/m? K* (Stefan-Boltzmann constant), A is the geometry
factor, and ¢ is assumed to be wavelength independent [37].

Whereas wavelengths of the radiated light are temperature dependent, the mag-
nitude of radiation is also a function of the surface property called emissivity, €.
Emissivity is measured on a scale from O to 1. It is a ratio of flux which is emanated
from a surface to that emanated from the ideal emitter having the same tempera-
ture. There is a fundamental equation which relates emissivity &, transparency y, and
reflectivity p:

e+y+p=1 (3.134)

In 1860, Kirchhoff had found that emissivity and absorptivity, «, is the same thing.
As aresult, for an opaque object (y = 0), reflectivity p and emissivity ¢ are connected
by a simple relationship: p =1 —¢.

The Stefan—Boltzmann law specifies radiant power (flux) which would be em-
anated from a surface of temperature 7 toward an infinitely cold space (at absolute
zero). When thermal radiation is detected by a thermal sensor, '® the opposite radiation

19 Here, we discuss the so-called thermal sensors as opposed to quantum sensors, which are
described in Chapter 13.



106 3 Physical Principles of Sensing

. lq)] Fig. 3.43. Thermal radiation exchange be-
object thermal . ..
P e tween an object and a thermal radiation sen-
radiation
% -\I({n-\lflf- sor.
/ outpt
. signal
d}br T*S —--g

from the sensor toward the object must also be taken into account. A thermal sensor is
capable of responding only to a net thermal flux (i.e., flux from the object minus flux
from itself). The surface of the sensor which faces the object has emissivity ¢; (and,
subsequently, reflectivity ps =1 — ;). Because the sensor is only partly absorptive,
not the entire flux, ®;, is absorbed and utilized. A part of it, ®p,, is absorbed by
the sensor and another part, ®,, is reflected (Fig. 3.43) back toward to object.?’ The
reflected flux is proportional to the sensor’s coefficient of reflectivity:

Dy = —ps Ppo = —Ae(1 — )0 T, (3.135)

A negative sign indicates an opposite direction with respect to flux ®,. As a result,
the net flux originated from the object is

D), = Do + Dpy = Aceso TH. (3.136)

Depending on its temperature Ty, the sensor’s surface radiates its own net thermal
flux toward the object in a similar way:

dy = —Ase,o T (3.137)

Two fluxes propagate in the opposite directions and are combined into a final net flux
existing between two surfaces:

S =)+ Oy = Aceso (T =T, (3.138)

This is a mathematical model of a net thermal flux which is converted by a thermal
sensor into the output signal. It establishes a connection between thermal power &
absorbed by the sensor and the absolute temperatures of the object and the sensor.

3.12.3.1 Emissivity

The emissivity of a medium is a function of its dielectric constant and, subsequently,
refractive index n. The highest possible emissivity is 1. It is attributed to the so-
called blackbody—an ideal emitter of electromagnetic radiation. The name implies

20 This analysis assumes that there are no other objects in the sensor’s field of view.
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Fig. 3.44. Wavelength dependence of emissivities.

its appearance at normal room temperatures. If the object is opaque (y = 0) and non-
reflective (p =0) according to Eq. (3.134), it becomes an ideal emitter and absorber
of electromagnetic radiation (because ¢ = «). It should be noted, however, that emis-
sivity is generally wavelength dependent (Fig. 3.44). For example, a white sheet of
paper is very much reflective in the visible spectral range and emits virtually no vis-
ible light. However, in the far-infrared spectral range, its reflectivity is very low and
emissivity is high (about 0.92), thus making paper a good emitter of far-infrared ra-
diation. Polyethylene, which is widely used for the fabrication of far-infrared lenses,
heavily absorbs (emits) in narrow bands around 3.5, 6.8, and 13.5 um, and is quite
transparent (nonemissive) in other bands.

For many practical purposes, emissivity in a relatively narrow spectral range of
thermal radiation (e.g., from 8 to 16 pm) may be considered constant. However, for
precision measurements, when thermal radiation must be detected to an accuracy
better than 1%, surface emissivity either must be known, or the so-called dual-band
IR detectors should be employed.?!

For a nonpolarized far-infrared light in the normal direction, emissivity may be
expressed by

4n
E=—70.
(n+1)2
21 A dual-band detector uses two narrow spectral ranges to detect IR flux. Then, by using a
ratiometric technique of signal processing, the temperature of an object is calculated. During
the calculation, emissivity and other multiplicative constants are canceled out.

(3.139)
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Fig. 3.45. Spatial emissivities for a nonmetal (A) and a polished metal (B).

All nonmetals are very good diffusive emitters of thermal radiation with a remarkably
constant emissivity defined by Eq. (3.139) within a solid angle of about +70°. Beyond
that angle, emissivity begins to decrease rapidly to zero with the angle approaching
90°. Near 90°, emissivity is very low. A typical calculated graph of the directional
emissivity of nonmetals into air is shown in Fig. 3.45A. It should be emphasized
that the above considerations are applicable only to wavelengths in the far-infrared
spectral range and are not true for the visible light, because emissivity of thermal
radiation is a result of electromagnetic effects which occur at an appreciable depth.

Metals behave quite differently. Their emissivities greatly depend on the surface
finish. Generally, polished metals are poor emitters within the solid angle of £70°,
and their emissivity increases at larger angles (Fig. 3.45B). This implies that even a
very good metal mirror reflects poorly at angles approaching 90° to normal. Table
A.18 in the Appendix gives typical emissivities of some materials in a temperature
range between 0°C and 100°C.

Unlike most solid bodies, gases in many cases are transparent to thermal radiation.
When they absorb and emit radiation, they usually do so only in certain narrow spectral
bands. Some gases, such as N2, Oy, and others of nonpolar symmetrical molecular
structure, are essentially transparent at low temperatures, whereas CO,, H,O, and
various hydrocarbon gases radiate and absorb to an appreciable extent. When infrared
light enters a layer of gas, its absorption has an exponential decay profile, governed
by Beer'’s law:

Dy

Dp
where @ is the incident thermal flux, ®, is the flux at thickness x, and «; is the
spectral coefficient of absorption. The above ratio is called a monochromatic trans-
missivity y, at a specific wavelength A. If gas is nonreflecting, then its emissivity is
defined as

=e WY, (3.140)

g=1—y=1—e 0" (3.141)

It should be emphasized that because gases absorb only in narrow bands, emissivity
and transmissivity must be specified separately for any particular wavelength. For
instance, water vapor is highly absorptive at wavelengths of 1.4, 1.8, and 2.7 um and
is very transparent at 1.6, 2.2, and 4 um.
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Fig. 3.46. (A) Cavity effect enhances emissivity; (B) a construction of a practical blackbody
with a dual-cavity surface.

Knowing emissivity is essential when an infrared sensor is used for a noncontact
temperature measurement [see Eq. (3.138)]. To calibrate such a noncontact thermome-
ter or verify its accuracy, a laboratory standard source of heat must be constructed. The
source must have precisely known emissivity and that emissivity preferably should
approach unity as close as practical. A nonunity emissivity would result in reflection
[Eqg. (3.134)] that may introduce a significant error in detected infrared flux. There
is no known material that has emissivity of 1. Thus, a practical way to artificially
simulate such a surface is use of the cavity effect.

3.12.3.2 Cavity Effect

An interesting effect develops when electromagnetic radiation is measured from a
cavity. For this purpose, a cavity means a void of a generally irregular shape inside
a body whose inner wall temperature is uniform over an entire surface (Fig. 3.46A).
Emissivity of a cavity opening or aperture (not of a cavity inner surface!) dramatically
increases approaching unity at any wavelength, as compared with a flat surface. The
cavity effect is especially pronounced when the inner walls of a void have relatively
high emissivity. Let us consider a nonmetal cavity surface. All nonmetals are diffuse
emitters. Also, they are diffuse reflectors. We assume that temperature and surface
emissivity of the cavity are homogeneous over an entire area. An ideal object whose
emissivity is equal to unity is called a blackbody. A blackbody would emanate from
area a the infrared photon flux &9 =ao Tb4. However, the real object has the actual
emissivity &, and, as a result, the flux radiated from that area is smaller: ®, = g, Dy.
Flux which is emitted by other parts of the object toward area a is also equal to
@, (as the object is thermally homogeneous, we may disregard spatial distribution of
flux). A substantial portion of that incident flux &, is absorbed by the surface of areaa,
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whereas a smaller part is diffusely reflected:
D, =pb, =(1—¢5p)epPo; (3.142)
the combined radiated and reflected flux from area a is
=0, + D, =5,Pg+ (1 —5p)epPo= (2 —&p)epPo. (3.143)
As a result, the effective emissivity may be expressed as

Ee = A =2 —sp)ep (3.144)
g

It follows from the above that due to a single reflection, a perceived (effective)
emissivity of a cavity is equal to the surface emissivity magnified by a factor of
(2—¢p). Of course, there may be more than one reflection of radiation before it exits
the cavity. In other words, the incident on area a flux could already be a result of
a combined effect from the reflectance and emittance at other parts of the cavity’s
surface. The flux intensity will be higher than the originally emanated flux &, .

For a cavity effect to work, the effective emissivity must be attributed to the cavity
opening from which radiation escapes. If a sensor is inserted into the cavity too deeply
facing its wall directly, blocking the reflected rays, the cavity effect may disappear
and the emissivity will be equal to that of a wall surface, which is always lower.

A cavity effect will change a perceived emissivity, and if not accounted for, it may
cause error in evaluation of the radiated power. To illustrate this, Fig. 3.47 shows two
photographs: one is taken in visible light and the other in the mid-infrared (thermal
radiation). Note that areas at the nostrils appear a little bit brighter (warmer). Yet, the
temperature of the skin in these spots is the same as nearby. Two wrinkles above the
mustache cause a cavity effect, which increases the skin emissivity from an average
of 0.96 to a higher value. This enhances the intensity of the emanated thermal flux
and gives an illusion of warmer skin.

Fabrication of a laboratory cavity blackbody is not a trivial task. For a cavity effect
to work, a blackbody must have a cavity whose surface area is much larger than the exit
aperture, the shape of the cavity must allow for multiple inner reflections before the
flux can escape from the aperture, and the cavity wall temperature must be uniform all
over its entire surface. Figure 3.46B shows an efficient way to fabricate a blackbody

Fig. 3.47. Photographs in visible light and in-
frared thermal radiation which is naturally em-
anated from the object. Note the brighter (ap-
pearing warmer) areas at the wrinkles and skin
folds near the nose—a result of the cavity ef-
fect. Eyeglasses appear black (cold) because glass
is opaque in the mid- and far-infrared spectral
ranges and does not pass thermal radiation from
the face. (Photo courtesy of Infrared Training Cen-
ter, www.infraredtraining.com.)
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[38] whose emissivity is over 0.999. A cavity body is fabricated of solid copper
with a cavity of any shape; an inversed cone is preferable. An imbedded temperature
sensor and a thermoelectric heater/cooler with a control circuit (not shown) form a
thermostat that maintains the temperature of the cavity on a preset level. That may be
above or below the ambient temperature. The inner portion of the cavity should be
painted with organic paint. The visible color of the paint is not important, because in
the infrared spectral range, there is no correlation with reflectivity in the visible range
(which determines visible color). The most troublesome portion of a cavity is located
near the aperture, because it is very difficult to ensure that the temperature of the left
side of the blackbody (as in Fig. 3.46B) is independent of ambient and equal to the
rest of the cavity walls. To minimize the effects of ambient temperature and increase
the virtual cavity size, the inner surface of the front wall around the cavity is highly
polished and gold plated. Thus, the front side of the cavity has very low emissivity
and, thus, its temperature is not that critical. In addition, the gold surface reflects
rays emitted by the right-side parts of the cavity walls that have high emissivity and
thus enhances the cavity effect. The entire copper body is covered with a thermally
insulating layer. It should be noted that the blackbody surface is the virtual surface
of the aperture, which, in reality, is a void.

3.13 Light

Light is a very efficient form of energy for sensing a great variety of stimuli. Among
many others, these include distance, motion, temperature, and chemical composition.
Light has an electromagnetic nature. It may be considered a propagation of either
quanta of energy or electromagnetic waves. Different portions of the wave-frequency
spectrum are given special names: ultraviolet (UV), visible, near-, mid-, and far-
infrared (IR), microwaves, radiowaves, and so forth. The name “light” was arbitrarily
given to electromagnetic radiation which occupies wavelengths from approximately
0.1 to 100 pm. Light below the shortest wavelength that we can see (violet) is called
ultraviolet, and higher than the longest that we can see (red) is called infrared. The
infrared range is arbitrarily subdivided into three regions: near-infrared (from about
0.9 to 1.5 my), mid-infrared (1.5 to 4 wm), and far-infrared (4 to 100 pm).

Different portions of the radiation spectrum are studied by separate branches of
physics. An entire electromagnetic spectrum is represented in Fig. 3.41. It spreads
from y-rays (the shortest) to radiowaves (the longest). In this section, we will briefly
review those properties of light which are mostly concerned with the visible and
near-infrared portions of the electromagnetic spectrum. Thermal radiation (mid- and
far-infrared regions) are covered in Section 3.12.

The velocity of light ¢y in vacuum is independent of wavelengths and can be
expressed as Ly =4 X 107 henrys/m and &9 = 8.854 x 10~ !2 farads/m , which are
the magnetic and electric permitivities of free space:

1
Ho€o

co= —299,792,458.7 + 1.1 (3.145)
S



112 3 Physical Principles of Sensing

The frequency of light waves in vacuum or any particular medium is related to its
wavelength A by Eq. (3.128), which we rewrite here as
c
=—, 3.146
v=1y ( )
where c is the speed of light in a medium.

The energy of a photon relates to its frequency as
E=hv, (3.147)

where h =6.63 x 1073*J s (4.13 x 10~ eV s) is Planck’s constant. The energy E is
measured in 1.602 x 107!° J=1 eV (electron volt).

Ultraviolet and visible photons carry relatively large energy and are not difficult to
detect. However, when the wavelength increases and moves to an infrared portion of
the spectrum, the detection becomes more and more difficult. A near-infrared photon
having a wavelength of 1 wm has an energy of 1.24 eV. Hence, an optical quantum
detector operating in the range of 1 wm must be capable of responding to that level
of energy. If we keep moving even further toward the mid- and far-infrared spectral
ranges, we deal with even smaller energies. Human skin (at 37°C) radiates near-
and far-infrared photons with energies near 0.13 eV, which is an order of magnitude
lower than red light, making them much more difficult to detect. This is the reason
why low-energy radiation is often detected by thermal detectors rather than quantum
detectors.

The electromagnetic wave (now we ignore the quantum properties of light) has the
additional characteristic that is polarization (more specifically, plane polarization).
This means that the alternating electric field vectors are parallel to each other for all
points in the wave. The magnetic field vectors are also parallel to each other, but
in dealing with the polarization issues related to sensor technologies, we focus our
attention on the electric field, to which most detectors of the electromagnetic radiation
are sensitive. Figure 3.48A shows the polarization feature. The wave in the picture
is traveling in the x-direction. It is said that the wave is polarized in the y-direction
because the electric field vectors are all parallel to this axis. The plane defined by the
direction of propagation (the x axis) and the direction of polarization (the y axis) is
called the plane of vibration. In a polarized light, there are no other directions for the
field vectors.

Figure 3.48B shows a randomly polarized light which is the type of light that is
produced by the Sun and various incandescent light sources; however, the emerging
beam in most laser configurations is polarized. If unpolarized light passes through
a polarization filter (Polaroid), only specific planes can pass through and the output
electric field will be as shown in Fig. 3.48C. The polarization filter transmits only
those wave-train components whose electric vectors vibrate parallel to the filter direc-
tion and absorbs those that vibrate at right angles to this direction. The emerging light
will be polarized according to the filter orientation. This polarizing direction in the fil-
ter is established during the manufacturing process by embedding certain long-chain
molecules in a flexible plastic sheet and then stretching the sheet so that the molecules
are aligned in parallel to each other. The polarizing filters are most widely used in the
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Fig. 3.48. (A) Traveling electromagnetic wave has electric and magnetic field vectors; (B)
unpolarized electric field viewed along the x axis (magnetic vectors are not shown but they are
always there); (C) vertically polarized electric field.

liquid-crystal displays (LCDs) and in many optical sensors that are described in the
corresponding chapters of this book.

3.14 Dynamic Models of Sensor Elements

To determine a sensor’s dynamic response, a variable stimulus should be applied to its
input while observing the output values. Generally, a test stimulus may have any shape
or form, which should be selected depending on a practical need. For instance, for
determining a natural frequency of an accelerometer, sinusoidal vibrations of different
frequencies are the best. On the other hand, for a thermistor probe, a step function of
temperature would be preferable. In many other cases, a step or square-pulse input
stimulus is often employed. The reason for that is the theoretically infinite frequency
spectrum of a step function; that is, the sensor can be tested simultaneously at all
frequencies.

Mathematically, a sensor can be described by a differential equation whose order
depends on the sensor’s physical nature and design. There are three general types of
relationship between the input s and the output S: a zero-order, a first-order and a
second-order response.
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A zero-order response is a static or time independent characteristic
S(t)=Gs(1), (3.148)

where G is a constant transfer function. This relationship may take any form—for
instance, described by Eqgs. (2.1—2.4). The important point is that G is not a function
of time; that is, a zero-order response to a step function is a step function.

A first-order response is characterized by a first-order differential equation

ds()
dt

ai +apS(t) =s(1), (3.149)
where a1 and ag are constants. This equation characterizes a sensor that can store
energy before dissipating it. An example of such a sensor is a temperature sensor
which has a thermal capacity and is coupled to the environment through a thermal
resistance. A first-order response to a step function is exponential:

S(t) = So(1 — e /7y, (3.150)

where Sy is a sensor’s static response and 7 is a time constant which is a measure of
inertia. A typical first-order response is shown in Fig. 2.9B of Chapter 2.
A second-order response is characterized by a second-order differential equation

2
dds;gt) Ta dfzit) +agS(1) =s(0). (3.151)

az

This response is specific for a sensor or a system that contains two components which
may store energy—for instance, an inductor and a capacitor, or a temperature sensor
and a capacitor. A second-order response contains oscillating components and may
lead to instability of the system. A typical shape of the response is shown in Fig. 2.11E
of Chapter 2. A dynamic error of the second-order response depends on several factors,
including its natural frequency wp and damping coefficient b. A relationship between
these values and the independent coefficients of Eq. (3.151) are the following:

wo = |2, (3.152)
aj

a
2./ apas

A critically damped response (see Fig. 2.10 of Chapter 2) is characterized by b = 1.
The overdamped response has b > 1 and the underdamped has b < 1. For a more
detailed description of dynamic responses the reader should refer to specialized texts,
(e.g., Ref. [39]).

Mathematical modeling of a sensor is a powerful tool in assessing its performance.
The modeling may address two issues: static and dynamic. Static models usually deal
with the sensor’s transfer function as it is defined in Chapter 2. Here, we briefly
outline how sensors can be evaluated dynamically. The dynamic models may have

b:

(3.153)
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several independent variables; however, one of them must be time. The resulting
model is referred to as a lumped parameter model. In this section, mathematical
models are formed by applying physical laws to some simple lumped parameter sensor
elements. In other words, for the analysis, a sensor is separated into simple elements
and each element is considered separately. However, once the equations describing
the elements have been formulated, individual elements can be recombined to yield
the mathematical model of the original sensor. The treatment is intended not to be
exhaustive, but rather to introduce the topic.

3.14.1 Mechanical Elements

Dynamic mechanical elements are made of masses, or inertias, which have attached
springs and dampers. Often the damping is viscous, and for the rectilinear motion,
the retaining force is proportional to velocity. Similarly, for the rotational motion, the
retaining force is proportional to angular velocity. Also, the force, or torque, exerted
by a spring or shaft is usually proportional to displacement. The various elements and
their governing equations are summarized in Table 3.4.

One of the simplest methods of producing the equations of motion is to isolate
each mass or inertia and to consider it as a free body. It is then assumed that each of
the free bodies is displaced from the equilibrium position, and the forces or torques
acting on the body then drive it back to its equilibrium position. Newton’s second law
of motion can then be applied to each body to yield the required equation of motion.

For arectilinear system, Newton’s second law indicates that for a consistent system
of units, the sum of forces equals the mass times the acceleration. In the SI system of
units, force is measured in newtons (N), mass in kilograms (kg), and acceleration in
meters per second squared (m/s2).

For arotational system, Newton’s law becomes the sum of the moments equals the
moment of inertia times the angular acceleration. The moment, or torque, has units

Table 3.4. Mechanical, Thermal, and Electrical Analogies

MECHANICAL THERMAL ELECTRICAL
MASS CAPACITANCE ‘ITFC INDUCTOR v L | cAPACITOR |
ooy 0 —c 4T v=r S i=c AV
F=M 0=c < = i=C &

SPRING (8
F=k frde

CAPACITANCE T

k€

7= fou

CAPACITOR | C

v:%_ Jiai

INDUCTOR Y [

i= fvar

DAMPER g I

F=bv

RESISTANCE ——J—R
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Fig. 3.49. Mechanical model of an accelerometer (A) and a free-body diagram of mass (B).

of newton meters (N m), the inertia has units of kilogram per meter squared (kg/m?),
and the angular acceleration has units of radians per second squared (rad/s?).

Let us consider a monoaxial accelerometer, which consists of an inertia element
whose movement may be transformed into an electric signal. The mechanism of con-
version may be, for instance, piezoelectric. Figure 3.49A shows a general mechanical
structure of such an accelerometer. The mass M is supported by a spring having stiff-
ness k and the mass movement is damped by a damping element with a coefficient
b. Mass may be displaced with respect to the accelerometer housing only in the hori-
zontal direction. During operation, the accelerometer case is subjected to acceleration
d?y/dt?, and the output signal is proportional to the deflection xq of the mass M.

Because the accelerometer mass M is constrained to linear motion, the system
has one degree of freedom. Giving the mass M a displacement x from its equilibrium
position produces the free-body diagram shown in Fig. 3.49B. Note that x( is equal
to x plus some fixed displacement. Applying Newton’s second law of motion gives

dx

Mf=—kx—b—, 3.154
f=—kx=b—r (3.154)

where f is the acceleration of the mass relative to the Earth and is given by

d’x d%y
=— - —. 3.155
s dt?  di? ( )
Substituting for f gives the required equation of motion as
d?x dx d*y
M— +b—+kx=M—. 3.156
dr? + dt i dr? ( )

Note that each term in Eq. (3.156) has units of newtons (N). The differential equation
(3.156) is of a second order, which means that the accelerometer output signal may
have an oscillating shape. By selecting an appropriate damping coefficient b, the
output signal may be brought to a critically damped state, which, in most cases, is a
desirable response.
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3.14.2 Thermal Elements

Thermal elements include such things as heat sinks, heating elements, insulators,
heat reflectors, and absorbers. If heat is of concern, a sensor should be regarded as a
component of a larger device. In other words, heat conduction through the housing
and the mounting elements, air convection, and radiative heat exchange with other
objects should not be discounted.

Heat may be transferred by three mechanisms: conduction, natural and forced con-
vection, and thermal radiation (Section 3.12). For simple lumped parameter models,
the first law of thermodynamics may be used to determine the temperature changes in
a body. The rate of change of a body’s internal energy is equal to the flow of heat into
the body minus the flow of heat out of the body, very much like fluid moves through
pipes into and out of a tank. This balance may be expressed as

C 47 A 3.157
pri 0, (3.157)
where C = M c is the thermal capacity of a body (J/K), T is the temperature (K), AQ
is the heat flow rate (W), M is the mass of the body (kg), and c is the specific heat of
the material (J/kg K). The heat flow rate through a body is a function of the thermal
resistance of the body. This is normally assumed to be linear, and, therefore,

-1
R

AQ= , (3.158)
where R is the thermal resistance (K/W) and T} — 7> is a temperature gradient across
the element, where heat conduction is considered.

For illustration, we analyze a heating element (Fig. 3.50A) having temperature
Ty,. The element is coated with insulation. The temperature of the surrounding air is
T,. Qg is the rate of heat supply to the element, and Qy is the rate of heat loss. From
Eq. (3.157),

ch_o,—0 (3.159)
dr <! 0- '
but, from Eq. (3.158),
Ty —T,
Qo= hR -, (3.160)

thermal resistance R T,
/ /60

/

2 *)

Fig. 3.50. Thermal model of a heating element (A); an electrical circuit diagram (B) with re-
sistive, capacitive, and inductive components.
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and, in the result, we obtain the differential equation

iy | Th _ 01, T
dt RC  C ' RC

This is a first-order differential equation which is typical for thermal systems. A
thermal element, if not a part of a control system with a feedback loop, is inherently
stable. A response of a simple thermal element may be characterized by a thermal time
constant, which is a product of thermal capacity and thermal resistance: 77 = CR. The
time constant is measured in units of time (s) and, for a passively cooling element, is
equal to the time which it takes to reach about 37% of the initial temperature gradient.

(3.161)

3.14.3 Electrical Elements

There are three basic electrical elements: the capacitor, the inductor, and the resistor.
Again, the governing equation describing the idealized elements are given in Table
3.4. For the idealized elements, the equations describing the sensor’s behavior may be
obtained from Kirchhoff’s laws, which directly follow from the law of conservation
of energy:

Kirchhoff's first law: The total current flowing toward a junction is equal to the total
current flowing from that junction (i.e., the algebraic sum of the currents flowing
toward a junction is zero).

Kirchhoff’s second law: In a closed circuit, the algebraic sum of the voltages across
each part of the circuit is equal to the applied e.m.f.

Let us assume that we have a sensor whose elements may be represented by a circuit
shown in Fig. 3.50B. To find the circuit equation, we will use the Kirchhoff’s first
law, which is sometimes called Kirchhoff’s current law. For the node,

i1 —ip—i3=0, (3.162)
and for each current,

-V
i1 = AL /(Vs Vi)dt,
. Vi — V2 dV2
ir =

R3 dt

Vi

3 = —. 3.163
i3 R ( )

When these expressions are substituted into Eq. (3.162), the resulting equation be-
comes

Vi Vi—V; Vi /'

—_— 4+ — 42— C——— Va—V dt— 3.164

R + 7 + 7 + V3 —=V1) ( )
In Equation (3.164), e/ R; is the forcing input, and the measurable outputs are Vi,
Vs, and V3. To produce Equation (3.164), three variables iy, i>, and i3 have to be
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specified and three equations of motion derived. By applying the equation of constraint
i1 —ip —i3 =0, it has been possible to condense all three equations of motion into a
single expression. Note that each element in this expression has a unit of current (A).

3.14.4 Analogies

Earlier, we considered mechanical, thermal, and electrical elements separately. How-
ever, the dynamic behavior of these systems is analogous. It is possible, for example,
to take mechanical elements or thermal components, convert them into an equivalent
electric circuit, and analyze the circuit using Kirchhoff’s laws. Table 3.4 gives the
various lumped parameters for mechanical, thermal, and electrical circuits, together
with their governing equations. For the mechanical components, Newton’s second
law was used, and for thermal components, we apply Newton’s law of cooling.

In the first column of Table 3.4 the linear mechanical elements and their equations
in terms of force (F') are given. In the second column are the linear thermal elements
and their equations in terms of heat (Q). In the third and fourth columns are electrical
analogies (capacitor, inductor, and resistor) in terms of voltage and current (V and 7).
These analogies may be quite useful in a practical assessment of a sensor and for the
analysis of its mechanical and thermal interface with the object and the environment.
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Fig. 4.1. Examples of optical systems that use refraction (A) and reflection (B,C).

filaments in the electric bulbs, light-emitting diodes (LEDs), gas-discharge lamps,
lasers, laser diodes, heaters, and coolers.

Figure 4.1 shows several examples of the manipulation of light in sensors. Most
of these methods involve changing the direction of light; others use a selective block-
ing of certain wavelengths. The latter is called filtering (filter in Fig. 4.1A). The light
direction can be changed by use of the physical effect of reflection with the help of
mirrors, diffractive gratings, optical waveguides, and fibers. Also, the light direction
can be changed by refraction with the help of lenses, prisms, windows, chemical solu-
tions, crystals, organic materials, and biological objects. While passing through these
objects, properties of the light may be modified (modulated) by a measured stimulus.
Then, the task of a sensor designer is to measure the degree of such modulation and
relate it to the stimulus. What can be modulated in light? The intensity, direction of
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propagation, polarization, spectral contents of light beam can all be modified, and
even the speed of light and phase of its wavelength can be changed.

4.1 Radiometry

Let us consider light traveling through a three-layer material. All layers are made of
different substances called media. Figure 4.2 shows what happens to a ray of light
which travels from the first medium into a flat plate of a second medium, and then to
a third medium. Part of the incident light is reflected from a planar boundary between
the first and second media according to the law of reflection, which historically is
attributed to Euclid:

01 =0 4.1)

A part of light enters the plate (Medium 2) at a different angle. The new angle ©; is
governed by the refraction law, which was discovered in 1621 by Willebrord Snell
(1580-1626) and is known as Snell’s law:

nisin ®; =ny sin O3, 4.2)

where n; and n, are the indices of refraction of two media.
In any medium, light moves slower than in vacuum. An index of refraction is a
ratio of velocity of light in vacuum, cp, to that in a medium, c:

n=—, 4.3)

c

Medium 1 Medium 2 Medium 3

reflection

reflection

ny n, N

Fig. 4.2. Light passing through materials with different refractive indices.
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Fig. 4.3. Transparency characteristics for various optical materials.

Because ¢ < ¢, the refractive index of a medium is always more than unity. The
velocity of light in a medium directly relates to a dielectric constant &; of a medium,
which subsequently determines the refractive index:

n=./. (4.4)

Generally, n is a function of wavelength. The wavelength dependence of the index
of refraction is manifested in a prism, which was used by Sir Isaac Newton in his
experiments with the light spectrum. In the visible range, the index of refraction n is
often specified at a wavelength of 0.58756 um, the yellow-orange helium line. Indices
of refraction for some materials are presented in Table A.19 in the Appendix.

A refractive index dependence of wavelengths is called a dispersion. The change
in n with the wavelength is usually very gradual, and often negligible, unless the
wavelength approaches a region where the material is not transparent. Figure 4.3
shows transparency curves of some optical materials.

Aportion of light reflected from a boundary at angle ®/, depends on light velocities
in two adjacent media. The amount of reflected flux @, relates to incident flux ®¢
through the coefficient of reflection p, which can be expressed by means of refractive

indices: 5
(o} ny—np
p=-L= ( > ) 4.5)
loX ny+ny
Equations (3.139) and (4.5) indicate that both the reflection and the absorption (emis-

sivity) depend solely on the refractive index of the material at a particular wavelength.
If the light flux enters from air into an object having refractive index n, Eq. (4.5)

is simplified to
n—1\2
g . 4.6
P (n T 1) (4.6)
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Fig. 4.4. Light passing through an optical plate.

Before light exits the second medium (Fig. 4.2) and enters the third medium having
refractive index n3, another part of it is reflected internally from the second boundary
between the 75 and 3 media at angle ©/,. The remaining portion of light exits at angle
®3, which is also governed by Snell’s law. If media 1 and 3 are the same (e.g., air) at
both sides of the plate, then n1 =n3 and ®; = ©3. This case is illustrated in Fig. 4.4.
It follows from Eq. 4.5 that the coefficients of reflection are the same for light striking
a boundary from either direction—approaching from the higher or lower index of
refraction.

A combined coefficient of two reflections from both surfaces of a plate can be
found from a simplified formula:

P~ p1(2—p1), 4.7

where p; is the reflective coefficient from one surface. In reality, the light reflected
from the second boundary is reflected again from the first boundary back to the second
boundary, and so on. Thus, assuming that there is no absorption in the material, the
total reflective loss within the plate can be calculated through the refractive index of

the material:
2n

11— ——-.
n2+1
The reflection increases for higher differences in refractive indices. For instance, if
visible light travels without absorption from air through a heavy flint glass plate,
two reflectances result in a loss of about 11%, whereas for the air-germanium-air
interfaces (in the far-infrared spectral range), the reflective loss is about 59%. To

= (4.8)
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reduce losses, optical materials are often given antireflective coatings, which have
refractive indices and thickness geared to specific wavelengths.

The radiant energy balance Eq. (3.134) should be modified to account for two
reflections in an optical material:

pta+y=1, (4.9)

where « is a coefficient of absorption and y is a coefficient of transmittance. In a
transparency region, o ~ 0, therefore, transmittance is:
2n

n2+1
Equation (4.10) specifies the maximum theoretically possible transmittance of the
optical plate. In the above example, transmittance of a glass plate is 88.6% (visible),
whereas transmittance of a germanium plate is 41% (far IR). In the visible range,
germanium transmittance is zero, which means that 100% of light is reflected and
absorbed. Figure 4.5 shows reflectance and transmittance of a thin plate as functions
of refractive indices. Here, a plate means any optical device (like a window or a
lens) operating within its useful spectral range, [i.e., where its absorptive loss is small
(a=0)].

Figure 4.6 shows an energy distribution within an optical plate when incident
light flux @ strikes its surface. A part of incident flux, ®,, is reflected, another part,
®,, is absorbed by the material, and the third part, ®,, is transmitted through. The

y=1—-p= (4.10)

% %
40 100

N ,
ENEE

25 N

30

AN 5
4 NS

T \u

2.0

2.5

3.0

3.5

4.0

40

Fig. 4.5. Reflectance and transmittance of a thin plate as functions of a refractive index.
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Fig. 4.6. Radiant energy distribution at an optical
plate.

absorbed portion of light is converted into heat, a portion of which AP is lost to a
supporting structure and surroundings through thermal conduction and convection.
The rest of the absorbed light raises the temperature of the material. The temperature
increase may be of concern when the material is used as a window in a powerful
laser. Another application where temperature increase may cause problems is in far-
infrared detectors. The problem is associated with the flux &, = ®, — AP, which
is radiated by the material due to its temperature change. This is called a secondary
radiation. Naturally, a radiated spectrum relates to a temperature of the material and
is situated in the far-infrared region of the spectrum. The spectral distribution of the
secondary radiation corresponds to the absorption distribution of the material because
absorptivity and emissivity are the same thing.

For materials with low absorption, the absorption coefficient can be determined
through a temperature rise in the material:

mc 2n dT, dTg
=— — 4+ — ) T, 4.11
* ben2~|—1<dt+dt>0 @10

where m and c are the mass and the specific heat of the optical material, respectively,
and T, and Ty are the slopes of the rising and lowering parts of the temperature
curve of the material, respectively, at test temperature 7. Strictly speaking, light in
the material is lost not only due to absorption but to scattering as well. A combined
loss within material depends on its thickness and can be expressed through the so-
called attenuation coefficient g and the thickness of the sample 4. The transmission
coefficient can be determined from Eq. (4.10), which is modified to account for the
attenuation:

Yy~ (1= pyesh. (4.12)

The attenuation (or extinction) coefficient g is usually specified by manufacturers of
optical materials.

4.2 Photometry

When using light-sensitive devices (photodetectors), it is critical to take into a con-
sideration both the sensor and the light source. In some applications, light is received
from independent sources; in others, the light source is a part of the measurements
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system. In any event, the so-called photometric characteristics of the optical system
should be taken into account. Such characteristics include light, emittance, luminance,
brightness, and so forth.

To measure radiant intensity and brightness, special units have been devised.
Radiant flux (energy emitted per unit time), which is situated in a visible portion of the
spectrum, is referred to as luminous flux. This distinction is due to the inability of the
human eye to respond equally to like power levels of different visible wavelengths.
For instance, one red and one blue light of the same intensity will produce very
different sensations; the red will be perceived as much brighter. Hence, comparing
lights of different colors, the watt becomes a poor measure of brightness and a special
unit called a lumen was introduced. It is based on a standard radiation source with
molten platinum formed in a shape of a blackbody and visible through a specified
aperture within a solid angle of one steradian. A solid angle is defined in a spherical

geometry as
A

1’2’

(4.13)

w=

where 7 is the spherical radius and A is the spherical surface of interest. When A =r,
the unit is called a spherical radian or steradian (sr) (see Table 1.7).

Iluminance is given as
dF
E=—:; (4.14)
dA
that is, a differential amount of luminous flux (F) over a differential area. It is most
often expressed in lumens per square meter (square foot), or foot-meter (foot-candle).

The luminous intensity specifies flux over solid angle:

dF

Ip=—;
L dw

(4.15)
most often, it is expressed in lumens per steradian or candela. If the luminous intensity
is constant with respect to the angle of emission, Eq. (4.15) becomes

Iy =—. (4.16)
1)

If the wavelength of the radiation varies but the illumination is held constant, the
radiative power in watts is found to vary. A relationship between illumination and
radiative power must be specified at a particular frequency. The point of specification
has been taken to be at a wavelength of 0.555 pwm, which is the peak of the spectral
response of the human eye. At this wavelength, 1 W of radiative power is equivalent
to 680 lumens. For the convenience of the reader, some useful terminology is given
in Table 4.1.

In the selection of electro-optical sensors, design considerations of light sources
are of prime concern. A light source will effectively appear as either a point source
or as an area source, depending on the relationship between the size of the source
and the distance between the source and the detector. Point sources are arbitrarily
defined as those whose diameter is less than 10% of the distance between the source
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Table 4.1. Radiometric and Photometric Terminology

Description Radiometric Photometric
Total flux Radiant flux (F) in W Luminous flux (F) in lumens
Emitted flux density Radiant emittance (W) in Luminous emittance (L) in
at a source surface W/cm? lumens/cm? (lamberts) or lumens/ft2
(foot-lamberts)
Source intensity Radiant intensity (/) in W/sr  Luminous intensity (/7)) in
(point source) lumens/sr (candela)
Source intensity Radiance (B;) in W/st/cm? Luminance (By) in
(area source) lumens/st/cm?2 (lambert)
Flux density incident Irradiance (H) in W/cm?2 Illuminance (E) in lumens/cm? (candle)
on a receiver surface or lumens/ft (foot-candle)

Source: Adapted from Ref. [2].

and the detector. Although it is usually desirable that a photodetector be aligned such
that its surface area is tangent to the sphere with the point source at its center, it is
possible that the plane of the detector can be inclined from the tangent plane. Under
this condition, the incident flux density (irradiance) is proportional to the cosine of
the inclination angle ¢:

I,
H= , “4.17)
cos @
and the illuminance,
Iy
E:—zcos“’. (4.18)
r

The area sources are arbitrarily defined as those whose diameter is greater than
10% of the separation distance. A special case that deserves some consideration occurs
when the radius R of the light source is much larger than the distance r to the sensor.
Under this condition,

BrAs _ BrAs
T2fR2 R
where Ay is the area of the light source and B, is the radiance. Because the area of
the source Ay = 7 R?, irradiance is

, (4.19)

H~B,m=W; (4.20)

that is, the emitted and incident flux densities are equal. If the area of the detector is the
same as the area of the source and R > r, the total incident energy is approximately
the same as the total radiated energy, (i.e., unity coupling exists between the source
and the detector). When the optical system is comprised of channeling, collimating,
or focusing components, its efficiency and, subsequently, coupling coefficient must
be considered. Important relationships for point and area light sources are given in
Tables 4.2 and 4.3.
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Table 4.2. Point Source Relationships

Description Radiometric Photometric
Point source intensity 1, W/sr I7,, lumens/sr
Incident flux density ~ Irradiance, H = I,/rz, W/m?  illuminance, E = IL/rZ, lumens/m?
Total flux output ofa P =4 I,, watts F =4x I, lumens

point source

Source: Adapted from Ref. [2].

Table 4.3. Area Source Relationships

Description Radiometric Photometric
Point source intensity By, W/(cm? ST) By, lumens/(cm2 ST)
Emitted flux density W =m By, W/cm? L=nBy, lumens/cm?
B A BL A
Incident flux density H= #, Wiem?2 E= ﬂ, lumens/cm?
r2+ R? r2+ R?

Source: Adapted from Ref. [2].

4.3 Windows

The main purpose of windows is to protect interiors of sensors and detectors from
the environment. A good window should transmit light rays in a specific wavelength
range with minimal distortions. Therefore, windows should possess appropriate char-
acteristics depending on a particular application. For instance, if an optical detector
operates under water, its window should possess the following properties: a mechan-
ical strength to withstand water pressure, a low water absorption, a transmission band
corresponding to the wavelength of interest, and an appropriate refractive index which
preferably should be close to that of water. A useful window which can withstand high
pressures is spherical, as shown in Fig. 4.7. To minimize optical distortions, two limi-
tations should be applied to a spherical window: an aperture D (its largest dimension)
must be smaller than the window’s spherical radius R, and a thickness d of the win-
dow must be uniform and much smaller than radius R;. If these conditions are not
met, the window becomes a concentric spherical lens.

A surface reflectivity of a window must be considered for its overall performance.
To minimize a reflective loss, windows may be given special antireflective coatings
(ARCs) which may be applied on either one or both sides of the window. These are
the coatings which give bluish and amber appearances to popular photographic lenses
and filters. Due to a refraction in the window (see Fig. 4.4), a passing ray is shifted
by a distance L which, for small angles ®1, may be found from the formula

n—1

L=d , 4.21)
n

where n is the refractive index of the material.

Sensors operating in the far-infrared range require special windows which are
opaque in the visible and ultraviolet spectral regions and quite transparent in the
wavelength of interest. Several materials are available for the fabrication of such
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Fig. 4.7. Spherical window.
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Fig. 4.8. Spectral transmittance of a silicon window. Note that the majority of loss is due to a
reflection from two surfaces.

windows. Spectral transmittances of some materials are shown in Fig. 4.3. When
selecting the material for a far-infrared window, the refractive index must be seri-
ously considered because it determines the coefficient of reflectivity, absorptivity,
and, eventually, transmittance. Figure 4.8 shows spectral transmittances of two sili-
con windows having different thicknesses. The total radiation (100%) at the window
is divided into three portions: reflected (about 50% over the entire spectral range),
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reflective surface
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L

Fig. 4.9. Second surface mirror.

absorptive (varies at different wavelengths), and transmitted, which is whatever is
left after reflection and absorption. Because all windows are characterized by specific
spectral transmissions, often they are called filters.

4.4 Mirrors

A mirror is the oldest optical instrument ever used or designed. Whenever light passes
from one medium to another, there is some reflection. To enhance a reflectivity, a single
or multilayer reflecting coating is applied either on the front (first surface) or the rear
(second surface) of a plane-parallel plate or other substrate of any desirable shape.
The first surface mirrors are the most accurate. In the second surface mirror, light
must enter a plate having, generally, a different index of refraction than the outside
medium.

Several effects in the second surface mirror must be taken into consideration.
First, due to the refractive index n of a plate, a reflective surface appears closer (Fig.
4.9). The virtual thickness d of the carrier for smaller angles ®; may be found from

a simple formula:

d~ £ (4.22)
n

The front surface of the second surface mirror may also reflect a substantial
amount of light, creating the so-called ghost reflection. For instance, a glass plate
reflects about 4% of visible light. Further, a carrier material may have a substantial
absorption in the wavelength of interest. For instance, if a mirror operates in a far-
infrared spectral range, it should use either first surface metallization or a second
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Fig. 4.10. Spectral reflectances of some mirror coatings.

surface where the substrate is fabricated of ZnSe or other long-wavelength transparent
materials. Materials such as Si or Ge have too strong a surface reflectivity to be useful
for the fabrication of the second surface mirrors.

Reflecting coatings applied to a surface for operation in the visible and near-
infrared ranges can be silver, aluminum, chromium, and rhodium. Gold is preferable
for the far-infrared spectral range devices. By selecting an appropriate coating, the
reflectance may be achieved of any desired value from 0 to 1 (Fig. 4.10).

The best mirrors for broadband use have pure metallic layers, vacuum-deposited
or electrolytically deposited on glass, fused silica, or metal substrates. Before the
reflective layer deposition, to achieve a leveling effect a mirror may be given an
undercoat of copper, zirconium—copper, or molybdenum.

Another useful reflector which may serve as a second surface mirror without the
need for reflective coatings is a prism, where the effect of total internal reflection (TIR)
is used. The angle of a total internal reflection is a function of the refractive index:

®g = arcsin (%) . 4.23)
The total internal reflectors are the most efficient in the visible and near-infrared
spectral ranges, as the reflectivity coefficient is close to unity. The TIR principle is
fundamental for the operation of the optical fibers.

Areflective surface may be formed practically in any shape to divert the direction
of light travel. In the optical systems, curved mirrors produce effects equivalent to
that of lenses. The advantages they offer include (1) higher transmission, especially
in the longer-wavelength spectral range, where lenses become less efficient due to
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Fig. 4.11. Spherical (A) and parabolic (B) first surface mirrors.

higher absorption and reflectance loss, (2) absence of distortions incurred by refracting
surfaces due to dispersion (chromatic aberrations), and (3) lower size and weight as
compared with many types of lenses. Spherical mirrors are used whenever light must
be collected and focused (focus is from the Latin meaning fireplace—a gathering
place in a house). However, spherical mirrors are good only for the parallel or near-
parallel beams of light that strike a mirror close to normal. These mirrors suffer from
imaging defects called aberrations. Figure 4.11A shows a spherical mirror with the
center of curvature in point C. A focal point is located at a distance of one-half of
the radius from the mirror surface. A spherical mirror is astigmatic, which means that
the off-axis rays are focused away from its focal point. Nevertheless, such mirrors
prove very useful in detectors where no quality imaging is required—for instance, in
infrared motion detectors, which are covered in detail in Section 6.5 of Chapter 6.

A parabolic mirror is quite useful for focusing light off-axis. When it is used in
this way, there is complete access to the focal region without shadowing, as shown
in Fig. 4.11B.

4.5 Lenses

Lenses! are useful in sensors and detectors to divert the direction of light rays and
arrange them in a desirable fashion. Figure 4.12 shows a plano-convex lens, which
has one surface spherical and the other flat. The lens has two focuses at both sides: F
and F’, which are positioned at equal distances — f and f from the lens. When light

rays from object G enters the lens, their directions change according to Snell’s law.

! The word lens is from the Latin name for lentils. A lentil seed is flat and round, and its sides
bulge outward—ijust like a convex lens.
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Fig. 4.12. Geometry of a plano-convex lens.

To determine the size and the position of an image created by the lens, it is
convenient to draw two rays that have special properties. One is parallel to the optical
axis, which is a line passing through the sphere’s center of curvature. After exiting
the lens, that ray goes through focus F’. The other ray first goes though focus F, and
upon exiting the lens, it propagates in parallel with the optical axis. A thin lens whose
radius of curvature is much larger than thickness of the lens has a focal distance f,
which may be found from the equation

LN (l+i), (4.24)

f r.oon
where r] and r; are radii of lens curvature. Image G’ is inverted and positioned at a
distance b from the lens. That distance may be found from a thin-lens equation:

1—1+1 (4.25)
f a b '

For the thick lenses where thickness ¢ is comparable to the radii of curvature, a focal
distance may be found from

F= nriry
(n—=Dn(ri+r) -t =1
Several lenses may be combined into a more complex system. For two lenses separated
by a distance d, a combination focal length may be found from

___Nhh
f_fl-i-fz—d'

(4.26)

4.27)

4.6 Fresnel Lenses

Fresnel lenses are optical elements with step-profiled surfaces. They prove to be very
useful in sensors and detectors where a high quality of focusing is not required. Major
applications include light condensers, magnifiers, and focusing element in occupancy
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Fig. 4.13. Concept of a Fresnel lens.

detectors. Fresnel lenses may be fabricated of glass, acrylic (visible and near-infrared
range), or polyethylene (far-infrared range). The history of Fresnel lenses began in
1748, when Count Buffon proposed grinding out a solid piece of glass lens in steps
of the concentric zones in order to reduce the thickness of the lens to a minimum and
to lower energy loss. He realized that only the surface of a lens is needed to refract
light, because once the light is inside the lens, it travels in a straight line. His idea
was modified in 1822 by Augustin Fresnel (1788—1827), who constructed a lens in
which the centers of curvature of the different rings receded from the axis according
to their distances from the center, so as to practically eliminate spherical aberration.

The concept of that lens is illustrated in Fig. 4.13, where a regular plano-convex
lens is depicted. The lens is sliced into several concentric rings. After slicing, all rings
still remain lenses which refract incident rays into a common focus defined by Eq.
(4.24). A change in an angle occurs when a ray exits a curved surface. The section
of a ring marked by the letter x does not contribute to the focusing properties. If all
such sections are removed, the lens will look like it is shown in Fig. 4.13B and will
fully retain its ability to focus light rays. Now, all of the rings may be shifted with
respect to one another to align their flat surfaces (Fig. 4.13C). A resulting near-flat
lens is called Fresnel, which has nearly the same focusing properties as the original
plano-convex lens. A Fresnel lens basically consists of a series of concentric prismatic
grooves, designed to cooperatively direct incident light rays into a common focus.

The Fresnel lens has several advantages over a conventional lens, such as low
weight, thin size, ability to be curved (for a plastic lens) to any desirable shape, and,
most importantly, lower absorption loss of light flux. The last feature is very important
for the fabrication of mid- and far-infrared lenses where absorption in the material
may be significant. This is the reason why polymer Fresnel lenses are used almost
exclusively in the far-infrared motion detectors.

Two common types of Fresnel lenses are presently manufactured. One is a
constant-step lens (Fig. 4.14A) and the other is a constant depth lens (Fig. 4.14B). In
practice, it is difficult to maintain a curved surface of each small groove; hence, the
profile of a groove is approximated by a flat surface. This demands that the steps be
positioned close to each other. In fact, the closer the steps, the more accurate the lens.

In a constant-step lens, a slope angle ¢ of each groove is a function of its distance
h from the optical axis. As aresult, the depths of the grooves increase with the distance
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Fig. 4.14. Constant-step (A) and constant-depth (B) Fresnel lenses.

from the center. A central portion of the lens may be flat if its diameter is at least 20
times smaller than the focal length. For the shorter focal lengths, it is good practice
to maintain a spherical profile of a central portion. The slope angle of each step may
be determined from the following formula, which is valid for small values of A:

hn
@ = arctan (m) , 4.28)

where f is the focal length.

For a constant-depth lens, both the slope angle ¢ and the step distance r vary
with the distance from the center. The following equations may be useful for the
lens calculation. The distance of a groove from the center may be found through the
groove number £ (assuming the center portion has number 0);

h:\/Zf(n—l)Ed—$2d2, (4.29)

@ = arcsin (#) . (4.30)

The total number of grooves in the lens may be found through a Fresnel lens aperture
(maximum dimension) D:

= Df = —1)*=D?

and the slope angle is

r

431

The Fresnel lens may be slightly bent if it is required for a sensor design. However, a
bend changes the positions of the focal points. If a lens is bent with its groves inside
the curvature, the focal distance decreases.
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Fig. 4.15. Comparison of spherical and aspheric lens profiles.

It is known that a spherical surface of a lens will produce a spherical aberration.
Therefore, for applications where high-quality focusing is required, the continuous
surface from which the contours of the groves are determined should not be spherical,
but aspherical. The profile of a continuous aspherical surface can often be described
by a standard equation of a conic, axially symmetrical about the z axis (Fig. 4.15):

Cy?
1— (K + )C2y?

4.32)

where Z and Y are the coordinates of the surface, C is the vertex curvature, and
K is the conic constant. The vertex curvature and the conic constant can be chosen
depending on the desired characteristics of the lens, and the contours of each grove
can be figured using this equation. C and K will depend on several factors, such as
the desired focal length, the index of refraction, and the particular application.

4.7 Fiber Optics and Waveguides

Although light does not go around the corner, it can be channeled along complex paths
by the use of waveguides. To operate in the visible and near-infrared spectral ranges,
the guides may be fabricated of glass or polymer fibers. For the mid- and far-infrared
spectral ranges, the waveguides are made as hollow tubes with highly reflective inner
surfaces. The waveguide operates on the principle of the internal reflections where
light beams travel in a zigzag pattern. A fiber can be used to transmit light energy in
the otherwise inaccessible areas without any transport of heat from the light source.
The surface and ends of a round or other cross-section fiber are polished. An outside
cladding may be added. When glass is hot, the fibers can be bent to curvature radii of
20-50 times their section diameter and after cooling, to 200-300 diameters. Plastic
fibers fabricated of polymethyl methacrylate may be bent at much smaller radii than
glass fibers. A typical attenuation for a 0.25-mm polymer fiber is in the range of 0.5
dB/meter of length. Light propagates through a fiber by means of a total internal
reflection, as shown in Fig. 4.16B. It follows from Eq. (4.23) that light passing to air
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Fig. 4.16. Optical fibers: (A) a step-index multiple fiber; (B) determination of the maximum
angle of entry.

from a medium having a refractive index » is subject to the limitation of an angle of
total internal reflection. In a more general form, light may pass to another medium
(cladding) having refractive index np; then, Eq. (4.23) becomes

. (1
®g = arcsin (7) . (4.33)

Figure 4.16A shows a profile of the index of refraction for a single fiber with
the cladding where the cladding must have a lower index of refraction to assure a
total internal reflection at the boundary. For example, a silica-clad fiber may have
compositions set so that the core (fiber) material has an index of refraction of 1.5 and
the clad has an index of refraction of 1.485. To protect the clad fiber, it is typically
enclosed in some kind of protective rubber or plastic jacket. This type of the fiber
is called a "step index multimode" fiber, which refers to the profile of the index of
refraction.

When light enters the fiber, it is important to determine the maximum angle of entry
which will result in total internal reflections (Fig. 4.16B). If we take that minimum
angle of an internal reflection ®y = ®3, then the maximum angle ®; can be found
from Snell’s law:

n?—n?

O2(max) =arcsin | —— | . 4.34)
n

Applying Snell’s law again and remembering that for air n &~ 1, we arrive at
sin ®in(max) =n] sin ®2(max)' (4.35)

Combining Egs. (4.34) and (4.35), we obtain the largest angle with the normal to the
fiber end for which the total internal reflection will occur in the core:

Oin(max) = arcsin ( n?— n?) : (4.36)



142 4 Optical Components of Sensors

Light rays entering the fiber at angles greater than ©;,max) Will pass through to the
jacket and will be lost. For data transmission, this is an undesirable event, however,
in a specially designed fiber-optic sensor, the maximum entry angle can be a useful
phenomenon for modulating light intensity.

Sometimes, the value Ojp(max) is called the numerical aperture of the fiber. Due
to variations in the fiber properties, bends, and skewed paths, the light intensity does
not drop to zero abruptly but rather gradually diminishes to zero while approaching
Oinmax)- In practice, the numerical aperture is defined as the angle at which light
intensity drops by some arbitrary number, (e.g., —10 dB of the maximum value).

One of the useful properties of fiber-optic sensors is that they can be formed into
a variety of geometrical shapes depending on the desired application. They are very
useful for the design of miniature optical sensors which are responsive to such stimuli,
as pressure, temperature, chemical concentration, and so forth. The basic idea for use
of fiber optics in sensing is to modulate one or several characteristics of light in a fiber
and, subsequently, to optically demodulate the information by conventional methods.
A stimulus may act on a fiber either directly or it can be applied to acomponent attached
to the fiber’s outer surface or the polished end to produce an optically detectable signal.

To make a fiber chemical sensor, a special solid phase of a reagent may be formed
in the optical path coupled to the fiber. The reagent interacts with the analyte to
produce an optically detectable effect, (e.g., to modulate the index of refraction or
coefficient of absorption). A cladding on a fiber may be created from a chemical
substance whose refractive index may be changed in the presence of some fluids [3].
When the angle of total internal reflection changes, the light intensity varies.

Optical fibers may be used in two modes. In the first mode (Fig. 4.17A), the same
fiber is used to transmit the excitation signal and to collect and conduct an optical
response back to the processing device. In the second mode, two or more fibers are
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Fig. 4.17. (A) Single- and (B) dual-fiber-optic sensors.
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Fig. 4.18. Fiber-optic displacement sensor utilizes
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Fig. 4.19. Fiber-optic microbend strain gauge (A) and a waveguide for the far-infrared radiation

(B).

employed where excitation (illumination) function and collection function are carried
out by separate fibers (Fig. 4.17B).

The most commonly used type of fiber-optic sensor is an intensity sensor, where
light intensity is modulated by an external stimulus [4]. Figure 4.18 shows a displace-
ment sensor where a single-fiber waveguide emits light toward the reflective surface.
Light travels along the fiber and exits in a conical profile toward the reflector. If the
reflector is close to the fiber end (distance d), most of the light is reflected into the fiber
and propagates back to the light detector at the other end of the fiber. If the reflector
moves away, some of the rays are reflected outside of the fiber end, and fewer and
fewer photons are returned back. Due to the conical profile of the emitted light, a
quasilinear relationship between the distance d and the intensity of the returned light
can be achieved over a limited range.

The so-called microbend strain gauge can be designed with an optical fiber which
is squeezed between two deformers, as shown in Fig. 4.19A. The external force
applied to the upper deformer bends the fiber affecting a position of an internal
reflective surface. Thus, a light beam which normally would be reflected in direction
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x approaches the lower part of the fiber at an angle which is less than ®y—the angle of
total internal reflection [Eq. (4.33)]. Thus, instead of being reflected, light is refracted
and moves in the direction y through the fiber wall. The closer the deformers come to
each other, the more light goes astray and the less light is transmitted along the fiber.

For operation in the spectral range where loss in fibers is too great, hollow tubes are
generally used for light channeling (Fig. 4.19B). The tubes are highly polished inside
and coated with reflective metals. For instance, to channel thermal radiation, a tube
may be fabricated of brass and coated inside by two layers: nickel as an underlayer
to level the surface, and the optical-quality gold having thickness in the range 500—
1000A. Hollow waveguides may be bent to radii of 20 or more of their diameters.
Although fiber optics use the effect of the total internal reflection, tubular waveguides
use a first surface mirror reflection, which is always less than 100%. As a result, loss
in a hollow waveguide is a function of a number of reflections; that is, loss is higher
for the smaller diameter and the longer length of a tube. At length/diameter ratios
more than 20, hollow waveguides become quite inefficient.

4.8 Concentrators

Regarding optical sensors and their applications, there is an important issue of the
increasing density of the photon flux impinging on the sensor’s surface. In many
cases, when only the energy factors are of importance and a focusing or imaging
is not required, special optical devices can be used quite effectively. These are the
so-called nonimaging collectors, or concentrators [5]. They have some properties of
the waveguides and some properties of the imaging optics (like lenses and curved
mirrors). The most important characteristic of a concentrator is the ratio of the area of
the input aperture divided by the area of the output aperture. The concentration ratio
C is always more than unity; that is, the concentrator collects light from a larger area
and directs it to a smaller area (Fig. 4.20A) where the sensing element is positioned.
There is a theoretical maximum for C:

1
sin? ©;
where ®; is the maximum input semiangle. Under these conditions, the light rays
emerge at all angles up to /2 from the normal to the exit face. This means that
the exit aperture diameter is smaller by sin ®; times the input aperture. This gives
an advantage in the sensor design, as its linear dimensions can be reduced by that
number while maintaining a near equal efficiency. The input rays entering at angle ®
will emerge within the output cone with angles dependent of point of entry.

The concentrators can be fabricated with reflective surfaces (mirrors) or refractive
bodies, or as a combination of both. A practical shape of the reflective parabolic
concentrator is shown in Fig. 4.20B. It is interesting to note that cone light receptors
in the retina of a human eye have a shape similar to that shown in Fig. 4.20B [6].

The tilted parabolic concentrators have very high efficiency?: They can collect
and concentrate well over 90% of the incoming radiation. If a lesser efficiency is ac-

(4.37)

Chax =

2 This assumes that the reflectivity of the inner surface of the concentrator is ideal.
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Fig. 4.20. Nonimaging concentrator (A) a general schematic; (B) a concentrator having a
parabolic profile.

ceptable, a conical rather than paraboloid concentrator can be employed. Some of the
incoming rays will be turned back after several reflections inside the cone; however,
its overall efficiency is still near 80%. Clearly, the cones are easier to fabricate than
the paraboloids of revolution.

4.9 Coatings for Thermal Absorption

All of thermal radiation sensors, either Passive Infrared (PIR) or Active Infrared
(AFIR), rely on the absorption or emission of electromagnetic waves in the far-infrared
spectral range. According to Kirchhoff’s discovery, absorptivity o and emissivity €
are the same thing (see Section 3.12.3 of Chapter 3). Their value for the efficient
sensor’s operation must be maximized, that is, it should be made as close to unity as
possible. This can be achieved by either a processing surface of a sensor to make it
highly emissive, or by covering it with a coating having a high emissivity. Any such
coating should have a good thermal conductivity and a very small thermal capacity,
which means that it must be very thin.

Several methods are known to give a surface the emissive properties. Among
them are a deposition of thin metal films (like nichrome) having reasonably good
emissivity, a galvanic deposition of porous platinum black [7], and evaporation of
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metal in atmosphere of low-pressure nitrogen [8]. The most effective way of creating
ahighly absorptive (emissive) material is to form it with a porous surface [9]. Particles
with sizes much smaller than the wavelength generally absorb and diffract light. The
high emissivity of a porous surface covers a broad spectral range; however, it decreases
with the increased wavelength. A film of gold black with a thickness corresponding to
500 pg/cm? has an emissivity of over 0.99 in the near-, mid- and far-infrared spectral
ranges.

To form porous platinum black, the following electroplating recipe can be used
[10]:

Platinum chloride HyPTClg aq: 2g
Lead acetate Pb(OOCCH3), - 3H,O: 16 mg
Water: 58¢g

Out of this galvanic bath, the films were grown at room temperature on silicon wafers
with a gold underlayer film. A current density was 30 mA/cm?. To achieve an absorp-
tion better than 0.95,a 1.5 g,/cm2 film is needed.

To form a gold black by evaporation, the process is conducted in a thermal evap-
oration reactor at a nitrogen atmosphere of 100 Pa pressure. The gas is injected via a
microvalve, and the gold source is evaporated from the electrically heated tungsten
wire from a distance of about 6 cm. Due to collisions of evaporated gold with nitro-
gen, the gold atoms lose their kinetic energy and are slowed down to thermal speed.
When they reach the surface, their energy is too low to allow surface mobility and
they stick to the surface on the first touch event. Gold atoms form a surface structure
in the form of needles with linear dimensions of about 25 nm. The structure resembles
surgical cotton wool. For the best results, gold black should have a thickness in the
range from 250 to 500 pug/cm?.

Another popular method to enhance emissivity is to oxidize a surface metal film
to form metal oxide, which, generally, is highly emissive. This can be done by metal
deposition in a partial vacuum.

Another method of improving the surface emissivity is to coat a surface with
an organic paint (visible color of the paint is not important). These paints have far-
infrared emissivity from 0.92 to 0.97; however, the organic materials have low thermal
conductivity and cannot be effectively deposited with thicknesses less than 10 pm.
This may significantly slow the sensor’s speed response. In micromachined sensors,
the top surface may be given a passivation glass layer, which not only provides
an environmental protection but has an emissivity of about 0.95 in the far-infrared
spectral range.

4.10 Electro-optic and Acousto-optic Modulators

One of the essential steps of a stimulus conversion in optical sensors is their ability to
modify light in some way (e.g., to alter its intensity by a control signal). This is called
modulation of light. The control signal can have different origins: temperature, chem-
ical compounds with different refractive indices, electric filed, mechanical stress, and
so forth. Here, we examine light modulation by electric signals and acoustic waves.
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Fig. 4.21. Electro-optic modulator consists of two polarizing filters and a crystal.

In some crystals, the refractive index can be linked to an applied electric field
[11]. The effect is characterized in the context of the propagation of a light beam
through a crystal. For an arbitrary propagation direction, light maintains constant
linear polarization through a crystal for only those polarization directions allowed by
the crystal symmetry. An external electric field applied to a crystal may change that
symmetry, thus modulating the light intensity. Lithium niobate (LiNbO3) is one of the
most widely used materials for electro-optic devices. A crystal is positioned between
two polarizing filters which are oriented at 90° with respect to one another (Fig.
4.21). The input polarizer is oriented at 45° to the axis of the modulating crystal [12].
The crystal modulator has two electrodes attached to its surface. By changing the
modulator voltage, the polarization of the light incident on the output polarizer is
varied, which, in turn. leads to the intensity modulation.

A similar effect can be observed when the crystal is subjected to mechanical
effects—specifically, to acoustic waves [11,13]. However, acousto-optic devices are
used most often in fiber-optic applications as optical frequency shifters, and only to
a lesser extent as intensity modulators. In the modulator, the light beam propagating
through a crystal interacts with a traveling-wave index perturbation generated by an
acoustic wave. The perturbation results from a photoelastic effect, whereby a mechan-
ical strain produces a linear variation in refractive index. This resembles a traveling-
wave diffraction grating, which, under certain conditions, can effectively deflect an
optical beam (Fig. 4.22). Acousto-optic devices are often fabricated from lithium
niobate and quartz, because acoustic waves can effectively propagate through these
crystal over a frequency range from tens of megahertz to several gigahertz. The acous-
tic velocity in lithium niobate is about 6 x 103 m/s; thus a 1-GHz acoustic wave has a
wavelength of about 6 um, which is comparable to light in the infrared spectral range.
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Fig. 4.22. Acousto-optic modulator produces multiple diffracted beams.

4.11 Interferometric Fiber-optic Modulation

Light intensity in an optical fiber can be modulated to produce a useful output signal.
Figure 4.23 illustrates an optical waveguide which is split into two channels [13]. The
waveguides are formed in a LiNbO3 substrate doped with Ti to increase its refractive
index. They are fabricated by a standard photolithographic lift-off technique. The
substrate is patterned using a photomask. The Ti layer is electron-beam evaporated
over the material; then, the photoresist is removed by a solvent, leaving the Ti in the
waveguide pattern. The Ti atoms later diffuse into the substrate by baking [11]. This
process results in a graded refractive index profile with a maximum difference at the
surface of about 0.1% higher than the bulk value. Light is coupled to the waveguides
through polished end faces. Electrodes are positioned in parallel to the waveguides,
which recombine at the output. Voltage across the electrodes produces a significant
phase shift in the light waves.

The optical transmission of the assembly varies sinusoidally with the phase shift
A¢ between two recombined signals, which is controlled by voltage V (¢):

Poue 1 7V (t)
=—11 ® , 4.38
a1 BB 43

where Vi is the voltage change required for the full on—off modulation and ®p is
the constant which can be adjusted for the optimum operating point. When the phase
difference between the light in two waveguides before the recombination A¢ =0,
the output couples to the output waveguide. When the shift A¢ =, light propagates
into the substrate. The well-designed modulators can achieve a high extinction ratio
on the order of 30 dB.
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B) (©)

Fig. 4.23. Channel-waveguide interferometric intensity modulator (A). Light recombines in
the exit fiber when the phase shift is zero (B). Light radiates into the substrate when the phase
shift is 7 (C). (Adapted from Ref. [12].)
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4

Optical Components of Sensors

“Where the telescope ends, the microscope begins.
Which of the two has the grander view?”

—Victor Hugo

Light phenomena, such as reflection, refraction, absorption, interference, polariza-
tion, and speed, are the powerful utensils in a sensor designer’s toolbox. Optical
components help to manipulate light in many ways. In this chapter, we discuss these
components from a standpoint of geometrical optics. When using geometrical optics,
we omit properties of light which are better described by quantum mechanics and
quantum electrodynamics. We will ignore not only quantum properties of light but
the wave properties as well. We consider light as a moving front or a ray which is
perpendicular (normal) to that front. To do so, we should not discuss any optical el-
ements whose dimensions are too small compared to the wavelength. For example,
if a glass window is impregnated with small particles of submicron size, we should
completely ignore them for any geometrical calculations from the near-infrared to
longer wavelengths. Another example is a diffractive grating. Its operation cannot be
described by methods of geometrical optics. In such cases, the methods of quantum
electrodynamics (QED) need to be used. Here, we summarize those optical elements
most applicable for the sensor design. For more detailed discussions of geometrical
optics, we refer the reader to special texts, (e.g., Ref. [1]).

Before light can be manipulated, first we need to have light generated. There are
several ways to produce light. Some sources of light are natural and exist without
our will or effort; some must be incorporated into a measurement device. The natural
sources of light include celestial objects, such as the Sun, Moon, stars, and so forth.
Also, natural sources of light include all material objects that radiate thermal energy
depending on their temperatures, as it was covered in Chapter 3. These include fire,
exothermic chemical reactions, living organisms, and other natural sources whose
temperatures are different from their surroundings and whose thermal radiation can
be selectively detected by the optical devices. The man-made sources of light include
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Interface Electronic Circuits

5.1 Input Characteristics of Interface Circuits

A system designer is rarely able to connect a sensor directly to processing, mon-
itoring, or recording instruments, unless a sensor has a built-in electronic circuit
with an appropriate output format. When a sensor generates an electric signal,
that signal often is either too weak or too noisy, or it contains undesirable com-
ponents. In addition, the sensor output may be not compatible with the input re-
quirements of a data acquisition system, that is, it may have a wrong format. To
mate a sensor and a processing device, they either must share a “common value”
or some kind of a “mating” device is required in between. In other words, the
signal from a sensor usually has to be conditioned before it is fed into a process-
ing device (a load). Such a load usually requires either voltage or current as its
input signal. An interface or a signal conditioning circuit has a specific purpose:
to bring the signal from the sensor up to the format which is compatible with
the load device. Figure 5.1 shows a stimulus that acts on a sensor which is con-
nected to a load through an interface circuit. To do its job effectively, an inter-
face circuit must be a faithful slave of two masters: the sensor and the load de-
vice. Its input characteristics must be matched to the output characteristics of the
sensor and its output must be interfaceable with the load. This book, however, fo-
cuses on the sensors; therefore, we will discuss only the front stages of the interface
circuits.

The input part of an interface circuit may be specified through several standard
numbers. These numbers are useful for calculating how accurately the circuit can
process the sensor’s signal and what the circuit’s contribution to a total error budget is.

The input impedance shows by how much the circuit loads the sensor. The
impedance may be expressed in a complex form as

\4
Z= T (5.1)
where V and I are complex notations for the voltage and the current across the input
impedance. For example, if the input of a circuit is modeled as a parallel connection of
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Fig. 5.2. Complex input impedance of an interface circuit (A) and equivalent circuit of a
voltage-generating sensor (B).

input resistance R and input capacitance C (Fig. 5.2A), the complex input impedance
may be represented as
R

Z=—"—0H0, (5.2)
1+ joRC

where  is the circular frequency and j = /—1 is the imaginary unity. At very low
frequencies, a circuit having a relatively low input capacitance and resistance has an
input impedance almost equal to the input resistance: Z & R. Relatively low, here,
means that the reactive part of the above equation becomes small; that is, the following
holds

1
RC K —. (5.3)
w

Whenever an input impedance of a circuit is considered, the output impedance of
the sensor must be taken into account. For example, if the sensor is of a capacitive
nature, to define a frequency response of the input stage, sensor’s capacitance must
be connected in parallel with the circuit’s input capacitance. Formula (5.2) suggests
that the input impedance is a function of the signal frequency. With an increase in the
signal rate of change, the input impedance decreases.

Figure 5.2B shows an equivalent circuit for a voltage-generating sensor. The
circuit is comprised of the sensor output, Zy, and the circuit input, Z;,, impedances.
The output signal from the sensor is represented by a voltage source, E, which is
connected in series with the output impedance. Instead of a voltage source, for some
sensors it is more convenient to represent the output signal as outgoing from a current
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source, which would be connected in parallel with the sensor output impedance. Both
representations are equivalent to one another, so we will use voltage. Accounting for
both impedances, the circuit input voltage, Vi, is represented as
Vin=FE L (54)
Zin + Zout

In any particular case, an equivalent circuit of a sensor should be defined. This helps to
analyze the frequency response and the phase lag of the sensor—interface combination.
For instance, a capacitive detector may be modeled as pure capacitance connected in
parallel with the input impedance. Another example is a piezoelectric sensor which
can be represented by a very high resistance (on the order of 10''Q) shunted by a
capacitance (in the order of 10 pF).

To illustrate the importance of the input impedance characteristics, let us consider
a purely resistive sensor connected to the input impedance as shown in Fig. 5.2A. The
circuit’s input voltage as a function of frequency, f, can be expressed by

E
V=re——— (5.5)

N

where f. = (2nRC )~ is the corner frequency, (i.e., the frequency where the ampli-
tude drops by 3 dB). If we assume that a 1% accuracy in the amplitude detection is
required, then we can calculate the maximum stimulus frequency that can be pro-
cessed by the circuit:

fmax ~0.14 fc, (5.6)

or f.~7 fimax; that is, the impedance must be selected in such a way as to assure a
sufficiently high corner frequency. For example, if the stimulus’ highest frequency is
100 Hz, the corner frequency must be selected to be at least at 700 Hz. In practice,
fc is selected even higher, because of the additional frequency limitations in the
subsequent circuits.

One should not overlook a speed response of the front stage of the interface
circuit. Operational amplifiers, which are the most often used building blocks of
interface circuits, usually have limited frequency bandwidths. There are the so-called
programmable operational amplifiers which allow the user to control (to program) the
bias current and, therefore, the first stage frequency response. The higher the current,
the faster would be the response.

Figure 5.3 is a more detailed equivalent circuit of the input properties of a passive
electronic interface circuit!, (e.g., an amplifier or an A/D converter). The circuit is
characterized by the input impedance Z;, and several generators. They represent
voltages and currents which are generated by the circuit itself. These signals are
spurious and may pose substantial problems if not handled properly. All of these
signals are temperature dependent.

The voltage e is called the input offset voltage. If the input terminals of the circuit
are shorted together, that voltage would simulate a presence of an input dc signal

! Here, the word passive means that the circuit does not generate any excitation signal.
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Fig. 5.3. Equivalent circuit of electrical noise sources at an input stage.

having a value of ey. It should be noted that the offset voltage source is connected in
series with the input and its resulting error is independent of the output impedance of
the sensor.

The input bias current iy is also internally generated by the circuit. Its value is quite
high for many bipolar transistors, much smaller for the JFETs, and even more lower
for the CMOS circuits. This current may present a serious problem when a circuit or
a sensor employs high-impedance components. The bias current passes through the
input impedance of the circuit and the output impedance of the sensor, resulting in a
spurious voltage drop. This voltage may be of a significant magnitude. For instance,
if a piezoelectric sensor is connected to a circuit having an input resistance of 1
GQ(10°Q) and the input bias current of 1 nA (10~ A), the voltage drop at the input
becomesequalto 1 G2 x 1 nA=1 V—a very high value indeed. In contrast to the offset
voltage, the bias current resulting error is proportional to the output impedance of the
sensor. This error is negligibly small for the sensors having low output resistances.
For instance, an inductive detector is not sensitive to the magnitude or variations in
the bias current.

A circuit board leakage current may be a source of errors while working with
high-impedance circuits. This current may be the result of lower surface resistance
in the printed circuit board (PCB). Possible causes are poor-quality PCB material,
surface contamination with solder flux residue (a poorly washed board), moisture,
and degraded conformal coating. Figure 5.4A shows that a power-supply bus and
the board resistance, Ry, may cause leakage current, i1, through the sensor’s output
impedance. If the sensor is capacitive, its output capacitance will be charged very
quickly by the leakage current. This will not only cause an error but may even lead
to the sensor’s destruction.

There are several techniques known to minimize the board leakage current effect.
One is a careful board layout to keep higher-voltage conductors away from the high-
impedance components. A leakage through the board thickness in multilayer boards
should not be overlooked. Another method is electrical guarding, which is an old
trick. The so-called driven shield is also highly effective. Here, the input circuit
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Fig. 5.4. Circuit board leakage affects input stage (A); driven shield of the input stage (B).

is surrounded by a conductive trace that is connected to a low-impedance point at
the same potential as the input. The guard absorbs the leakage from other points
on the board, drastically reducing currents that may reach the input terminal. To be
completely effective, there should be guard rings on both sides of the printed circuit
board. As an example, an amplifier is shown with a guard ring, driven by the relatively
low impedance of the amplifier’s inverting input.

It is highly advisable to locate the high-impedance interface circuits as close as
possible to the sensors. However, sometimes connecting lines cannot be avoided.
Coaxial shielded cables with good isolation are recommended [1]. Polyethylene or
virgin (not reconstructed) Teflon is best for the critical applications. In addition to po-
tential insulation problems, even short cable runs can reduce bandwidth unacceptably
with high source resistances. These problems can be largely avoided by bootstrapping
the cable’s shield. Figure 5.4B shows a voltage follower connected to the inverting
input of an amplifier. The follower drives the shield of the cable, thus reducing the
cable capacitance, the leakage, and spurious voltages resulting from cable flexing. A
small capacitance at the follower’s noninverting input improves its stability.

Another problem that must be avoided is connecting to the input of an amplifier
any components, besides a sensor, that potentially may cause problems. An exam-
ple of such a “troublemaker” is a ceramic capacitor. In the hope of filtering out
high-frequency transmitted noise at the input, a designer quite frequently uses filter
capacitors either at the input, or in the feedback circuit of an input stage. If, for cost-
saving or space-saving reasons, he selects a ceramic capacitor, he may get what he is
not expecting. Many capacitors possess the so-called dielectric absorption properties
which are manifested as a memory effect. If such a capacitor is subjected to a charge
spike either from a sensor or from a power supply, or just from any external noise
source, the charge will alter the capacitor’s dielectric properties in such a way that
the capacitor now behaves like a small battery. That “battery” may take a long tome
to lose its charge—from few seconds to many hours. The voltage generated by that
“battery” is added to the sensor’s signal and may cause significant errors. If a capac-
itor must be employed at the input stage, a film capacitor should be used instead of
ceramic.
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5.2 Amplifiers

Most passive sensors produce weak output signals. The magnitudes of these signals
may be on the order of microvolts (LWV) or picoamperes (pA). On the other hand,
standard electronic data processors, such as A/D converters, frequency modulators,
data recorders, and so forth, require input signals of sizable magnitudes—on the
order of volts (V) and milliamperes (mA). Therefore, an amplification of the sen-
sor output signals has to be made with a voltage gain up to 10,000 and a current
gain up to 1,000,000. Amplification is part of signal conditioning. There are several
standard configurations of amplifiers which might be useful for amplifying signals
from various sensors. These amplifiers may be built of discrete components, such as
semiconductors, resistors, capacitors, and inductors. Alternatively, the amplifiers are
frequently composed of standard building blocks, such as operational amplifiers and
various discrete components.

It should be clearly understood that the purpose of an amplifier is much broader
than just increasing the signal magnitude. An amplifier may be also an impedance-
matching device, an enhancer of a signal-to-noise ratio, a filter, and an isolator between
input and output.

5.2.1 Operational Amplifiers

One of the principal building blocks for the amplifiers is the so-called operational am-
plifier or OPAM, which is either an integrated (monolithic) or hybrid (a combination
of monolithic and discrete parts) circuit. An integrated OPAM may contain hundreds
of transistors, as well as resistors and capacitors. An analog circuit designer, by ar-
ranging discrete components around the OPAM (resistors, capacitors, inductors, etc.),
may create an infinite number of useful circuits—not only the amplifiers, but many
others circuits as well. Operational amplifiers are also used as cells in custom-made
integrated circuits of the analog or mixed-technology types. These circuits are called
application-specific integrated circuits or ASICs for short. Below, we will describe
some typical circuits with OPAM which are often used in conjunction with various
Sensors.

As a building block, a good operational amplifier has the following properties (a
schematic representation of OPAM is shown in Fig. 5.5):

e Two inputs: one inverting (—) and the other is noninverting (+)

e Ahigh input resistance (on the order of hundreds of M2 or even G£2)

* Alow output resistance (a fraction of €2)

* The ability to drive capacitive loads

* Alow input offset voltage o (few mV or even LULV)

* Alow input bias current iy (few pA or even less)

* A very high open-loop gain Aoy (at least 10* and preferably over 10%); that is,
the OPAM must be able to magnify (amplify) a voltage difference Vi, between
its two inputs by a factor of AgL

* A high common-mode rejection ratio (CMRR); that is, the amplifier suppresses
the in-phase equal magnitude input signals (common-mode signals) Vcwm applied
to both inputs
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Fig. 5.5. General symbol of an operational amplifier (A) and gain/frequency characteristic of
an OPAM (B).

* Low intrinsic noise

e A broad operating frequency range

* Alow sensitivity to variations in the power-supply voltage
* A high environmental stability of its own characteristics

For detailed information and application guidance, the user should refer to data books
published by the respective manufacturers. Such books usually contain selection
guides for every important feature of an OPAM. For instance, OPAMs are grouped
by such criteria as low offset voltages, low bias currents, low noise, bandwidth, and
so forth.

Figure 5.5A depicts an operational amplifier without any feedback components.
Therefore, it operates under the so-called open-loop conditions. An open loop gain,
AoL, of an OPAM is always specified but is not a very stable parameter. Its frequency
dependence may be approximated by the graph in Fig. 5.5B. The Ao, changes with
the load resistance, temperature, and the power-supply fluctuations. Many amplifiers
have an open-loop gain temperature coefficient on the order of 0.2-1%/°C and a
power-supply gain sensitivity on the order of 1%/%. An OPAM is very rarely used
with an open loop (without the feedback components) because the high open-loop
gain may result in circuit instability, a strong temperature drift, noise, and so forth.
For instance, if the open-loop gain is 10°, the input voltage drift of 10 uV would cause
output drifts by about 1V.

The ability of an OPAM to amplify small-magnitude high-frequency signals is
specified by the gain—-bandwidth product (GBW) which is equal to the frequency
f1 where the amplifier gain becomes equal to unity. In other words, above the f;
frequency, the amplifier cannot amplify. Figure 5.6A depicts a noninverting am-
plifier where resistors R; and R define the feedback loop. The resulting gain,
A=14 Ry/Ry, is a closed-loop gain. It may be considered constant over a much
broader frequency range (see Fig. 5.5B); however, f] is the frequency-limiting factor
regardless of the feedback. The linearity, gain stability, the output impedance, and
gain accuracy are all improved by the amount of feedback and now depend mainly
on characteristics of the feedback components. As a general rule for moderate accu-
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(A)

Fig. 5.6. Noninverting amplifier (A); offset voltages and bias currents in an operational amplifier
represented by generators connected to its inputs (B).

racy, the open-loop gain of an OPAM should be at least 100 times greater than the
closed-loop gain at the highest frequency of interest. For even higher accuracy, the
ratio of the open-loop and closed-loop gains should be 1000 or more.

A typical datasheet for an OPAM specifies the bias and offset voltages. Due to
limitations in manufacturing technologies, any OPAM acts not only as a pure amplifier
but also as a generator of voltages and currents which may be related to its input (Fig.
5.6B). Because these spurious signals are virtually applied to the input terminals, they
are amplified along with the useful signals.

Because of offset voltages and bias currents, an interface circuit does not pro-
duce zero output when a zero input signal is applied. In dc-coupled circuits, these
undesirable input signals may be indistinguishable from the useful signal. If the input
offset voltage is still too large for the desired accuracy, it can be trimmed out either
directly at the amplifier (if the amplifier has dedicated trimming terminals) or in the
independent offset compensation circuit.

An application engineer should be concerned with the output offset voltage, which
can be derived from:

Vo = A(eg +ioReqv) (5.7

where Reqy is the equivalent resistance at the input (a combination of the sensor’s
output resistance and the input resistance of the amplifier), eg is the input offset
voltage, and i( is the input bias current. The offset is temperature dependent. In
circuits where the amplifier has high gain, the output voltage offset may be a source
of substantial error. There are several ways to handle this difficulty. Among them
is selecting an amplifier with low bias current, high input resistance, and low offset
voltage. Chopper-stabilized amplifiers are especially efficient for reduction of offset
voltages.

5.2.2 Voltage Follower

A voltage follower (Fig. 5.7) is a an electronic circuit that provides impedance con-
version from a high level to a low level. A typical follower has high input impedance
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Fig. 5.7. Voltage follower with an operational amplifier.
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(the high input resistance and the low input capacitance) and low output resistance
(the output capacitance makes no difference). A good follower has a voltage gain
very close to unity (typically, 0.999 at lower frequencies) and a high current gain.
In essence, it is a current amplifier and impedance converter. Its high input and low
output impedances make it indispensable for interfacing between many sensors and
signal processing devices.

A follower, when connected to a sensor, has very little effect on the latter’s per-
formance, thus providing a buffering function between the sensor and the load. When
designing a follower, these tips might be useful:

* For the current-generating sensors, the input bias current of the follower must be
at least 100 times smaller than the sensor’s current.

* The input offset voltage must be either trimable or smaller than the required least
significant bit (LSB).

e The temperature coefficient of the bias current and the offset voltage should not
result in errors of more than 1 LSB over an entire temperature range.

5.2.3 Instrumentation Amplifier

An instrumentation amplifier (IA) has two inputs and one output. It is distinguished
from an operational amplifier by its finite gain (which is usually no more than 100)
and the availability of both inputs for connecting to the signal sources. The latter
feature means that all necessary feedback components are connected to other parts
of the instrumentation amplifier, rather than to its noninverting and inverting inputs.
The main function of the IA is to produce an output signal which is proportional to
the difference in voltages between its two inputs:

Vouw=A(Vy —V_)=AAV, (5.8)

where V4 and V_ are the input voltages at noninverting and inverting inputs, respec-
tively, and A is the gain. An instrumentation amplifier can be either built from an
OPAM, in a monolithic or hybrid form. It is important to assure high input resis-
tances for both inputs, so that the amplifier can be used in a true differential form. A
differential input of the amplifier is very important for rejection of common-mode in-
terferences having an additive nature (see Section 5.9). An example of a high-quality
monolithic instrumentation amplifier is INA 118 from Burr-Brown/Texas Instruments
(www.ti.com). It offers a low offset voltage of 50 LV and a high common-mode re-
jection ratio (110 dB). The gain is programmed by a single resistor.
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Fig. 5.8. Instrumentation amplifier with three operational amplifiers and matched resistors.

Although several monolithic instrumentation amplifiers are presently available,
quite often discrete component circuits prove to be more cost-effective. A basic circuit
of an IA is shown in Fig. 5.8. The voltage across R, is forced to become equal to
the input voltage difference AV. This sets the current through that resistor equal
to i = AV/R,. The output voltages from the U; and U, OPAMs are equal to one
another in amplitudes and opposite in the phases. Hence, the front stage (U; and U»)
has a differential input and a differential output configuration. The second stage (U3)
converts the differential output into a unipolar output and provides an additional gain.

The overall gain of the IA is
a=(1+ 2R\ R3 (5.9)
- R.) Ry ‘

The common-mode rejection ratio (CMRR) depends on matching of resistors within
the corresponding group (R, R», and R3). As a rule of thumb, 1% resistors yield
CMRRSs no better than 100, whereas for 0.1%, the CMRR is no better than 1000.

A good and cost-effective instrumentation amplifier can be built of two identical
operational amplifiers and several precision resistors (Fig. 5.9A). The circuit uses the
FET-input OPAMs to provide lower noise and lower input bias currents. U acts as a
noninverting amplifier and Uj is the inverting one. Each input has a high impedance
and can be directly interfaced with a sensor. A feedback from each amplifier forces
voltage across the gain-setting resistor R, to become equal to AV. The gain of the
amplifier is equal to

A%2(1+£>. (5.10)

Rq
Hence, gain may vary from 2 (R, is omitted) to a potentially open-loop gain (R, =0).
With the components whose values are shown in Fig. 5.9A, the gain is A =100. It
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Fig. 5.9. (A) Instrumentation amplifier with two operational amplifiers; (B) low-cost instru-
mentation amplifier with one operational amplifier.

should be remembered, however, that the input offset voltage will be amplified with
the same gain. The CMRR primarily depends on matching values of resistors R.
At very low frequencies, it is the reciprocal of the net fractional resistor mismatch,
[i.e., CMRR=10,000 (—80 dB) for a 0.01% mismatch]. At higher frequencies, the
impedance mismatch must be considered, rather than the resistor mismatch. To bal-
ance the impedances, a trimpot and a capacitor C; may be used. Also, remember that
IA as a rule requires a dual (plus and minus) power supply.

When cost is a really limiting factor and no high-quality dc characteristics are
required, a very simple IA can be designed with just one operational amplifier and
two resistors (Fig. 5.9B). The feedback resistor R, is connected to the null-balance
terminal of the OPAM, which is the output of the front stage of the monolithic circuit.
The amount of the feedback through R, depends on the actual circuit of an OPAM
and somewhat varies from part to part. For the TLC271 operational amplifier (Texas
Instruments), a gain of the circuit may be found from

Rq
2kQ
which for values indicated in Fig. 5.9B gives a gain of about 50. The connections and
values of the external components are different for different types of the operational
amplifier. In addition, not all OPAMs can be used in such an unusual circuit.

Ax1+

(Ry is in k), (5.11)

5.2.4 Charge Amplifiers

The charge amplifier (CA) is a very special class of circuits which must have extremely
low bias currents. These amplifiers are employed to convert to voltage signals from
the capacitive sensors, quantum detectors, pyroelectric sensors, and other devices
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Fig. 5.10. Charge-to-voltage (A) and current-to-voltage (B) converters.

which generate very small charges (on the order of picocoulombs, pC) or currents (on
the order of picoamperes). A basic circuit of a charge-to-voltage converter is shown
in Fig. 5.10A. A capacitor, C, is connected into a feedback network of an OPAM. Its
leakage resistance » must be substantially larger than the impedance of the capacitor
at the lowest operating frequency. A good film capacitor is usually recommended
along with a good quality printed circuit board where the components are coated with
conformal coating.
A transfer function of the converter is

Vout = ol (5.12)
Special hybrid charge-sensitive preamplifiers are available for precision applications.
One example is DN630 from ThermOptics, Inc. (www.thermoptics.com). The ampli-
fier can operate with sources of less than 1 pF capacitance. An internally connected
1-pF capacitor sets the gain of the amplifier to 1 V/pC sensitivity. The gain can be
reduced by connecting one or a combination of the internal capacitor array to the
input of the amplifier. It features low noise and has less than 5 ns rise and fall times.

Many sensors can be modeled as capacitors. Some capacitive sensors are ac-
tive; that is, they require an excitation signal. Examples are microphones, capacitive
force and pressure transducers, and humidity detectors. Other capacitive sensors are
passive; that is, they directly convert a stimulus into an electric charge or current. Ex-
amples are the piezoelectric and pyroelectric detectors. There are also noncapacitive
sensors that can be considered as current generators. An example is a photodiode.

A current-generating sensor is modeled by a leakage resistance, r, connected in
parallel with a current generator that has an infinitely high internal resistance (Fig.
5.11). The sensor generates current, i, which has two ways to outflow: to the sensors
leakage resistance, r, as current, ig, and the other, iy, toward the interface circuit
input impedance, Z; . Naturally, current ig is useless and to minimize the error of
the current-to-voltage conversion, the leakage resistance of the sensor must be much
larger than the impedance of the interface circuit.

Ohm’s law suggests that to convert electric current i into voltage, current should
pass through an appropriate impedance and the voltage drop across that impedance
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Fig. 5.12. Noninverting current-to-voltage converter (A) and resistance multiplier (B).

be proportional to the magnitude of the current. Fig. 5.10B shows a basic current-to-
voltage converter where the current-generating sensor is connected to the inverting
input of an OPAM, which serves as a virtual ground; that is, voltage at the inverting
input is almost equal to that at the noninverting input, which is grounded. The sensor
operates at nearly zero voltage across its terminals and its current is represented by
the output voltage of the OPAM:

Vour = —iR. (5.13)

A resistor, r < R is often required for the circuit stability. At high frequencies, the
OPAM would operate near the open-loop gain, which may result in oscillations. This
is especially true when the sensor has reduced leakage resistance. The advantage of the
virtual ground is that the output signal does not depend on the sensor’s capacitance.
The circuit produces a voltage whose phase is shifted by 180° with respect to the
current. The noninverting circuit shown in Fig. 5.12A can convert and amplify the
signal; however, its speed response depends on both the sensor’s capacitance and the
converting resistor Rj. Thus, the response to a step function in a time domain can be
described by

R
Vou =i R} (1 + R—2> (1—e /7€y, (5.14)
1
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When converting currents from such sensors as piezoelectrics and pyroelectrics,
the resistor Rj, (R in Fig. 5.10B) may be required on the order of tens or even hundreds
of gigohms. In many cases, resistors of such high values may be not available or
impractical to use due to poor environmental stability. A high-ohmic resistor can be
simulated by a circuit known as a resistance multiplier. It is implemented by adding
a positive feedback around the amplifier. Figure 5.12B shows that R; and R3 form a
resistive divider. Due to a high open-loop gain of the OPAM, voltages at noninverting
and inverting inputs are almost equal to one another: V. ~ V_. As a result, voltage,
V>, at the divider is

R R
Vo=Vl Ay, (5.15)
R+ R3 Ri + R3
and current through the resistor is defined through the voltage drop:
AV V-V V. R
I, S £ N (5.16)

TRy R, Ry Ri+Rs

From this equation, the input voltage can be found as a function of the input current
and the resistive network:

R3
Vi=IRp <1+—>. 5.17)
Ry

It is seen that the resistor Ry, is multiplied by a factor of (1 + R3/R1). For example, if
the highest resistor you may consider is 10 M2, by selecting the multiplication factor
of, say, 5, you get a virtual resistance of 50 M€2. Resistance multiplication, although
being a powerful trick, should be used with caution. Specifically, noise, bias current,
and offset voltage are all also multiplied by the same factor (1 + R3/R;), which may
be undesirable in some applications. Further, because the network forms a positive
feedback, it may cause circuit instability. Therefore, in practical circuits, resistance
multiplication should be limited to a factor of 10.

5.3 Excitation Circuits

External power is required for the operation of active sensors. Examples are tem-
perature sensors [thermistors and resistive temperature detectors (RTDs)], pressure
sensors (piezoresistive and capacitive), and displacement (electromagnetic and opti-
cal). The power may be delivered to a sensor in different forms. It can be a constant
voltage, constant current, or sinusoidal or pulsing currents. It may even be delivered
in the form of light or ionizing radiation. The name for that external power is an ex-
citation signal. In many cases, stability and precision of the excitation signal directly
relates to the sensor’s accuracy and stability. Hence, it is imperative to generate the
signal with such accuracy that the overall performance of the sensing system is not
degraded. In the following subsections, we review several electronic circuits which
feed sensors with appropriate excitation signals.
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5.3.1 Current Generators

Current generators are often used as excitation circuits to feed sensors with predeter-
mined currents that, within limits, are independent of the sensor properties, stimulus
value, or environmental factors. In general terms, a current generator (current pump)
is a device which produces electric current independent of the load impedance; that
is, within the capabilities of the generator, the amplitude of its output current must
remain substantially independent of any changes in the impedance of the load.

The usefulness of the current generators for the sensor interfaces is in their ability
to produce excitation currents of precisely controlled magnitude and shape. Hence,
a current generator should not only produce current which is load independent, but
it also must be controllable from an external signal source (a waveform generator),
which, in most cases, has a voltage output. A good current generator must produce
current which follows the control signal with high fidelity and is independent of the
load over a broad range of impedances.

There are two main characteristics of a current generator: the output resistance and
the voltage compliance. The output resistance should be as high as practical. A voltage
compliance is the highest voltage which can be developed across the load without
affecting the output current. For a high resistive load, according to Ohm’s law, a higher
voltage is required for a given current. For instance, if the required excitation current
is i = 10 mA and the highest load impedance at any given frequency is Z; = 10k€2, a
voltage compliance of at least i Z;, = 100 V would be needed. Below, we cover some
useful circuits with increased voltage compliance where the output currents can be
controlled by external signals.

A unipolar current generator is called either a current source (generates the out-
flowing current) or a current sink (generates the inflowing currents). Here, unipolar
means that it can produce currents flowing in one direction only, usually toward the
ground. Many of such generators utilize current-to-voltage characteristics of transis-
tors. A voltage-controlled current source or sink may include an operational amplifier
(Fig. 5.13A). In such a circuit, a precision and stable resistor R; defines the output
current, ioy;. The circuit contains a feedback loop through the OPAM that keeps volt-
age across resistor R constant and, thus, the constant current. To deliver a higher
current at a maximum voltage compliance, voltage drop as small as possible should
be developed across the sensing resistor Rj. In effect, that current is equal to Vi /R;.
For better performance, the current through the base of the output transistor should
be minimized; hence, a field-effect rather than bipolar transistor is often used as an
output device.

It is well known that the transistor’s collector current is very little dependent on
collector voltages. This feature was employed by the so-called current mirrors. A
current mirror has one current input and at least one (may be several) current output.
Therefore, the output current is controlled by the input current. The input current is
supplied from an external source and should be of a known value. Figure 5.13B shows
the so-called Wilson current mirror, where voltage Vi and resistance R produce the
input current i;,. The output transistor Q1 acts as a current-controlled resistor, thus
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Fig. 5.13. Current sources: (A) with an OPAM, (B) current mirror; (C) current mirror with
current multiplication.

regulating the output current iy, in such a manner as to maintain it equal to ij,. The
output current may be multiplied several times if the transistor Q» (Fig. 5.13C) is
fabricated with several emitters. Such a current sink is commercially available from
Texas Instruments (part TLC014A). That current mirror has a voltage compliance of
35 V and an output resistance ranging from 2 to 200 M2 (depending on the current).

For many applications, bipolar current generators may be required. Such a gen-
erator provides a sensor with an excitation current which may flow in both directions
(inflowing and outflowing). Figure 5.14 shows noninverting and inverting circuits
with an operational amplifier where the load is connected as a feedback. Current
though the load Z; , is equal to V1 /R, which is load independent. The load current
follows V| within the operating limits of the amplifier. An obvious limitation of the
circuit is that the load is “floating”, that is, it is not connected to a ground bus or any
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Fig. 5.14. Bipolar current generators with floating loads: (A) a noninverting circuit; (B) a circuit
with a virtual ground.

other reference potential. For some applications, this is quite all right; however, many
sensors need to be grounded or otherwise referenced. The circuit shown in Fig. 5.14B
keeps one side of the load impedance near the ground potential, because a noninvert-
ing input of the OPAM is a virtual ground. Nevertheless, even in this circuit, the load
is still fully isolated from the ground. One negative implication of this isolation may
be an increased pickup of various kinds of transmitted noise.

In cases where the sensor must be grounded, a current pump invented by Brad
Howland at MIT may be used (Fig. 5.15). The pump operation is based on utilizing
both negative and positive feedbacks around the operational amplifier. The load is
connected to the positive loop [2]. Current through the load is defined by

Ry, (Vi—W)
=—— 5.18
Lout R, Rs ( )
A trimming resistor, P, must be adjusted to assure that
R R
Ry= R, 2175 (5.19)

Ry

In that circuit, each resistor may have a relatively high value (100 k<2 or higher),
but the value for Rs should be relatively small. This condition improves the efficiency
of the Howland current pump, as smaller voltage is wasted across Rs and smaller
current is wasted through R4 and Rj3. The circuit is stable for most of the resistive
loads; however, to ensure stability, a few-picofarad capacitor C may be added in a
negative feedback or/and from the positive input of an operational amplifier to ground.
When the load is inductive, an infinitely large compliance voltage would be required
to deliver the set current when a fast transient control signal is applied. Therefore, the
current pump will produce a limited rising slope of the output current. The flowing
current will generate an inductive spike across the output terminal, which may be
fatal to the operational amplifier. For the large inductive load, it is advisable to clamp
the load with diodes to the power-supply buses.



168 5 Interface Electronic Circuits

(A)

B)

Fig. 5.15. Current generators with ground-referenced loads: (A) Howland current pump; (B)
current pump with two OPAMs.

An efficient current pump with four matched resistors and two operational ampli-
fiers is shown in Fig. 5.15B. Its output current is defined by the equation

(V1—=W2)

z (5.20)

lout =

The advantage of this circuit is that resistors R may be selected with a relatively high

value and housed in the same thermally homogeneous packaging for better thermal
tracking.

For the generation of low-level constant currents, a monolithic voltage reference

shown in Fig. 5.16 may be found quite useful. The circuit contains a 2.5 V reference

which is powered by the output current from the voltage follower Uj. The voltage
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regulator keeps the voltage drop across R; precisely equal to 2.5V, thus assuring that
the current through that resistor and, subsequently, through the load is constant. The

load current is defined as
. 25V 5.21)
lout = . .
out RS

5.3.2 Voltage References

A voltage reference is an electronic device which generates constant voltage that
is little affected by variations in power supply, temperature, load, aging, and other
factors. There are several techniques known for the generation of such voltages.
Many voltage references are available in monolithic forms; however, in low-cost
applications, especially in consumer products, a simple device known as a zener
diode is often employed.

A zener diode has a constant voltage drop in a circuit when provided with a fairly
constant current derived from a higher voltage elsewhere within the circuit. The ac-
tive portion of a zener diode is a reverse-biased semiconductor p-n junction. When
the diode is forward biased (the p region is more positive), there is little resistance to
current flow. Actually, a forward-biased zener diode looks very much like a conven-
tional semiconductor diode (Fig. 5.17A). When the diode is reverse biased (minus
is at the anode and plus is at the cathode), very little current flows through it if the
applied voltage is less than V,. A reverse saturation current is a small leakage which is
almost independent of the applied voltage. When the reverse voltage approaches the
breakdown voltage V,, the reverse current increases rapidly and, if not limited, will
result in the diode overheating and destruction. For that reason, zener diodes usually
are used with current-limiting components, such as resistors, positive temperature co-
efficient (PTC) thermistors or current sources. The most common circuit with a zener
diode is shown in Fig. 5.17B. In this circuit, the diode is connected in parallel with
its load, thus implying the name “shunting reference”. If the load consumes current
ir, the current i should be sufficiently high to be shared between the zener diode (i)
and the load. The zener voltage decreases as temperature of the junction rises.
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Fig. 5.17. Zener diode: (A) a volt—ampere characteristic; (B) a shunting-type voltage reference.

Zener diodes fall into three general classifications: regulator diodes, reference
diodes, and transient voltage suppressors. Regulator diodes are normally employed
in power supplies where a nearly constant dc output voltage is required despite rela-
tively large changes in input voltage or load impedance. Such devices are available
with a wide range of voltage and power ratings, making them suitable for a wide
variety of electronic equipments. Regulator diodes, however, have one limitation:
they are temperature sensitive. Therefore, in applications in which the output voltage
must remain within narrow limits during input-voltage, load-current, and tempera-
ture changes, a temperature-compensated regulator diode, called a reference diode,
is required.

It makes sense to take advantage of the differing thermal characteristics of
forward- and reverse-biased silicon p-n junctions. Like any silicon diode (see Section
16.3 of Chapter 16), a forward-biased junction has a negative temperature coefficient
of approximately —2 mV/°C, whereas a reverse-biased junction has positive tem-
perature coefficient ranging from about 2 to 6 mV/°C depending on the current and
the diode type. Therefore, it is possible, by a selective combination of forward- and
reverse-biased junctions, to fabricate a device with a very low overall temperature
coefficient (Fig. 5.18). The voltage changes of the two junctions are equal and op-
posite only at the specified current. For any other value of current, the temperature
compensation may not be ideally accomplished. Nevertheless, even a simple back-
to-back connection of two zener diodes of the same type may significantly improve
the overall temperature stability over a rather broad range of currents and temper-
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Fig. 5.18. Temperature compensation of a zener diode.
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atures. Naturally, the reference voltage from the combination is higher than from a
single zener diode. A commercial monolithic version of this circuit is available from
Motorola (part IN821).

The so-called band-gap references are often useful substitutes for zener diodes.
They have typically 10 times lower output impedance than low-voltage zeners and
can be obtained in a variety of nominal output voltages, ranging from 1.2 to 10 V.
Currently, a large variety of high-quality voltage references with selectable outputs
is available from many manufacturers.

5.3.3 Oscillators

Oscillators are generators of variable electrical signals. Any oscillator is essentially
comprised of a circuit with a gain stage, some nonlinearity and a certain amount of
positive feedback. By definition, an oscillator is an unstable circuit (as opposed to an
amplifier which better be stable!) whose timing characteristics should be either steady
or changeable according to a predetermined functional dependence. The latter is called
a modulation. Generally, there are three types of electronic oscillators classified ac-
cording to the time-keeping components: the RC, the LC, and the crystal oscillators.
In the RC oscillators, the operating frequency is defined by capacitors (C) and resistors
(R); in the LC oscillators, it is defined by the capacitive (C) and inductive (L) com-
ponents. In the crystal oscillators, the operating frequency is defined by a mechanical
resonant in specific cuts of piezoelectric crystals, usually quartz and ceramics.

There is a great variety of oscillation circuits, the coverage of which is beyond
the scope of this book. Below, we briefly describe some practical circuits which can
be used for either direct interface with sensors or may generate excitation signals in
an economical fashion.

Many various multivibrators can be built with logic circuits, (e.g., with NOR,
NAND gates, or binary inverters). Also, many multivibrators can be designed with
comparators or operational amplifiers having a high open-loop gain. In all of these
oscillators, a capacitor is being charged, and the voltage across it is compared with
another voltage, which is either constant or changing. The moment when both volt-
ages are equal is detected by a comparator. A comparator is a two-input circuit which
generates an output signal when its input signals are equal. A comparator is a non-
linear element due to its very high gain that essentially results in the saturation of
its output when the input signals differ by a relatively small amount. The indication
of a comparison is fed back to the RC network to alter the capacitor charging in the
opposite direction, which is discharging. Recharging in a new direction goes on until
the next moment of comparison. This basic principle essentially requires the follow-
ing minimum components: a capacitor, a charging circuit, and a threshold device (a
comparator). Several relaxation oscillators are available from many manufacturers,
(e.g., a very popular timer, type 555, which can operate in either monostable or actable
modes). For illustration, below we describe just two discrete-component square-wave
oscillators; however, there is a great variety of such circuits, which the reader can
find in many books on operational amplifiers and digital systems, (e.g., Ref. [3]).

A simple square-wave oscillator can be built with two logic inverters (e.g., CMOS)
(Fig. 5.19A). A logic inverter has a threshold near a half of the power supply-voltage.
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Fig. 5.19. Square-wave oscillators: (A) with two logic inverters; (B) with a comparator or
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When the voltage at its input crosses the threshold, the inverter generates the output
signal of the opposite direction; that is, if the input voltage is ramping up, at the
moment when it reaches one-half of the power supply, the output voltage will be a
negative-going transient. Timing properties of the oscillator are determined by the
resistor R and the capacitor C. Both capacitors should be of the same value. Stability
of the circuit primarily depends on the stabilities of the R and C.

A very popular square-wave oscillator (Fig. 5.19B) can be built with one OPAM
or a voltage comparator.? The amplifier is surrounded by two feedback loops: one is
negative (to an inverting input) and the other is positive (to a noninverting input). The
positive feedback (R3) controls the threshold level, and the negative loop charges
and discharges the timing capacitor C, through the resistor R4. The frequency of this
oscillator can be determined from

= ! 1 (1 m) - 5.22)
f_R4C1 |:n + R3 :| ’ .

where R{|| R is an equivalent resistance of parallel-connected R and R;.

The two circuits (A and B) shown in Fig. 5.20 can generate sine-wave signals.
They use the n-p-n transistors as amplifiers and the LC networks to set the oscillating
frequency. The (B) circuitis especially useful for driving the linear variable differential
transformer (LVDT) position sensors, as the sensor’s transformer becomes a part of
the oscillating circuit.

A radio-frequency oscillator can be used as a part of a capacitive occupancy de-
tector to detect the presence of people in the vicinity of its antenna (Fig. 5.21).% The
antenna is a coil which together with the C, capacitors determines the oscillating
frequency. The antenna is coupled to the environment through its distributed capaci-

2A voltage comparator differs from an operational amplifier by its faster speed response and
the output circuit which is easier interfaceable with TTL and CMOS logic.
3 See Section 7.3 of Chapter 7.
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tance, which somewhat reduces the frequency of the oscillator. When a person moves
into the vicinity of the antenna, he/she brings in an additional capacitance which low-
ers the oscillator frequency even further. The output of the oscillator is coupled to a
resonant tank (typically, an LC network) tuned to a baseline frequency (near 30 MHz).
A human intrusion lowers the frequency, thus substantially reducing the amplitude
of the output voltage from the tank. The high-frequency signal is rectified by a peak
detector and a low-frequency voltage is compared with a predetermined threshold
by a comparator. This circuit employs an oscillator whose frequency is modulated
by a sensing antenna. However, for other applications, the same circuit with a small
inductor instead of an antenna can produce stable sinusoidal oscillations.
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5.3.4 Drivers

As opposed to current generators, voltage drivers must produce output voltages which,
over broad ranges of the loads and operating frequencies, are independent of the output
currents. Sometimes, the drivers are called hard-voltage sources. Usually, when the
sensor which has to be driven is purely resistive, a driver can be a simple output stage
which can deliver sufficient current. However, when the load contains capacitances
or inductances (i.e., the load is reactive), the output stage becomes a more complex
device.

In many instances, when the load is purely resistive, there still can be some
capacitance associated with it. This may happen when the load is connected though
lengthy wires or coaxial cables. A coaxial cable behaves as a capacitor connected
from its central conductor to its shield if the length of the cable is less than one-fourth
of the wavelength in the cable at the frequency of interest f. For a coaxial cable, this
maximum length is given by

L< 0.0165%, (5.23)

where c is the velocity of light in a coaxial cable dielectric.

For instance, if f =100 kHz, L <0.0165(3 x 108/105) =49.5; that is, a cable
less than 49.5 m (162.4 ft) long will behave as a capacitor connected in parallel with
the load (Fig. 5.22A). For an R6-58A/U cable, the capacitance is 95 pF/m. This ca-
pacitance must be considered for two reasons: the speed and stability of the circuits.
The instability results from the phase shift produced by the output resistance of the
driver Rg and the loading capacitance Cp :

¢ =arctan(2w f RoCp). 5.24)

Forinstance, for Ry = 1002 and Cz = 1000 pF, at f = 1 MHz, the phase shift ¢ ~ 32°.
This shift significantly reduces the phase margin in a feedback network which may
cause a substantial degradation of the response and a reduced ability to drive capacitive
loads. The instability may be either overall, when an entire system oscillates, or
localized when the driver alone becomes unstable. The local instabilities often can be

Fig. 5.22. Driving a capacitive load: (A) a load capacitor is coupled to the driver’s input through
a feedback; (B) decoupling of a capacitive load.
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cured by large bypass capacitors (on the order of 10 UF) across the power supply or the
so-called Q-spoilers consisting of a serial connection of a 3—10€2 resistor and a disk
ceramic capacitor connected from the power-supply pins of the driver chip to ground.

To make a driver stage more tolerant to capacitive loads, it can be isolated by a
small serial resistor, as is shown in Fig. 5.22B. A small capacitive feedback (Cy) to
the inverting input of the amplifier and a 102 resistor may allow driving loads as
large as 0.5 uF. However, in any particular case, it is recommended to find the best
values for the resistor and the capacitor experimentally.

5.4 Analog-to-Digital Converters

5.4.1 Basic Concepts

The analog-to-digital (A/D) converters range from discrete circuits, to monolithic
ICs (integrated circuits), to high-performance hybrid circuits, modules, and even
boxes. Also, the converters are available as standard cells for custom and semicus-
tom application-specific integrated circuits (ASICs). The A/D converters transform
analog data—usually voltage—into an equivalent digital form, compatible with dig-
ital data processing devices. Key characteristics of A/D converters include absolute
and relative accuracy, linearity, no missing codes, resolution, conversion speed, sta-
bility, and price. Quite often, when price is of a major concern, discrete-component
or monolithic IC versions are the most efficient. The most popular A/D converters
are based on a successive-approximation technique because of an inherently good
compromise between speed and accuracy. However, other popular techniques are
used in a large variety of applications, especially when a high conversion speed is
not required. These include dual-ramp, quad-slope, and voltage-to-frequency (V/F)
converters. The art of an A/D conversion is well developed. Here, we briefly review
some popular architectures of the converters; however, for detailed descriptions the
reader should refer to specialized texts, such as Ref. [4].

The best known digital code is binary (base 2). Binary codes are most familiar in
representing integers; that is, in a natural binary integer code having n bits, the LSB
(least significant bit) has a weight of 2 (i.e., 1), the next bit has a weight of 2! (i.e., 2),
and so on up to MSB (most significant bit), which has a weight of 2"~ (i.e., 2" /2).
The value of a binary number is obtained by adding up the weights of all nonzero bits.
When the weighted bits are added up, they form a unique number having any value
from O to 2" — 1. Each additional trailing zero bit, if present, essentially doubles the
size of the number.

When converting signals from analog sensors, because the full scale is independent
of the number of bits of resolution, a more useful coding is fractional binary [4], which
is always normalized to full scale. Integer binary can be interpreted as fractional binary
if all integer values are divided by 2". For example, the MSB has a weight of 1/2 (i.e.,
27127 =2=1) the next bit has a weight of 1/4 (i.e., 272), and so forth down to the
LSB, which has a weight of 1/2" (i.e., 27"). When the weighted bits are added up,
they form a number with any of 2" values, from O to (1 —27") of full scale.
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Table 5.1. Integer and Fractional Binary Codes

Decimal Fraction Binary MSB Bit2 Bit3 Bit4 Binary Decimal

Fraction x1/2 x1/4 x1/6 x1/16 Integer Integer
0 0.0000 0 0 0 0 0000 0
1/16 (LSB) 0.0001 0 0 0 1 0001 1
2/16=1/8 0.0010 0 0 1 0 0010 2
3/16=1/8+4+1/16 0.0011 0 0 1 1 0011 3
4/16=1/4 0.0100 0 1 0 0 0100 4
5/16=1/4+1/16 0.0101 0 1 0 1 0101 5
6/16=1/44+1/8 0.0110 0 1 1 0 0110 6
7/16=1/4+1/8+1/16 0.0111 0 1 1 1 0111 7
8/16=1/2 (MSB) 0.1000 1 0 0 0 1000 8
9/16=1/24+1/16 0.1001 1 0 0 1 1001 9
10/16=1/2+1/8 0.1010 1 0 1 0 1010 10
11/16=1/2+1/8+1/16 0.1011 1 0 1 1 1011 11
12/16=1/2+1/4 0.1100 1 1 0 0 1100 12
13/16 =1/2+1/4+1/16 0.1101 1 1 0 1 1101 13
14/16 =1/24+1/4+1/8 0.1110 1 1 1 0 1110 14
15/16=1/2+1/4+1/84+1/16 0.1111 1 1 1 1 1111 15

Source: Adapted from Ref. [4].

Additional bits simply provide more fine structure without affecting the full-scale
range. To illustrate these relationships, Table 5.1 lists 16 permutations of 5-bit’s worth
of 1’s and 0’s, with their binary weights, and the equivalent numbers expressed as
both decimal and binary integers and fractions.

When all bits are “1” in natural binary, the fractional number value is 1 — 27",
or normalized full-scale less 1 LSB (1 —1/16=15/16 in the example). Strictly
speaking, the number that is represented, written with an “integer point,” is 0.1111
(=1-0.0001). However, it is almost universal practice to write the code simply as
the integer 1111 (i.e., “15”) with the fractional nature of the corresponding number
understood: “1111” — 1111/(1111 4+ 1), or 15/16.

For convenience, Table 5.2 lists bit weights in binary for numbers having up to
20 bits. However, the practical range for the vast majority of sensors rarely exceeds
16 bits.

The weight assigned to the LSB is the resolution of numbers having n bits. The
dB column represents the logarithm (base 10) of the ratio of the LSB value to unity
[full scale (FS)], multiplied by 20. Each successive power of 2 represents a change
of 6.02 dB [i.e., 201og;((2)] or “6 dB/octave.”

5.4.2 V/F Converters

The voltage-to-frequency (V/F) converters can provide a high-resolution conversion,
and this is useful for the sensor’s special features as a long-term integration (from
seconds to years), a digital-to-frequency conversion (together with a D/A converter),
a frequency modulation, a voltage isolation, and an arbitrary frequency division and
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Table 5.2. Binary Bit Weights and Resolutions

Bit 27"  1/2" Fraction dB 1/2" Decimal % ppm
FS 200 1 0 1.0 100 1,000,000
MSB 271 112 -6 05 50 500,000
2 272 1/4 —12 025 25 250,000
3 273 18 —18.1 0.125 12.5 125,000
4 274 116 —24.1 0.0625 6.2 62,500
5 275 132 —30.1 0.03125 3.1 31,250
6 279 1/64 —36.1 0.015625 1.6 15,625
7 277 1/128 —42.1 0.007812 0.8 7,812
8 278 1256 —48.2  0.003906 0.4 3,906
9 279 1/512 —54.2 0.001953 0.2 1,953
10 2710 11,024 —60.2  0.0009766 0.1 977
11 271 12,048 —66.2  0.00048828 0.05 488
12 2712 174096 —72.2  0.00024414 0.024 244
13 2713 18,192 —78.3  0.00012207 0.012 122
14 2714 116,384 —84.3 0.000061035 0.006 61
15 2715 132,768 —90.3  0.0000305176 0.003 31
16 2716 1/65,536 —96.3  0.0000152588 0.0015 15
17 2717 1131,072 —102.3  0.00000762939 0.0008 7.6
18 2718 11262144 —108.4  0.000003814697 0.0004 3.8
19 2719 1/524288 —114.4  0.000001907349 0.0002 1.9
20 2720 /1,048,576  —120.4 0.0000009536743  0.0001 0.95

multiplication. The converter accepts an analog output from the sensor, which can be
either voltage or current (in the latter case, of course, it should be called a current-to-
frequency converter). In some cases, a sensor may become a part of an A/D converter,
as is illustrated in Section 5.5. Here, however, we will discuss only the conversion of
voltage to frequency, or, in other words, to a number of square pulses per unit of time.
The frequency is a digital format because pulses can be gated (selected for a given
interval of time) and then counted, resulting in a binary number. All V/F converters
are of the integrating type because the number of pulses per second, or frequency, is
proportional to the average value of the input voltage.

By using a V/F converter, an A/D can be performed in the most simple and eco-
nomical manner. The time required to convert an analog voltage into a digital number
is related to the full-scale frequency of the V/F converter and the required resolu-
tion. Generally, the V/F converters are relatively slow, as compared with successive-
approximation devices; however, they are quite appropriate for the vast majority of
sensor applications. When acting as an A/D converter, the V/F converter is coupled
to a counter which is clocked with the required sampling rate. For instance, if a full-
scale frequency of the converter is 32 kHz and the counter is clocked eight times per
second, the highest number of pulses which can be accumulated every counting cycle
is 4000 which approximately corresponds to a resolution of 12 bits (see Table 5.2). By
using the same combination of components (the V/F converter and the counter), an
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integrator can be built for the applications, where the stimulus needs to be integrated
over a certain time. The counter accumulates pulses over the gated interval rather
than as an average number of pulses per counting cycle.

Another useful feature of a V/F converter is that its pulses can be easily trans-
mitted through communication lines. The pulsed signal is much less susceptible to a
noisy environment than a high-resolution analog signal. In the ideal case, the output
frequency fou: of the converter is proportional to the input voltage Vi,:

fout _ Vl
frs Vs
where fgs and Vgs are the full-scale frequency and input voltage, respectively. For

a given linear converter, ratio frs/Vrs = G is constant and is called a conversion
factor; then,

(5.25)

Sout =G Vin. (5.26)

There are several known types of V/F converters. The most popular of them are the
multivibrator and the charge-balance circuit.

A multivibrator V/F converter employs a free-running square-wave oscillator
where charge—discharge currents of a timing capacitor are controlled by the input
signal (Fig. 5.23). The input voltage Vj, is amplified by a differential amplifier (e.g.,
an instrumentation amplifier) whose output signal controls two voltage-to-current
converters (transistors U; and Uj). A precision multivibrator alternatively connects
timing capacitor C to both current converters. The capacitor is charged for a half of
period through transistor U by the current i,. During the second half of the timing
period, it is discharged by the current i, through transistor U,. Because currents i, and
ip are controlled by the input signal, the capacitor charging and discharging slopes
vary accordingly, thus changing the oscillating frequency. An apparent advantage of
this circuit is its simplicity and potentially very low power consumption; however,
its ability to reject high-frequency noise in the input signal is not as good as in the
charge-balance architecture.

precision —Q
ref multivibrator sout

)I‘;h

Fig. 5.23. Multivibrator type of voltage-to-frequency converter.
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Fig. 5.24. Charge-balance V/F converter.

The charge-balance type of converter employs an analog integrator and a voltage
comparator, as shown in Fig. 5.24. This circuit has such advantages as high speed,
high linearity, and good noise rejection. The circuit is available in an integral form
from several manufacturers—for instance, ADVFC32 and AD650 from Analog De-
vices, and LM331 from National Semiconductors. The converter operates as follows.
The input voltage Vi, is applied to an integrator through the input resistor R;,. The
integrating capacitor is connected as a negative feedback loop to the operational am-
plifier whose output voltage is compared with a small negative threshold of —0.6
V. The integrator generates a saw-tooth voltage (Fig. 5.26), which, at the moment
of comparison with the threshold, results in a transient at the comparator’s output.
That transient enables a one-shot generator which produces a square pulse of a fixed
duration #,. A precision current source generates constant current i, which is alter-
natively applied either to the summing node of the integrator or to its output. The
switch S is controlled by the one-shot pulses. When the current source is connected
to the summing node, it delivers a precisely defined packet of charge A Q =it to the
integrating capacitor. The same summing node also receives an input charge through
the resistor Rj,, thus the net charge is accumulated on the integrating capacitor Cjj,.

When the threshold is reached, the one-shot is triggered and the switch S changes
its state to high, thus initiating a reset period (Fig. 5.25B). During the reset period,
the current source delivers its current to the summing node of the integrator. The
input current charges the integrating capacitor upward. The total voltage between the
threshold value and the end of the deintegration is determined by the duration of a
one-shot pulse:

AV = ros‘;—‘; = zos%. (5.27)
When the output signal of the one-shot circuit goes low, switch S diverts current i to
the output terminal of an integrator, which has no effect on the state of the integrating
capacitor Cjy; that is, the current source sinks a portion of the output current from the
operational amplifier. This time is called the integration period (Figs. 5.25A and 5.26).
During the integration, the positive input voltage delivers current Ij, = Vi, / Rjj, to the
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Fig. 5.25. Integrate and deintegrate (reset) phases in a charge-balance converter.
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Fig. 5.26. Integrator output in a charge-balance converter.

capacitor Cj,. This causes the integrator to ramp down from its positive voltage with
the rate proportional to Vj,. The amount of time required to reach the comparator’s

threshold is AV - | -
- = gy PR (5.28)
dVv/dt Cin  1in/Cin I

It is seen that the capacitor value does not affect the duration of the integration period.
The output frequency is determined by

T,

1 I Vin 1
_— == (5.29)
fos +T1 Tosl Rin tosi

fout =

Therefore, the frequency of one-shot pulses is proportional to the input voltage. It
depends also on the quality of the integrating resistor, stability of the current generator,
and a one-shot circuit. With a careful design, this type of V/F converter may reach a
nonlinearity error below 100 ppm and can generate frequencies from 1 Hz to 1 MHz.
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A major advantage of the integrating-type converters, such as a charge-balanced
V/F converter, is the ability to reject large amounts of additive noise; by integrating the
measurement, noise is reduced or even totally eliminated. Pulses from the converter
are accumulated for a gated period T in a counter. Then, the counter behaves like a
filter having a transfer function in the form

sinwfT

H(f)= AT (5.30)
where f is the frequency of pulses. For low frequencies, the value of this transfer
function H(f) is close to unity, meaning that the converter and the counter make
correct measurements. However, for a frequency 1/ T, the transfer function H(1/T)
is zero, meaning that these frequencies are completely rejected. For example, if the
gating time 7' = 16.67 ms which corresponds to a frequency of 60 Hz (the power line
frequency which is a source of substantial noise in many sensors), then the 60 Hz
noise will be rejected. Moreover, the multiple frequencies (120 Hz, 180 Hz, 240 Hz,
and so on) will also be rejected.

5.4.3 Dual-Slope Converter

A dual-slope converter is very popular; it is used nearly universally in handheld digital
voltmeters and other portable instruments where a fast conversion is not required.
This type of converter performs an indirect conversion of the input voltage. First, it
converts Vj, into a function of time; then, the time function is converted into a digital
number by a pulse counter. Dual-slope converters are quite slow; however, for stimuli
which do not exhibit fast changes, they are often the converters of choice, due to their
simplicity, cost-effectiveness, noise immunity, and potentially high resolution. The
operating principle of the converter is as follows (Fig. 5.27). Like in a charge-balance
converter, there is an integrator and a threshold comparator. The threshold level is
set at zero (ground) or any other suitable constant voltage. The integrator can be
selectively connected through the analog selector S; either to the input voltage or to
the reference voltage. In this simplified schematic, the input voltage is negative, and
the reference voltage is positive. However, by shifting the dc level of the input signal
(with the help of an additional OPAM), the circuit will be able to convert bipolar input
signals as well. The output of the comparator sends a signal to the control logic when
the integrator’s output voltage crosses zero. The logic controls both the selector S;
and the reset switch S,, which serves for discharging the integrating capacitor, Cj,.

When the start input is enabled, S; connects the integrator to the input signal
and the logic starts a timer. The timer is preset for a fixed time interval 7. During
that time, the integrator generates a positive-going ramp (Fig. 5.28), which changes
according to the input signal. It should be noted that the input signal does not have to
be constant. Any variations in the signal are averaged during the integration process.
Upon elapsing time 7', the integrator output voltage reaches the level

- T

Vin =Vin—n,
" " RinCin

(5.31)
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Fig. 5.27. Dual-slope A/D converter.
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Fig. 5.28. Integrator output in a dual-slope A/D converter.

where V, is an average input signal during time 7'. At that moment, S; switches to
the reference voltage which is of the opposite polarity with respect to the input signal,
thus setting the deintegrate phase (a reference voltage integration), during which the
integrator’s voltage ramps downward until it crosses a zero threshold. The integral of
the reference has slope

P (5.32)

RinCin

During the deintegrate phase, the counter counts clock pulses. When the comparator
indicates a zero crossing, the count is stopped and the analog integrator is reset by
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discharging its capacitor through S;. The charge at the capacitor gained during the
input signal integrate phase is precisely equal to the charge lost during the reference
deintegration phase. Therefore, the following holds:

Vin o = Vg = (5.33)
RinCin Rin Cin
which leads to _
Vin _ AL (5.34)
Vref T

Therefore, the ratio of the average input voltage and the reference voltage is replaced
by the ratio of two time intervals. Then, the counter does the next step—it converts
the time interval At into a digital form by counting the clock pulses during Af. The
total count is the measure of Vi, (remember that Vi and T are constants).

The dual-slope converter has the same advantage as the charge-balance converter:
They both reject frequencies 1/ T corresponding to the integrate timing. It should be
noted that selecting time 7' = 200 ms will reject noise produced by both 50 and 60 Hz,
thus making the converter immune to the power line noise originated at either standard
frequency. Further, the conversion accuracy is independent of the clock frequency
stability, because the same clock sets timing 7" and the counter. The resolution of the
conversion is limited only by the analog resolution; hence, the excellent fine structure
of the signal may be represented by more bits than would be needed to maintain a given
level of scale-factor accuracy. The integration provides rejection of high-frequency
noise and averages all signal instabilities during the interval 7. The throughput of a
dual-slope conversion is limited to somewhat less than 1/2T conversions per second.

To minimize errors produced in the analog portion of the circuit (the integrator and
the comparator), a third timing phase is usually introduced. It is called an auto-zero
phase because during that phase, the capacitor Cj, is charged with zero-drift errors,
which are then introduced in the opposite sense during the integration, in order to
nullify them. An alternative way to reduce the static error is to store the auto-zero
counts and then digitally subtract them.

Dual-slope converters are often implemented as a combination of analog com-
ponents (OPAMs, switches, resistors, and capacitors) and a microcontroller, which
handles the functions of timing, control logic, and counting. Sometimes, the analog
portion is packaged in a separate integrated circuit. An example is the TS500 module
from Texas Instruments.

5.4.4 Successive-Approximation Converter

These converters are widely used in a monolithic form thanks to their high speed (to 1
MHz throughput rates) and high resolution (to 16 bits). The conversion time is fixed
and independent of the input signal. Each conversion is unique, as the internal logic
and registers are cleared after each conversion, thus making these A/D converters
suitable for the multichannel multiplexing. The converter (Fig. 5.29A) consists of
a precision voltage comparator, a module comprising shifter registers and a control
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Fig. 5.29. Successive-approximation A/D converter: (A) block diagram; (B) 3-bit weighing.

logic, and a digital-to-analog converter (D/A) which serves as a feedback from the
digital outputs to the input analog comparator.

The conversion technique consists of comparing the unknown input, Vj;,, against a
precise voltage, V,,, or current generated by a D/A converter. The conversion technique
is similar to a weighing process using a balance, with a set of n binary weights (e.g.,
1/2 kg, 1/4 kg, 1/8 kg, 1/16 kg, etc. up to total of 1 kg). Before the conversion cycles,
all of the registers must be cleared and the comparator’s output is HIGH. The D/A
converter has a MSB (1/2 scale) at its inputs and generates an appropriate analog
voltage, V,, equal to one-half of a full-scale input signal. If the input is still greater
than the D/A voltage (Fig. 5.29B), the comparator remains HIGH, causing “1” at the
register’s output. Then, the next bit (2/8 = 1/4 of FS) is tried. If the second bit does
not add enough weight to exceed the input, the comparator remains HIGH (“1” at the
output), and the third bit is tried. However, if the second bit tips the scale too far, the
comparator goes LOW, resulting in “0” in the register, and the third bit is tried. The
process continues in order of descending bit weight until the last bit has been tried.
After the completion, the status line indicates the end of conversion and data can be
read from the register as a valid number corresponding to the input signal.
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To make the conversion valid, the input signal Vi, must not change until all of the
bits are tried; otherwise, the digital reading may be erroneous. To avoid any problems
with the changing input, a successive-approximation converter is usually supplied
with a sample-and-hold (S&H) circuit. This circuit is a short-time analog memory
which samples the input signal and stores it as a dc voltage during an entire conversion
cycle.

5.4.5 Resolution Extension

In a typical data acquisition system, a monolithic microcontroller often contains an
analog-to-digital converter, whose maximum resolution is often limited to 8 bits and
sometimes to 10 bits. When the resolution is higher, 12 or even 14 bits, either the
cost becomes prohibitively high or the on-the-chip A/D converter may possess several
undesirable characteristics. In most applications, 8 or 10 bits may not be nearly enough
for the correct representation of a stimulus. One method of achieving higher resolution
is to use a dual-slope A/D converter whose resolution is limited only by the available
counter rate and the speed response of a comparator.* Another method is to use an
eight-bit A/D converter (e.g., of a successive-approximation type) with a resolution
extension circuit. Such a circuit can boost the resolution by several bits, (e.g., from 8 to
12). A block diagram of the circuit is shown in Fig.5.30. In addition to a conventional
eight-bit A/D converter, it includes a D/A converter, a subtraction circuit, and an
amplifier having gain A. In the ASIC or discrete circuits, a D/A converter may be
shared with an A/D part (see Fig. 5.29A).

The input signal Vi, has a full-scale value E; thus for an eight-bit converter, the

initial resolution will be
E E

281 255
which is expressed in volts per bit. For instance, for a 5-V full scale, the eight-bit
resolution is 19.6 mV/bit. Initially, the multiplexer (MUX) connects the input signal

to the A/D converter, which produces the output digital value, M (expressed in bits).
Then, the microprocessor outputs that value to a D/A converter, which produces

Ro= (5.35)

4 A resolution should not be confused with accuracy.
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output analog voltage V., which is an approximation of the input signal. This voltage
is subtracted from the input signal and amplified by the amplifier to the value

Vo=V, — Vo)A. (5.36)

The voltage Vp is an amplified error between the actual and digitally represented
input signals. For a full-scale input signal, the maximum error (V,,, — V,) is equal to
a resolution of an A/D converter; therefore, for an eight-bit conversion Vp =19.6A
mV. The multiplexer connects that voltage to the A/D converter, which converts Vp
to a digital value C:

Vb
=R
As a result, the microprocessor combines two digital values: M and C, where C
represents the high-resolution bits. If A =255, then for the 5-V full-scale, LSB ~
77 WV, which corresponds to a total resolution of 16 bits. In practice, it is hard to
achieve such a high resolution because of the errors originating in the D/A converter,
reference voltage, amplifier’s drift, noise, and so forth. Nevertheless, the method is
quite efficient when a modest resolution of 10 or 12 bits is deemed to be sufficient.

A
C (Vm - Vc)_- (537)
Ro

5.5 Direct Digitization and Processing

Most sensors produce low-level signals. To bring these signals to levels compatible
with data processing devices, amplifiers are generally required. Unfortunately, am-
plifiers and connecting cables and wires may introduce additional errors, add cost to
the instrument, and increase complexity. Some emerging trends in the sensor-based
systems are causing use of the signal conditioning amplifiers to be reevaluated (at
least for some transducers) [5]. In particular, many industrial sensor-fed systems are
employing digital transmission and processing equipment. These trends point toward
direct digitization of sensor outputs—a difficult task. It is especially true when a
sensor-circuit integration on a single chip is considered.

Classical A/D conversion techniques emphasize high-level input ranges. This
allows the LSB step size to be as large as possible, minimizing offset and noise error.
For this reason, a minimum LSB signal is always selected to be at least 100-200 uV.
Therefore, a direct connection of many sensors (e.g., RTD temperature transducers
or piezoresistive strain gauges) is unrealistic. Such transducers’ full-scale output may
be limited by several millivolts, meaning that a 10-bit A/D converter must have about
1 uv LSB.

Direct digitization of transducers eliminates a dc gain stage and may yield a
better performance without sacrificing accuracy. The main idea behind direct digiti-
zation is to incorporate a sensor into a signal converter, (e.g., an A/D converter or an
impedance-to-frequency converter). All such converters perform a modulation pro-
cess and, therefore, are nonlinear devices. Hence, they have some kind of nonlinear
circuit, often a threshold comparator. Shifting the threshold level, for instance, may
modulate the output signal, which is a desirable effect.
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Fig. 5.31. Simplified schematic (A) and voltages (B) of a light-modulated oscillator.

Figure 5.31A shows a simplified circuit diagram of a modulating oscillator. It is
composed of an integrator built with an operational amplifier and a threshold circuit.
The voltage across the capacitor, C, is an integral of the current whose value is
proportional to the voltage in the noninverting input of the operational amplifier.
When that voltage reaches the threshold, switch SW closes, thus fully discharging
the capacitor. The capacitor starts integrating the current again until the cycle repeats.
The operating point of the amplifier is defined by the resistor R», a phototransistor
S, and the reference voltage Vi.r. A change in light flux which is incident on the
base of the transistor changes its collector current, thus shifting the operation point.
A similar circuit may be used for direct conversion of a resistive transducer, (e.g., a
thermistor). The circuit can be further modified for accuracy enhancement, such as
for the compensation of the amplifier’s offset voltage or bias current, temperature
drift, and so forth.

Capacitive sensors are very popular in many applications. Currently, microma-
chining technology allows us to fabricate small monolithic capacitive sensors. Ca-
pacitive pressure transducers employ a thin silicon diaphragm as a movable plate of
the variable-gap capacitor, which is completed by a metal electrode on the oppos-
ing plate. The principal problem in these capacitors is a relatively low capacitance
value per unit area (about 2 pF/mm?) and resulting large die sizes. A typical device
offers a zero-pressure capacitance on the order of few picofarads, so that an eight-bit
resolution requires the detection of capacitive shifts on the order of 50 fF or less
(1femtofarad = 10~ 15 F). It is obvious that any external measurement circuit will be
totally impractical, as parasitic capacitance of connecting conductors at best can be on
the order of 1 pF—too high with respect to the capacitance of the sensor. Therefore,
the only way to make such a sensor practical is to build an interface circuit as an
integral part of the sensor itself. One quite effective way of designing such a circuit
is to use a switched-capacitor technique. The technique is based on charge transfer
from one capacitor to another by means of solid-state analog switches.
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Fig. 5.32. Simplified schematic (A) and timing diagrams (B) of a differential capacitance-to-
voltage converter.

Figure 5.32A shows a simplified circuit diagram of a switched-capacitor con-
verter [6], where the variable capacitance C, and reference capacitance C, are parts
of a symmetrical silicon pressure sensor. Monolithic MOS switches (1-4) are driven
by opposite-phase clock pulses, ¢1 and ¢>. When the clocks switch, a charge appears
at the common capacitance node. The charge is provided by the constant-voltage
source, VpM, and is proportional to C, — C, and, therefore, to the applied pressure to
the sensor. This charge is applied to a charge-to-voltage converter which includes an
operational amplifier, integrating capacitor C , and MOS discharge (reset) switch 5.
The output signal is variable-amplitude pulses (Fig. 5.32B) which can be transmitted
through the communication line and either demodulated to produce a linear signal or
further converted into digital data. So long as the open-loop gain of the integrating
OPAM is high, the output voltage is insensitive to stray input capacitance C, offset
voltage, and temperature drift. The minimum detectable signal (noise floor) is deter-
mined by the component noise and temperature drifts of the components. The circuit
analysis shows that the minimum noise power occurs when the integration capacitor
C s is approximately equal to the frequency-compensation capacitor of the OPAM.

When the MOS reset switch goes from the on state to the off state, the switching
signal injects some charge from the gate of the reset transistor to the input summing
node of the OPAM (inverting input). This charge propagated through the gate-to-
channel capacitance of the MOS transistor 5. An injection charge results in an offset
voltage at the output. This error can be compensated for by a charge-canceling device
[71 which can improve the signal-to-noise ratio by two orders of magnitude of the
uncompensated charge. The temperature drift of the circuit can be expressed as

dvout Cx - Cr
=V Tc, —Tc,), 5.38
T PM c; (Te, —Tcy) (5.38)

where T, is the nominal temperature coefficient of Cy and C,, and T¢ g’ is the tem-
perature coefficient of integrating capacitor C . This equation suggests that the tem-
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Fig. 5.33. Transfer function of a capacitance-to-voltage converter for two values of integrating
capacitor. (Adapted from Ref. [6])

perature drift primarily depends on the mismatch of the capacitances in the sensor.
Typical transfer functions of the circuit for two different integrating capacitors C'¢
are shown in Fig. 5.33. An experimental circuit similar to the above was built in a
silicon die having dimensions 0.68 x 0.9 mm [8] using the standard CMOS process.
The circuit operates with clock frequencies in the range from 10 to 100 kHz.

A modern trend in the sensor signal conditioning is to integrate in a single sili-
con chip the amplifiers, multiplexers, A/D converter, and other circuits. An example
is MAX1463 (from Maxim Integrated Products); this is a highly integrated, dual-
channel, 16-bit programmable sensor signal conditioner that provides amplification,
calibration, signal linearization, and temperature compensation. The MAX1463 de-
livers an overall performance approaching the inherent repeatability of the sensor
without external trim components. This circuit is designed for use with a broad range
of sensors, including pressure sensing, RTD and thermocouple linearization, load
cells, force sensors, and with resistive elements used in magnetic direction sensors.
The MAX1463 has a choice of analog or digital outputs, including voltage, current (4—
20 mA), ratiometric, and Pulse Width Modulation (PWM). Uncommitted op amps are
available for buffering the digital-to-analog converter (DAC) outputs, driving heavier
external loads, or providing additional gain and filtering. In addition, it incorporates
a 16-bit CPU, user-programmable 4 kB of FLASH program memory, 128 bytes of
FLASH user information, one 16-bit ADC, and two 16-bit DACs. It also has two
12-bit PWM digital outputs, four operational amplifier, and one on-chip temperature
sensor. The chip is housed in a small 28-pin SSOP package that, in many cases, makes
it very convenient to position it right at the sensing site without using intermediate
cables or wires.
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5.6 Ratiometric Circuits

A powerful method for improving the accuracy of a sensor is a ratiometric technique,
which is one of the most popular methods of signal conditioning. It should be empha-
sized, however, that the method is useful only if a source of error has a multiplicative
nature but not additive; that is, the technique would be useless for reducing, for in-
stance, thermal noise. On the other hand, it is quite potent for solving such problems
as the dependence of a sensor’s sensitivity to such factors as power-supply instability,
ambient temperature, humidity, pressure, effects of aging, and so forth. The technique
essentially requires the use of two sensors, of which one is the acting sensor, which
responds to an external stimulus, and the other is a compensating sensor, which is
either shielded from that stimulus or is insensitive to it. Both sensors must be exposed
to all other external effects which may multiplicatively change their performance.
The second sensor, which is often called reference, must be subjected to a reference
stimulus, which is ultimately stable during the lifetime of the product. In many practi-
cal systems, the reference sensor must not necessarily be exactly similar to the acting
sensor; however, its physical properties, which are subject to instabilities, should be
the same. For example, Fig. 5.34A shows a simple temperature detector, where the
acting sensor is a negative temperature coefficient (NTC) thermistor R7. A stable
reference resistor Ry has a value equal to the resistance of the thermistor at some
reference temperature, (e.g., at 25°C). Both are connected via an analog multiplexer
to an amplifier with a feedback resistor R. The output signals produced by the sensor
and the reference resistor respectively are

ER
Vy = ——, 5.39
N Ry (5.39)
Vi — ER
p==7

It is seen that both voltages are functions of a power-supply voltage E and the circuit
gain, which is defined by resistor R. That resistor as well as the power supply may be
the sources of error. If two output voltages are fed into a divider circuit, the resulting
signal may be expressed as Vo =kVy/Vp =kRo/Rt, where k is the divider’s gain.
The output signal is not subject to either power-supply voltage or the amplifier gain.
It depends only on the sensor and its reference resistor. This is true only if spurious
variables (like the power supply or amplifier’s gain) do not change rapidly; that is,
they must not change appreciably within the multiplexing period. This requirement
determines the rate of multiplexing.

A ratiometric technique essentially requires the use of a division. It can be per-
formed by two standard methods: digital and analog. In a digital form, output signals
from both the acting and the reference sensors are multiplexed and converted into
binary codes in an A/D converter. Subsequently, a computer or a microprocessor
performs the operation of a division. In an analog form, a divider may be a part of a
signal conditioner or the interface circuit. A “divider” (Fig. 5.35A) produces an output
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Fig. 5.34. Ratiometric temperature detector (A) and analog divider of resistive values (B).
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Fig. 5.35. Schematics of a divider (A) and gain of a divider as a function of a denominator (B).

voltage or current proportional to the ratio of two input voltages or currents:

VN

Vo=k ,
0=ky

(5.40)
where the numerator is denoted as Vy, the denominator is Vp and k is equal to
the output voltage, when Vy = Vp. The operating ranges of the variables (quadrants
of operation) is defined by the polarity and magnitude ranges of the numerator and
denominator inputs and of the output. For instance, if Vy and Vp are both either
positive or negative, the divider is of a one-quadrant type. If the numerator is bipo-
lar, the divider is a two-quadrant type. Generally, the denominator is restricted to a
single polarity, because the transition from one polarity to another would require the
denominator to pass through zero, which would call for an infinite output (unless
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the numerator is also zero). In practice, the denominator is a signal from a reference
sensor, which usually is of a constant value.

Division has long been the most difficult of the four arithmetic functions to imple-
ment with analog circuits. This difficulty stems primarily from the nature of division:
the magnitude of a ratio becomes quite large, approaching infinity, for a denominator
that is approaching zero (and a nonzero numerator). Thus, an ideal divider must have
a potentially infinite gain and infinite dynamic range. For a real divider, both of these
factors are limited by the magnification of drift and noise at low values of Vp; that
is, the gain of a divider for a numerator is inversely dependent on the value of the
denominator (Fig. 5.35B). Thus, the overall error is the net effect of several factors,
such as gain dependence of denominator, numerator and denominator input errors,
like offsets, noise, and drift (which must be much smaller than the smallest values of
the input signals). In addition, the output of the divider must be constant for constant
ratios of numerator and denominator, independent of their magnitudes; for example,
10/10=0.01/0.01=1and 1/10=0.001/0.01 =0.1.

5.7 Bridge Circuits

The Wheatstone bridge circuits are popular and very effective implementations of
the ratiometric technique or a division technique on a sensor level. A basic circuit is
shown in Fig. 5.36. Impedances Z may be either active or reactive; that is, they may
be either simple resistances, as in piezoresistive gauges, or capacitors, or inductors.
For the resistor, the impedance is R; for the ideal capacitor, the magnitude of its
impedance is equal to 1/27fC; and for the inductor, it is 2w f L, where f is the
frequency of the current passing through the element. The bridge output voltage is

represented by
Z Z
Vour = ( L2 ) Vier. (5.41)
21 +2Zy Z3+Z4

The bridge is considered to be in a balanced state when the following condition
is met:

Z1 _ Z3
Z  Zy
Under the balanced condition, the output voltage is zero. When at least one impedance

changes, the bridge becomes unbalanced and the output voltage goes either in a
positive or negative direction, depending on the direction of the impedance change. To

(5.42)

ground Fig. 5.36. General circuit of a Wheatstone bridge.
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determine the bridge sensitivity with respect to each impedance (calibration constant),
partial derivatives may be obtained from Eq. (5.41):

Gl Vout Z>
= > Vief s
37y (Z1+ 22)
aVout Z
= 2 Vl’ef5
07> (Z1+ Zp) (5.43)
avout Z4 '
= 2 Vrefs
dZ3 (Z3+Z4)
0 Vout Z3
= B Viet -
dZ4 (Z3+Z4)
By summing these equations, we obtain the bridge sensitivity:
8V, VA VAR AL VA Z487Z3 — 7387
out _ 42021 102y 24023 3024 (5.44)

Vref (Z1 + Z»)? (Z3+ Z4)?

A closer examination of Eq. (5.44) shows that only the adjacent pairs of impedances
(i.e., Z1 and Z», Z3 and Z4) have to be identical in order to achieve the ratiometric
compensation (such as the temperature stability, drift, etc.). It should be noted that
impedances in the balanced bridge do not have to be equal, as long as a balance of
the ratio (5.42) is satisfied. In many practical circuits, only one impedance is used as
a sensor; thus for Z; as a sensor, the bridge sensitivity becomes

‘Svout _ SZI
Vref 4Zl ’

(5.45)

The resistive bridge circuits are commonly used with strain gauges, piezoresistive
pressure transducers, thermistor thermometers, and other sensors when immunity
against environmental factors is required. Similar arrangements are used with the
capacitive and magnetic sensors for measuring force, displacement, moisture, and so
forth.

5.7.1 Disbalanced Bridge

A basic Wheatstone bridge circuit (Fig. 5.37A) generally operates with a disbalanced
bridge. This is called the deflection method of measurement. It is based on detecting the
voltage across the bridge diagonal. The bridge output voltage is a nonlinear function of
adisbalance A;however, for small changes (A < 0.05), which often is the case, it may
be considered quasilinear. The bridge maximum sensitivity is obtained when R} = R»
and R3=R. When R; > R, or Ry > R, the bridge output voltage is decreased.
Assuming that k = R;/R», the bridge sensitivity may be expressed as

V &k
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Fig. 5.37. Two methods of using a bridge circuit: (A) disbalanced bridge and (B) balanced
bridge with a feedback control.

A normalized graph calculated according to this equation is shown in Fig. 5.38. It
indicates that the maximum sensitivity is achieved at k = 1. However, the sensitivity
drops relatively little for the range where 0.5 < k < 2. If the bridge is fed by a current
source, rather than by a voltage source, its output voltage for small A and a single-
variable component is represented by

Vout & [ ————, (5.47)

where [ is the excitation current.

5.7.2 Null-Balanced Bridge

Another method for using a bridge circuit is called a null-balance. The method over-
comes the limitation of small changes (A) in the bridge arm to achieve a good linearity.
The null-balance essentially requires that the bridge always be maintained at the bal-
anced state. To satisfy the requirement for a bridge balance (5.42), another arm of
the bridge should vary along with the arm used as a sensor. Figure 5.37B illustrates
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Fig. 5.38. Sensitivity of a disbalanced bridge as a function of impedance ratio.

this concept. A control circuit modifies the value of R3 on the command from the
error amplifier. The output voltage may be obtained from the control signal of the
balancing arm R3. For example, both R, and R3 may be photoresistors. The R3 pho-
toresistor could be interfaced with a light-emitting diode (LED) which is controlled
by the error amplifier. Current through the LED becomes a measure of resistance R,,
and, subsequently, of the light intensity detected by the sensor.

5.7.3 Temperature Compensation of Resistive Bridge

The connection of four resistive components in a Wheatstone bridge configuration
is used quite extensively in measurements of temperature, force, pressure, magnetic
fields, and so forth. In many of these applications, sensing resistors exhibit temperature
sensitivity. This results in the temperature sensitivity of a transfer function, which,
by using a linear approximation, may be expressed by Eq. (2.1) of Chapter 2. In
any detector, except that intended for temperature measurements, this temperature
dependence has a highly undesirable effect, which usually must be compensated for.
One way to do a compensation is to couple a detector with a temperature-sensitive
device, which can generate a temperature-related signal for the hardware or software
correction. Another way to do a temperature compensation is to incorporate it directly
into the bridge circuit. Let us analyze the Wheatstone bridge output signal with respect
to its excitation signal V,. We consider all four arms in the bridge being responsive
to a stimulus with the sensitivity coefficient, «, so that each resistor has the value

Ri = R(1 £ ws), (5.48)
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where R is the nominal resistance and s is the stimulus (e.g., pressure or force), and

the sensitivity, «, is defined as
1dR

“TRads
An output voltage from the bridge is
Vout = Veas + Vo, (5.50)

(5.49)

where V) is the offset voltage resulting from the initial bridge imbalance. If the bridge
is not properly balanced, the offset voltage may be a source of error. However, an
appropriate trimming of the bridge sensor during either its fabrication or in application
apparatus may reduce this error to an acceptable level. In any event, even if the
offset voltage is not properly compensated for, its temperature variations usually are
several orders of magnitude smaller than that of the sensor’s transfer function. In this
discussion, we consider V) temperature independent (dVy/dT = 0); however, for a
broad temperature range (wider than £15°C) V should not be discounted.

In Eq. (5.48), sensitivity « generally is temperature dependent for many sensors
and is a major source of inaccuracy. It follows from Eq. (5.49) that ¢ may vary if
R is temperature dependent or when d R /ds is temperature dependent. If the bridge
has a positive temperature coefficient of resistivity, the coefficient o decreases with
temperature, or, it is said, it has a negative TCS (temperature coefficient of sensitivity).
Taking a partial derivative with respect to temperature 7', from Eq. (5.50) we arrive at

%:s(aave—{— oo ve>. (5.51)

T aT ' oT
A solution of this equation is the case when the output signal does not vary with
temperature: d Vou /97T = 0. Then, the following holds:
aV, oo
o =——
oT oT

V., (5.52)

and, finally,

10V, 10a P 5.53)
V, T = «dT 7 '

where B is the TCS of the bridge arm.

The above is a condition for an ideal temperature compensation of a fully sym-
metrical Wheatstone bridge; that is, to compensate for temperature variations in «,
the excitation voltage, V,, must change with temperature at the same rate and with
opposite sign. To control V,, several circuits were proven to be useful [9]. Figure
5.39 shows a general circuit which incorporates a temperature compensation net-
work to control voltage V, across the bridge according to a predetermined function of
temperature. Several options of the temperature compensation network are possible.

Option I: Use of a temperature sensor as a part of the compensation network.
Such a network may be represented by an equivalent impedance R;, and an entire
bridge can be represented by its equivalent resistance Rp. Then, the voltage across
the bridge is

v, =g 1B (5.54)
‘" T Rp+R’ ’
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I T Fig. 5.39. General circuit of a bridge temperature
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Taking the derivative with respect to temperature, we get

av, 1 JR R JR oR
2 _E B _ B B2, (5.55)
oT Rp+ R, 0T (RB—i—R,)2 oT oT

and substituting Eq. (5.54) into Eq. (5.55), we arrive at the compensation condition:
19V, 1 dRp 1 <8R3 BRI>

(5.56)

V.aT R 0T Rs+R \ o1 T o1

Because for abridge with four sensitive arms, Rp = R,and (1/R)(0R/9dT) = y which
is a temperature coefficient of bridge arm resistance, R (TCR), Eq. (5.56) according
to Eq. (5.53) must be equal to a negative TCS:

B= ! OR | OR (5.57)
VT R+RrR \or "ot ) :

This states that such a compensation is useful over a broad range of excitation volt-
ages because E is not a part of the equation.> To make it work, the resistive network
R; must incorporate a temperature-sensitive resistor, (e.g., a thermistor). When R,
and 0R /AT are known, Eq. (5.57) can be solved to select R;. This method requires
a trimming of the compensating network to compensate not only for TCS and TCR,
but for V, as well. The method, although somewhat complex, allows for a broad
range of temperature compensation from —20 to +70°C and with somewhat reduced
performance or with a more complex compensating network, from —40 to 100°C.
Figure 5.40A shows an example of the compensating network which incorporates
an NTC thermistor R° and several trimming resistors. An example of such a com-
pensation is a Motorola pressure sensor, PMX2010, which contains a diffused into
silicon temperature-compensating resistors which calibrate offset and compensate for
temperature variations. The resistors are laser trimmed on-chip during the calibrating
process to assure high stability over a broad temperature range.

5 This demands that the compensation network contain no active components, such as diodes,
transistors, and so forth.
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Fig. 5.40. Temperature compensation of a bridge circuit: (A) with NTC thermistor; (B) with a
fixed resistor; (C) with a temperature-controlled voltage source; (D) with a current source.

Option 2: The compensation network is a fixed resistor. This is the most popular
temperature compensation of a resistive Wheatstone bridge. A fixed resistor (Fig.
5.40B) R, = R, must have low-temperature sensitivity (50 ppm or less). It can be

stated that
1 0R,

R. 9T

0, (5.58)

and Eq. (5.57) is simplified to

IR [ 1 1
_ﬁ:a_r<i_—R+Rc)' (5.59)
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It can be solved for the temperature-compensating resistor

BR
Ri=—————. (5.60)
OR/OT + BR
Then, the compensating resistor is
R,::—Ri. (5.61)
y+B

The minus sign indicates that the equation is true for negative TCS B. Thus, when
TCR, TCS, and a nominal resistance of the bridge arm are known, a simple stable
resistor in series with voltage excitation E can provide a quite satisfactory compen-
sation. It should be noted, however, that according to Eq. (5.59), to use this method,
the TCS of the bridge arm must be smaller than its TCR (|8| < ). As for Option 1,
this circuit is ratiometric with respect to the operating voltage, E, meaning that the
compensation works over a broad range of power-supply voltages. Selecting R, ac-
cording to Eq. (5.61) may result in a very large compensating resistance, which may
be quite inconvenient in many applications. The sensor’s TCR can be effectively re-
duced by adding a resistor in parallel with the bridge. When a large resistor R, is used,
this method of compensation becomes similar to Option 4 because a large resistor
operates as a “‘quasi’-current source.

A first impression of this option is that it seems like a perfect solution—just one
resistor ideally compensates for a temperature drift. However, this option does not
yield satisfactory results for broad temperature ranges or precision applications. For
instance, to select an appropriate R., y, and 8 must be precisely known; that is, each
actual bridge must be characterized, which is not acceptable in low-cost applications.
Using typical rather than actual values may result in span errors on the order of 100
ppm/°C. Further, large resistors R, cause lower output voltages and a reduced signal-
to-noise ratio. Practically, the usefulness of this compensation is limited to the range
25+ 15°C.

Option 3: A compensating network contains a temperature-controlled voltage
source, (e.g., a diode or transistor) (Fig. 5.40C). For this circuit, to satisfy a condition
for the best compensation of TCS g, the temperature sensitivity B, of the voltage

source V. must be
E
= ——1]. 5.62
Be=8 (Vc ) (5.62)

Because f is a parameter of the bridge, by manipulating £ and V., one can select the
optimum compensation. Because the compensating circuit contains a voltage source,
it is not ratiometric with respect to the power supply. For the operation, this option
requires a regulated source of E. An obvious advantage of the circuit is simplicity
because diodes and transistors with predicable temperature characteristics are readily
available. An obvious disadvantage of this method is a need to operate the sensor at a
fixed specified voltage. A useful temperature range for this method is about 25 +25°C.

Option 4: A current source is employed as an excitation circuit (Fig. 5.40D). This
circuit requires that the bridge possesses a particular property. Its TCR () must be
equal to TCS («) with the opposite sign:

a=—4. (5.63)
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The voltage across the bridge is equal to
Ve=1i:.Rp. (5.64)

Because the current source is temperature independent and, for a bridge with four
identical arms, Rg = R, then

av, oR
— =1, (5.65)
oT oT
and dividing Eq. (5.65) by Eq. (5.64) we arrive at
1 9V, 1 dR
— = (5.66)
V. oT ROT

If condition (5.63) is fulfilled, we receive a provision of an ideal compensation as
defined by Eq. (5.52). Unfortunately, this method of compensation has a limitation
similar to that for Option 2—specifically, a reduced output voltage and a need for
individual sensor characterization if used in a broad temperature range. Nevertheless,
this method is acceptable when the accuracy of 1-2% of FS over 50°C is acceptable.

The above options provide a framework of the compensating techniques. While
designing a practical circuit, many variables must be accounted for: temperature range,
allowable temperature error, environmental conditions, size, cost, and so forth. There-
fore, we cannot recommend a universal solution; the choice of the most appropriate
option must be a result of a typical engineering compromise.

5.7.4 Bridge Amplifiers

The bridge amplifiers for resistive sensors are probably the most frequently used
sensor interface circuits. They may be of several configurations, depending on the
required bridge grounding and availability of either grounded or floating reference
voltages. Figure 5.41A shows the so-called active bridge, where a variable resistor
(the sensor) is floating (i.e., isolated from ground) and is connected into a feedback
of the OPAM. If a resistive sensor can be modeled by a first-order function

Ry~ Ro(1+a), (5.67)

then, a transfer function of this circuit is

1
Vout = —EO[ V. (568)

A circuit with a floating bridge and floating reference voltage source V is shown in
Fig. 5.41B. This circuit may provide gain which is determined by a feedback resistor
whose value is n Ry:

Vour=(1+n) -

= n)o—
out 41+a/2
Abridge with the asymmetrical resistors (R # Rp) may be used with the circuit shown
in Fig. 5.41C. It requires a floating reference voltage source V':

vV 1 Vv
o— ~noa—. (5.70)
4 14+a/2 4

~ (1 +n)a%. (5.69)

Vour=n
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Fig. 5.41. Connection of operational amplifiers to resistive bridge circuits (disbalanced mode).

When a resistive sensor is grounded and a gain from the interface circuit is desir-
able, the schematic shown in Fig. 5.41D may be employed. Its transfer function is
determined from

n V oanV

—— x4 (5.71)
21+1/2n1+a  21+1/2n

out =

When the bridge is perfectly balanced, the output voltage V, is equal to one-half of
the bridge excitation voltage + V. To better utilize the operational amplifier open-loop
gain, the value of n should not exceed 50.

5.8 Data Transmission

A signal from a sensor may be transmitted to the receiving end of the system either
in a digital format or analog. In most cases, a digital format essentially requires the
use of an analog-to-digital converter at the sensor’s site. The transmission in a digital
format has several advantages, the most important of which is noise immunity. The



202 5 Interface Electronic Circuits

transmission of digital information is beyond the scope of this book; thus, we will
not discuss it further. In many cases, however, digital transmission can not be done
for several reasons. Then, the sensor signals are transmitted to the receiving site in an
analog form. Depending on connection, they can be divided into a two-, four-, and
six-wire methods.

5.8.1 Two-Wire Transmission

Two-wire analog transmitters are used to couple sensors to control and monitoring
devices in the process industry [10]. When, for example, a temperature measurements
is taken within a process, a two-wire transmitter relays that measurement to the control
room or interfaces the measurement directly to a process controller. Two wires can
be used to transmit either voltage or current; however, current was accepted as an
industry standard. It varies in the range 4-20 mA, which represents an entire span
of the input stimulus. Zero stimulus corresponds to 4 mA while the maximum is at
20mA. There are two advantages of using current rather than voltage, as is illustrated
in Fig. 5.42. Two wires join the controller site with the sensor site. At the sensor
site, there is a sensor which is connected to the so-called two-wire transmitter. The
transmitter may be a voltage-to-current converter; that is, it converts the sensor signal
into a variable current. At the controller site, there is a voltage source that can deliver
current up to 20 mA. The two wires form a current loop, which, at the sensor’s side,
has the sensor and a transmitter, whereas at the controller side, it has a load resistor
and a power supply which are connected in series. When the sensor signal varies, the
transmitter’s output resistance varies accordingly, thus modulating the current in the
range between 4 and 20 mA. The same current which carries information is also used
by the transmitter and the sensor to provide their operating power. Obviously, even for
the lowest output signal which produces 4 mA current, that 4 mA must be sufficient
to power the transmitting side of the loop. The loop current causes a voltage drop
across the load resistor at the controller side. This voltage is a received signal which
is suitable for further processing by the electronic circuits. An advantage of the two-

sensor side | | controller side
\%

ol

. I R
TJ'{H?.}'HH”(H' | load

Sensor _a:-c-""’ ) 4-20 mA

wo-wire transmission line

12-48V
power supply

Zero Span

Fig. 5.42. Two-wire 20-mA analog data transmission.
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wire method is that the transmitting current is independent of the connecting wires’
resistance and thus of the transmission line length (obviously, within the limits).

5.8.2 Four-Wire Sensing

Sometimes, it is desirable to connect a resistive sensor to a remotely located interface
circuit. When such a sensor has a relatively low resistance (e.g., it is normal for the
piezoresistors or RTDs to have resistances in the order of 100€2), connecting wire
resistances pose a serious problem because they alter the excitation voltage across
the bridge. The problem can be solved by using the so-called four-wire method (Fig.
5.43A). It allows measuring the resistance of a remote resistor without measuring the
resistances of the connecting conductors. A resistor which is the subject of measure-
ment is connected to the interface circuit through four rather than two wires. Two
wires are connected to a current source and two others to the voltmeter. A constant-
current source (current pump) has a very high output resistance; therefore, the current
which it pushes through the loop is almost independent of any resistances r in that
loop. An input impedance of a voltmeter is very high; hence, no current is diverted
from the current loop to the voltmeter. The voltage drop across the resistor R, is

V. = R.ip. 5.72)
r 1
AN B
=0 2
R, § v, Vy | V-meter g
: =0 ‘:QE
\ 2
AMA
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I8 D — ét’)

AN 11

r = I
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RNELEYYY | S
bridge , I V-meter >
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VVV Il ‘-S
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- I
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Fig. 5.43. Remote measurements of resistances: (A) four-wire method; (B) six-wire measure-
ment of a bridge.
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which is independent of any resistances r of the connecting wires. The four-wire
method is a very powerful means of measuring the resistances of remote detectors
and is used in industry and science quite extensively.

5.8.3 Six-Wire Sensing

When a Wheatstone bridge circuit is remotely located, voltage across the bridge plays
an important role in the bridge temperature stability, as was shown in Section 5.7. That
voltage often should be either measured or controlled. Long transmitting wires may
introduce unacceptably high resistance in series with the bridge excitation voltage,
which interferes with the temperature compensation. The problem may be solved by
providing two additional wires to feed the bridge with voltage and to dedicate two
wires to measuring the voltage across the bridge (Fig. 5.43B). The actual excitation
voltage across the bridge and the bridge differential output voltage are measured
by a high-input impedance voltmeter with negligibly small input currents. Thus, the
accurate bridge voltages are available at the data processing site without being affected
by the long transmission lines.

5.9 Noise in Sensors and Circuits

Noise in sensors and circuits may present a substantial source of errors and should
be seriously considered. “Like diseases, noise is never eliminated, just prevented,
cured, or endured, depending on its nature, seriousness, and the cost/difficulty of
treating” [11]. There are two basic classifications of noise for a given circuit: inherent
noise, which is noise arising within the circuit, and interference (transmitted) noise,
which is noise picked up from outside the circuit.

Any sensor, no matter how well it was designed, never produces an electric signal
which is an ideal representation of the input stimulus. Often, it is a matter of judgment
to define the goodness of the signal. The criteria for this are based on the specific
requirements to accuracy and reliability. Distortions of the output signal can be either
systematic or stochastic. The former are related to the sensor’s transfer function, its
linearity, dynamic characteristics, and so forth. All are the result of the sensor’s design,
manufacturing tolerances, material quality, and calibration. During a reasonably short
time, these factors either do not change or drift relatively slowly. They can be well
defined, characterized, and specified (see Chapter 2). In many applications, such a
determination may be used as a factor in the error budget and can be taken into
account. Stochastic disturbances, on the other hand, often are irregular, unpredictable
to some degree, and may change rapidly. Generally, they are termed noise, regardless
of their nature and statistical properties. It should be noted that the word noise, in
association with audio equipment noise, is often mistaken for an irregular, somewhat
fast-changing signal. We use this word in a much broader sense for all disturbances,
either in stimuli, environment, or components of sensors and circuits from dc to the
upper operating frequencies.
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5.9.1 Inherent Noise

A signal which is amplified and converted from a sensor into a digital form should be
regarded not just by its magnitude and spectral characteristics but also in terms of a
digital resolution. When a conversion system employs an increased digital resolution,
the value of the least significant bit (LSB) decreases. For example, the LSB of a 10-bit
system with a 5-V full scale is about 5 mV; the LSB of 16 bits is 77 wV. This by itself
poses a significant problem. It makes no sense to employ, say, a 16-bit resolution
system, if combined noise is, for example, 300 uV. In the real world, the situation is
usually much worse. There are almost no sensors which are capable of producing a 5-V
full-scale output signals. Most of them require amplification. For instance, if a sensor
produces a full-scale output of 5 mV, at a 16-bit conversion it would correspond to a
LSB of 77 nV—an extremely small signal which makes amplification an enormous
task by itself. Whenever a high resolution of a conversion is required, all sources
of noise must be seriously considered. In the circuits, noise can be produced by the
monolithic amplifiers and other components which are required for the feedback,
biasing, bandwidth limiting, and so forth.

Input offset voltages and bias currents may drift. In dc circuits, they are indistin-
guishable from low-magnitude signals produced by a sensor. These drifts are usually
slow (within a bandwidth of tenths and hundredths of a hertz); therefore, they are often
called ultralow-frequency noise. They are equivalent to randomly (or predictable—
say, with temperature) changing voltage and current offsets and biases. To distinguish
them from the higher-frequency noise, the equivalent circuit (Fig. 5.3) contains two
additional generators. One is a voltage offset generator ey and the other is a current
bias generator i . The noise signals (voltage and current) result from physical mech-
anisms within the resistors and semiconductors that are used to fabricate the circuits.
There are several sources of noise whose combined effect is represented by the noise
voltage and current generators.

One cause for noise is a discrete nature of electric current because current flow
is made up of moving charges, and each charge carrier transports a definite value
of charge (the charge of an electron is 1.6 x 107! C). At the atomic level, current
flow is very erratic. The motion of the current carriers resembles popcorn popping.
This was chosen as a good analogy for current flow and has nothing to do with the
“popcorn noise,” which we will discuss later. As popcorn, the electron movement
may be described in statistical terms. Therefore, one never can be sure about very
minute details of current flow. The movement of carriers are temperature related and
noise power, in turn, is also temperature related. In a resistor, these thermal motions
cause Johnson noise to result [12]. The mean-square value of noise voltage (which is
representative of noise power) can be calculated from

_ V2
e2=4kTRAf <H_) , (5.73)
z

where k=1.38 x 1023 J/K (Boltzmann constant), 7 is the temperature (in K),
R is the resistance (in 2), and Af is the bandwidth over which the measure-
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ment is made (in Hz). For practical purposes, noise density per ~/Hz generated
by a resistor at room temperature may be estimated from a simplified formula:
ER\:O.B«/ﬁ in nV/~/Hz. For example, if the noise bandwidth is 100 Hz and the
resistance of concern is 10 MQ (107€2), the average noise voltage is estimated as
27 ~0.13v/1074/100 = 4, 111nV~ 4pV.

Even a simple resistor is a source of noise. It behaves as a perpetual generator of
electric signal. Naturally, relatively small resistors generate extremely small noise;
however, in some sensors, Johnson noise must be taken into account. For instance, a
pyroelectric detector uses a bias resistor on the order of 50 G2. If a sensor is used
at room temperature within a bandwidth of 100 Hz, one may expect the average
noise voltage across the resistor to be on the order of 0.3 mV—a very high value.
To keep noise at bay, bandwidths of the interface circuits must be maintained small,
just wide enough to pass the minimum required signal. It should be noted that noise
voltage is proportional to the square root of the bandwidth. It implies that if we reduce
the bandwidth 100 times, the noise voltage will be reduced by a factor of 10. The
Johnson noise magnitude is constant over a broad range of frequencies. Hence, it is
often called white noise because of the similarity to white light, which is composed
of all the frequencies in the visible spectrum.

Another type of noise results because of dc current flow in semiconductors. It is
called shot noise; the name was suggested by Schottky not in association with his own
name but rather because this noise sounded like “a hail of shot striking the target”
nevertheless, shot noise is often called Schottky noise. Shot noise is also white noise.
Its value becomes higher with the increase in the bias current. This is the reason why
in FET and CMOS semiconductors current noise is quite small. For a bias current of
50 pA, it is equal to about 4 fA/v/Hz—an extremely small current which is equivalent
to the movement of about 6000 electrons per second. A convenient equation for shot
noise is

isn=5.7x10"4/IAY, (5.74)

where / is a semiconductor junction current in picoamperes and Af is a bandwidth
of interest in hertz.

An additional ac noise mechanism exists at low frequencies (Fig. 5.44). Both the
noise voltage and noise current sources have a spectral density roughly proportional
to 1/f, which is called the pink noise, because of the higher noise contents at lower
frequencies (lower frequencies are also on the red side of the visible spectrum). This

noise

Fig. 5.44. Spectral distribution of 1/f “pink”
Sfrequency noise.
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1/f noise occurs in all conductive materials; therefore, it is also associated with re-
sistors. At extremely low frequencies, it is impossible to separate the 1/f noise from
dc drift effects. The 1/f noise is sometimes called a flicker noise. Mostly, it is pro-
nounced at frequencies below 100 Hz, where many sensors operate. It may dominate
Johnson and Schottky noises and becomes a chief source of errors at these frequen-
cies. The magnitude of pink noise depends on current passing through the resistive or
semiconductive material. Currently, progress in semiconductor technology resulted
in significant reduction of 1/f noise in semiconductors; however, when designing a
circuit, it is a good engineering practice to use a metal film or wire-wound resistors
in sensors and the front stages of interface circuits wherever significant currents flow
through the resistor and low noise at low frequencies is a definite requirement.

A peculiar ac noise mechanism is sometimes seen on the screen of an oscilloscope
when observing the output of an operational amplifier—a principal building block
of many sensor interface circuits. It looks like a digital signal transmitted from outer
space; noise has a shape of square pulses having variable duration of many millisec-
onds. This abrupt type of noise is called popcorn noise because of the sound it makes
coming over a loudspeaker. Popcorn noise is caused by defects that are dependent on
the integrated-circuit manufacturing techniques. Thanks to advances fabricating tech-
nologies, this type of noise is drastically reduced in modern semiconductor devices.

A combined noise from all voltage and current sources is given by the sum of
squares of individual noise voltages:

¢ Z\/€31 ey + 4 (Riin)? + (Riin2)? + - . (5.75)

A combined random noise may be presented by its root mean square (r.m.s) value,

which is
1 T
Eins = —/ e2 dt, (5.76)
T Jo

where T is the time of observation, e is the noise voltage, and ¢ is time.

Also, noise may be characterized in terms of the peak values which are the dif-
ferences between the largest positive and negative peak excursions observed during
an arbitrary interval. For some applications, in which peak-to-peak (p-p) noise may
limit the overall performance (in a threshold-type devices), p-p measurement may
be essential. Yet, due to a generally Gaussian distribution of noise signal, p-p mag-
nitude is very difficult to measure in practice. Because r.m.s. values are so much
easier to measure repeatedly and they are the most usual form for presenting noise
data noncontroversially, Table 5.3 should be useful for estimating the probabilities of
exceeding various peak values given by the r.m.s. values. The casually observed p-p
noise varies between three times the r.m.s. and eight times the r.m.s., depending on
the patience of observer and amount of data available.

5.9.2 Transmitted Noise

A large portion of environmental stability is attributed to the resistance of a sensor
and an interface circuit to noise which originated in external sources. Figure 5.45 is
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Table 5.3. Peak-to-Peak Value versus r.m.s. (for Gaussian Distribution)

% of Time That Noise Will

Nominal p-p voltage Exceed Nominal p-p Value
2 X r.m.s. 32.0

3 x r.m.s. 13.0

4 x r.m.s. 4.6

5 x r.m.s. 1.2

6 x r.m.s. 0.27

7 X r.m.s. 0.046

8 x r.m.s. 0.006

Noise Source

Power supply transients

Magnetic . .
E]ccfml atic Coupling Receiver
Radiofrequency EM fields Capacitance Sensing Element
Thermal variations Magmetic field - Resistors
Gravitational force Wires Capacitors
Acceleration (Vibration) Packaging Preamplifier
Humidity
Tonizing radiation

Chemical agents

Fig. 5.45. Sources and coupling of transmitted noise.

a diagram of the transmitted noise propagation. Noise comes from a source which
often can be identified. Examples of the sources are voltage surges in power lines,
lightning, change in ambient temperature, sun activity, and so forth. These interfer-
ences propagate toward the sensor and the interface circuit, and eventually appear
at the output. However, before that, they somehow must affect the sensing element
inside the sensor, its output terminals, or the electronic components in a circuit. The
sensor and the circuit function as receivers of the interferences.

There can be several classifications of transmitted noise, depending on how it
affects the output signal, how it enters the sensor or circuit, and so forth. With respect
to its relation to the output signals, noise can be either additive or multiplicative.

Additive noise e, is added to the useful signal V; and mixed with it as a fully
independent voltage (or current):

Vour="V; +ep. (5.77)

An example of such a disturbance is depicted in Fig. 5.46B. It can be seen that the
noise magnitude does not change when the actual (useful) signal changes. As long
as the sensor and interface electronics can be considered linear, the additive noise
magnitude is totally independent of the signal magnitude, and if the signal is equal to
zero, the output noise will be present still.
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Fig. 5.46. Types of noise: (A) noise-free signal; (B)

out additive noise; (C) multiplicative noise.
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Multiplicative noise affects the sensor’s transfer function or the circuit’s nonlinear
components in such a manner as the V; signal’s value becomes altered or modulated
by the noise:

Vout=[1+N(t)]Vs’ (578)

where N (¢) is a function of noise. An example of such noise is shown in Fig. 5.46C.
Multiplicative noise at the output disappears or becomes small (it also becomes ad-
ditive) when the signal’s magnitude nears zero. Multiplicative noise grows together
with the signal’s V; magnitude. As its name implies, multiplicative noise is a result of
multiplication (which is essentially a nonlinear operation) of two values where one
is a useful signal and the other is a noise-dependent value.

To improve noise stability against transmitted additive noise, quite often sensors
are combined in pairs; that is, they are fabricated in a dual form whose output signals
are subtracted from one another (Fig. 5.47). This method is called a differential tech-
nique. One sensor of the pair (it is called the main sensor) is subjected to a stimulus
of interest s1, while the other (reference) is shielded from stimulus perception.

Since additive noise is specific for the linear or quasilinear sensors and circuits,
the reference sensor does not have to be subjected to any particular stimulus. Often,
it may be equal to zero. It is anticipated that both sensors are subjected to identical
transmitted noise (noise generated inside the sensor cannot be canceled by a differ-
ential technique), which it is said is a common-mode noise. This means that noisy
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§ Fig. 5.47. Differential technique.
+ i

noise

reference

effects at both sensors are in phase and have the same magnitude. If both sensors are
identically influenced by common-mode spurious stimuli, the subtraction removes
the noise component. Such a sensor is often called either a dual or a differential sen-
sor. The quality of noise rejection is described by a number called the common-mode
rejection ratio (CMRR):

CMRR = O.SM, (5.79)

S1— S0

where S1 and Sy are output signals from the main and reference sensors, respectively.
CMRR may depend on the magnitudes of stimuli and usually becomes smaller at
greater input signals. The ratio shows how many times stronger the actual stimulus
will be represented at the output, with respect to a common-mode noise having the
same magnitude. The value of the CMRR is a measure of the sensor’s symmetry.
To be an effective means of noise reduction, both sensors must be positioned as
close as possible to each other; they must be very identical and subjected to the
same environmental conditions. Also, it is very important that the reference sensor
be reliably shielded from the actual stimulus; otherwise, the combined differential
response will be diminished.

To reduce transmitted multiplicative noise, a ratiometric technique is quite pow-
erful (see Section 5.6 for the circuits’ description). Its principle is quite simple. The
sensor is fabricated in a dual form where one part is subjected to the stimulus of
interest and both parts are subjected to the same environmental conditions, which
may cause transmitted multiplicative noise. The second sensor is called reference be-
cause a constant environmentally stable reference stimulus s is applied to its input.
For example, the output voltage of a sensor in a narrow temperature range may be
approximated by

Viz[l+a(T —To)lf(s1), (5.80)

where « is the temperature coefficient of the sensor’s transfer function, T is the
temperature, and Ty is the temperature at calibration. The reference sensor whose
reference input is sy generates voltage:

Vo~ [1+a(T —To)]f(s0)- (5.81)

We consider ambient temperature as a transmitted multiplicative noise which affects
both sensors in the same way. Taking a ratio of the above equations, we arrive at
Vi 1

Vo f(s0)

fGs1). (5.82)



5.9 Noise in Sensors and Circuits 211

Since f(so) is constant, the ratio is not temperature dependent. It should be empha-
sized, however, that the ratiometric technique is useful only when the anticipated
noise has a multiplicative nature, whereas a differential technique works only for
additive transmitted noise. Neither technique is useful for inherent noise, which is
generated internally in sensors and circuits.

Although inherent noise is mostly Gaussian, the transmitted noise is usually less
suitable for conventional statistical description. Transmitted noise may be periodic,
irregularly recurring, or essentially random, and it ordinarily may be reduced sub-
stantially by taking precautions to minimize electrostatic and electromagnetic pickup
from power sources at line frequencies and their harmonics, radio broadcast stations,
arcing of mechanical switches, and current and voltage spikes resulting from switch-
ing in reactive (having inductance and capacitance) circuits. Such precautions may
include filtering, decoupling, shielding of leads and components, use of guarding
potentials, elimination of ground loops, physical reorientation of leads, components,
and wires, use of damping diodes across relay coils and electric motors, choice of low
impedances where possible, and choice of power supply and references having low
noise. Transmitted noise from vibration may be reduced by proper mechanical design.
A list outlining some of the sources of transmitted noise, their typical magnitudes,
and some ways of dealing with them is shown in Table 5.4.

The most frequent channel for the coupling of electrical noise is a “parasitic”
capacitance. Such a coupling exists everywhere. Any object is capacitively coupled
to another object. For instance, a human standing on isolated earth develops a ca-
pacitance to ground on the order of 700 pF, electrical connectors have a pin-to-pin
capacitance of about 2pF, and an optoisolator has an emitter-detector capacitance of
about 2 pF. Figure 5.48A shows that an electrical noise source is connected to the
sensor’s internal impedance Z through a coupling capacitance Cg. That impedance

Table 5.4. Typical Sources of Transmitted Noise

External Source Typical Typical Cure
Magnitude
60/50 Hz power 100 pA Shielding; attention to ground loops;
isolated power supply
120/100 Hz supply ripple 3uv Supply filtering
180/150 Hz magnetic pickup from
saturated 60/50-Hz transformers 0.5uv Reorientation of components
Radio broadcast stations 1 mV Shielding
Switch arcing 1 mV Filtering of 5-100-MHz components;
attention to ground loops and shielding
Vibration 10 pA Proper attention to mechanical coupling;
(10-100 Hz) elimination of leads with large voltages
near input terminals and sensors
Cable vibration 100 pA Use a low-noise (carbon-coated dielectric)
cable
0.01-10 pA/Hz  Clean board thoroughly; use Teflon insulation
Circuit boards below 10 Hz where needed and guard well

Source: Adapted from Ref. [13].
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Fig. 5.48. Capacitive coupling (A) and electric shield (B).

may be a simple resistance or a combination of resistors, capacitors, inductors, and
nonlinear elements, like diodes. Voltage across the impedance is a direct result of the
change rate in the noise signal, the value of coupling capacitance C;, and impedance
Z. For instance, a pyroelectric detector may have an internal impedance which is
equivalent to a parallel connection of a 30-pF capacitor and a 50-G2 resistor. The
sensor may be coupled through just 1 pF to a moving person who has the surface elec-
trostatic charge on the body resulting in static voltage of 1000 V. If we assume that the
main frequency of human movement is 1 Hz, the sensor would pick up an electrostatic
interference of about 30 V! This is three to five orders of magnitude higher than the
sensor would normally produce in response to thermal radiation received from the
human body. Because some sensors and virtually all electronic circuits have nonlin-
earities, high-frequency interference signals, generally called RFI (radio-frequency
interference) or EMI (electromagnetic interferences), may be rectified and appear at
the output as a dc or slow-changing voltage.

5.9.3 Electric Shielding

Interferences attributed to electric fields can be significantly reduced by appropriate
shielding of the sensor and circuit, especially of high impedance and nonlinear com-
ponents. Each shielding problem must be analyzed separately and carefully. It is very
important to identify the noise source and how it is coupled to the circuit. Improper
shielding and guarding may only make matters worse or create a new problem.

Asshielding serves two purposes [14]. First, it confines noise to a small region. This
will prevent noise from getting into nearby circuits. However, the problem with such
shields is that the noise captured by the shield can still cause problems if the return
path that the noise takes is not carefully planned and implemented by an understanding
of the ground system and making the connections correctly.

Second, if noise is present in the circuit, shields can be placed around critical parts
to prevent the noise from getting into sensitive portions of the detectors and circuits.
These shields may consist of metal boxes around circuit regions or cables with shields
around the center conductors.

As it was shown in Section 3.1 of Chapter 3, the noise that resulted from the
electric fields can be well controlled by metal enclosures because the charge g cannot
exist on the interior of a closed conductive surface. Coupling by a mutual, or stray,
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capacitance can be modeled by circuit shown in Fig. 5.48. Here, ¢, is a noise source.
It may be some kind of a part or component whose electric potential varies. Cy is the
stray capacitance (having impedance Z; at a particular frequency) between the noise
source and the circuit impedance Z, which acts as a receiver of the noise. The voltage
V, is a result of the capacitive coupling. A noise current is defined as

Va

in= 712, (5.83)
and actually produces noise voltage
€n
V= m (5.84)

For example, if C; =2.5 pF, Z =10 k2 (resistor), and e, = 100 mV, at 1.3MHz the
output noise will be 20 mV.

One might think that 1.3-MHz noise is relatively easy to filter out from low-
frequency signals produced by a sensor. In reality, it cannot be done, because many
sensors and, especially the front stages of the amplifiers, contain nonlinear compo-
nents (p-n-semiconductor junctions) which act as rectifiers. As a result, the spectrum
of high-frequency noise shifts into a low-frequency region, making the noise signal
similar to the voltage produced by a sensor.

When a shield is added, the change to the situation is shown in Fig. 5.48B. With
the assumption that the shield has zero impedance, the noise current at the left side will
be iy, =e,/Zc,. On the other side of the shield, noise current will be essentially zero
because there is no driving source on the right side of the circuit. Subsequently, the
noise voltage over the receiving impedance will also be zero and the sensitive circuit
becomes effectively shielded from the noise source. One must be careful, however,
that there is no currents is flowing over the shield. Coupled with the shield resistance,
these may generate additional noise. There are several practical rules that must be
observed when applying electrostatic shields:

* An electrostatic shield, to be effective, should be connected to the reference po-
tential of any circuitry contained within the shield. If the signal is connected to
a ground (chassis of the frame or to earth), the shield must be connected to that
ground. Grounding of shield is useless if the signal is not returned to the ground.

e If a shielding cable is used, its shield must be connected to the signal referenced
node at the signal source side (Fig. 5.49A).

e If the shield is split into sections, as might occur if connectors are used, the shield
for each segment must be tied to those for the adjoining segments and ultimately
connected only to the signal referenced node (Fig. 5.49B).

e The number of separate shields required in a data acquisition system is equal to the
number of independent signals that are being measured. Each signal should have
its own shield, with no connection to other shields in the system, unless they share
acommon reference potential (signal “ground”). In that case, all connections must
be made by a separate jumping wire connected to each shield at a single point.

e A shield must be grounded only at one point—preferably next to the sensor. A
shielded cable must never be grounded at both ends (Fig. 5.50). The potential
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Fig. 5.49. Connections of an input cable to a reference potential.

WRONG CONNECTION Fig. 5.50. Cable shield is erroneously
shield grounded at both ends.

v, w load

difference (V,) between two “grounds” will cause the shield current is to flow
which may induce a noise voltage into the center conductor via magnetic coupling.

» If a sensor is enclosed into a shield box and data are transmitted via a shielded
cable (Fig. 5.49C), the cable shield must be connected to the box. It is a good
practice to use a separate conductor for the reference potential (“ground”) inside
the shield, and not use the shield for any other purposes except shielding. Do not
allow shield current to exist.

e Never allow the shield to be at any potential with respect to the reference potential
(except in the case of driven shields, as shown in Fig. 5.4B). The shield voltage
couples to the center conductor (or conductors) via a cable capacitance.

¢ Connect shields to a ground via short wires to minimize inductance. This is espe-
cially important when both analog and digital signals are transmitted.
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5.9.4 Bypass Capacitors

The bypass capacitors are used to maintain a low power-supply impedance at the point
of a load. Parasitic resistance and inductance in supply lines mean that the power-
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Fig. 5.51. Equivalent circuit of a capacitor.

supply impedance can be quite high. As the frequency increases, the inductive parasitic
becomes troublesome and may result in circuit oscillation or ringing effects. Even if
the circuit operates at lower frequencies, the bypass capacitors are still important, as
high-frequency noise may be transmitted to the circuit and power-supply conductors
from external sources, (e.g., radio stations). At high frequencies, no power supply
or regulator has zero output impedance. What type of capacitor to use is determined
by the application, frequency range of the circuit, cost, board space, and some other
considerations. To select a bypass capacitor, one must remember that a practical
capacitor at high frequencies may be far from the idealized capacitor described in
textbooks.’

A generalized equivalent circuit of a capacitor is shown in Fig. 5.51. Itis composed
of a nominal capacitance C, leakage resistance r;, lead inductances L, and resistances
R. Further, it includes dielectric absorption terms r and ¢,, which are manifested in
the capacitor’s “memory”. In many interface circuits, especially amplifiers, analog
integrators, and current (charge)-to-voltage converters, dielectric absorption is a major
cause for errors. In such circuits, film capacitors should be used whenever possible.

In bypass applications, r; and dielectric absorption are second-order terms, but
series R and L are of importance. They limit the capacitor’s ability to damp transients
and maintain a low-power supply output impedance. Often, bypass capacitors must be
of large values (10 UF or more) so they can absorb longer transients; thus, electrolytic
capacitors are often employed. Unfortunately, these capacitors have large series R
and L. Usually, tantalum capacitors offer better results; however, a combination of
aluminum electrolytic with nonpolarized (ceramic or film) capacitors may offer even
further improvement. A combination of the wrong types of bypass capacitor may lead
to ringing, oscillation, and cross-talk between data communication channels. The best
way to specify a correct combination of bypass capacitors is to first try them on a
breadboard.

5.9.5 Magnetic Shielding

Proper shielding may dramatically reduce noise resulting from electrostatic and elec-
trical fields. Unfortunately, it is much more difficult to shield against magnetic fields
because it penetrates conducting materials. A typical shield placed around a conductor
and grounded at one end has little, if any, effect on the magnetically induced voltage
in that conductor. As a magnetic field By penetrates the shield, its amplitude drops
exponentially (Fig. 5.52B). The skin depth ¢ of the shield is the depth required for
the field attenuation by 37% of that in the air. Table 5.5 lists typical values of § for
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Fig. 5.52. Reduction of a transmitted magnetic noise by powering a load device through a
coaxial cable (A); Magnetic shielding improves with the thickness of the shield (B).

Table 5.5. Skin Depth, 6, (in mm) Versus Frequency

Frequency Copper Aluminum Steel
60 Hz 8.5 10.9 0.86
100 Hz 6.6 8.5 0.66
1 kHz 2.1 2.7 0.20
10 kHz 0.66 0.84 0.08

100 kHz 0.2 0.3 0.02
1 MHz 0.08 0.08 0.008

Source: Adapted from Ref. [15].

several materials at different frequencies. At high frequencies, any material may be
used for effective shielding; however, at a lower range, steel yields a much better
performance.

For improving low-frequency magnetic field shielding, a shield consisting of a
high-permeability magnetic material (e.g., mumetal) should be considered. However,
mumetal effectiveness drops at higher frequencies and strong magnetic fields. An
effective magnetic shielding can be accomplished with thick steel shields at higher
frequencies. Because magnetic shielding is very difficult, the most effective approach
at low frequencies is to minimize the strength of magnetic fields, minimize the mag-
netic loop area at the receiving end, and select the optimal geometry of conductors.
Some useful practical guidelines are as follows:

* Locate the receiving circuit as far as possible from the source of the magnetic
field.

* Avoid running wires parallel to the magnetic field; instead, cross the magnetic
field at right angles.

e Shield the magnetic field with an appropriate material for the frequency and
strength.

* Use a twisted pair of wires for conductors carrying the high-level current that is
the source of the magnetic field. If the currents in the two wires are equal and
opposite, the net field in any direction over each cycle of twist will be zero. For this
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Fig. 5.53. Receiver’s loop is formed by long conductors.

arrangement to work, none of the current can be shared with another conductor,
(e.g., a ground plane, which may result in ground loops).

e Use a shielded cable with the high-level source circuit’s return current carried by
the shield (Fig. 5.52A). If the shield current i» is equal and opposite to that of
the center conductor i1, the center conductor field and the shield field will cancel,
producing a zero net field. This case seems to be a violation of the rule “no shield
currents” for the receiver’s circuit; however, the shielded cable here is not used
to electrostatically shield the center conductor. Instead, the geometry produces a
cancellation of the magnetic field which is generated by a current supplied to a
“current-hungry” device (an electric motor in this example)

* Because magnetically induced noise depends on the area of the receiver loop, the
induced voltage due to magnetic coupling can be reduced by making the loop’s
area smaller.

What is the receiver’s loop? Figure 5.53 shows a sensor which is connected to
the load circuit via two conductors having length L and separated by distance D.
The rectangular circuit forms a loop area a = L D. The voltage induced in series with
the loop is proportional to the area and the cosine of its angle to the field. Thus, to
minimize noise, the loop should be oriented at right angles to the field and its area
should be minimized.

The area can be decreased by reducing the length of the conductors and/or decreas-
ing the distance between the conductors. This is easily accomplished with a twisted
pair, or at least with a tightly cabled pair of conductors. It is good practice to pair the
conductors so that the circuit wire and its return path will always be together. This
requirement must not be overlooked. For instance, if wires are correctly positioned
by a designer, a service technician may reposition them during the repair work. A new
wire location may create a disastrous noise level. Hence, a general rule is: Know the
area and orientation of the wires and permanently secure the wiring.

Magnetic fields are much more difficult to shield against than electric fields be-
cause they can penetrate conductive materials.

5.9.6 Mechanical Noise

Vibration and acceleration effects are also sources of transmitted noise in sensors
which otherwise should be immune to them. These effects may alter transfer charac-
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teristics (multiplicative noise) or they may result in the generation of spurious signals
(additive noise) by a sensor. If a sensor incorporates certain mechanical elements,
vibration along some axes with a given frequency and amplitude may cause reso-
nant effects. For some sensors, acceleration is a source of noise. For instance, most
pyroelectric detectors also possess piezoelectric properties. The main function of the
detector is to respond to thermal gradients. However, such environmental mechanical
factors as fast changing air pressure, strong wind, or structural vibration cause the sen-
sor to respond with output signals which often are indistinguishable from responses
to normal stimuli.

5.9.7 Ground Planes

For many years, ground planes have been known to electronic engineers and printed
circuit designers as a “mystical and ill-defined” cure for spurious circuit opera-
tion [16]. Ground planes are primarily useful for minimizing circuit inductance. They
do this by utilizing the basic magnetic theory. Current flowing in a wire produces an
associated magnetic field (Section 3.3 of Chapter 3). The field’s strength is propor-
tional to the current i and inversely related to the distance r from the conductor:

i

B= .
2mr

(5.85)
Thus, we can imagine a current carrying wire surrounded by a magnetic field. Wire
inductance is defined as energy stored in the field set up by the wire’s current. To
compute the wire’s inductance requires integrating the field over the wire’s length and
the total area of the field. This implies integrating on the radius from the wire surface
to infinity. However, if two wires carrying the same current in opposite directions
are in close proximity, their magnetic fields are canceled. In this case, the virtual
wire inductance is much smaller. An opposite flowing current is called return current.
This is the underlying reason for ground planes. A ground plane provides a return
path directly under the signal-carrying conductor through which return current can
flow. Return current has a direct path to ground, regardless of the number of branches
associated with the conductor. Currents will always flow through the return path
of the lowest impedance. In a properly designed ground plane, this path is directly
under the signal conductor. In practical circuits, a ground plane is on one side of
the board and the signal conductors are on the other. In the multilayer boards, a
ground plane is usually sandwiched between two or more conductor planes. Aside
from minimizing parasitic inductance, ground planes have additional benefits. Their
flat surface minimizes resistive losses due to the "skin effect” (ac current travel along
a conductor’s surface). Additionally, they aid the circuit’s high-frequency stability by
referring stray capacitance to the ground. Some practical suggestions are as follows:

* Make ground planes of as much area as possible on the component side (or inside
for the multilayer boards). Maximize the area especially under traces that operate
with high frequency or digital signals.

* Mount components that conduct fast transient currents (terminal resistors, ICs,
transistors, decoupling capacitors, etc.) as close to the board as possible.
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*  Wherever a common ground reference potential is required, use separate con-
ductors for the reference potential and connect them all to the ground plane at a
common point to avoid voltage drops due to ground currents.

* Keep the trace length short. Inductance varies directly with length and no ground
plane will achieve perfect cancellation.

5.9.8 Ground Loops and Ground Isolation

When a circuit is used for low-level input signals, a circuit itself may generate enough
noise to present a substantial problem for accuracy. Sometimes, a circuit is correctly
designed on paper, and a bench breadboard shows a quite satisfactory performance;
however, when a production prototype with the printed circuit board is tested, the
accuracy requirement is not met. A difference between a breadboard and PC-board
prototypes may be in the physical layout of conductors. Usually, conductors between
electronic components are quite specific: They may connect a capacitor to a resistor,
a gate of a JFET transistor to the output of an operational amplifier, and so forth.
However, there are at least two conductors which, in most cases, are common for the
majority of the electronic circuit. These are the power-supply bus and the ground bus.
Both may carry undesirable signals from one part of the circuit to another; specifically,
they may couple strong output signals to the sensitive input stages.

A power-supply bus carries supply currents to all stages. A ground bus also carries
supply currents, but, in addition, it is often used to establish a reference base for an
electrical signal. Interaction of these two functions may lead to a problem which is
known as a ground loop. We illustrate it in Fig. 5.54A in which a sensor is connected
to a positive input of an amplifier which may have a substantial gain. The amplifier is
connected to the power supply and draws current i which is returned to the ground bus
asi’. A sensor generates voltage Vs which is fed to the positive input of the amplifier. A
ground wire is connected to the circuit in point a—right next to the sensor’s terminal. A
circuit has no visible error sources, nevertheless, the output voltage contain substantial
errors. A noise source is developed in a wrong connection of ground wires. Figure
5.54B shows that the ground conductor is not ideal. It may have some finite resistance
R, and inductance L. In this example, supply current while returning to the battery
from the amplifier passes through the ground bus between points b and a resulting
in voltage drop V. This drop, however small, may be comparable with the signal
produced by the sensor. It should be noted that voltage V, is serially connected
with the sensor and is directly applied to the amplifier’s input. Ground currents may
also contain high-frequency components; then, the bus inductance will produce quite
strong spurious high-frequency signals which not only add noise to the sensor but
may cause circuit instability as well. For example, let us consider a thermopile sensor
which produces voltage corresponding to 100 wV/°C of the object’s temperature.
A low-noise amplifier has quiescent current i =5 mA, which passes through the
ground loop having resistance R, =0.2Q2. The ground-loop voltage V, =iR, =1
mV corresponds to an error of —10°C! The cure is usually quite simple: Ground
loops must be broken. A circuit designer should always separate a reference ground
from current-carrying grounds, especially serving digital devices. Figure 5.55 shows
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Fig. 5.55. Correct grounding of a sensor and interface circuit.
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that moving the ground connection from sensor’s point a to the power terminal point
¢ prevents formation of spurious voltage across the ground conductor connected to
the sensor and a feedback resistor R». A rule of thumb is to connect the ground to
the circuit board at only one point. Grounding at two or more spots may form ground
loops; which often is very difficult to diagnose.

5.9.9 Seebeck Noise

This noise is a result of the Seebeck effect (Section 3.9 of Chapter 3) which is mani-
fested as the generation of an electromotive force (e.m.f.) when two dissimilar metals
are joined together. The Seebeck e.m.f. is small and, for many sensors, may be simply
ignored. However, when absolute accuracy on the order of 10-100 1V is required, that
noise must be taken into account. The connection of two dissimilar metals produces
a temperature sensor. However, when temperature sensing is not a desired function,
a thermally induced e.m.f. is a spurious signal. In electronic circuits, the connection
of dissimilar metals can be found everywhere: connectors, switches, relay contacts,
sockets, wires, and so on. For instance, the copper PC board cladding connected to
Kovar™S$ input pins of an integrated circuit creates an offset voltage of 40 uV-AT
where AT is the temperature gradient (in °C) between two dissimilar metal contacts.
The common lead—tin solder, when used with the copper cladding creates a ther-
moelectric voltage between 1 and 3 WV/°C. There are special cadmium-tin solders
available to reduce these spurious signals down to 0.3 uV/°C. Figure 5.56A shows
the Seebeck e.m.f. for two types of solder. The connection of two identical wires
fabricated by different manufacturers may result in the voltage having a slope on the
order of 200 nV/°C.

In many cases, Seebeck e.m.f. may be eliminated by a proper circuit layout and
thermal balancing. It is a good practice to limit the number of junctions between the
sensor and the front stage of the interface circuit. Avoid connectors, sockets, switches,
and other potential sources of e.m.{f. to the extent possible. In some cases, this will not
be possible. In these instances, attempt to balance the number and type of junctions
in the circuit’s front stage so that differential cancellations occur. Doing this may
involve deliberately creating and introducing junctions to offset necessary junctions.
Junctions which the intent to produce cancellations must be maintained at the same
temperature. Figure 5.56B shows a remote sensor connection to an amplifier where
the sensor junctions, input terminal junctions, and amplifier components junctions
are all maintained at different but properly arranged temperatures. Such thermally
balanced junctions must be maintained at close physical proximity and preferably on
common heat sinks. Air drafts and temperature gradients in the circuit boards and
sensor enclosures must be avoided.

6 Trademark of Westinghouse Electric Corp.
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Fig. 5.56. (A) Seebeck e.m.f. developed by solder—copper joints (Adapted from Ref. [17]); (B)
Maintaining joints at the same temperature reduces Seebeck noise.

5.10 Batteries for Low Power Sensors

Modern development of integrated sensors and need for long-term remote monitor-
ing and data acquisition demand the use of reliable and high-energy density power
sources. The history of battery development goes back to Volta and shows a remark-
able progress during the last decades. Well-known old electrochemical power sources
improved dramatically. Examples are C—Zn, alkaline, Zn—air, NiCd, and lead—acid
batteries. Currently, newer systems such as secondary Zn—air, Ni-metal hydride, and,
especially, lithium batteries are growing in use as new devices are designed around
their higher voltage and superior shelf life. The Li-MnO, system dominates the com-
mercial market where they range from miniature flat cells to “D” size cells.

All batteries can be divided into two groups: primary (single use devices) and
secondary (rechargeable) (multiple-use devices).
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Often, batteries are characterized by energy per unit weight, however, for minia-
ture sensor applications energy per unit volume often becomes more critical.

Table A.20 (Appendix) shows typical characteristics of the carbon—zinc and al-
kaline cells (power density in watt-hour per liter and per kilogram.)

In general, the energy delivered by a battery depends on the rate at which power
is withdrawn. Typically, as the current is increased, the amount of energy delivered
is decreased. Battery energy and power are also affected by the construction of the
battery, the size, and the duty cycle of current delivery. The manufacturers usually
specify batteries as ampere-hours or watt-hours when discharged at a specific rate to
a specific voltage cutoff. For instance, if the battery capacitance is C (in mA-h) and
the average current drain is / (mA), the time of a battery discharge (lifetime for a
primary cell) is defined as

C
I=—,
In
where n is the duty cycle. For instance, if the battery is rated as having capacity of 50
mA h, the circuit operating current consumption is about 5 mA, and the circuit works
only 5 min every hour (duty cycle is 5/60), the battery will last for

(5.86)

_C(50)(60)

_E_W=120h

Yet, the manufacturer’s specification must be used with a grain of salt and only as
a guideline, for the specified discharge rate rarely coincides with the actual power
consumption. It is highly recommended to determine the battery life experimentally,
rather than rely on the calculation. When designing the electronic circuit, its power
consumption shall be determined during various operating modes and over the oper-
ating temperature range. Then, these values of power consumption must be used in the
simulation of the battery load to determine the useful life with a circuit-specific cutoff
voltage in mind. Sometimes, a circuit draws high currents during short times (pulse
mode) and the battery’s ability to deliver such a pulse current should be evaluated. If
a battery cannot deliver a high pulse current, a parallel electrolytic capacitor serving
as a storage tank may be considered.

It should be noted that the accelerated life tests of a battery must be used with
caution, because as it was noted earlier, the useful capacity of a battery greatly depends
on the load, operational current profile, and duty cycle.

5.10.1 Primary Cells

The construction of a battery cell determines its performance and cost. Most primary
cells employ single, thick electrodes arranged in a parallel or concentric configuration
and aqueous electrolytes. Most small secondary cells are designed differently; they
use a “wound” or “jelly roll” construction, in which long, thin electrodes are wound
into a cylinder and placed into a metal container. This results in a higher power
density, but decreased energy density and higher cost. Due to the low conductivity of
electrolytes, many lithium primary cells also use the “wound” construction [18].
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Leclanche (Carbon—Zinc) Batteries. These batteries use zinc as the anode. They are
of two types. One uses natural manganese dioxide as the cathode with an am-
monium chloride electrolyte. A “premium” version uses electrolytic manganese
dioxide as the cathode and a zinc chloride electrolyte. These batteries are still
the most popular worldwide, especially in the Orient, being produced by over
200 manufacturers. Their use is about equal to that of the alkaline in Europe, but
is only near 25% of alkaline batteries in the United States. These batteries are
preferred when a high power density is not required and shelf life is not critical,
but the low cost is a dominating factor.

Alkaline Manganese Batteries. Demand for these batteries grew significantly, espe-
cially after a major improvement: the elimination of mercury from the zinc an-
ode. The alkaline batteries are capable of delivering high currents, have improved
power/density ratio, and have at least 5 years of shelf life (Table A.20).

Primary Lithium batteries. Most of these batteries are being produced in Japan. The
popularity of lithium—manganese dioxide cells grows rapidly thanks to their
higher operating voltage, wide range of sizes and capacities, and excellent shelf
life (Table A.21). Lithium iodine cells have a very high energy density and allow
up to 10 years of operation in a pacemaker (implantable heart rate controller).
However, these batteries are designed with a low-conductivity solid-state elec-
trolyte and allow operation with very low current drain (on the order of mi-
croamperes), which often is quite sufficient in cases for which passive sensors
are employed.

The amount of lithium in the batteries is quite small, because just 1 g is sufficient
for producing a capacity of 3.86 A h. Lithium cells are exempt from environmental
regulations, but are still considered hazardous because of their flammability.

5.10.2 Secondary Cells

Secondary cells (Tables A.22 and A.23) are rechargeable batteries. Sealed lead acid
batteries offer small size at large capacities and allow about 200 cycles of life at
discharge times as short as 1 h. The main advantages of these cells are low initial
cost, low self-discharge, on the ability to support heavy loads and withstand harsh
environments. In addition, these batteries have a long life. The disadvantages include
relatively large size and weight as well as potential environmental hazard due to the
presence of lead and sulfuric acid.

Sealed nickel-cadmium (NiCd) and nickel-metal hydrate (Ni-MH) are the most
widely used secondary cells, being produced at volumes of over 1 billion cells per
year. The typical capacity for an “AA” cell is about 800 mA h and even higher from
some manufacturers. This is possible thanks to the use of a high-porosity nickel foam
or felt instead of traditional sintered nickel as the carrier for the active materials. The
NiCd cells are quite tolerant of overcharge and overdischarge. An interesting property
of NiCd is that charging is an endothermic process, (i.e., the battery absorbs heat),
whereas other batteries warm up when charging. Cadmium, however, presents a po-
tential environmental problem. Bi-MH and modern NiCd do not exhibit a “memory”
effect; that is, partial discharge does not influence their ability to fully recharge. The
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nickel-metal hydrate cells is nearly direct replacement for NiCd, yet they yield better
capacity but have somewhat poorer self-discharge.

A lithium polymer battery contain a nonliquid electrolyte, which makes it a solid-

state battery. This allows one to fabricate it in any size and shape; however, these
batteries are the most expensive. Rechargeable alkaline batteries have low cost and
good power density. However, their life cycles are quite low.
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Occupancy and Motion Detectors

September 11, 2001 has changed the way people think about airport, aviation, and
security in general. The threat is expanding interest in more reliable systems to detect
the presence of people within the protected perimeters. The occupancy sensors detect
the presence of people (and sometimes animals) in a monitored area. Motion detectors
respond only to moving objects. A distinction between the two is that the occupancy
sensors produce signals whenever an object is stationary or not, whereas the motion
detectors are selectively sensitive to moving objects. The applications of these sensors
include security, surveillance, energy management, (electric lights control), personal
safety, friendly home appliances, interactive toys, novelty products, and so forth.
Depending on the applications, the presence of humans may be detected through any
means associated with some kind of a human body’s property or body’s actions [1].
For instance, a detector may be sensitive to body weight, heat, sounds, dielectric
constant, and so forth. The following types of detector are presently used for the
occupancy and motion sensing of people:

1. Air pressure sensors: detects changes in air pressure resulted from opening doors
and windows
. Capacitive: detectors of human body capacitance
. Acoustic: detectors of sound produced by people
. Photoelectric: interruption of light beams by moving objects
. Optoelectric: detection of variations in illumination or optical contrast in the
protected area
6. Pressure mat switches: pressure-sensitive long strips used on floors beneath the
carpets to detect weight of an intruder
7. Stress detectors: strain gauges imbedded into floor beams, staircases, and other
structural components
8. Switch sensors: electrical contacts connected to doors and windows
9. Magnetic switches: a noncontact version of switch sensors
10. Vibration detectors: react to the vibration of walls or other building structures,
also may be attached to doors or windows to detect movements
11. Glass breakage detectors: sensors reacting to specific vibrations produced by
shattered glass

B W
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12. Infrared motion detectors: devices sensitive to heat waves emanated from warm
or cold moving objects

13. Microwave detectors: active sensors responsive to microwave electromagnetic
signals reflected from objects

14. Ultrasonic detectors: similar to microwaves except that instead of electromag-
netic radiation, ultrasonic waves are used

15. Video motion detectors: video equipment which compares a stationary image
stored in memory with the current image from the protected area

16. Video face recognition system: image analyzers that compare facial features with
a database

17. Laser system detectors: similar to photoelectric detectors, except that they use
narrow light beams and combinations of reflectors

18. Triboelectric detectors: sensors capable of detecting static electric charges carried
by moving objects

One of the major aggravations in detecting the occupancy or intrusion is a false-
positive detection. The term “false positive” means that the system indicates an in-
trusion when there is none. In some noncritical applications where false-positive
detections occur occasionally, (e.g., in a toy or a motion switch controlling electric
lights in a room), this may be not a serious problem: The lights will be erroneously
turned on for a short time, which unlikely do any harm.! In other systems, especially
used for security and military purposes, the false-positive detections, although gen-
erally not as dangerous as false-negative ones (missing an intrusion), may become
a serious problem. While selecting a sensor for critical applications, considerations
should be given to its reliability, selectivity, and noise immunity. It is often a good
practice to form a multiple-sensor arrangement with symmetrical interface circuits.
It may dramatically improve the reliability of a system, especially in the presence of
external transmitted noise. Another efficient way to reduce erroneous detections is to
use sensors operating on different physical principles [2] (e.g., combining capacitive
and infrared detectors is an efficient combination, as they are receptive to different
kinds of transmitted noise.

6.1 Ultrasonic Sensors

These detectors are based on the transmission to the object and receiving reflected
acoustic waves. A description of the ultrasonic detectors can be found in Section 7.6
of Chapter 7. For the motion detectors, they may require a somewhat longer operating
range and a wider angle of coverage.

6.2 Microwave Motion Detectors

The microwave detectors offer an attractive alternative to other detectors when it
is required to cover large areas and to operate over an extended temperature range
under the influence of strong interferences, such as wind, acoustic noise, fog, dust,

1 Perhaps just stirring up some agitation about the presence of a ghost.
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Fig. 6.1. Microwave occupancy detector: (A) a circuit for measuring Doppler frequency; (B)
a circuit with a threshold detector.

moisture, and so forth. The operating principle of the microwave detector is based
on radiation of electromagnetic radio-frequency (RF) waves toward a protected area.
The most common frequencies are 10.525 GHz (X band) and 24.125 GHz (K band).2
These wavelengths are long enough (A =3 cm at X band) to pass freely through most
contaminants, such as airborne dust, and short enough for being reflected by larger
objects.

The microwave part of the detector consists of a Gunn oscillator, an antenna, and
a mixer diode. The Gunn oscillator is a diode mounted in a small precision cavity
which, upon application of power, oscillates at microwave frequencies. The oscillator
produces electromagnetic waves (frequency fo), part of which is directed through an
iris into a waveguide and focusing antenna which directs the radiation toward the
object. Focusing characteristics of the antenna are determined by the application. As
a general rule, the narrower the directional diagram of the antenna, the more sensitive
it is (the antenna has a higher gain). Another general rule is that a narrow-beam
antenna is much larger, whereas a wide-angle antenna can be quite small. The typical
radiated power of the transmitter is 10-20 mW. A Gunn oscillator is sensitive to the
stability of applied dc voltage and, therefore, must be powered by a good quality
voltage regulator. The oscillator may run continuously, or it can be pulsed, which
reduces the power consumption from the power supply.

The smaller part of the microwave oscillations is coupled to the Schottky mixing
diode and serves as a reference signal (Fig. 6.1A). In many cases, the transmitter
and the receiver are contained in one module called a transceiver. The target reflects
some waves back toward the antenna, which directs the received radiation toward the
mixing diode whose current contains a harmonic with a phase differential between
the transmitted and reflected waves. The phase difference is in a direct relationship to
the distance to the target. The phase-sensitive detector is useful mostly for detecting
the distance to an object. However, movement, not distance, should be detected.
Thus, for the occupancy and motion detector, the Doppler effect is the basis for the
operation of microwave and ultrasonic detectors. It should be noted that the Doppler-
effect device is a true motion detector because it is responsive only to moving targets.
Here is how it works.

2 The power of radiation must be sufficiently low not to present any health hazards.
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An antenna transmits the frequency f{ which is defined by the wavelength A as

‘o

o’ (6.1)

fo=
where ¢ is the speed of light. When the target moves toward or away from the trans-
mitting antenna, the frequency of the reflected radiation will change. Thus, if the
target is moving away with velocity v, the reflected frequency will decrease and it
will increase for the approaching targets. This is called the Doppler effect, after the
Austrian scientist Christian Johann Doppler (1803-1853).3 Although the effect first
was discovered for sound, it is applicable to electromagnetic radiation as well. How-
ever, in contrast to sound waves that may propagate with velocities dependent on the
movement of the source of the sound, electromagnetic waves propagate with the speed
of light, which is an absolute constant. The frequency of reflected electromagnetic
waves can be predicted by the theory of relativity as

V1= (/c)?

14 v/co ©2)

fr=1"ro
For practical purposes, however, the quantity (v/co)? is very small as compared with
unity; hence, it can be ignored. Then, the equation for the frequency of the reflected
waves becomes identical to that for the acoustic waves:

6.3
fr=for 7 T /C (6.3)
Due to a Doppler effect, the reflected waves have a different frequency f,. The mixing
diode combines the radiated (reference) and reflected frequencies and, being a nonlin-
ear device, produces a signal which contains multiple harmonics of both frequencies.
The electric current through the diode may be represented by a polynomial:

n
i:io—i—Zak(Ul cos 27 fot + Us cos anrt)k, (6.4)
k=1

where i is a dc component, a; are harmonic coefficients which depend on a diode
operating point, U; and U, are amplitudes of the reference and received signals,
respectively, and ¢ is time. The current through a diode contains an infinite num-
ber of harmonics, among which there is an harmonic of a differential frequency:
aU Uy cos 2t (fo — fr)t, which is called a Doppler frequency Af.

The Doppler frequency in the mixer can be found from Eq. (6.3):

1
Af=fo—fr=fo——= vl (6.5)

3 One hundred fifty years ago acoustical instruments for precision measurements were not
available; yet, to prove his theory, Doppler placed trumpeters on a railroad flatcar and mu-
sicians with a sense of absolute pitch near the tracks. A locomotive engine pulled the flatcar
back and forth at different speeds for two days. The musicians on the ground “recorded”
the trumpet notes as the train approached and receded. The equations held up.
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and since co/v > 1, the following holds after substituting Eq. (6.1):

Af = e (6.6)
Therefore, the signal frequency at the output of the mixer is linearly proportional
to the velocity of a moving target. For instance, if a person walks toward the de-
tectors with a velocity of 0.6 m/s, a Doppler frequency for the X-band detector is
Af =0.6/0.03=20 Hz.
Equation (6.6) holds true only for movements in the normal direction. When the
target moves at angles ® with respect to the detector, the Doppler frequency is

Af ~ - cos©. 6.7)
Ao
This implies that Doppler detectors theoretically become insensitive when a target
moves at angles approaching 90°. In the velocity meters, to determine the velocity of
atarget, it is required is to measure the Doppler frequency and the phase to determine
the direction of the movement (Fig. 6.1A). This method is used in police radars. For
supermarket door openers and security alarms, instead of measuring the frequency, a
threshold comparator is used to indicate the presence of a moving target (Fig. 6.1B).
It should be noted that even if Eq. (6.7) predicts that the Doppler frequency is near
zero for targets moving at angles ® = 90°, the entering of a target into the protected
area at any angle results in an abrupt change in the received signal amplitude, and
the output voltage from the mixer changes accordingly. Usually, this is sufficient to
trigger the response of a threshold detector.

The signal from the mixer is in the range from microvolts to millivolts, so the
amplification is needed for signal processing. Because the Doppler frequency is in
the audio range, the amplifier is relatively simple; however, it generally must be
accompanied by so-called notch filters, which reject a power line frequency and the
main harmonic from full-wave rectifiers and fluorescent light fixtures: 60 and 120 Hz
(or 50 and 100 Hz). For the normal operation, the received power must be sufficiently
high. It depends on several factors, including the antenna aperture area A, target area
a, and distance to the target r:

PyAZa

=P ©8)

),
where Py is the transmitted power. For effective operation, the target’s cross-sectional
area a must be relatively large, because for A2 < a, the received signal is drastically
reduced. Further, the reflectivity p of a target in the operating wavelength is also very
important for the magnitude of the received signal. Generally, conductive materials
and objects with high dielectric constants are good reflectors of electromagnetic ra-
diation, whereas many dielectrics absorb energy and reflect very little. Plastics and
ceramics are quite transmissive and can be used as windows in the microwave de-
tectors. The best target for a microwave detector is a smooth, flat conductive plate
positioned normally toward the detector. A flat conductive surface makes a very good
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Fig. 6.2. Block diagram (A) and timing diagrams (B) of a microwave Doppler motion detector
with directional sensitivity.

reflector; however, it may render the detector inoperable at angles other than 0°. Thus,
an angle of ® =45° can completely divert a reflective signal from the receiving an-
tenna. This method of diversion was used quite effectively in the design of the Stealth
bomber, which is virtually invisible on radar screens.

To detect whether a target moves toward or away from the antenna, the Doppler
concept can be extended by adding another mixing diode to the transceiver module.
The second diode is located in the waveguide in such a manner that the Doppler
signals from both diodes differ in phase by one-quarter of wavelength or by 90° (Fig.
6.2A). These outputs are amplified separately and converted into square pulses which
can be analyzed by a logic circuit. The circuit is a digital phase discriminator that
determines the direction of motion (Fig. 6.2B). Door openers and traffic control are
two major applications for this type of module. Both applications need the ability to
acquire a great deal of information about the target for discrimination before enabling
aresponse. In door openers, limiting the field of view and transmitted power may sub-
stantially reduce the number of false-positive detections. Although for door openers a
direction discrimination is optional, for traffic control it is a necessity to reject signals
from the vehicles moving away. If the module is used for intrusion detection, the vi-
bration of building structures may cause a large number of false-positive detections.
A direction discriminator will respond to vibration with an alternate signal, and it will
respond to an intruder with a steady logic signal. Hence, the direction discriminator
is an efficient way to improve the reliability of the detection.

Whenever a microwave detector is used in the United States, it must comply with
the strict requirements (e.g., MSM20100) imposed by the Federal Communication
Commission. Similar regulations are enforced in many other countries. Also, the emis-
sion of the transmitter must be below 10 mW/cm? as averaged over any 0.1-h period,
as specified by OSHA 1910.97 for the frequency range from 100 MHz to 100 GHz.

A quite effective motion detector may be designed by employing micropower
impulse radar (see Section 7.7.1 of Chapter 7). Advantages of such detectors are very
low power consumption and nearly total invisibility to the intruder. The radar may
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Fig. 6.3. An intruder brings in an additional capacitance to a detection circuit.

be concealed inside wooden or masonic structures and is virtually undetectable by
electronic means thanks to its low emission resembling natural thermal noise.

6.3 Capacitive Occupancy Detectors

Being a conductive medium with a high dielectric constant, a human body develops a
coupling capacitance to its surroundings.* This capacitance greatly depends on such
factors as body size, clothing, materials, type of surrounding objects, weather, and
so forth. However wide the coupling range is, the capacitance may vary from a few
picofarads to several nanofarads. When a person moves, the coupling capacitance
changes, thus making it possible to discriminate static objects from the moving ones.
In effect, all objects form some degree of a capacitive coupling with respect to one
another. If a human (or for that purpose, anything) moves into the vicinity of the
objects whose coupling capacitance with each other has been previously established,
a new capacitive value arises between the objects as a result of the presence of an
intruding body. Figure 6.3 shows that the capacitance between a test plate and earth’ is
equal to C1. When a person moves into the vicinity of the plate, it forms two additional
capacitors: one between the plate and its own body, C,, and the other between the
body and the earth, Cj. Then, the resulting capacitance C between the plate and the
earth becomes larger by AC

C,Cp

C=Ci+AC=C| + ——.
1+ 1+Ca+cb

(6.9)
With the appropriate apparatus, this phenomenon can be used for occupancy detection.
What is required is to measure a capacitance between a test plate (the probe) and a
reference plate (the earth).

4 At 40 MHz, the dielectric constant of muscle, skin, and blood is about 97. For fat and bone,
it is near 15.

5 Here, by “earth” we mean any large object, such as earth, lake, metal fence, car, ship,
airplane, and so forth.
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Fig. 6.4. An automotive capacitive intrusion detector.

Figure 6.4 illustrates a capacitive security system for an automobile [3]. A sensing
probe is imbedded into a car seat. It can be fabricated as a metal plate, metal net, a
conductive fabric, and so forth. The probe forms one plate of a capacitor C,. The
other plate of the capacitor is formed either by the body of an automobile or by a
separate plate positioned under a floor mat. A reference capacitor Cy is composed of a
simple fixed or trimming capacitor which should be placed close to the seat probe. The
probe plate and the reference capacitor are respectively connected to two inputs of a
charge detector (resistors Rj and R;). The conductors preferably should be twisted to
reduce the introduction of spurious signals as much as possible. For instance, strips
of twinflex cabling were found to be quite adequate. A differential charge detector is
controlled by an oscillator which produces square pulses (Fig. 6.5). Under the no-seat-
occupied conditions, the reference capacitor is adjusted to be approximately equal to
C,. Resistors and the corresponding capacitors define time constants of the networks.
Both RC circuits have equal time constants 71. Voltages across the resistors are fed
into the inputs of a differential amplifier, whose output voltage V. is near zero. Small
spikes at the output is the result of some imbalance. When a person is positioned
on the seat, his (her) body forms an additional capacitance in parallel with C),, thus
increasing the time constant of the R;C, network from 7y to 7. This is indicated by
the increased spike amplitudes at the output of a differential amplifier. The comparator
compares V. with a predetermined threshold voltage V.r. When the spikes exceed the
threshold, the comparator sends an indication signal to the logic circuit that generates
signal V manifesting the car occupancy. It should be noted that a capacitive detector
is an active sensor, because it essentially required an oscillating test signal to measure
the capacitance value.

When a capacitive occupancy (proximity) sensor is used near or on a metal de-
vice, its sensitivity may be severely reduced due to a capacitive coupling between
the electrode and the device’s metallic parts. An effective way to reduce that stray
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capacitance is to use driven shields. Figure 6.6A shows a robot with a metal arm. The
arm moves near people and other potentially conductive objects with which it could
collide if the robot’s control computer is not provided with advance information on
the proximity to the obstacles. An object, while approaching the arm, forms a capac-
itive coupling with it, which is equal to Cg,. The arm is covered with an electrically
isolated conductive sheath called an electrode. As Fig. 6.3 shows, a coupling capac-
itance can be used to detect the proximity. However, the nearby massive metal arm
(Fig. 6.6B) forms a much stronger capacitive coupling with the electrode which drags
the electric field from the object. An elegant solution® is to shield the electrode from
the arm by an intermediate shield, as shown in Fig. 6.6C. The sensor’s assembly is a
multilayer cover for the robot’s arm, where the bottom layer is an insulator, then there
is a large electrically conductive shield, then another layer of insulation, and on the
top is a narrower sheet of the electrode. To reduce the capacitive coupling between
the electrode and the arm, the shield must be at the same potential as the electrode;
that is, its voltage must be driven by the electrode voltage (thus, the name is driven
shield). Hence, there would be no electric field between them; however, there will be
a strong electric field between the shield and the arm. The electric field is squeezed
out from beneath the electrode and distributed toward the object. Figure 6.7 shows
a simplified circuit diagram of a square-wave oscillator whose frequency depends
on the net input capacitance, comprised of Csg (sensor-to-ground), Cs, (sensor-to-
object), and Cy, (object-to-ground). The electrode is connected to the shield through
a voltage follower. The frequency-modulated signal is fed into the robot’s computer
for controlling the arm movement. This arrangement allows us to detect the proximity
to conductive objects over the range of 30 cm.

6 This device was developed for NASA’s Jet Propulsion Laboratory by M.S. Katow at Palnning
Research Corp.
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Fig. 6.6. Capacitive proximity sensor. A driven shield is positioned on the metal arm of a
grounded robot (A). Without the shield, the electric field is mostly distributed between the
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Fig. 6.7. Simplified circuit diagram of a frequency modulator controlled by the input capaci-
tances.
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6.4 Triboelectric Detectors

Any object can accumulate static electricity on its surface. These naturally occurring
charges arise from the triboelectric effect (i.e., a process of charge separation due to
object movements, friction of clothing fibers, air turbulence, atmosphere electricity,
etc.) (see Section 3.1 of Chapter 3). Usually, air contains either positive or negative
ions that can be attracted to the human body, thus changing its charge. Under the
idealized static conditions, an object is not charged: Its bulk charge is equal to zero. In
reality, any object which at least temporarily is isolated from the ground can exhibit
some degree of its bulk charge imbalance. In other words, it becomes a carrier of
electric charges.

Any electronic circuit is made up of conductors and dielectrics. If a circuit is not
shielded, all of its components exhibit a certain capacitive coupling to the surrounding
objects. In practice, the coupling capacitance may be very small—on the order of 1 pF
or less. A pickup electrode can be added to the circuit’s input to increase its coupling
to the environment, very much like in the capacitive detectors discussed in Section
6.3. The electrode can be fabricated in the form of a conductive surface which is well
isolated from the ground.

An electric field is established between the surrounding objects and the electrode
whenever at least one of them carries electric charges. In other words, all distributed
capacitors formed between the electrode and the environmental objects are charged
by the static or slow-changing electric fields. Under the no-occupancy conditions, the
electric field in the electrode vicinity is either constant or changes relatively slowly.

If a charge carrier (a human or an animal) changes its position (moves away or
a new charge carrying an object enters into the vicinity of the electrode), the static
electric field is disturbed. This results in a redistribution of charges between the
coupling capacitors, including those which are formed between the input electrode
and the surroundings. The charge magnitude depends on the atmospheric conditions
and the nature of the objects. For instance, a person in dry man-made clothes walking
along a carpet carries a million times stronger charge than a wet intruder who has come
from the rain. An electronic circuit can be adapted to sense these variable charges at
its input. In other words, it can be made capable of converting the induced variable
charges into electric signals that may be amplified and further processed. Thus, static
electricity, which is a naturally occurring phenomenon, can be utilized to generate
alternating signals in the electronic circuit to indicate the movement of objects.

Figure 6.8 shows a monopolar triboelectric motion detector. It is composed of
a conductive electrode connected to an analog impedance converter made with a
MOS transistor Q1 a bias resistor Rj, an input capacitance Cy, a gain stage, and a
window comparator [4]. Whereas the rest of the electronic circuit may be shielded, the
electrode is exposed to the environment and forms a coupling capacitor C;, with the
surrounding objects. In Fig. 6.8, static electricity is exemplified by positive charges
distributed along the person’s body. Being a charge carrier, the person generates an
electric field, having intensity E. The field induces a charge of the opposite sign in the
electrode. Under static conditions, when the person does not move, the field intensity
is constant and the input capacitance Cy is discharged through a bias resistor R;. That
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Fig. 6.8. Monopolar triboelectric motion detector.

resistor must be selected of a very high value (on the order of 10'°Q or higher), to
make the circuit sensitive to relatively slow motions.

When the person moves, the intensity E of the electric field changes. This induces
the electric charge in the input capacitor Co and results in the appearance of a vari-
able electric voltage across the bias resistor. That voltage is fed through the coupling
capacitor into the gain stage whose output signal is applied to a window comparator.
The comparator compares the signal with two thresholds, as is illustrated in a timing
diagram in Fig. 6.9B. A positive threshold is normally higher than the baseline static
signal, and the other threshold is lower. During human movement, a signal at the
comparator’s input deflects either upward or downward, crossing one of the thresh-
olds. The output signals from the window comparator are square pulses which can
be utilized and further processed by conventional data processing devices. It should
be noted that contrary to a capacitive motion detector, which is an active sensor, a
triboelectric detector is passive; that is, it does not generate or transmit any signal.

There are several possible sources of interference which may cause spurious
detections by the triboelectric detectors; that is, the detector may be subjected to
transmitted noise resulting in a false-positive detection. Among the noise sources are
60- or 50-Hz power line signals, electromagnetic fields generated by radio stations,
power electric equipment, lightnings, and so forth. Most of these interferences gen-
erate electric fields which are distributed around the detector quite uniformly and
can be compensated for by employing a symmetrical input circuit with a significant
common-mode rejection ratio.

6.5 Optoelectronic Motion Detectors

By far the most popular intrusion sensors are the optoelectronic motion detectors. They
rely on electromagnetic radiation in the optical range, specifically having wavelengths
from 0.4 to 20 um. This covers the visible, near-infrared and part of the far-infrared
spectral ranges. The detectors are primarily used for the indication of movement
of people and animals. These detectors operate over distance ranges up to several
hundred meters and, depending on the particular need, may have either a narrow or
wide field of view.
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Fig. 6.9. General arrangement of an optoelectronic motion detector. A lens forms an image of a
moving object (intruder). When the image crosses the optical axis of the sensor, it superimposes
with the sensitive element (A). The element responds with the signal, which is amplified and
compared to two thresholds in the window comparator (B).

The operating principle of the optical motion detectors is based on the detection
of light (either visible or not) emanated from the surface of a moving object into
the surrounding space. Such radiation may be originated either by an external light
source and then reflected by the object or it may be produced by the object itself
in the form of natural emission. The former case is classified as an active detector
and the latter is classified as a passive detector. Hence, an active detector requires an
additional light source, (e.g., daylight, electric lamp, an infrared light-emitting diode
(LED), and so forth. The passive detectors perceive mid- and far-infrared emission
from objects having temperatures that are different from the surroundings. Both types
of detector use an optical contrast as a means of object recognition.

First, we must consider the limitations of the optoelectronic detectors as opposed
to such devices as microwave or ultrasonic devices. Presently, optoelectronic de-
tectors are used almost exclusively to detect the presence or absence of movement
qualitatively rather than quantitatively. In other words, the optoelectronic detectors
are very useful for indicating whether an object moves or not; however, they cannot
distinguish one moving object from another and they cannot be utilized to accurately
measure the distance to a moving object or its velocity. The major application areas
for the optoelectronic motion detectors are in security systems (to detect intruders),
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in energy management (to turn lights on and off), and in the so-called “smart homes,”
in which they can control various appliances, such as air conditioners, cooling fans,
stereo players, and so forth. They also may be used in robots, toys, and novelty
products. The most important advantages of an optoelectronic motion detector are
simplicity and low cost.

6.5.1 Sensor Structures

The general structure of an optoelectronic motion detector is shown in Fig. 6.9A. Re-
gardless of what kind of sensing element is employed, the following components are
essential: a focusing device (a lens or a focusing mirror), a light-detecting element,
and a threshold comparator. An optoelectronic motion detector resembles a photo-
graphic camera. Its focusing components create an image of its field of view on a
focal plane. Although there is no mechanical shutter like in a camera, a light-sensitive
element is used in place of the film. The element converts the focused light into an
electric signal.

Let us assume that the motion detector is mounted in a room. A focusing lens
creates an image of the room on a focal plane where the light-sensitive element
is positioned. If the room is unoccupied, the image is static and the output signal
from the element is steady stable. When an “intruder” enters the room and keeps
moving, his image on the focal plane also moves. In a certain moment, the intruder’s
body is displaced by an angle « and the image overlaps with the element. This is an
important point to understand: The detection is produced only at the moment when
the object’s image either coincides with the detector’s surface or clears it; that is,
no overlapping—no detection. Assuming that the intruder’s body creates an image
whose electromagnetic flux is different from that of the static surroundings, the light-
sensitive element responds with a deflecting voltage V. In other words, to cause
detection, a moving image must have a certain degree of optical contrast with its
surroundings.

Figure 6.9B shows that the output signal is compared with two thresholds in the
window comparator. The purpose of the comparator is to convert the analog signal
V into two logic levels: ¥ = no motion detected and 1 = motion is detected. In most
cases, the signal V from the element first must be amplified and conditioned before it
becomes suitable for the threshold comparison. The window detector contains both
the positive and negative thresholds, whereas the signal V' is positioned in between.
Whenever the image of a moving object overlaps with the light-sensitive element, the
voltage V deflects from its baseline position and crosses one of two thresholds. The
comparator generates a positive voltage (1), thus indicating a detection of movement
in the field of view. The operation of this circuit is identical to the threshold circuits
described earlier for other types of occupancy detector.

It may be noted from Fig. 6.9 that the detector has quite a narrow field of view:
If the intruder keeps moving, his image will overlap with the sensor only once; after
that, the window comparator output will a produce steady @. This is a result of the
small area of the sensing element. In some instances, when a narrow field of view is
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required, it is quite all right; however, in the majority of cases, a much wider field of
view is desirable. This can be achieved by several methods described in the following
subsections.

6.5.1.1 Multiple Sensors

An array of detectors may be placed in the focal plane of a focusing mirror or lens.
Each individual detector covers a narrow field of view; however, in combination, they
protect larger area. All detectors in the array either must be multiplexed or otherwise
interconnected to produce a combined detection signal.

6.5.1.2 Complex Sensor Shape

If the detector’s surface area is sufficiently large to cover an entire angle of view,
it may be optically broken into smaller elements, thus creating an equivalent of a
multiple-detector array. To break the surface area into several parts, one may shape
the sensing element in an odd pattern like that shown in Fig. 6.10A. Each part of the
element acts as a separate light detector. All such detectors are electrically connected
either in parallel or in series while being arranged in a serpentine pattern. The parallel
or serially connected detectors generate a combined output signal, (e.g., voltage v),
when the image of the object moves along the element surface crossing sensitive and
nonsensitive areas alternatively. This results in an alternate signal v at the detector
terminals. Each sensitive and nonsensitive area must be sufficiently large to overlap
with most of the object’s image.

6.5.1.3 Image Distortion

Instead of making the detector in a complex shape, an image of an entire field of view
may be broken into several parts. This can be done by placing a distortion mask in
front of the detector having a sufficiently large area, as is depicted in Fig. 6.10B. The
mask is opaque and allows the formation of an image on the detector’s surface only
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Fig. 6.10. Complex shape of a sensing element (A); an image-distortion mask (B).
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Fig. 6.11. A facet lens creates multiple images near the sensing element (A); sensitive zones
created by a complex facet lens (B).

within its clearings. The mask operation is analogous to the complex sensor’s shape
as described in Section 6.5.1.2.

6.5.1.4 Facet Focusing Element

Another way of broadening the field of view while employing a small-area detector is
to use multiple focusing devices. A focusing mirror or a lens may be divided into an
array of smaller mirrors or lenses called facets. Each facet creates its own image, re-
sulting in multiple images as shown in Fig. 6.11A. When the object moves, the images
also move across the element, resulting in an alternate signal. By combining multiple
facets, it is possible to create any desirable detecting pattern in the field of view, in
both horizontal and vertical planes. Positioning of the facet lens, focal distances, num-
ber, and the pitch of the facets (the distance between the optical axes of two adjacent
facets) may by calculated in every case by applying rules of geometrical optics. The
following practical formulas may be applied to find the focal length of a facet:

_Ld 6.10
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and the facet pitch is
p=2nd, (6.11)

where L is the distance to the object, d is the width of the sensing element, n is the
number of sensing elements (evenly spaced), and A is the object’s minimum dis-
placement which must result in detection. For example, if the sensor has two sensing
elements of d = 1 mm, each of which are positioned at 1 mm apart, and the object’s
minimum displacement A =25 cm at a distance L = 10 m, the facet focal length is
calculated from Eq. (6.10) as f = (1000 cm) (0.1 cm)/25 cm =4 cm, and the facets
should be positioned with a pitch of p =8 mm from one another as per Eq. (6.11).

By combining facets, one may design a lens which covers a large field of view
(Fig. 6.11B) where each facet creates a relatively narrow-angle sensitive zone. Each
zone projects an image of an object into the same sensing element. When the object
moves, it crosses the zone boundaries, thus modulating the sensor’s output.

6.5.2 Visible and Near-Infrared Light Motion Detectors

Most of the objects (apart from those very hot) radiate electromagnetic waves only in
a far-infrared spectral range. Hence, visible and near-infrared light motion detectors
have to rely on the additional source of light which illuminates the object. The light is
reflected by the object’s body toward the focusing device for the subsequent detection.
Such illumination may be sunlight or the invisible infrared light from an additional
near-infrared light source (a projector). The use of a visible light for detecting moving
objects goes back to 1932 when, in the preradar era, inventors were looking for ways
to detect flying airplanes. In one invention, an airplane detector was built in the form
of a photographic camera where the focusing lens made of glass was aimed at the sky.
A moving plane’s image was focused on a selenium photodetector, which reacted to
the changing contrast in the sky image. Naturally, such a detector could operate only
in daytime to detect planes flying below clouds. Obviously, those detectors were not
very practical. Another version of a visible light motion detector was patented for
less demanding applications: controlling lights in a room [5] and making interactive
toys [6].

To turn the lights off in an unoccupied room, the visible-range motion detector
(Motion Switch manufactured by Intermatic, Inc., IL) was combined with atimer and a
power solid-state relay. The detector is activated when the room is illuminated. Visible
light carries a relatively high energy and may be detected by quantum photovoltaic or
photoconductive cells whose detectivity is quite high. Thus, the optical system may
be substantially simplified. In the Motion Switch, the focusing device was built in a
form of a pinhole lens (Fig. 6.12C). Such a lens is just a tiny hole in an opaque foil.
To avoid a light-wave diffraction, the hole diameter must be substantially larger than
the longest detectable wavelength. Practically, the Motion Switch has a three-facet
pinhole lens, where each hole has an aperture of 0.2 mm (Fig. 6.12C). Such a lens
has a theoretically infinitely deep focusing range; hence, the photodetector can be
positioned at any distance from it. For practical reasons, that distance was calculated
for a maximum of the object’s displacement and the photoresistor’s dimensions used
in the design. The photoresistor was selected with a serpentine pattern of the sensing
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Fig. 6.12. A simple optical motion detector for a light switch and toys: (A) the sensitive surface
of a photoresistor forms a complex sensing element; (B) a flat mirror and a pinhole lens form
an image on a surface of the photoresistor; (C) a pinhole lens.

element (Fig. 6.12A) and connected into a circuit which responds only to its variable
(alternate) component. When the room is illuminated, the sensor acts as a miniature
photographic camera: an image of its field of view is formed on a surface of the
photoresistor. Moving people in the room cause the image to change in such a way
that the optical contrast changes across the serpentine pattern of the photoresistor. In
turn, its resistive value changes, which results in the modulation of the electric current
passing through the element. This signal is further amplified and compared with a
predetermined threshold. Upon crossing that threshold, the comparator generates
electric pulses which reset a 15-min timer. If no motion is detected within 15 min
from the last movement, the timer turns lights off in the room. Then, it may be turned
on again only manually, because this motion detector does not function in darkness.

6.5.3 Far-Infrared Motion Detectors

Another version of a motion detector operates in the optical range of thermal radiation,
the other name for which is far infrared. Such detectors are responsive to radiative-heat
exchange between the sensing element and the moving object [7-9]. Here, we will
discuss the detection of moving people; however, the technique which is described
may be modified for other warm or cold objects.

The principle of thermal motion detection is based on the physical theory of the
emission of electromagnetic radiation from any object whose temperature is above
absolute zero. The fundamentals of this theory are described in Section 3.12.3 of
Chapter 3. We recommend that the reader first become familiar with that section
before going further.

For motion detection, it is essential that the surface temperature of an object be
different from that of the surrounding objects, so that a thermal contrast would exist.
All objects emanate thermal radiation from their surfaces and the intensity of that
radiation is governed by the Stefan—Boltzmann law [Eq. (3.133)]. If the object is
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warmer than the surroundings, its thermal radiation is shifted toward shorter wave-
lengths and its intensity becomes stronger. Many objects whose movement is to be
detected are nonmetals; hence, they radiate thermal energy quite uniformly within a
hemisphere (Fig. 3.45A of Chapter 3). Moreover, the dielectric objects generally have
a high emissivity. Human skin is one of the best emitters, with an emissivity of over
90% (See Table A.18), whereas most fabrics have also high emissivities between 0.74
and 0.95. In the following subsections, we describe two types of far-infrared motion
detectors. The first utilizes a passive infrared (PIR) sensor and the second has active
far-infrared (AFIR) elements.

6.5.3.1 PIR Motion Detectors

These detectors became extremely popular for the security and energy management
systems. The PIR sensing element must be responsive to far-infrared radiation within
a spectral range from 4 to 20 um, where most of the thermal power emanated by
humans is concentrated. There are three types of sensing element which are potentially
useful for that detector: thermistors, thermopiles, and pyroelectrics However, the
pyroelectric elements are used almost exclusively for the motion detection thanks to
their simplicity, low cost, high responsivity, and a broad dynamic range. A pyroelectric
effect is described in Section 3.7 of Chapter 3 and some detectors are covered in
Section 14.6.3 of Chapter 14. Here, we will see how that effect may be used in a
practical sensor design.

A pyroelectric material generates an electric charge in response to thermal energy
flow through its body. In a very simplified way, it may be described as a secondary
effect of a thermal expansion (Fig. 6.13). Because all pyroelectrics are also piezo-
electrics, the absorbed heat causes the front side of the sensing element to expand. The
resulting thermally induced stress leads to the development of a piezoelectric charge
on the element electrodes. This charge is manifested as voltage across the electrodes
deposited on the opposite sides of the material. Unfortunately, the piezoelectric prop-
erties of the element have also a negative effect. If the sensor is subjected to a minute
mechanical stress due to any external force, it also generates a charge which, in most
cases, is indistinguishable from that caused by the infrared heat waves.

To separate thermally induced charges from the piezoelectrically induced charges,
a pyroelectric sensor is usually fabricated in a symmetrical form (Fig. 6.14A). Two
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Fig. 6.14. Dual pyroelectric sensor. (A) A sensing element with a front (upper) electrode and
two bottom electrodes deposited on a common crystalline substrate. A moving thermal image
travels from left part of the sensor to the right, generating an alternate voltage across bias
resistor, R (B).

identical elements are positioned inside the sensor’s housing. The elements are con-
nected to the electronic circuit in such a manner as to produce the out-of-phase signals
when subjected to the same in-phase inputs. The idea is that interferences produced,
say, by the piezoelectric effect or spurious heat signals are applied to both electrodes
simultaneously (in phase) and, thus, will be canceled at the input of the circuit, whereas
the variable thermal radiation to be detected will be absorbed by only one element at
a time, thus avoiding a cancellation.

One way to fabricate a symmetrical sensor is to deposit two pairs of electrodes
on both sides of a pyroelectric element. Each pair forms a capacitor which may be
charged either by heat or by a mechanical stress. The electrodes on the upper side
of the sensor are connected together, forming one continuous electrode, whereas the
two bottom electrodes are separated, thus creating the opposite, serially connected
capacitors. Depending on the side where the electrodes are positioned, the output
signal will have either a positive or negative polarity for the thermal influx. In some
applications, a more complex pattern of the sensing electrodes may be required (e.g.,
to form predetermined detection zones), so that more than one pair of electrodes is
needed. In such a case, for better rejection of the in-phase signals (common-mode
rejection), the sensor still should have an even number of pairs, where positions of
the pairs alternate for better geometrical symmetry. Sometimes, such an alternating
connection is called an interdigitized electrode.

A symmetrical sensing element should be mounted in such a way as to assure that
both parts of the sensor generate the same signal if subjected to the same external
factors. At any moment, the optical component must focus a thermal image of an
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object on the surface of one part of the sensor only, which is occupied by a single pair
of electrodes. The element generates a charge only across the electrode pair subjected
to a heat flux. When the thermal image moves from one electrode to another, the
current i flowing from the sensing element to the bias resistor R (Fig. 6.14B) changes
form zero, to positive, then to zero, to negative, and again to zero (Fig. 6.14A lower
portion). A JFET transistor Q is used as an impedance converter. The resistor R value
must be very high. For example, a typical alternate current generated by the element
in response to a moving person is on the order of 1 pA (10712 A). If a desirable output
voltage for a specific distance is v =50 mV, according to Ohm’s law the resistor value
isR=v/i=50GQ (5 x 10'9Q2). Such a resistor can not be directly connected to a
regular electronic circuit; hence, transistor Q serves as a voltage follower (the gain
is close to unity). Its typical output impedance is on the order of several kilohms.

Table A.9 lists several crystalline materials which possess a pyroelectric effect
and can be used for the fabrication of sensing elements. The most often used are the
ceramic elements, thanks to their low cost and ease of fabrication. The pyroelectric
coefficient of ceramics to some degree may be controlled by varying their porosity
(creating voids inside the sensor’s body). An interesting pyroelectric material is a poly-
mer film polyvinylidene fluoride (PVDF) which, although not as sensitive as most of
the solid-state crystals, has the advantages of being flexible and inexpensive. In addi-
tion, it can be produced in any size and may be bent or folded in any desirable fashion.

In addition to the sensing element, an infrared motion detector needs a focusing
device. Some detectors employ parabolic mirrors, but the Fresnel plastic lenses (Sec-
tion 4.6 of Chapter 4) become more and more popular because they are inexpensive,
may be curved to any desirable shape, and, in addition to focusing, act as windows,
protecting the interior of the detector from outside moisture and pollutants.

To illustrate how a plastic Fresnel lens and a PVDF film can work together, let us
look at the motion detector depicted in Fig. 6.15A. It uses a polyethylene multifaceted
curved lens and a curved PVDF film sensor [7]. The sensor design combines two
methods described earlier: a facet lens and a complex electrode shape. The lens and
the film are curved with the same radii of curvature equal to one-half of the focal
distance f, thus assuring that the film is always positioned in the focal plane of the
corresponding facet of the lens. The film has a pair of large interdigitized electrodes
which are connected to the positive and negative inputs of a differential amplifier
located in the electronic module. The amplifier rejects common-mode interference
and amplifies a thermally induced voltage. The side of the film facing the lens is coated
with an organic coating to improve its absorptivity in the far-infrared spectral range.
This design results in a fine resolution (detection of small displacement at a longer
distance) and a very small volume of the detector (Fig. 6.15B). Small detectors are
especially useful for the installation in devices where overall dimensions are critical.
For instance, one application is a light switch where the detector must be mounted
into the wall plate of a switch.

6.5.3.2 PIR Sensor Efficiency Analysis

Regardless of the type of optical device employed, all modern PIR detectors operate
on the same physical effect—pyroelectricity. To analyze the performance of such a
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Fig. 6.15. Far-infrared motion detector with a curved Fresnel lens and a pyroelectric PVDF
film: (A) internal structure of the sensor; (B) external appearance of the sensor.

sensor, first we must calculate the infrared power (flux), which is converted into an
electric charge by the sensing element. The optical device focuses thermal radiation
into a miniature thermal image on the surface of the sensor. The energy of an image
is absorbed by the sensing element and is converted into heat. That heat, in turn, is
converted by the pyroelectric crystalline element into a minute electric current.

To estimate a power level at the sensor’s surface, let us make some assumptions.
We assume that the moving object is a person whose effective surface area is b (Fig.
6.16) and the temperature along this surface (7p) is distributed uniformly and is
expressed in Kelvin. The object is assumed to be a diffuse emitter (radiates uniformly
within the hemisphere having a surface area of A =27 L?). Also, we assume that the
focusing device makes a sharp image of an object at any distance. For this calculation,
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Fig. 6.16. Formation of a thermal image on the
sensing element of the PIR motion detector.

Motion
Detector

we select a lens which has a surface area a. The sensor’s temperature (in K) is 7, the
same as that of ambient.

The total infrared power (flux) lost to surroundings from the object can be deter-
mined from the Stefan—Boltzmann law:

® = beep0 (T,j‘ — T;) , (6.12)

where o is the Stefan—Boltzmann constant and ¢, and &, are the object and the
surrounding emissivities, respectively. If the object is warmer than the surroundings
(which is usually the case), this net infrared power is distributed toward an open
space. Because the object is a diffusive emitter, we may consider that the same flux
density may be detected along an equidistant surface. In other words, the intensity of
infrared power is distributed uniformly along the spherical surface having radius L.

Assuming that the surroundings and the object’s surface are ideal emitters and
absorbers (¢p =&, = 1) and the sensing element’s emissivity is &g, the net radiative
flux density at distance L can be derived as

b
¢=m850— (T[;‘—T;) (613)

The lens efficiency (transmission coefficient) is y, which theoretically may vary from
0 to 0.92 depending on the properties of the lens material and the lens design. For the
polyethylene Fresnel lenses, its value is in the range from 0.4 to 0.7. After ignoring a
minor nonlinearity related to the fourth power of temperatures in Eq. (6.13), thermal
power absorbed by the element can be expressed as

O —ayd~ 228 0 T T, - T, 6.14
s = yd)’\‘anaVu(b a)~ ( )

surface of the sensing element is inversely proportional to the squared distance from
the object and directly proportional to the areas of the lens and the object. It is im-
portant to note that in the case of a multifacet lens, the lens area a relates only to
a single facet and not to the total lens area. If the object is warmer than the sensor,
the flux ®; is positive. If the object is cooler, the flux becomes negative, meaning
it changes its direction: The heat goes from the sensor to the object. In reality, this may
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happen when a person walks into a warm room from the cold outside. The surface
of his clothing will be cooler than the sensor and the flux will be negative. In the
following discussion, we will consider that the object is warmer than the sensor and
the flux is positive.

A maximum operating distance for given conditions can be determined by the
noise level of the detector. For reliable discrimination, the worst-case noise power
must be at least three to five times smaller than that of the signal.

The pyroelectric sensor is a converter of thermal energy flow into electric charge.
The energy flow essentially demands the presence of a thermal gradient across the
sensing element. In the detector, the element of thickness 4 has the front side exposed
to the lens, and the opposite side faces the detector’s interior housing, which normally
is at ambient temperature T,. The front side of the sensor element is covered with
a heat-absorbing coating to increase its emissivity & to the highest possible level,
preferably close to unity. When thermal flux ®; is absorbed by the element’s front
side, the temperature increases and heat starts propagating through the sensor toward
its rear side. Because of the pyroelectric properties, electric charge is developing on
the element surfaces in response to the heat flow.

Upon influx of the infrared radiation, the temperature of the sensor element in-
creases (or decreases) with the rate, which can be derived from the absorbed thermal
power &, and thermal capacity C of the element:

ar A g (6.15)
dt C
where ¢ is time. This equation is valid during a relatively short interval (immediately
after the sensor is exposed to the thermal flux) and can be used to evaluate the sig-
nal magnitude. The electric current generated by the sensor can be found from the
fundamental formula
Y

i=—,
dt
where Q is the electric charge developed by the pyroelectric sensor. This charge
depends on the sensor’s pyroelectric coefficient P, the sensor’s area s, and the tem-
perature change d7':

(6.16)

dQ=PsdT. 6.17)

Thermal capacity C can be derived through a specific heat ¢ of the material, area s,
and thickness of the element /:
C =csh. (6.18)
By substituting Egs. (6.15), (6.17), and (6.18) into Eq. (6.16), we can evaluate the
peak current which is generated by the sensor in response to the incident thermal flux:
. PsdT Ps®, P
1 = = ——=
dt csh hc
To establish relationship between the current and the moving object, the flux from
Eq. (6.14) has to be substituted into Eq. (6.19):
2P AT
i= 2 3
whe L?

D, . (6.19)

(6.20)

where AT = (Tp, — T),).
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There are several conclusions which can be drawn from Eq. (6.20). The first
part of the equation (the first ratio) characterizes a detector and the rest relates to an
object. The pyroelectric current i is directly proportional to the temperature difference
(thermal contrast) between the object and its surroundings. It is also proportional to
the surface area of the object which faces the detector. A contribution of the ambient
temperature T, is not as strong as it might appear from its third power. The ambient
temperature must be entered in Kelvin; hence, its variations become relatively small
with respect to the scale. The thinner the sensing element, the more sensitive is the
detector. The lens area also directly affects signal magnitude. On the other hand,
pyroelectric current does not depend on the sensor’s area as long as the lens focuses
the entire image on a sensing element.

To evaluate Eq. (6.20) further, let us calculate the voltage across the bias resistor.
That voltage can be used as an indication of motion. We select a pyroelectric PVDF
film sensor with typical properties: P =25 uC/K m?, ¢ =2.4 x 10 J/m® K, h =25
pum, lens area a =1 cm?, y = 0.6, and the bias resistor R = 10°Q (1 G2). We will
assume that the object’s surface temperature is 27°C and the surface area b = 0.1 m2.
The ambient temperature ¢z, = 20°C. The output voltage is calculated from Eq. (6.20)
as a function of distance L from the detector to the object and is shown in Fig. 6.17.

A graph for Fig. 6.17 was calculated under the assumption that the optical system
provides a sharp image at all distances and that the image is no larger that the sensing
element area. In practice, this is not always true, especially at shorter distances,
where the image is not only out of focus but also may overlap the out-of-phase parts
of a symmetrical sensor. The reduction in the signal amplitude at shorter distances
becomes apparent: The voltage does not go as high as in the calculated curve.
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7

Position, Displacement, and Level

“...If you keep moving in that direction,
we always can displace you to such a position
that is not embarrassing to the level of your wisdom”.

—Julius Caesar to his senator

The measurement of position and displacement of physical objects is essential for
many applications: process feedback control, performance evaluation, transportation
traffic control, robotics, and security systems—ijust to name the few. By position, we
mean the determination of the object’s coordinates (linear or angular) with respect to
a selected reference. Displacement means moving from one position to another for a
specific distance or angle. In other words, a displacement is measured when an object
is referenced to its own prior position rather than to another reference.

A critical distance is measured by proximity sensors. In effect, a proximity sensor
is a threshold version of a position detector. A position sensor is often a linear device
whose output signal represents a distance to the object from a certain reference point. A
proximity sensor, however, is a somewhat simpler device which generates the output
signal when a certain distance to the object becomes essential for an indication.
For instance, many moving mechanisms in process control and robotics use a very
simple but highly reliable proximity sensor—the end switch. It is an electrical switch
having normally open or normally closed contacts. When a moving object activates
the switch by physical contact, the latter sends a signal to a control circuit. The signal
is an indication that the object has reached the end position (where the switch is
positioned). Obviously, such contact switches have many drawbacks, (e.g., a high
mechanical load on a moving object and a hysteresis).

A displacement sensor often is part of a more complex sensor where the detection
of movement is one of several steps in a signal conversion (see Fig. 1.1 of Chapter
1). An example is a pressure sensor where pressure is translated into a displacement
of a diaphragm, and the diaphragm displacement is subsequently converted into an
electrical signal representing pressure. Therefore, the positions sensors, some of which
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are described in this chapter, are essential for designs of many other sensors, which
are covered in the following chapters of this book.

Position and displacement sensors are static devices whose speed response usually
is not critical for the performance.! In this chapter, we do not cover any sensors whose
response is a function of time, which, by definition, are dynamic sensors. They are
covered elsewhere in this book.

When designing or selecting position and displacement detectors, the following
questions should be answered:

1. How large is the displacement and of what type (linear, circular)?

. What resolution and accuracy are required?

. What is the measured object made of (metal, plastic, fluid, ferromagnetic, etc.)?

. How much space is available for mounting the detector?

. How much play is there in the moving assembly and what is the required detection
range?

6. What are the environmental conditions (humidity, temperature, sources of inter-

ference, vibration, corrosive materials, etc.)?

7. How much power is available for the sensor?

. How much mechanical wear can be expected over the lifetime of the machine?
9. Whatis the production quantity of the sensing assembly (limited number, medium

volume, mass production)?
10. What is the target cost of the detecting assembly?

W AW

e

A careful analysis will pay big dividends in the long term.

7.1 Potentiometric Sensors

A position or displacement transducer may be built with a linear or rotary potentiome-
ter or a pot for short. The operating principle of this sensor is based on Eq. (3.54) of
Chapter 3 for wire resistance. From the formula, it follows that the resistance linearly
relates to the wire length. Thus, by making an object to control the length of the
wire, as it is done in a pot, a displacement measurement can be performed. Because a
resistance measurement requires passage of an electric current through the pot wire,
the potentiometric transducer is of an active type; that is, it requires an excitation sig-
nal, (e.g., dc current). A stimulus (displacement) is coupled to the pot wiper, whose
movement causes the resistance change (Fig. 7.1A). In most practical circuits, the
resistance measurement is replaced by a measurement of voltage drop. The voltage
across the wiper of a linear pot is proportional to the displacement d:

V=E d 7.1

=E5, (7.1)
where D is the full-scale displacement and E is the voltage across the pot (excitation
signal). This assumes that there is no loading effect from the interface circuit. If there is
an appreciable load, the linear relationship between the wiper position and the output
voltage will not hold. In addition, the output signal is proportional to the excitation
voltage applied across the sensor. This voltage, if not maintained constant, may be a

I Nevertheless, the maximum rate of response is usually specified by the manufacturer.
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variable resistor

Fig. 7.1. (A) Potentiometer as a position sensor; (B) gravitational fluid level sensor with a float;
(C) linear potentiometer. (Courtesy of Piher Group, Tudela, Spain.)

source of error. It should be noted that a potentiometric sensor is a ratiometric device
(see Chapter 4); hence the resistance of the pot is not a part of the equation. This means
that its stability (e.g., over a temperature range) virtually has no effect on accuracy.
For the low-power applications, high-impedance pots are desirable; however, the
loading effect must be always considered. Thus, a good voltage follower is required.
The wiper of the pot is usually electrically isolated from the sensing shaft.

Figure 7.2A shows one problem associated with a wire-wound potentiometer.
The wiper may, while moving across the winding, make contact with either one or
two wires, thus resulting in uneven voltage steps (Fig. 7.2B) or a variable resolu-
tion. Therefore, when the coil potentiometer with N turns is used, only the average
resolution n should be considered:

100

=S (7.2)

n

The force which is required to move the wiper comes from the measured object, and
the resulting energy is dissipated in the form of heat. Wire-wound potentiometers are
fabricated with thin wires having a diameter on the order of 0.01 mm. A good coil
potentiometer can provide an average resolution of about 0.1% of FS (full scale),
whereas the high-quality resistive film potentiometers may yield an infinitesimal res-
olution which is limited only by the uniformity of the resistive material and noise floor
of the interface circuit. The continuous-resolution pots are fabricated with conductive
plastic, carbon film, metal film, or a ceramic—metal mix which is known as cermet.
The wiper of the precision potentiometers are made from precious metal alloys. Dis-
placements sensed by the angular potentiometers range from approximately 10° to
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Fig. 7.2. Uncertainty caused by a wire-wound potentiometer: (A) a wiper may contact one or
two wires at a time; (B) uneven voltage steps.

over 3000° for the multiturn pots (with gear mechanisms). Although quite useful in
some applications, potentiometers have several drawbacks:

1. Noticeable mechanical load (friction)

Need for a physical coupling with the object

Low speed

Friction and excitation voltage cause heating of the potentiometer
Low environmental stability

AREaIR N

7.2 Gravitational Sensors

A well-known, popular gravitational-level transducer is used in a toilet tank. The
transducer’s main element is a float—a device whose density is lower than that of
water. In most tanks, it is directly coupled to a water valve to keep it either open
or shut, depending on how much water the tank holds. The float is a detector of the
position of the water surface. For the measurement purposes, the float can be coupled
to a position transducer, such as a potentiometric, magnetic, capacitive, or any other
direct sensor (Fig. 7.1B). It should be noted that the gravitational sensor is susceptible
to various interfering forces, resulting from friction and acceleration. Obviously, such
a sensor will not work whenever gravity is altered or absent. A space station or a jet
is not an appropriate place for such a sensor.

Inclination detectors, which measure the angle from the direction to the Earth’s
center of gravity, are employed in road construction, machine tools, inertial navigation
systems, and other applications requiring a gravity reference. An old and still quite
popular detector of a position is a mercury switch (Figs. 7.3A and 7.3B). The switch is
made of a nonconductive (often glass) tube having two electrical contacts and a drop
of mercury. When the sensor is positioned with respect to the gravity force in such a
way that the mercury moves away from the contacts, the switch is open. A change in
the switch orientation causes the mercury to move to the contacts and touch both of
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gra vity

Fig.7.3. Conductive gravitational sensors: (A) mercury switch in the open position; (B) mercury
switch in the closed position; (C) electrolytic tilt sensor.

them, thus closing the switch. One popular application of this design is in a household
thermostat, in which the mercury switch is mounted on a bimetal coil which serves as
an ambient-temperature sensor. Winding or unwinding the coil in response to room
temperature affects the switch’s orientation. Opening and closing the switch controls a
heating/cooling system. An obvious limitation of this design is its an on—off operation
(a bang-bang controller in the engineering jargon). A mercury switch is a threshold
device, which snaps when its rotation angle exceeds a predetermined value.

To measure angular displacement with higher resolution, a more complex sensor
is required. One elegant design is shown in Fig. 7.3C. It is called the electrolytic tilt
sensor. A small slightly curved glass tube is filled with a partly conductive electrolyte.
Three electrodes are built into the tube: two at the ends, and the third electrode at the
center of the tube. An air bubble resides in the tube and may move along its length
as the tube tilts. Electrical resistances between the center electrode and each of the
end electrodes depend on the position of the bubble. As the tube shifts away from the
balance position, the resistances increase or decrease proportionally. The electrodes
are connected into a bridge circuit which is excited with an ac current to avoid damage
to the electrolyte and electrodes.

The electrolytic tilt sensors are available? for a wide spectrum of angular ranges
from £1° to £80°. Correspondingly, the shapes of the glass tubes vary from slightly
curved to doughnutlike.

A more advanced inclination sensor employs an array of photodetectors [1]. The
detector is useful in civil and mechanical engineering for the shape measurements of
complex objects with high resolution. Examples include the measurement of ground

2 The Fredericks Company, Huntingdon Valley, PA.
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Fig. 7.4. Optoelectronic inclination sensor: (A) design; (B) a shadow at a horizontal position;
(C) a shadow at the inclined position.

and road shapes and the flatness of an iron plate, which cannot be done by conven-
tional methods. The sensor (Fig. 7.4A) consists of a light-emitting diode (LED) and a
hemispherical spirit level mounted on a p-n-junction photodiode array. A shadow of
the bubble in the liquid is projected onto the surface of the photodiode array. When the
sensor is kept horizontal, the shadow on the sensor is circular, as shown in Fig. 7.4B,
and the area of the shadow on each photodiode of the array is the same. However,
when the sensor is inclined, the shadow becomes slightly elliptic, as shown in Fig.
7.4C, implying that the output currents from the diodes are no longer equal. In a prac-
tical sensor, the diameter of the LED is 10 mm and the distance between the LED and
the level is 50 mm, and the diameters of the hemispherical glass and the bubble are
17 and 9 mm, respectively. The outputs of the diodes are converted into digital form
and calibrated at various tilt angles. The calibration data are compiled into look-up
tables which are processed by a computing device. By positioning the sensor at the
cross point of the lines drawn longitudinally and latitudinally at an interval on the
slanting surface of an object, x and y components of the tilt angle can be obtained
and the shape of the object is reconstructed by a computer.

7.3 Capacitive Sensors

The capacitive displacement sensors have very broad applications, they are employed
directly to gauge displacement and position and also as building blocks in other sensors
where displacements are produced by force, pressure, temperature, and so forth. The
ability of capacitive detectors to sense virtually all materials makes them an attractive
choice for many applications. Equation (3.20) of Chapter 3 states that the capacitance
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of a flat capacitor is inversely proportional to the distance between the plates. The
operating principle of a capacitive gauge, proximity, and position sensors is based
on either changing the geometry (i.e., a distance between the capacitor plates) or
capacitance variations in the presence of conductive or dielectric materials. When
the capacitance changes, it can be converted into a variable electrical signal. As with
many sensors, a capacitive sensor can be either monopolar (using just one capacitor)
or differential (using two capacitors), or a capacitive bridge can be employed (using
four capacitors). When two or four capacitors are used, one or two capacitors may be
either fixed or variable with the opposite phase.

As an introductory example consider three equally spaced plates, each of area A
(Fig. 7.5A). The plates form two capacitors C; and C». The upper and lower plates are
fed with the out-of-phase sine-wave signals; that is, the signal phases are shifted by
180°. Both capacitors nearly equal one another and thus the central plate has almost
no voltage because the currents through C; and C, cancel each other. Now, let us
assume that the central plate moves downward by a distance x (Fig. 7.5B). This results
in changes in the respective capacitance values:

cA cA

Cl— and C2=

_xo—l—x

: (7.3)
X0 — X

and the central plate signal increases in proportion to the displacement and the phase of
that signal is an indication of the central plate direction—up or down. The amplitude

of the output signals is
Vour = V. * A (7.4)
out =70 xo+x c ) ’
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Fig. 7.6. A capacitive probe with a guard ring: (A) cross-sectional view; (B) outside view.
(Courtesy of ADE Technologies, Inc., Newton, MA.)

As long as x < xg, the output voltage may be considered a linear function of dis-
placement. The second summand represents an initial capacitance mismatch and is
the prime cause for the output offset. The offset is also caused by the fringing effects
at the peripheral portions of the plates and by the so-called electrostatic force. The
force is a result of the charge attraction and repulsion applied to the plates of the
sensor, and the plates behave like springs. The instantaneous value of the force is

1 cv?
F=—- . (7.5)
2x0+x

In many practical applications, when measuring distances to an electrically con-
ductive object, the object’s surface itself may serve as the capacitor’s plate. The design
of a monopolar capacitive sensor is shown in Fig. 7.6, where one plate of a capacitor
is connected to the central conductor of a coaxial cable and the other plate is formed
by a target (object). Note that the probe plate is surrounded by a grounded guard to
minimize a fringing effect and improve linearity. A typical capacitive probe operates
at frequencies in the 3-MHz range and can detect very fast-moving targets, as a fre-
quency response of a probe with a built-in electronic interface is in the range of 40
kHz. A capacitive proximity sensor can be highly efficient when used with the elec-
trically conductive objects. The sensor measures a capacitance between the electrode
and the object. Nevertheless, even for the nonconductive objects, these sensors can be
employed quite efficiently, although with a lower accuracy. Any object, conductive or
nonconductive, that is brought in the vicinity of the electrode, has its own dielectric
properties that will alter the capacitance between the electrode and the sensor housing
and, in turn, will produce the measurable response.

To improve sensitivity and reduce fringing effects, the monopolar capacitive sen-
sor may be supplied with a driven shield. Such a shield is positioned around the
nonoperating sides of the electrode and is fed with the voltage equal to that of the
electrode. Because the shield and the electrode voltages are inphase and have the
same magnitude, no electric field exists between the two and all components posi-
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Fig. 7.7. Driven shield around the electrode in a capacitive proximity sensor.

tioned behind the shield have no effect on the operation. The driven-shield technique
is illustrated in Fig. 7.7.

Currently, the capacitive bridge became increasingly popular in the design of
displacement sensors [2]. A linear bridge capacitive position sensor [3] is shown in
Fig. 7.8A. The sensor comprises two planar electrode sets that are parallel and adjacent
to each other with a constant separation distance, d. The increase the capacitance, the
spacing between the plate sets is relatively small. A stationary electrode set contains
four rectangular elements, whereas a moving electrode set contains two rectangular
elements. All six elements are of about the same size (a side dimension is b). The
size of each plate can be as large as is mechanically practical when a large range
of linearity is desired. The four electrodes of the stationary set are cross-connected
electrically, thus forming a bridge-type capacitance network.

A bridge excitation source provides a sinusoidal voltage (5-50 kHz) and the
voltage difference between the pair of moving plates is sensed by the differential
amplifier whose output is connected to the input of a synchronous detector. The
capacitance of two parallel plates, of fixed separation distance, is proportional to the
area of either plate which directly faces the corresponding area of the other plate.
Figure 7.8B shows the equivalent circuit of the sensor which has a configuration of a
capacitive bridge. A value of capacitor Cj is

gob (L
Ci=—|— . 7.6
=2 <2+x) (7.6)

The other capacitances are derived for the identical equations. Note that the oppo-
site capacitors are nearly equal: C; = C3 and C, = C4. A mutual shift of the plates
with respect to a fully symmetrical position results in the bridge disbalance and the
phase-sensitive output of the differential amplifier. An advantage of the capacitive
bridge circuit is the same as of any bridge circuit: linearity and noise immunity. In
addition to the flat electrodes as described earlier, the same method can be applied
any symmetrical arrangement of the sensor, (e.g., to detect a rotary motion).
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Fig. 7.8. Parallel-plate capacitive bridge sensor: (A) plate arrangement, (B) equivalent circuit
diagram.

7.4 Inductive and Magnetic Sensors

One of many advantages of using magnetic field for sensing position and distance is
that any nonmagnetic material can be penetrated by the field with no loss of position
accuracy. Stainless steel, aluminum, brass, copper, plastics, masonry, and woods can
be penetrated, meaning that the accurate position with respect to the probe at the
opposite side of a wall can be determined almost instantly. Another advantage is the
magnetic sensors can work in severe environments and corrosive situations because
the probes and targets can be coated with inert materials that will not adversely affect
the magnetic fields.

7.4.1 LVDT and RVDT

Position and displacement may be sensed by methods of electromagnetic induction.
A magnetic flux coupling between two coils may be altered by the movement of an
object and subsequently converted into voltage. Variable-inductance sensors that use
a nonmagnetized ferromagnetic medium to alter the reluctance (magnetic resistance)
of the flux path are known as variable-reluctance transducers [4]. The basic arrange-
ment of a multi-induction transducer contains two coils: primary and secondary. The
primary carries ac excitation (Vier) that induces a steady ac voltage in the secondary
coil (Fig. 7.9). The induced amplitude depends on flux coupling between the coils.
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‘ Vour Fig. 7.9. Circuit diagram of the LVDT sensor.

There are two techniques for changing the coupling. One is the movement of an object
made of ferromagnetic material within the flux path. This changes the reluctance of
the path, which, in turn, alters the coupling between the coils. This is the basis for
the operation of a LVDT (linear variable differential transformer), a RVDT (rotary
variable differential transformer), and the mutual inductance proximity sensors. The
other method is to physically move one coil with respect to another.

The LVDT is a transformer with a mechanically actuated core. The primary coil is
driven by a sine wave (excitation signal) having a stabilized amplitude. The sine wave
eliminates error-related harmonics in the transformer [5]. An ac signal is induced in
the secondary coils. A core made of a ferromagnetic material is inserted coaxially into
the cylindrical opening without physically touching the coils. The two secondaries are
connected in the opposed phase. When the core is positioned in the magnetic center
of the transformer, the secondary output signals cancel and there is no output voltage.
Moving the core away from the central position unbalances the induced magnetic
flux ratio between the secondaries, developing an output. As the core moves, the
reluctance of the flux path changes. Hence, the degree of flux coupling depends on
the axial position of the core. At a steady state, the amplitude of the induced voltage is
proportional, in the linear operating region, to the core displacement. Consequently,
voltage may be used as a measure of a displacement. The LVDT provides the direction
as well as magnitude of the displacement. The direction is determined by the phase
angle between the primary (reference) voltage and the secondary voltage. Excitation
voltage is generated by a stable oscillator. To exemplify how the sensor works, Fig.
7.10 shows the LVDT connected to a synchronous detector which rectifies the sine
wave and presents it at the output as a dc signal. The synchronous detector is composed
of an analog multiplexer (MUX) and a zero-crossing detector which converts the sine
wave into the square pulses compatible with the control input of the multiplexer.
A phase of the zero-crossing detector should be trimmed for the zero output at the
central position of the core. The output amplifier can be trimmed to a desirable gain
to make the signal compatible with the next stages. The synchronized clock to the
multiplexer means that the information presented to the RC filter at the input of the
amplifier is amplitude and phase sensitive. The output voltage represents how far the
core is from the center and on which side.
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Fig. 7.10. A simplified circuit diagram of an interface for an LVDT sensor.

For the LVDT to measure transient motions accurately, the frequency of the os-
cillator must be at least 10 times higher than the highest significant frequency of
the movement. For the slow-changing process, stable oscillator may be replaced by
coupling to a power line frequency of 60 or 50 Hz.

Advantages of the LVDT and RVDT are the following: (1) The sensor is a non-
contact device with no or very little friction resistance with small resistive forces; (2)
hystereses (magnetic and mechanical) are negligible; (3) output impedance is very
low; (4) there is low susceptibility to noise and interferences; (5) its construction is
solid and robust, (6) infinitesimal resolution is possible.

One useful application for the LVDT sensor is in the so-called gauge heads, which
are used in tool inspection and gauging equipment. In that case, the inner core of the
LVDT is spring loaded to return the measuring head to a preset reference position.

The RVDT operates on the same principle as LVDT, except that a rotary ferro-
magnetic core is used. The prime use for the RVDT is the measurement of angular
displacement. The linear range of measurement is about £40°, with a nonlinearity
error of about 1%.

7.4.2 Eddy Current Sensors

To sense the proximity of nonmagnetic but conductive materials, the effect of eddy
currents is used in a dual-coil sensor (Fig. 7.11A). One coil is used as a reference, and
the other is for the sensing of the magnetic currents induced in the conductive object.
Eddy (circular) currents produce a magnetic field which opposes that of the sensing
coil, thus resulting in a disbalance with respect to the reference coil. The closer the
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Fig. 7.11. (A) Electromagnetic proximity sensor; (B) sensor with the shielded front end; (C)
unshielded sensor.

object to the coil, the larger the change in the magnetic impedance. The depth of the
object where eddy currents are produced is defined by

1
§=— (7.7)

Jrfuo’

where f is the frequency and o is the target conductivity. Naturally, for effective
operation, the object thickness should be larger than the depth. Hence, eddy detec-
tors should not be used for detecting metallized film or foil objects. Generally, the
relationship between the coil impedance and distance to the object x is nonlinear and
temperature dependent. The operating frequency of the eddy current sensors range
from 50 kHz to 10 MHz.

Figures 7.11B and 7.11C show two configurations of the eddy sensors: with the
shield and without one. The shielded sensor has a metal guard around the ferrite core
and the coil assembly. It focuses the electromagnetic field to the front of the sensor.
This allows the sensor to be imbedded into a metal structure without influencing
the detection range. The unshielded sensor can sense at its sides as well as from the
front. As a result, the detecting range of an unshielded sensor is usually somewhat
greater than that of the shielded sensor of the same diameter. To operate properly, the
unshielded sensors require nonmetallic surrounding objects.

In addition to position detection, eddy sensors can be used to determine material
thickness, nonconductive coating thickness, conductivity and plating measurements,
and cracks in the material. Crack detection and surface flaws become the most popular
applications for the sensors. Depending on the applications, eddy probes may be of
many coil configurations: Some are very small in diameter (2-3 mm) and others are
quite large (25 mm). Some companies even make custom-designed probes to meet
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Fig. 7.12. A transverse inductive proximity sensor.

unique requirements of the customers (Staveley Instruments, Inc., Kennewick, WA).
One important advantage of the eddy current sensors is that they do not need magnetic
material for the operation, thus they can be quite effective at high temperatures (well
exceeding the Curie temperature of a magnetic material) and for measuring the dis-
tance to or level of conductive liquids, including molten metals. Another advantage
of the detectors is that they are not mechanically coupled to the object and, thus, the
loading effect is very low.

7.4.3 Transverse Inductive Sensor

Another position-sensing device is called a transverse inductive proximity sensor. It
is useful for sensing relatively small displacements of ferromagnetic materials. As the
name implies, the sensor measures the distance to an object which alters the magnetic
field in the coil. The coil inductance is measured by an external electronic circuit
(Fig. 7.12). A self-induction principle is the foundation for the operation of such a
transducer. When the proximity sensor moves into the vicinity of a ferromagnetic
object, its magnetic field changes, thus altering the inductance of the coil. The advan-
tage of the sensor is that it is a noncontact device whose interaction with the object
is only through the magnetic field. An obvious limitation is that it is useful only for
the ferromagnetic objects at relatively short distances.

A modified version of the transverse transducer is shown in Fig. 7.13A. To over-
come the limitation for measuring only ferrous materials, a ferromagnetic disk is
attached to a displacing object while the coil is in a stationary position. Alternatively,
the coil may be attached to the object and the core is stationary. This proximity sensor
is useful for measuring small displacements only, as its linearity is poor in comparison
with the LVDT. However, it is quite useful as a proximity detector for the indication of
the close proximity to an object which is made of any solid material. The magnitude
of the output signal as function of distance to the disk is shown in Fig. 7.13B.
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Fig. 7.13. Transverse sensor with an auxiliary ferromagnetic disk (A) and the output signal as
function of distance (B).
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Fig. 7.14. Circuit diagrams of a linear (A) and a threshold (B) Hall effect sensor.

7.4.4 Hall Effect Sensors

During recent years, Hall effect sensors became increasingly popular.® There are two
types of Hall sensors: linear and threshold (Fig. 7.14). A linear sensor usually incorpo-
rates an amplifier for the easier interface with the peripheral circuits. In comparison
with a basic sensor (Fig. 3.30 of Chapter 3), they operate over a broader voltage
range and are more stable in a noisy environment. These sensors are not quite linear
(Fig.7.15A) with respect to magnetic field density and, therefore, the precision mea-
surements require a calibration. In addition to the amplifier, the threshold-type sensor
contains a Schmitt trigger detector with a built-in hysteresis. The output signal as a
function of a magnetic field density is shown in Fig. 7.15B. The signal is a two-level
one and has clearly pronounced hysteresis with respect to the magnetic field. When
the applied magnetic flux density exceeds a certain threshold, the trigger provides a

3 See Section 3.8 of Chapter 3 for the operating principle.
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Fig. 7.15. Transfer functions of a linear (A) and a threshold (B) Hall effect sensor.

clean transient from the OFF to the ON position. The hysteresis eliminates spurious
oscillations by introducing a dead-band zone, in which the action is disabled after
the threshold value has passed. The Hall sensors are usually fabricated as monolithic
silicon chips and encapsulated into small epoxy or ceramic packages.

For the position and displacement measurements, the Hall effect sensors must
be provided with a magnetic field source and an interface electronic circuit. The
magnetic field has two important characteristics for this application: a flux density
and a polarity (or orientation). It should be noted that for better responsivity, magnetic
field lines must be normal (perpendicular) to the flat face of the sensor and must be at
the correct polarity. In the Sprague® threshold sensors, the south magnetic pole will
cause switching action and the north pole will have no effect.

Before designing a position detector with a Hall sensor, an overall analysis should
be performed in approximately the following manner. First, the field strength of the
magnet should be investigated. The strength will be the greatest at the pole face and
will decrease with increasing distance from the magnet. The field may be measured
by a gaussmeter or a calibrated Hall sensor. For the threshold-type Hall sensor, the
longest distance at which the sensor’s output goes from ON (high) to OFF (low) is
called a release point. It can be used to determine the critical distance where the
sensor is useful. The magnetic field strength is not linear with distance and depends
greatly on the magnet shape, the magnetic circuit, and the path traveled by the magnet.
The Hall conductive strip is situated at some depth within the sensor’s housing. This
determines the minimum operating distance. A magnet must operate reliably with the
total effective air gap in the working environment. It must fit the available space and
must be mountable, affordable, and available.*

The Hall sensors can be used for interrupter switching with a moving object. In
this mode, the activating magnet and the Hall sensor are mounted on a single rugged
assembly with a small air gap between them (Fig. 7.16). Thus, the sensor is held
in the ON position by the activating magnet. If a ferromagnetic plate, or vane, is
placed between the magnet and the Hall sensor, the vane forms a magnetic shunt
that distorts the magnetic flux away from the sensor. This causes the sensor to flip to

4 For more information on permanent magnets, see Section 3.4 of Chapter 3.
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Fig. 7.16. The Hall effect sensor in the interrupter switching mode: (A) the magnetic flux turns
the sensor on; (B) the magnetic flux is shunted by a vane. (After Ref. [6].)
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Fig. 7.17. Angular Hall sensor bridge (A) and the internal sensor interface (B) (Courtesy of
Austria Micro Systems). A cut-away view (C) of the sensor with the target and the probe shows
the magnetic flux paths. A cut-away view (D) shows four Hall effect sensors with four flux
return paths.

the OFF position. The Hall sensor and the magnet could be molded into a common
housing, thus eliminating the alignment problem. The ferrous vanes which interrupt
the magnetic flux could have linear or rotating motion. An example of such a device
is an automobile distributor.

Like many other sensors, four Hall sensors can be connected into a bridge circuit to
detect linear or circular motion. Figures 7.17A and 7.17B illustrate this concept where
the sensor is fabricated using MEMS technology on a single chip and packaged in a
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SOIC-8 plastic housing. A circular magnet is positioned above the chip and its angle
of rotation and direction is sensed and converted into a digital code. The properties of
an analog-to-digital converter determine the speed response that allows the magnet to
rotate with a rate of up to 30,000 rpm. Such a sensor permits a friction-free precision
linear and angular sensing of position, precision angular encoding, and even making a
programmable rotary switch. Because of a bridge connection of the individual sensor,
the circuit is highly tolerant of the magnet’s misalignment and external interferences,
including the magnetic fields.

The design of a three-dimensional (3-D) coordinate Hall effect sensor works by
electronically measuring and comparing the magnetic flux from a movable target
through four geometrically equal magnetic paths arranged symmetrically around the
axis of the probe (Figs. 7.17C and 7.17D). It is a magnetic equivalent of a Wheatstone
bridge. The target’s symmetrical magnetic field, generated by a permanent magnet,
travels from the central pole through the air to the outer rim, when it is not in the vicin-
ity of the probe. Because the flux from the target will take the path of least resistance
(reluctance), the flux will go through the probe when the target is sufficiently close to
it. The probe has a central pole face divided into four equal sections. The values of flux
in the A, B, C, and D paths are measured by the respective Hall effect sensors. There
are two ways to fabricate a target. One is active and the other is passive. An active tar-
get uses a permanent magnet to generate a magnetic field, which is sensed by the probe
when it is within the operating range. A passive target does not generate a magnetic
field; instead, the field is generated by the probe and returned by the target. An exam-
ple of the application is the unmanned vehicle guidance system that leads a vehicle
over a roadbed with passive metal strip targets buried just under the road surface. The
probe is attached to the vehicle. The targets will give position, speed, and direction
as the probe passes over it. A probe and target can be separated by several inches.

As shown in Figs. 7.17A and 7.17B, a rotary motion can be digitally encoded with
high precision. To take advantage of this feature, a linear distance sensor can be built
with a converter of a linear into a rotary motion as shown in Fig. 7.18. Such sensors
are produced, for example, by SpaceAge Control, Inc. (www.spaceagecontrol.com).

Thread Drum

rotary
encoder

(A) (B)

Fig. 7.18. Conversion of a linear displacement (length of a thread or cable) into a rotary motion
(A) and cable position sensor (B). (Courtesy of Space Age Control, Inc.)
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Fig. 7.19. Magnetoresistive sensor output in the field of a permanent magnet as a function of its
displacement x parallel to the magnetic axis (A—C). The magnet provides both the axillary and
transverse fields. Reversal of the sensor relative to the magnet will reverse the characteristic.
(D and E) Sensor output with a too strong magnetic field.

7.4.5 Magnetoresistive Sensors’

These sensors are similar in application to the Hall effect sensors. For functioning,
they require an external magnetic field. Hence, whenever the magnetoresistive sensor
is used as a proximity, position, or rotation detector, it must be combined with a source
of a magnetic field. Usually, the field is originated in a permanent magnet which is
attached to the sensor. Figure 7.19 shows a simple arrangement for using a sensor—
permanent-magnet combination to measure linear displacement. It reveals some of
the problems likely to be encountered if proper account is not taken of the effects
described in this subsection. When the sensor is placed in the magnetic field, it is
exposed to the fields in both the x and y directions. If the magnet is oriented with its
axis parallel to the sensor strips (i.e., in the x direction) as shown in Fig. 7.19A, H,
then provides the auxiliary field, and the variation in Hy can be used as a measure
of x displacement. Figure 7.19B shows how both H, and H, vary with x, and Fig.
7.19C shows the corresponding output signal. In this example, Hy never exceeds £H,
(the field that can cause flipping of the sensor), and the sensor characteristics remain
stable and well behaved throughout the measuring range. However, if the magnet is

5 Information on the KZM10 and KM110 sensors is courtesy of Philips Semiconductors BV
(Eindhoven, The Netherlands).
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too powerful or the sensor passes too close to the magnet, the output signal will be
drastically different.

Suppose the sensor is initially on the transverse axis of the magnet (x =0). H,
will be zero and H, will be at its maximum value (> H,). Thus, the sensor will
be oriented in the +x direction and the output voltage will vary as in Fig. 7.19E.
With the sensor’s movement in the +x direction, Hy and Vj increase, and H; falls to
zero and then increases negatively until Hy exceeds —H,. At this point, the sensor
characteristic flips and the output voltage reverses, moving from A to B in Fig. 7.19E.
A further increase in x causes the sensor voltage to move along BE. If the sensor is
moved in the opposite direction, however, H, increases until it exceeds +H, and Vy
moves from B to C. At this point, the sensor characteristic again flips and Vj moves
from C to D. Then, under these conditions, the sensor characteristic will trace the
hysteresis loop ABCD and a similar loop in the —x direction. Figure 7.19E is an
idealized case, because the reversals are never as abrupt as shown.

Figure 7.20A shows how KMZ10B and KM110B magnetoresistive sensors may
be used to make position measurements of a metal object. The sensor is located
between the plate and a permanent magnet, which is oriented with its magnetic axis
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Fig. 7.20. One point measurement with the KMZ10. (A) The sensor is located between the
permanent magnet and the metal plate; (B) Output signals for two distances between the magnet
and the plate.
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Fig. 7.22. (A) Optimum operating position of a magnetoresistive module. Note a permanent
magnet positioned behind the sensor. (B) Block diagram of the module circuit.

normal to the axis of the metal plate. A discontinuity in the plate’s structure, such as a
hole or a region of nonmagnetic material, will disturb the magnetic field and produce
a variation in the output signal from the sensor. Figure 7.20B shows the output signal
for two values of spacing d. At the point where the hole and the sensor are precisely
aligned, the output is zero regardless of the distance d or surrounding temperature.

Figure 7.21 shows another setup which is useful for measuring angular displace-
ment. The sensor itself is located in the magnetic field produced by two RES190
permanent magnets fixed to a rotable frame. The output of the sensor will then be a
measure of the rotation of the frame.

Figure 7.22A depicts the use of a single KM 110 sensor for detecting rotation and
direction of a toothed wheel. The method of direction detection is based on a separate
signal processing for the sensor’s two half-bridge outputs.

The sensor operates like a magnetic Wheatstone bridge measuring nonsymmetri-
cal magnetic conditions such as when the teeth or pins move in front of the sensor. The
mounting of the sensor and the magnet is critical, so the angle between the sensor’s
symmetry axis and that of the toothed wheel must be kept near zero. Further, both
axes (the sensor’s and the wheel’s) must coincide. The circuit (Fig. 7.22B) connects
both bridge outputs to the corresponding amplifiers and, subsequently, to the low-pass
filters and Schmitt triggers to form the rectangular output signals. A phase difference
between both outputs (Figs. 7.23A and 7.23B) is an indication of a rotation direction.
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Fig. 7.23. Output signal from the amplifiers for direction 1 (A) and 2 (B).
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Fig. 7.24. A magnetostrictive detector uses ultrasonic waves to detect position of a permanent
magnet.

7.4.6 Magnetostrictive Detector

A transducer which can measure displacement with high resolution across long dis-
tances can be built by using magnetostrictive and ultrasonic technologies [8]. The
transducer is comprised of two major parts: a long waveguide (up to 7 m long) and a
permanent ring magnet (Fig. 7.24). The magnet can move freely along the waveguide
without touching it. A position of that magnet is the stimulus which is converted by
the sensor into an electrical output signal. A waveguide contains a conductor which,
upon applying an electrical pulse, sets up a magnetic field over its entire length. An-
other magnetic field produced by the permanent magnet exists only in its vicinity.
Thus, two magnetic fields may be setup at the point where the permanent magnet is
located. A superposition of two fields results in the net magnetic field, which can be
found from the vector summation. This net field, although helically formed around the
waveguide, causes it to experience a minute torsional strain, or twist at the location
of the magnet. This twist is known as the Wiedemann effect.
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Therefore, electric pulses injected into the waveguide’s coaxial conductor produce
mechanical twist pulses which propagate along the waveguide with the speed of sound
specific for its material. When the pulse arrives at the excitation head of the sensor,
the moment of its arrival is precisely measured. One way to detect that pulse is to
use a detector that can convert an ultrasonic twitch into electric output. This can be
accomplished by piezoelectric sensors or, as it is shown in Fig. 7.24, by the magnetic
reluctance sensor. The sensor consists of two tiny coils positioned near two permanent
magnets. The coils are physically coupled to the waveguide and can jerk whenever
the waveguide experiences the twitch. This sets up short electric pulses across the
coils. The time delay of these pulses from the corresponding excitation pulses in the
coaxial conductor is the exact measure of the ring magnet position. An appropriate
electronic circuit converts the time delay into a digital code representative of a position
of the permanent magnet on the waveguide. The advantage of this sensor is in its high
linearity (on the order of 0.05% of full scale), good repeatability (on the order of
3 um), and long-term stability. The sensor can withstand aggressive environments,
such as high pressure, high temperature, and strong radiation. Another advantage of
this sensor is its low-temperature sensitivity which by careful design can be achieved
on the order of 20 ppm/°C.

Applications of this sensor include hydraulic cylinders, injection-molding ma-
chines (to measure linear displacement for mold clamp position, injection of molding
material, and ejection of the molded part), mining (for detection of rocks movements
as small as 25 um), rolling mills, presses, forges, elevators, and other devices where
fine resolution along large dimensions is a requirement.

7.5 Optical Sensors

After mechanical contact and potentionometric sensors, optical sensors are probably
the most popular for measuring position and displacement. Their main advantages are
simplicity, the absence of the loading effect, and relatively long operating distances.
They are insensitive to stray magnetic fields and electrostatic interferences, which
makes them quite suitable for many sensitive applications. An optical position sensor
usually requires at least three essential components: a light source, a photodetector,
and light guidance devices, which may include lenses, mirrors, optical fibers, and so
forth. An example of single- and dual-mode fiber-optic proximity sensors are shown
in Figs. 4.17 and 4.18 of Chapter 4. Similar arrangements are often implemented
without optical fibers when light is guided toward a target by focusing lenses and is
diverted back to detectors by the reflectors. Currently, this basic technology has been
substantially improved. Some more complex and sophisticated products have evolved.
The improvements are aimed to better selectivity, noise immunity, and reliability of
the optical sensors.

7.5.1 Optical Bridge

The concept of a bridge circuit, like a classical Wheatstone bridge, is employed in
many sensors and the optical sensor is a good example of that. One such use shown in
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Fig. 7.25. Four-quadrant photodetector: (A) focusing an object on the sensor; (B) connection
of the sensing elements to difference amplifiers; (C) sensor in a packaging. (From Advanced
Photonix, Inc. Camarillo, CA.)

Fig. 7.25. A four-quadrant photodetector consists of four light detectors connected in
a bridgelike circuit. The object must have an optical contrast against the background.
Consider a positioning system of a spacecraft (Fig. 7.25A). An image of the Sun
or any other sufficiently bright object is focused by an optical system (a telescope)
on a four-quadrant photodetector. The opposite parts of the detector are connected
to the corresponding inputs of the difference amplifiers (Fig. 7.25B). Each amplifier
produces the output signal proportional to a displacement of the image from the optical
center of the sensor along a corresponding axis. When the image is perfectly centered,
both amplifiers produce zero outputs. This may happen only when the optical axis of
the telescope passes through the object.

7.5.2 Proximity Detector with Polarized Light

One method of building a better optoelectronic sensor is to use polarized light. Each
light photon has specific magnetic and electric field directions perpendicular to each
other and to the direction of propagation (see Fig. 3.48 of Chapter 3). The direction
of the electric field is the direction of the light polarization. Most of the light sources
produce light with randomly polarized photons. To make light polarized, it can be
directed through a polarizing filter, (i.e., a special material which transmits light polar-
ized only in one direction and absorbs and reflects photons with wrong polarizations).
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Fig. 7.26. Passing polarized light through a polarizing filter: (A) direction of polarization is
the same as of the filter; (B) direction of polarization is rotated with respect to the filter; (C)
direction of polarization is perpendicular with respect to the filter.
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Fig. 7.27. Proximity detector with two polarizing filters positioned at a 90° angle with respect
to one another: (A) polarized light returns from the metallic object within the same plane
of polarization; (B) nonmetallic object depolarizes light, thus allowing it to pass through the
polarizing filter.

However, any direction of polarization can be represented as a geometrical sum of
two orthogonal polarizations: One is the same as the filter and the other is nonpass-
ing. Thus, by rotating the polarization of light before the polarizing filter, we may
gradually change the light intensity at the filter’s output (Fig. 7.26).

When polarized light strikes an object, the reflected light may retain its polarization
(specular reflection) or the polarization angle may change. The latter is typical for
many nonmetallic objects. Thus, to make a sensor nonsensitive to reflective objects
(like metal cans, foil wrappers, and the like), it may include two perpendicularly
positioned polarizing filters: one at the light source and the other at the detector (Figs.
7.27A and 7.27B). The first filter is positioned at the emitting lens (light source) to
polarize the outgoing light. The second filter is at the receiving lens (detector) to allow
passage of only those components of light which have a 90° rotation with respect to
the outgoing polarization. Whenever light is reflected from a specular reflector, its
polarization direction does not change and the receiving filter will not allow the light
to pass to a photodetector. However, when light is reflected in a nonspecular manner,
its components will contain a sufficient amount of polarization to go through the
receiving filter and activate the detector. Therefore, the use of polarizers reduces
false-positive detections of nonmetallic objects.
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7.5.3 Fiber-Optic Sensors

Fiber-optic sensors can be used quite effectively as proximity and level detectors. One
example of the displacement sensor is shown in Fig. 4.18 of Chapter 4, where the
intensity of the reflected light is modulated by the distance d to the reflective surface.

Aliquid-level detector (see also Section 7.8.3) with two fibers and a prism is shown
inFig. 7.28. It utilizes the difference between refractive indices of air (or gaseous phase
of a material) and the measured liquid. When the sensor is above the liquid level, a
transmitting fiber (on the left) sends most of its light to the receiving fiber (on the right)
due to a total internal reflection in the prism. However, some light rays approaching
the prism reflective surface at angles less than the angle of total internal reflection
are lost to the surroundings. When the prism reaches the liquid level, the angle of
total internal reflection changes because the refractive index of a liquid is higher than
that of air. This results in a much greater loss in the light intensity, which can be
detected at the other end of the receiving fiber. The light intensity is converted into
an electrical signal by any appropriate photodetector. Another version of the sensor
is shown in Fig. 7.29, which shows a sensor fabricated by Gems Sensors (Plainville,
CT). The fiber is U-shaped, and upon being immersed into liquid, it modulates the
intensity of passing light. The detector has two sensitive regions near the bends, where
the radius of curvature is the smallest. An entire assembly is packaged into a 5-mm-
diameter probe and has a repeatability error of about 0.5 mm. Note that the shape of
the sensing element draws liquid droplets away from the sensing regions when the
probe is elevated above the liquid level.

7.5.4 Fabry—Perot Sensors

For measuring small displacements with high precision in a harsh environment, the
so-called Fabry—Perot optical cavity can be employed. The cavity contains two semire-
flective mirrors facing each other and separated by distance L (Fig. 7.30A). The cavity
is injected with light from a known source (a laser, e.g.) and the photons inside the
cavity bounce back and forth between the two mirrors, interfering with each other
in the process. In fact, the cavity is a storage tank for light. At some frequencies of
photons, light can pass out of the cavity. A Fabry—Perot interferometer is basically



7.5 Optical Sensors 279

|

oore

— cladding
light

liguid
droplets

SERNINEG Fegions
(A) (B)
Fig. 7.29. U-shaped fiber-optic liquid-level sensor: (A) When the sensor is above the liquid

level, the light at the output is strongest; (B) when the sensitive regions touch liquid, the light
propagated through the fiber drops.
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Fig. 7.30. (A) Multiple-ray interference inside a Fabry—Perot cavity; (B) transmitted frequen-
cies of light.

a frequency filter whose transmission frequency is intimately related to the length
of the cavity (Fig. 7.30B). As the cavity length changes, the frequencies at which it
transmits light change accordingly. If you make one of the mirrors movable, by mon-
itoring the optical transmission frequency, very small changes in the cavity length
can be resolved. The narrow bands of transmitted light are separated by frequencies
that are inversely proportional to the cavity length:

Av=—, 7.8
v=o7 (7.8)
where c is the speed of light. For practical cavities with a mirror separation on the order
of 1 um, typical values of Av are between 500 MHz and 1 GHz. Thus, by detecting
the frequency shift of the transmitted light with respect to a reference light source,
changes in the cavity dimensions can be measured with the accuracy comparable
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Fig.7.31. Construction of a Fabry—Perot pressure sensor (A) and view of FISO FOP-M pressure
sensor (B).

with the wavelength of light. Whatever may cause changes in the cavity dimensions
(mirror movement) may be the subject of measurements. These include strain, force,
pressure, and temperature.

Fabry—Perot cavity-based sensors have been widely used for their versatility; for
example, they have been used to sense both pressure and temperature [7—10]. This
kind of sensor detects changes in optical path length induced by either a change in
the refractive index or a change in physical length of the cavity. Micromachining
techniques make Fabry—Perot sensors more attractive by reducing the size and the
cost of the sensing element. Another advantage of the miniature Fabry—Perot sensor is
that low-coherence light sources, such as light-emitting diodes (LEDs) or even light
bulbs, can be used to generate the interferometric signal.

A pressure sensor with a Fabry—Perot cavity is shown in Fig. 7.31A. Pressure is
applied to the upper membrane. Under pressure, the diaphragm deflects inwardly,
thus reducing the cavity dimension L. The cavity is monolithically built by microma-
chined technology and the mirrors can be either the dielectric layers or metal layers
deposited or evaporated during the manufacturing process. The thickness of each
layer must be tightly controlled to achieve the target performance of a sensor. An
ultraminiature pressure sensor produced by FISO Technologies (www.fiso.com) is
shown in Fig. 7.31B. The sensor has a very small temperature coefficient of sensitiv-
ity (< 0.03%) and has an outside diameter of 0.55 mm, which makes it ideal for such
critical applications as in implanted medical devices and other invasive instruments.

A measuring system for the Fabry—Perot sensor is shown in Fig. 7.32. Light from
a white-light source is coupled through a 2 x 2 splitter to the optical fiber that, in turn,
is connected to a sensor. The sensor contains a Fabry—Perot interferometer cavity
(FPI) and it reflects back light at a wavelength related to the cavity size. Now, the
task is to measure the shift in a wavelength. This is accomplished by a white-light
cross-correlator that contains a Fabry—Perot wedge. The wedge, in effect, is a cavity
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Fig. 7.32. Measuring system for the Fabry—Perot sensor. (Courtesy of Roctest.
www.roctest.com.)

of a linearly variable dimension. Depending of the received wavelength, it passes
light only at a specific location of the wedge. The outgoing light position at the wedge
may be detected by a position-sensitive detector (PSD) that is described in detail in
Section 7.5.6. The output of the detector directly relates to the input stimulus applied
to the FPI sensor.

This method of sensing has the advantages of a linear response, insensitivity to
the light intensity resulting from the light source or fiber transmission, versatility to
measure different stimuli with the same instrument, wide dynamic range (1 : 15,000),
and high resolution. In addition, the fiber-optic sensors are immune to many electro-
magnetic and radio-frequency interferences (EMI and RFI) and can operate reliably
in harsh environment without adverse effects. For example, a FPI sensor may function
inside a microwave oven.

7.5.5 Grating Sensors

An optical displacement transducer can be fabricated with two overlapping gratings
which serve as a light-intensity modulator (Fig. 7.33A). The incoming pilot beam
strikes the first, stationary grating which allows only about 50% of light to pass
toward the second, moving grating. When the opaque sectors of the moving grating
are precisely aligned with the transmitting sectors of the stationary grating, the light
will be completely dimmed out. Therefore, the transmitting light beam intensity can
be modulated from 0% to 50% of the pilot beam (Fig. 7.33B). The transmitted beam
is focused on a sensitive surface of a photodetector, which converts light into electric
current.

The full-scale displacement is equal to the size of an opaque (or clear) sector.
There is a trade-off between the dynamic range of the modulator and its sensitivity;
that is, for the large pitch of the grating (large sizes of the transparent and opaque
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Fig. 7.33. Optical displacement sensor with grating light modulator: (A) schematic; (B) transfer
function.

sectors), the sensitivity is low, but, the full-scale displacement is large. For the higher
sensitivity, the grating pitch can be made very small, so that the minute movements
of the grating will result in a large output signal. This type of modulator was used in a
sensitive hydrophone [11] to sense displacements of a diaphragm. The grating pitch
was 10 um, which means that the full-scale displacement was 5 um. The light source
was a 2-mW He—Ne laser whose light was coupled to the grating through an optical
fiber. The tests of the hydrophone have demonstrated that the device is sensitive with
a dynamic range of 125 dB of pressure as referenced to 1 uPa, with a frequency
response up to 1 kHz.

A grating principle of light modulation is employed in very popular rotating or
linear encoders, where a moving mask (usually fabricated in the form of a disk) has
transparent and opaque sections (Fig. 7.34).

The encoding disk functions as an interrupter of light beams within an optocoupler;
that is, when the opaque section of the disk breaks the light beam, the detector is
turned off (indicating digital ZERO), and when the light passes through a transparent
section, the detector is on (indicating digital ONE). The optical encoders typically
employ infrared emitters and detectors operating in the spectral range from 820 to 940
nm. The disks are made from laminated plastic and the opaque lines are produced by a
photographic process. These disks are light, have low inertia and low cost and exhibit
excellent resistance to shock and vibration. However, they have a limited operating
temperature range. Disks for a broader temperature range are fabricated of etched
metal.

There are two types of encoding disk: the incremental, which produces a transient
whenever it is rotat