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The book is an introduction to the physical principles of modern semiconductor devices
and their advanced fabrication technology. It is intended as a textbook for undergradu-
ate students in applied physics, electrical and electronics engineering, and materials sci-
ence. It can also serve as a reference for practicing engineers and scientists who need an
update on device and technology developments.

# WHAT'S NEW IN THE SECOND EDITION

50% of the material has been revised or updated. We have added many sec-
tions that are of contemporary interest such as flash memory, Pentium chips,
copper metallization, and eximer-laser lithography. On the other hand, we
have omitted or reduced sections of less important topics to maintain the over-

all book length.

We have also made substantial changes in updating the pedagogy. We have
adopted a two-color format for all illustrations to enhance their presentation;
and all important equations are boxed.

All device and material parameters have been updated or corrected . For
example, the intrinsic carrier concentration in silicon at 300K is 9.65 x

10° cm™®, replacing the old value of 1.45 x 10'° cm™. This single change has
an impact on at least 30% of the problem solutions.

To improve the development of each subject, sections that contain graduate-
level mathematics or physical concepts have been omitted or moved to the
Appendixes, at the back of the book.

# TOPICAL COVERAGE

iv

Chapter 1 gives a brief historical review of major semiconductor devices and
key technology developments. The text is then organized into three parts.

Part I, Chapters 2-3, describes the basic properties of semiconductors and
their conduction processes, with special emphasis on the two most important
semiconductors: silicon (Si) and gallium arsenide (GaAs). The concepts in Part
I will be used throughout this book. These concepts requires a background
knowledge of modern physics and college calculus.

Part I1, Chapters 4-9, discusses the physics and characteristics of all major
semiconductor devices. We begin with the p—n junction which is the key
building block of most semiconductor devices. We proceed to bipolar and
field-effect devices and then cover microwave, quantum-effect, hot-electron,
and photonic devices.

Part III, Chapters 10-14, deals with processing technology from crystal growth
to impurity doping. We present the theoretical and practical aspects of the
major steps in device fabrication with an emphasis on integrated devices.
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b= KEY FEATURES

Each chapter includes the following features:
* The chapter starts with an overview of the topical contents. A list of learning
goals is also provided.

* The second edition has tripled the worked-out examples that apply basic con-
cepts to specific problems.

* A chapter summary appears at the end of each chapter to summarize the
important concepts and to help the student review the content before tackling
the homework problems that follow.

¢ The book includes about 250 homework problems, over 50% of them new to
the second edition. Answers to odd-numbered problems, which have numeri-
cal solutions are provided in Appendix L at the back of the book.

» COURSE DESIGN OPTIONS

The second edition can provide greater flexibility in course design. The book contains
enough material for a full-year sequence in device physics and processing technology.
Assuming three lectures per week, a two-semester sequence can cover Chapters 1-7 in
the first semester, leaving Chapters 8-14 for the second semester. For a three-quarter
sequence, the logical break points are Chapters 1-5, Chapters 6-9, and Chapters 10-14.

A two-quarter sequence can cover Chapters 1-5 in the first quarter. The instructor
has several options for the second quarter. For example, covering Chapters 6, 11, 12,
13, and 14 produces a strong emphasis on the MOSFET and its related process tech-
nologies, while covering Chapters 6-9 emphasizes all major devices. For a one-quarter
course on semiconductor device processing, the instructor can cover Section 1.2 and
Chapters 10-14.

A one-semester course on basic semiconductor physics and devices can cover
Chapters 1-7. A one-semester course on microwave and photonic devices can cover
Chapters 1-4, 7-9. If the students already have some familiarity with semiconductor fun-
damentals, a one-semester course on Submicron MOSFET: Physics and Technology can
cover Chapters 1, 6, 10-14. Of course, there are many other course design options depend-
ing on the teaching schedule and the instructor’s choice of topics.

# TEXTBOOK SUPPLEMENTS

* Instructor’s Manual. A complete set of detailed solutions to all the end-of-
chapter problems has been prepared. These solutions are available free to all

adopting faculty.

¢ The figures used in the text are available, in electronic format, to instructors
from the publisher. Instructors can find out more information at the pub-
lisher’s website at: http: //www.wiley.com/college/sze
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Introduction

b 1.1 SEMICONDUCTOR DEVICES
B 1.2 SEMICONDUCTOR TECHNOLOGY
¥ SUMMARY

As an undergraduate in applied physics, electrical engineering, electronics engineering,
or materials science, you might ask why you need to study semiconductor devices. The
reason is that semiconductor devices are the foundation of the electronic industry, which
is the largest industry in the world with global sales over one trillion dollars since 1998.
A basic knowledge of semiconductor devices is essential to the understanding of advanced
coursés in electronics. This knowledge will also enable you to contribute to the Information
Age, which is based on electronic technology.
Specifically, we cover the following topics:

* Four building blocks of semiconductor devices.

* Eighteen important semiconductor devices and their roles in electronic
applications.

* Twenty important semiconductor technologies and their roles in device
processing.

* Technology trends toward high-density, high-speed, low-power consumption,
and nonvolatility.

1.1 SEMICONDUCTOR DEVICES

Figure 1 shows the sales volume of the semiconductor-device-based electronic industry
in the past 20 years and projects sales to the year 2010. Also shown are the gross world
product (GWP) and the sales volumes of automobile, steel, and semiconductor indus-
tries."? We note that the electronic industry has surpassed the automobile industry in 1998.
If the current trends continue, in year 2010 the sales volume of the electronic industry
will reach three trillion dollars and will constitute about 10% of GWP. The semiconductor
industry, which is a subset of the electronic industry, will grow at an even higher rate to
surpass the steel industry in the early twenty-first century and to constitute 25% of the
electronic industry in 2010.
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Fig.1 Gross world product (GWP) and sales volumes of the electronics, automobile, semicon-
ductor, and steel industries from 1980 to 2000 and projected to 2010.12

1.1.1 Device Building Blocks

Semiconductor devices have been studied for over 125 years.? To date, we have about
60 major devices, with over 100 device variations related to them.* However, all these
devices can be constructed from a small number of device building blocks.

Figure 2a is the metal-semiconductor interface, which is an intimate contact between
a metal and a semiconductor. This building block was the first semiconductor device ever
studied (in the year 1874). This interface can be used as a rectifying contact, that is, the
device allows electrical current to flow easily only in one direction, or as an ohmic con-
tact, which can pass current in either direction with a negligibly small voltage drop. We
can use this interface to form many useful devices. For example, by using a rectifying
contact as the gate” and two ohmic contacts as the source and drain, we can form a MES-
FET (metal-semiconductor field-effect transistor), an important microwave device.

(a) (b)

/- Oxide

(c) G

Fig.2 Basic device building blocks. (2) Metal-semiconductor interface; (b) p—n junction; (c)
heterojunction interface; and (d) metal-oxide-semiconductor structure.

¢ The italicized terms in this paragraph and in subsequent paragraphs are defined and explained in Part II
of the book.
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The second building block is the p—n junction (Fig. 2b), which is formed between a
p- type (with positively charged carriers) and an n-type (with negatively charged carri-
ers) semiconductors. The p—n junction is a key building block for most semiconductor
devices, and p—n junction theory serves as the foundation of the physics of semiconduc-
tor devices. By combining two p—n junctions, that is, by adding another p-type semi-
conductor, we form the p-n—p bipolar transistor, which was invented in 1947 and had
an unprecedented impact on the electronic industry. If we combine three p—n junctions
to form a p—n—p—n structure, it is a switching device called a thyristor.

The third building block (Fig. 2¢) is the heterojunction interface, that is, an inter-
face formed between two dissimilar semiconductors. For example, we can use gallium
arsenide (GaAs) and aluminum arsenide (AlAs) to form a heterojunction. Heterojunctions
are the key components for high-speed and photonic devices.

Figure 2d shows the metal-oxide-semiconductor (MOS) structure. The structure can
be considered a combination of a metal-oxide interface and an oxide-semiconductor inter-
face. By using the MOS structure as the gate and two p—n junctions as the source and
drain, we can form a MOSFET (MOS field-effect transistor). The MOSFET is the most
important device for advanced integrated circuits, which contains tens of thousands of
devices per integrated circuit chip.

1.1.2 Major Semiconductor Devices

Some major semiconductor devices are listed in Table 1 in chronological order; those
with a superscript b are two-terminal devices, otherwise they are three-terminal or
four-terminal devices.? The earliest systematic study of semiconductor devices (metal-
semiconductor contacts) is generally attributed to Braun,’ who in 1874 discovered that
the resistance of contacts between metals and metal sulfides (e.g., copper pyrite) depended
on the magnitude and polarity of the applied voltage. The electroluminescence phe-
nomenon (for the light-emitting diode) was discovered by Round® in 1907. He observed
the generation of yellowish light from a crystal of carborundom when he applied a poten-
tial of 10 V between two points on the crystals.

TABLE1 Major Semiconductor Devices

Year Semiconductor Device? Author(s)/Inventor(s) Ref.
1874  Metal-semiconductor contact? Braun 5
1907  Light emitting diode® Round 6
1947 Bipolar transistor Bardeen, Brattain, and Shockley 7
1949  p-n junction® Shockley 8
1952 Thyristor Ebers 9
1954 Solar cell Chapin, Fuller, and Pearson 10
1957  Heterojunction bipolar transistor Kroemer 11
1958  Tunnel diode® Esaki 12
1960 MOSFET Kahng and Atalla 13
1962  Laser® Hall et al 15
1963 Heterostructure laser® Kroemer, Alferov and Kazarinov 16,17
1963  Transferred-electron diode® Gunn 18
1965 IMPATT diode® Johnston, DeLoach, and Cohen 19

(continued)
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TABLE1 (continued)

Year Semiconductor Device? Author(s)/Inventor(s) Ref.
1966 MESFET Mead 20
1967  Nonvolatile semiconductor memory Kahng and Sze 21
1970  Charge-coupled device Boyle and Smith 23
1974  Resonant tunneling diode® Chang, Esaki, and Tsu 24
1980 MODFET Mimura et al. 25
1994  Room-temperature single-electron Yano et al. 22
memory cell
2001 20 nm MOSFET Chau 14

aMOSFET, metal-oxide-semiconductor field-effect transistor; MESFET, metal-semiconductor field-effect transistor;
MODFET, modulation-doped field-effect transistor.

bDenotes a two-terminal device, otherwise it is a three- or four-terminal device.

In 1947, the point-contact transistor was invented by Bardeen and Brattain.” This
was followed by Shockley’s® classic paper on p—n junction and bipolar transistor in 1949.
Figure 3 shows the first transistor. The two point contacts at the bottom of the triangu-
lar quartz crystal were made from two stripes of gold foil separated by about 50 pm
(1pm = 10 cm) and pressed onto a semiconductor surface. The semiconductor used
was germanium. With one gold contact forward biased, that is, positive voltage with respect
to the third terminal, and the other reverse biased, the transistor action was observed,
that is, the input signal was amplified. The bipolar transistor is a key semiconductor device
and has ushered in the modern electronic era.

In 1952, Ebers® developed the basic model for the thyristor, which is an extremely
versatile switching device. The solar cell was developed by Chapin, et al.)? in 1954 using
a silicon p—n junction. The solar cell is a major candidate for obtaining energy from the
sun because it can convert sunlight directly to electricity and is environmentally benign.
In 1957, Kroemer!! proposed the heterojunction bipolar transistor to improve the tran-
sistor performance; this device is potentially one of the fastest semiconductor devices.
In 1958, Esaki'? observed negative resistance characteristics in a heavily doped p—n junc-
tion, which led to the discovery of the tunnel diode. The tunnel diode and its associated
tunneling phenomenon are important for ohmic contacts and carrier transport through
thin layers.

The most important device for advanced integrated circuits is the MOSFET, which
was reported by Kahng and Atalla'® in 1960. Figure 4 shows the first device using a ther-
mally oxidized silicon substrate. The device has a gate length of 20 pm and a gate oxide
thickness of 100 nm (1 nm = 107 cm). The two keyholes are the source and drain con-
tacts, and the top elongated area is the aluminum gate evaporated through a metal mask.
Although present-day MOSFETSs have been scaled down to the deep-submicron regime,
the choice of silicon and thermally grown silicon dioxide used in the first MOSFET remains
the most important combination of materials. The MOSFET and its related integrated
circuits now constitute about 90% of the semiconductor device market. An ultrasmall MOS-
FET with a channel length of 20 nm has been demonstrated recently.! This device can
serve as the basis for the most advanced integrated circuit chips containing over one tril-
lion (>10!2) devices.

In 1962, Hall et al.® first achieved lasing in semiconductors. In 1963, Kroemer'® and
Alferov and Kazarinov'” proposed the heterostructure laser. These proposals laid the foun-
dation for modern laser diodes, which can be operated continuously at room tempera-
ture, Laser diodes are the key components for a wide range of applications, including




Fig. 4 The first metal-oxide-semiconductor field-effect transistor.!3 (Photograph courtesy of
Bell Laboratories. )
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digital video disk, optical-fiber communication, laser printing, and atmospheric—pollution
monitoring.

Three important microwave devices were invented or realized in the next 3 years.
The first device is the transferred-electron diode (TED; also called Gunn diode) by Gunn'®
in 1963. The TED is used extensively in such millimeter-wave applications as detection
systems, remote controls, and microwave test instruments. The second device is the
IMPATT diode; its operation was first observed by Johnston et al.® in 1965. IMPATT diodes
can generate the highest continuous wave (CW) power at millimeter-wave frequencies
of all semiconductor devices. They are used in radar systems and alarm systems. The third
device is the MESFET, invented by Mead® in 1966. It is a key device for monolithic
microwave integrated circuits (MMIC).

An important semiconductor memory device was invented by Kahng and Sze?! in
1967. This is the nonvolatile semiconductor memory (NVSM), which can retain its stored
information when the power supply is switched off. A schematic diagram of the first NVSM
is shown in Fig.5a. Although it is similar to a conventional MOSFET, the major differ-
ence is the addition of the floating gate, in which semipermanent charge storage is possible.
Because of its attributes of nonvolatility, high device density, low-power consumption,
and electrical rewritability (e.g., the stored charge can be removed by applying voltage
to the control gate), NVSM has become the dominant memory for portable electronic
systems such as the cellular phone, notebook computer, digital camera, and smart card.

A limiting case of the floating-gate nonvolatile memory is the single-electron mem-
ory cell (SEMC) shown in Fig.5b. By reducing the length of the floating gate to ultra-

Control gate

I I sl / Floating gate ( ~ 1 pF)

Source Drain
Y p F——————= Y P 7
\ Channel
n-type semiconductor
(a)
Control gate
| |
Cyo - 0.1 aF 1 / Floating gate ( ~ 1 aF)
Source | X | Drain

Channel
(b)
Fig.5 (a) A schematic diagram of the first nonvolatile semiconductor memory (NVSM) with

a floating gate.?! (b) A limiting case of the floating-gate NVSM—the single-electron memory
cell. 2
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small dimensions (e.g., 10 nm), we obtain the SEMC. At this dimension, when an elec-
tron moves into the floating gate, the potential of the gate will be altered so that it will
prevent the entrance of another electron. The SEMC is an ultimate floating-gate mem-
ory cell, since we need only one electron for information storage. The operation of a SEMC
at room temperature was first demonstrated by Yano et al.22 in 1994. The SEMC can
serve as the basis for the most advanced semiconductor memories that can contain over
one trillion bits.

The charge-coupled device (CCD) was invented by Boyle and Smith? in 1970. CCD
is used extensively in video cameras and in optical sensing applications. The resonant tun-
neling diode (RTD) was first studied by Chang et al.2* in 1974. RTD is the basis for most
quantum-effect devices, which offer extremely high density, ultrahigh speed, and enhanced
functionality because it permits a greatly reduced number of devices to perform a given
circuit function. In 1980, Minura et al.”® developed the MODFET (modulation-doped
field-effect transistor). With the proper selection of heterojunction materials, the MOD-
FET is expected to be the fastest field-effect transistor.

Since the invention of the bipolar transistor in 1947, the number and variety of semi-
conductor devices have increased tremendously as advanced technology, new materials,
and broadened comprehension have been applied to the creation of new devices. In Part
II of the book, we consider all the devices listed in Table 1. It is hoped that this book
can serve as a basis for understanding other devices not included here and perhaps not
even conceived of at the present time.

# 1.2 SEMICONDUCTOR TECHNOLOGY
1.21 Key Semiconductor Technologies

Many important semiconductor technologies have been derived from processes invented
centuries ago. For example, the lithography process was invented in 1798; in this first
process, the pattern, or image, was transferred from a stone plate (litho).2 In this sec-
tion, we consider the milestones of technologies that were applied for the first time to
semiconductor processing or developed specifically for semiconductor-device fabrication.

Some key semiconductor technologies are listed in Table 2 in chronological order.
In 1918, Czochralski®” developed a liquid-solid monocomponent growth technique. The
Czochralski growth is the process used to grow most of the crystals from which silicon
wafers are produced. Another growth technique was developed by Bridgman?® in 1925.
The Bridgman technique has been used extensively for the growth of gallium arsenide
and related compound semiconductor crystals. Although the semiconductor properties
of silicon have been widely studied since early 1940, the study of semiconductor com-
pounds was neglected for a long time. In 1952, Welker® noted that gallium arsenide and
its related III-V compounds were semiconductors. He was able to predict their charac-
teristics and to prove them experimentally. The technology and devices of these com-
pounds have since been actively studied.

The diffusion of impurity atoms in semiconductors is important for device process-
ing. The basic diffusion theory was considered by Fick® in 1855. The idea of using dif-
fusion techniques to alter the type of conductivity in silicon was disclosed in a patent in
1952 by Pfann.® In 1957, the ancient lithography process was applied to semiconductor-
device fabrication by Andrus.®> He used photosensitive etch-resistant polymers (photoresist)
for pattern transfer. Lithography is a key technology for the semiconductor industry. The
continued growth of the industry has been the direct result of improved lithographic tech-
nology. Lithography is also a significant economic factor, currently representing over 35%
of the integrated-circuit manufacturing cost.
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TABLE2 Key Semiconductor Technologies

Year Technology* Author(s)/Inventor(s) Ref.
1918 Czochralski crystal growth Czochralski 27
1925  Bridgman crystal growth Bridgman 28
1952 III-V compounds Welker 29
1952 Diffusion Pfann 31
1957 Lithographic photoresist Andrus 32
1957 Oxide masking Frosch and Derrick 33
1957 Epitaxial CVD growth Sheftal, Kokorish, and Krasilov 34
1958 Ion implantation Shockley 35
1959 Hybrid integrated circuit Kilby 36
1959 Monolithic integrated circuit Noyce 37
1960 Planar process Hoerni 38
1963 CMOS Wanlass and Sah 39
1967 DRAM Dennard 40
1969 Polysilicon self-aligned gate Kerwin, Klein, and Sarace 41
1969 MOCVD Manasevit and Simpson 42
1971 Dry etching Irving, Lemons, and Bobos 43
1971 Molecular beam epitaxy Cho 44
1971 Microprocessor (4004) Hoff et al. 45
1982 Trench isolation Rung, Momose, and Nagakubo 46
1989  Chemical mechanical polishing Davari et al. 47
1993 Copper interconnect Paraszczak et al. 48

2CVD, chemical vapor deposition; CMOS, complementary metal-oxide-semiconductor field-effect transistor; DRAM,
dynamic random access memory; MOCVD, metalorganic CVD.

The oxide masking method was developed by Frosch and Derrick 3 in 1957. They
found that an oxide layer can prevent most impurity atoms from diffusing through it. In
the same year, the epitaxial growth process based on chemical vapor deposition technique
was developed by Sheftal et al.3* Epitaxy, derived from the Greek word epi, meaning on,
and taxis, meaning arrangement, describes a technique of crystal growth to form a thin
layer of semiconductor materials on the surface of a crystal that has a lattice structure
identical to that of the crystal. This method is important for the improvement of device
performance and the creation of novel device structures.

In 1958, Shockley® proposed the method of using ion implantation to dope the semi-
conductors. Ion implantation has the capability of precisely controlling the number of
implanted dopant atoms. Diffusion and ion implantation can complement each other for
impurity doping. For example, diffusion can be used for high-temperature, deep-junction
processes, whereas ion implantation can be used for lower-temperature, shallow-junction
processes.

In 1959, a rudimentary integrated circuit (IC) was made by Kilby.? It contained one
bipolar transistor, three resistors, and one capacitor, all made in germanium and connected
by wire bonding—a hybrid circuit. Also in 1959, Noyce®” proposed the monolithic IC by
fabricating all devices in a single semiconductor substrate (monolith means single stone)
and connecting the devices by aluminum metallization. Figure 6 shows the first mono-
lithic IC of a flip-flop circuit containing six devices. The aluminum interconnection lines
were obtained by etching evaporated aluminum layer over the entire oxide surface using
the lithographic technique. These inventions laid the foundation for the rapid growth of
the microelectronics industry.
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Fig.6 The first monolithic integrated circuit.*” (Photograph courtesy of Dr. G. Moore.)

The “planar” process was developed by Hoerni® in 1960. In this process, an oxide
layer is formed on a semiconductor surface. With the help of a lithography process, por-
tions of the oxide can be removed and windows cut in the oxide. Impurity atoms will dif-
fuse only through the exposed semiconductor surface, and p—n junctions will form in the
oxide window areas.

As the complexity of the IC increased, we have moved from NMOS (n-channel
MOSFET) to CMOS (complementary MOSFET) technology, which employs both
NMOS and PMOS (p-channel MOSFET) to form the logic elements. The CMOS con-
cept was proposed by Wanlass and Sah * in 1963. The advantage of CMOS technol-
ogy is that logic elements draw significant current only during the transition from one
state to another (e.g., from 0 to 1) and draw very little current between transitions, allow-
ing power consumption to be minimized. CMOS technology is the dominant technol-
ogy for advanced ICs.

In 1967, an important two-element circuit, the dynamic random access memory
(DRAM), was invented by Dennard.*’ The memory cell contains one MOSFET and one
charge-storage capacitor. The MOSFET serves as a switch to charge or discharge the capac-
itor. Although DRAM is volatile and consumes relatively high power, we expect that DRAM
will continue to be the first choice among various semiconductor memories for nonportable
electronic systems in the foreseeable future.

To improve the device performance, the polysilicon self-aligned gate process was pro-
posed by Kerwin et al.#! in 1969. This process not only improved device reliability, it also
reduced parasitic capacitances. Also in 1969, the metalorganic chemical vapor deposition
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PES T
(MOCVD) method was developed by Manasevit and Simpson.“2 This is a very important
epitaxial growth technique for compound semiconductors such as GaAs.

As the device dimensions were reducéd, a dry etching technique was developed to
replace wet chemical etching for high-fidelity pattern transfer. This technique was initi-
ated by Irving et al.#3 in 1971 using a CF, — O, gas mixture to etch silicon wafers. Another
important technique developed in the same year is molecular beam epitaxy by Cho.*
This technique has the advantage of near-perfect vertical control of composition and dop-
ing down to atomic dimensions. It is responsible for the creation of numerous photonic
devices and quantum-effect devices.

In 1971, the first microprocessor was made by Hoff et al.#> They put the entire cen-
tral processing unit (CPU) of a simple computer on one chip. It was a four-bit micro-
processor (Intel 4004), shown in Fig. 7, with a chip size of 3 mm X 4 mm, and it contained
2300 MOSFETs. It was fabricated by a p-channel, polysilicon gate process using an 8 um
design rule. This microprocessor performed as well as those in $300,000 IBM comput-
ers of the early 1960s—each of which needed a CPU the size of a large desk. This was
a major breakthrough for the semiconductor industry. Currently, microprocessors con-
stitute the largest segment of the industry.

W T % " v

Fig.7 The first microprocessor.s (Photograph courtesy of Intel Corp.)
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Since early 1980, many new technologies have been developed to meet the require-
ments of ever-shrinking minimum feature lengths. We consider three key technologies:
trench isolation, chemical-mechanical polishing, and the copper interconnect. The trench
isolation technology was introduced by Rung et al.#® in 1982 to isolate CMOS devices.
This approach eventually replaced all other isolation methods. In 1989, the chemical-
mechanical polishing method was developed by Davari et al.#” for global planarization
of the interlayer dielectrics. This is a key process for multilevel metallization. At submi-
cron dimensions, a widely known failure mechanism is electromigration, which is the trans-
port of metal ions through a conductor due to the passage of an electrical current. Although
aluminum has been used since the early 1960s as the interconnect material, it suffers
from electromigration at high electrical current. The copper interconnect was introduced
in 1993 by Paraszczak et al.*® to replace aluminum for minimum feature lengths approach-
ing 100 nm. In Part III of this book, we consider all the technologies listed in Table 2.

1.22 Technology Trends

Since the beginning of the microelectronics era, the smallest line width or the minimum
feature length of an integrated circuit has been reduced at a rate of about 13% per year.*
At that rate, the minimum feature length will shrink to about 50 nm in the year 2010.
Device miniaturization results in reduced unit cost per circuit function. For example, the
cost per bit of memory chips has halved every 2 years for successive generations of DRAMs.
As device dimension decreases, the intrinsic switching time also decreases. The device
speed has improved by four orders of magnitude since 1959. Higher speeds lead to
expanded IC functional throughput rates. In the future, digital ICs will be able to per-
form date processing and numerical computation at terabit-per-second rates. As the device
becomes smaller, it consumes less power. Therefore, device miniaturization also reduces
the energy used for each switching operation. The energy dissipated per logic gate has
decreased by over one million times since 1959.

Figure 8 shows the exponential increase of the actual DRAM density versus the year
of first production from 1978 to 2000. The density increases by a factor of 2 every
18 months. If the trends continue, we expect that DRAM density will increase to 8 Gb
in the year 2005 and to 64 Gb around the year 2012. Figure 9 shows the exponential
increase of the microprocessor computational power. The computational power also
increases by a factor of 2 every 18 months. Currently, a Pentium-based personal com-
puter has the same computational power as that of a supercomputer, CRAY 1, of the late
1960s; yet, it is three orders of magnitude smaller. If the trends continue, we will reach
100 GIP (billion instructions per second) in the year 2010.

Figure 10 illustrates the growth curves for different technology drivers.® At the begin-
ning of the modern electronic era (1950-1970), the bipolar transistor was the technol-
ogy driver. From 1970 to 1990, the DRAM and the microprocessor based on MOS devices
were the technology drivers because of the rapid growth of personal computers and
advanced electronic systems. Since 1990, nonvolatile semiconductor memory has been
the technology driver, mainly because of the rapid growth of portable electronic systems.
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»  SUMMARY

Although the semiconductor-device field is a relatively new area of study,” it has enor-
mous impact on our society and the global economy. This is because semiconductor devices
serve as the foundation of the largest industry in the world—the electronic industry.

In this introductory chapter, we have presented a historical review of major semi-
conductor devices from the first study of metal-semiconductor contact in 1874 to the fab-
rication of an ultrasmall 20-nm MOSFET in 2001. Of particular importance are the
invention of the bipolar transistor in 1947, which ushered in the modern electronic era;
the development of the MOSFET in 1960, which is the most important device for inte-
grated circuits; and the invention of the nonvolalite semiconductor memory in 1967, which
has been the technology driver of the electronic industry since 1990.

* Semiconductor devices and materials have been studied since the early nineteenth century. However,
many traditional devices and materials have been studied for a much longer time. For example, steel was
first studied in 1200 BC (over 3000 years ago).
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We have also described key semiconductor technologies. The origins of many tech-
nologies can be traced back to the late eighteenth and early nineteenth centuries. Of
particular importance are the development of the lithographic photoresist in 1957, which
established the basic pattern-transfer process for semiconductor devices; the invention
of the integrated circuits in 1959, which was seminal to the rapid growth of the micro-
electronic industry; and the developments of the DRAM in 1967 and the microproces-
sor in 1971, which constitute the two largest segments of the semiconductor industry.

We have a vast literature on semiconductor-device physics and technology.>! To date,
more than 300,000 papers have been published in this field, and the grand total may reach
one million papers in the year 2012. In this book, each chapter deals with a major device
or a key technology. Each is presented in a clear and coherent fashion without heavy
reliance on the original literature. However, we have selected a few important papers at
the end of each chapter for reference and for further reading.
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SUMMARY

In this chapter, we consider some basic properties of semiconductors. We begin with a
discussion of crystal structure, which is the arrangement of atoms in a semiconductor.
This is followed by a brief description of the crystal growth technique. We then present
the concepts of valence bonds and energy bands, which relate to conduction in semi-
conductors. Finally, we discuss the concept of carrier concentration in thermal equilib-
rium. These concepts are used throughout this book.

Specifically, we cover the following topics:

¢ Element and compound semiconductors and their basic properties.

e The diamond structure and its related crystal planes.

¢ The bandgap and its impact on electrical conductivity.

* The intrinsic carrier concentration and its dependence on temperature.

e The Fermi level and its dependence on carrier concentration.

» 2.1 SEMICONDUCTOR MATERIALS

Solid-state materials can be grouped into three classes—insulators, semiconductors, and
conductors. Figure 1 shows the range of electrical conductivities o (and the corresponding
resistivities p= 1/0)” associated with some important materials in each of the three classes.
Insulators such as fused quartz and glass have very low conductivities, on the order of

° A list of symbols is given in Appendix A.
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Fig. 1 Typical range of conductivities for insulators, semiconductors, and conductors.

1078 - 10-® S/cm; and conductors such as aluminum and silver have high conductivities,
typically from 10*to 10° S/cm.” Semiconductors have conductivities between those of insu-
lators and those of conductors. The conductivity of a semiconductor is generally sensi-
tive to temperature, illumination, magnetic field, and minute amounts of impurity atoms
(typically, about 1 pug to 1 g of impurity atoms in 1 kg of semiconductor materials). This
sensitivity in conductivity makes the semiconductor one of the most important materi-
als for electronic applications.

211 Element Semiconductors

The study of semiconductor materials began in the early nineteenth century.! Over the
years many semiconductors have been investigated. Table 1 shows a portion of the periodic
table related to semiconductors. The element semiconductors, those composed of single

TABLE 1 Portion of the Periodic Table Related to Semiconductors

Period Column IT III v A% VI
2 B C N o
Boron Carbon Nitrogen Oxygen
3 Mg Al i P S
Magnesium Aluminum Silicon Phosphorus Sulfur
4 Zn Ga Ge As Se
Zinc ‘ Gallium Germanium Arsenic Selenium
5 Cd In Sn Sb Te
Cadmium Indium Tin Antimony Tellurium
6 Hg Pb
Mercury Lead

* The international system of units is presented in Appendix B.




Chapter 2. Energy Bands and Carrier Concentration in Thermal Equilibrium - 19

species of atoms, such as silicon (Si) and germanium (Ge), can be found in Column IV.
In the early 1950s, germanium was the major semiconductor material. Since the early
1960s silicon has become a practical substitute and has now virtually supplanted germa-
nium as a material for semiconductor fabrication. The main reasons we now use silicon
are that silicon devices exhibit better properties at room temperature, and high-quality
silicon dioxide can be grown thermally. There is also an economic consideration. Device-
grade silicon costs much less than any other semiconductor material. Silicon in the form
of silica and silicates comprises 25% of the Earth’s crust, and silicon is second only to
oxygen in abundance. Currently, silicon is one of the most studied elements in the peri-
odic table; and silicon technology is by far the most advanced among all semiconductor
technologies.

212 Compound Semiconductors

In recent years a number of compound semiconductors have found applications for var-
ious devices. The important compound semiconductors as well as the two element semi-
conductors are listed® in Table 2. A binary compound semiconductor is a combination
of two elements from the periodic table. For example, gallium arsenide (GaAs) is a III-
V compound that is a combination of gallium (Ga) from Column III and arsenic (As) from
Column V.

In addition to binary compounds, ternary compounds and quaternary compounds
are made for special applications. The alloy semiconductor Al,Ga,_As, which has Al and
Ga from Column IIT and As from Column V is an example of a tenary compound, whereas
quaternary compounds of the form A,B, ,C, D, , can be obtained from combination of
many binary and ternary compound semiconductors. For example, GaP, InP, InAs, plus
GaAs can be combined to yield the alloy semiconductor Ga,In,_As, P, . Compared with
the element semiconductors, the preparation of compound semiconductors in single-crystal
form usually involves much more complex processes.

Many of the compound semiconductors have electrical and optical properties that
are different from silicon. These semiconductors, especially GaAs, are used mainly for
high-speed electronic and photonic applications. Although we do not know as much about
the technology of compound semiconductors as we do about that of silicon, advances in
silicon technology have also helped progress in compound semiconductor technology. In
this book we are concerned mainly with device physics and processing technology of sil-
icon and gallium arsenide.

2.2 BASIC CRYSTAL STRUCTURE

The semiconductor materials we will be studying are single crystals, that is, the atoms
are arranged in a three-dimensional periodic fashion. The periodic arrangement of
atoms in a crystal is called a lattice. In a crystal, an atom never strays far from a single,
fixed position. The thermal vibrations associated with the atom are centered about this
position. For a given semiconductor, there is a unit cell that is representative of the entire
lattice; by repeating the unit cell throughout the crystal, one can generate the entire
lattice.

2.2.1 Unit Cell

A generalized primitive, three-dimensional unit cell is shown in Fig. 2. The relationship
between this cell and the lattice is characterized by three vectors a, b, and ¢, which need
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TABLE2 Semiconductor Materials?

General Semiconductor
Classification Symbol Name
Element Si Silicon
Ge Germanium
Binary compound
IVAIV s mmeeieeeee i e e SiC Silicon carbide
1 B AlP Aluminum phosphide
AlAs Aluminum arsenide
AlSb Aluminum antimonide
GaN Gallium nitride
GaP Gallium phosphide
GaAs Gallium areside
GaSb Gallium antimonide
InP Indium phosphide
InAs Indium arsenide
InSb Indium antimonide
| 1 Y ZnO Zinc oxide
ZnS Zinc sulfide
ZnSe Zinc selenide
ZnTe Zinc telluride
Cds Cadmium sulfide
CdSe Cadmium selenide
CdTe Cadmium telluride
HgS Mercury sulfide
IVVI eeemm e ee e PbS Lead sulfide
PbSe Lead selenide
PbTe Lead telluride
Ternary compound ALGa,_As Aluminum gallium arsenide
AlIn, As Aluminum indium arsenide
GaAs, P, Gallium arsenic phosphide
GaIn,_As Gallium indium arsenide
GaIn, P Gallium indium phosphide
Quaternary compound AlLGay As,Sb, Aluminum gallium arsenic antimonide
GalIn,_As, P, Gallium indium arsenic phosphide

T

[+]

a

Fig.2 A generalized primitive unit cell.
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not be perpendicular to each other and which may or may not be equal in length. Every
equivalent lattice point in the three-dimensional crystal can be found using the set

R =ma+nb + pc (1)

where m, n, and p are integers.

Figure 3 shows some basic cubic-crystal unit cells. Figure 3a shows a simple cubic
(sc) crystal; it has an atom at each corner of the cubic lattice, and each atom has six equidis-
tant nearest-neighbor atoms. The dimension a is called the lattice constant. In the peri-
odic table, only polonium is crystallized in the simple cubic lattice. Figure 3b is a
body-centered cubic (bee) crystal where, in addition to the eight corner atoms, an atom
is located at the center of the cube. In a bec lattice, each atom has eight nearest-neighbor
atoms. Crystals exhibiting bec lattices include those of sodium and tungsten. Figure 3¢
shows the face-centered cubic (fcc) crystal that has one atom at each of the six cubic faces
in addition to the eight corner atoms. In this case, each atom has 12 nearest-neighbor
atoms. A large number of elements exhibit the fcc lattice form, including aluminum, cop-
per, gold, and platinum.

» EXAMPLE 1

If we pack hard spheres in a bee lattice such that the atom in the center just touches the atoms at
the corners of the cube, find the fraction of the bee unit cell volume filled with hard spheres.

SOLUTION  Each corner sphere in a bee unit cell is shared with eight neighboring cells; thus, each
unit cell contains one-eighth of a sphere at each of the eight corners for a total of one sphere. In
addition, each unit cell contains one central sphere. We have the following:

Spheres (atoms) per unit cell = (1/8) x 8 (corner) + 1 (center) = 2;
Nearest-neighbor distance (along the diagonal AE in Fig. 3b) = aV3/2;
Radius of each sphere = aV3/4;

Volume of each sphere = 47/3 x (aV3/4)® = 7a®V3/16; and

Maximum fraction of unit cell filled = Number of spheres x volume of each sphere/total volume
of each unit cell = 273V3/16 a® = 7V/3/8 ~ 0.68.

Therefore, about 68% of the bec unit cell volume is filled with hard spheres, and about 32% of
the volume is empty. a |

Fig.3 Three cubic-crystal unit cells. (a) Simple cubic. (b) Body-centered cubic. (¢) Face-
centered cubic;
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222 The Diamond Structure

The element semiconductors, silicon and germanium, have a diamond lattice structure
as shown in Fig. 4a. This structure also belongs to the fcc crystal family and can be seen
as two interpenetrating fcc sublattices with one sublattice displaced from the other by
one-quarter of the distance along the body diagonal of the cube (i.e., a displacement of
aV3/4). Although chemically identical, the two sets of atoms belonging to the two sub-
lattices are different from the point view of the crystal structure. It can be seen in Fig.
4a that if a corner atom has one nearest neighbor in the body diagonal direction, then it
has no nearest neighbor in the reverse direction. Consequently, it requires two such atoms
in the unit cell. Alternatively, a unit cell of a diamond lattice consists of a tetrahedron in
which each atom is surrounded by four equidistant nearest neighbors that lie at the cor-
ners (refer to the spheres connected by darkened bars in Fig. 4a).

Most of the III-V compound semiconductors (e.g., GaAs) have a zincblende lattice,
shown in Fig. 4b, which is identical to a diamond lattice except that one fcc sublattice
has Column IIT atoms (Ga) and the other has Column V atoms (As). Appendix F at the
end of the book gives a summary of the lattice constants and other properties of impor-
tant element and binary compound semiconductors.

& EXAMPLE 2

At 300 K the lattice constant for silicon is 5.43 A. Calculate the number of silicon atoms per cubic
centimeter and the density of silicon at room temperature.

SOLUTION  There are eight atoms per unit cell. Therefore,
8/a® = 8/(5.43 x 10-%)3 = 5 x 10?2 atoms/cm?; and

Density = no. of atoms/cm® X atomic weight/Avogadro constant = 5 X 10?2 (atoms/cm®) X
28.09 (g/mol)/6.02 x 10% (atoms/mol) = 2.33 g/em?®. £

223 Crystal Planes and Miller Indices

In Fig. 3b we note that there are four atoms in the ABCD plane and five atoms in the
ACEF plane (four atoms from the corners and one from the center) and that the atomic
spacing is different for the two planes. Therefore, the crystal properties along different
planes are different, and the electrical and other device characteristics can be dependent

Fig."4 (@) Diamond lattice. (b) Zincblende lattice.
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on the crystal orientation. A convenient method of defining the various planes in a crys-
tal is to use Miller indices.® These indices are obtained using the following steps:

1. Find the intercepts of the plane on the three Cartesian coordinates in terms
of the lattice constant.

2. Take the reciprocals of these numbers and reduce them to the smallest three
integers having the same ratio.

3. Enclose the result in parentheses (hkl) as the Miller indices for a single plane.

EXAMPLE 3

As shown in Fig. 5, the plane has intercepts at a, 3¢, and 2a along the three coordinates. Taking
the reciprocals of these intercepts, we get 1, %4, and %. The smallest three integers having the same
ratio are 6, 2, and 3 (obtained by multiplying each fraction by 6). Thus, the plane is referred to as
a (623)-plane. £

Figure 6 shows the Miller indices of important planes in a cubic crystal.” Some other
conventions are the following:

1. (hkl): Fora plane that intercepts the x-axis on the negative side of the origin,
such as (100).

2. {le}: For planes of equivalent symmetry, such as {100} for (100), (010), (001),
(100), (010), and (001) in cubic symmetry.

3. [hkl]: For a crystal direction, such as [100] for the x-axis. By definition, the
[100]-direction is perpendicular to (100)-plane, and the [111]-direction is per-
pendicular to the (111)-plane.

4. (hkl): For a full set of equivalent directions, such as (100) for [100], [010],
[001], [100], [010], and [00T].

X

Fig.5 A (623)-crystal plane.

‘In Chapter 6, we show that the (100) orientation is preferred for silicon metal-oxide-semiconductor field-
effect transistors (MOSFETSs).
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z (001)

(100) (110)

Fig. 6 Miller indices of some important planes in a cubic crystal.

B> 2.3 BASIC CRYSTAL GROWTH TECHNIQUE

In this section, we consider briefly how we grow semiconductor crystals, specifically the
silicon crystal because 95% of the semiconductor materials used by the electronic indus-
try is silicon.

The starting material for silicon is a relatively pure form of sand (SiO,) called quartzite.
It is mixed with various forms of carbon and allowed to react to form silicon (98% pure):

SiC + SiO, — Si (solid) + SiO (gas) + CO (gas). (2)
The silicon product is reacted with hydrogen chloride to form trichlorosilane,
Si (solid) + 3 HCI (gas) = SiHCl,(gas) +H,(gas). (3)

The trichlorosilane is decomposed using an electric current in a chamber with a controlled
ambient, producing rods of ultrapure polycrystallice silicon (i.e., silicon material that con-
tains many single-crystal regions with different size and orientation with respect to one
another),

SiHCl, (gas) + Hy(gas) — Si (solid) + 3 HCI (gas). (4)

The polycrystalline silicon is now ready for the crystal-growing process. Figure 7 shows
many pieces of polycrystalline silicon in a silica (SiO,) crucible.

Fig. 7 Photograph of polycrystalline
" silicon in a silica crucible.
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The most common crystal growth method is the Czochralski technique. Figure 8 shows
a schematic drawing of Czochralski crystal puller. The crucible containing the polycrys-
talline silicon is heated either by radio-frequency induction or by a thermal resistance
method to the melting point of silicon (1412°C). The crucible rotates during the growth
to prevent the formation of local hot or cold regions.

The atmosphere around the crystal-growing apparatus or crystal puller is controlled
to prevent contamination of the molten silicon. Argon is often used as the ambient gas.
When the temperature of the silicon has stabilized, a piece of silicon with a suitable ori-
entation (e.g., (111)), which is called the seed crystal, is lowered to the melt and is the
starting point for the subsequent growth of a much larger crystal. As the bottom of the
seed crystal begins to melt in the molten silicon, the downward motion of the rod hold-
ing the seed is reversed. As the seed crystal is slowly withdrawn from the melt (Fig. 9),
the molten silicon adhering to the crystal freezes or solidifies, using the crystal structure
of the seed crystal as a template. The seed crystal is, therefore, used to initiate the growth
of the ingot with the correct crystal orientation. The rod continues its upward movement,
forming an even larger crystal. The crystal growth is terminated when the silicon in the
crucible is depleted. By carefully controlling the temperature of the crucible and the rota-
tion speeds of the crucible and the rod, precise control of the diameter of the crystal can
be maintained. Figure 10 shows a 200 mm diameter silicon crystal ingot. The desired
impurity concentration is obtained by adding impurities to the melt in the form of heav-
ily doped silicon prior to crystal growth. A more detailed discussion on the crystal growth
of silicon as well as other semiconductors can be founded in Chapter 10.

o
{_J: Seal
Front opening Argon
door
Front opening | .
chamber
Seed shaft
Seed holder
Seed —>  Vacuum pump
Ny .
Valve Optical system
Viewing port —> Argon

— Silica crucible
— Graphite crucible
— Graphite heater
— Thermal shield

Vacuum pump
Crucible shaft CW® Ar+SiO+CO

Fig. 8 Simplified schematic drawing of the Czochralski puller. Clockwise (CW),
counterclockwise (CCW).
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Fig.9 Photograph of a 200 mm diameter, (100)-oriented Si crystal being pulled from the melt.
(Photograph courtesy of Taisil Electronic Materials Corp., Taiwan.)

Fig. 10 A 200 mm diameter silicon crystal ingot grown by the Czochralski technique.
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# 2.4 VALENCE BONDS

As discussed in Section 2.2, each atom in a diamond lattice is surrounded by four near-
est neighbors. Figure 11a shows the tetrahedron bonds of a diamond lattice. A simpli-
fied two-dimensional bonding diagram for the tetrahedron is shown in Fig. 11b. Each
atom has four electrons in the outer orbit, and each atom shares theses valence electrons
with its four neighbors. This sharing of electrons is known as covalent bonding; each electron
pair constitutes a covalent bond. Covalent bonding occurs between atoms of the same
element or between atoms of different elements that have similar outer-shell electron
configurations. Each electron spends an equal amount of time with each nucleus. However,
both electrons spend most of their time between the two nuclei. The force of attraction
for the electrons by both nuclei holds the two atoms together.

Gallium arsenide crystallizes in a zincblende lattice, which also has tetrahedron bonds.
The major bonding force in GaAs is also due to the covalent bond. However, gallium
arsenide has a small ionic contribution that is an electrostatic attractive force between
each Ga* ion and its four neighboring As™ ions, or between each As~ion and its four neigh-
boring Ga* ions. Electronically, this means that the paired bonding electrons spend slightly
more time in the As atom than in the Ga atom.

At low temperatures, the electrons are bound in their respective tetrahedron lattice;
consequently, they are not available for conduction. At higher temperatures, thermal vibra-
tions may break the covalent bonds. When a bond is broken or partially broken, a free
electron results that can participate in current conduction. Figure 12a shows the situa-
tion when a valence electron in silicon becomes a free electron. An electron deficiency
is left in the covalent bond. This deficiency may be filled by one of the neighboring
electrons, which results in a shift of the deficiency location, as from location A to loca-
tion B in Fig. 12b. We may therefore consider this deficiency as a particle similar to an
electron. This fictitious particle is called a hole. It carries a positive charge and moves,
under the influence of an applied electric field, in the direction opposite to that of an
electron. Therefore, both the electron and the hole contribute to the total electric cur-
rent. The concept of a hole is analogous to that of a bubble in a liquid. Although it is
actually the liquid that moves, it is much easier to talk about the motion of the bubble
in the opposite direction.

(a)

Fig. 11 (a) A tetrahedron bond. (b) Schematic two-dimensional representation of a tetrahedron
bond. '
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# 2.5 ENERGY BANDS
25.1 Energy Levels of Isolated Atoms

For an isolated atom, the electrons can have discrete energy levels. For example, the energy
levels for an isolated hydrogen atom are given by the Bohr model*:

Ey = -myq*/8€,?h*n? = —13.6/n? eV, (5)

where m, is the free-electron mass, q is the electronic charge, &, is the free-space per-
mittivity, A is the Planck constant, and n is a positive integer called the principal quan-
tum number. The quantity eV (electron volt) is an energy unit corresponding to the energy
gained by an electron when its potential is increased by one volt. It is equal to the prod-
uct of ¢ (1.6 x 107® coulomb) and one volt, or 1.6 x 1071 J. The discrete energies are
-13.6 eV for the ground state energy level (n = 1), — 3.4 eV for the first excited-state energy
level (n = 2), etc. Detailed studies reveal that for higher principle quantum numbers
(n 2 2), energy levels are split according to their angular momentum quantum number
(€=0,1,2,..,n-1).

We now consider two identical atoms. When they are far apart, the allowed energy
levels for a given principal quantum number (e.g., n = 1) consist of one doubly degen-
erate level, that is, both atoms have exactly the same energy. When they are brought closer,
the doubly degenerate energy levels will spilt into two levels by the interaction between
the atoms. As N isolated atoms are brought together to form a solid, the orbits of the
outer electrons of different atoms overlap and interact with each other. This interaction,
including those forces of attraction and repulsion between atoms, causes a shift in the
energy levels, as in the case of two interacting atoms. However, instead of two levels, N
separate but closely spaced levels are formed. When N is large, the result is an essen-
tially continuous band of energy. This band of N levels can extend over a few eV depend-
ing on the inter-atomic spacing for the crystal. Figure 13 shows the effect, where the
parameter a represents the equilibrium interatomic distance of the crystal.

The actual band splitting in a semiconductor is much more complicated. Figure 14
shows an isolated silicon atom that has 14 electrons. Of the 14 electrons, 10 occupy deep-
lying energy levels whose orbital radius is much smaller than the interatomic separation
in the crystal. The four remaining valence electrons are relatively weakly bound and can
be involved in chemical reactions. Therefore, we only need to consider the outer shell

Conduction
electron

Fig.12 The basic bond representation of intrinsic silicon. (a) A broken bond at position A,
resulting in a conduction electron and a hole. (b) A broken bond at position B.
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Electron energy

Interatomic distance ——

Fig. 13 The splitting of a degenerate state into a band of allowed energies.

(the n = 3 level) for the valence electrons, since the two inner shells are completely full
and tightly bound to the nucleus. The 3s subshell (i.e., forn = 3 and € = 0) has two allowed
quantum states per atom. This subshell will contain two valence electrons at T = 0 K.
The 3p subshell (i.e., n = 3, and € = 1) has six allowed quantum states per atom. This
subshell will contain the remaining two valence electrons of an individual silicon atom.

Figure 15 is a schematic diagram of the formation of a silicon crystal from N isolated
silicon atoms. As the interatomic distance decreases, the 3s and 3p subshell of the N sil-
icon atoms will interact and overlap. At the equilibrium interatomic distance, the bands
will again split, with four quantum states per atom in the lower band and four quantum
states per atom in the upper band. At a temperature of absolute zero, electrons occupy
the lowest energy states, so that all states in the lower band (the valence band) will be
full and all states in the upper band (the conduction band) will be empty. The bottom of
the conduction band is called E, and the top of the valence band is called Ey. The bandgap
energy E, between the bottom of the conduction band and the top of the valence band
(E¢ - Ey) is the width of the forbidden energy gap, as shown on the far left of Fig. 15.
Physically, E, is the energy required to break a bond in the semiconductor to free an elec-
tron to the conduction band and leave a hole in the valence band.

Six allowed levels

/ at same energy

Two allowed levels
at same energy

n=3
2 electrons 8 electrons 4 electrons

Fig. 14 Schematic representation of an isolated silicon atom.
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Electron

6 N states
2 N electrons
______ 3p
4 N states
4 N electrons ‘ 3s

2 N states
2 N electrons

5.43 A Lattice spacing

Fig. 15 Formation of energy bands as a diamond lattice crystal is formed by bringing isolated
silicon atoms together.

252 The Energy-Momentum Diagram
The energy E of a free electron is given by

2
E=L_, (6)
2m,

where p is the momentum and m,, is the free-electron mass. If we plot E vs. p, we obtain
a parabola as shown in Fig. 16. In a semiconductor crystal, an electron in the conduc-
tion band is similar to a free electron in that it is relatively free to move about in the crys-
tal. However, because of the periodic potential of the nuclei, Eq. 6 can no longer be valid.
However, it turns out that we can still use Eq. 6 if we replace the free-electron mass in

Eg. 6 by an effective mass m,, (the subscript n refers to the negative charge on an elec-
tron), that is,

E=P . (7)

o p

Fig. 16 The parabolic energy (E) vs. momentum (p) curve for a free electron.

R
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The electron effective mass depends on the properties of the semiconductor. If we have
an energy-momentum relationship described by Eq.7, we can obtain the effective mass
from the second derivative of E with respect to p:

d2E)"

Therefore, the narrower the parabola, corresponding to a larger second derivative,
the smaller the effective mass. A similar expression can be written for holes (with effec-
tive mass m,, where the subscript p refers to the positive charge on a hole). The effective-
mass concept is very useful because it enables us to treat electrons and holes essentially
as classical charged particles.

Figure 17 shows a simplified energy-momentum relationship of a special semicon-
ductor with an electron effective mass of m,, = 0.25 m,in the conduction band (the upper
parabola) and a hole effective mass of m,, = my in the valence band (the lower parabola).
Note that the electron energy is measured upward and the hole energy is measured down-
ward. The spacing at p = 0 between these two parabolas is the bandgap E,, shown pre-
viously in Fig. 15.

The actual energy-momentum relationships (also called energy-band diagram) for sil-
icon and gallium arsenide are much more complex. They are shown in Fig. 18 for two crys-
tal directions. We note that the general features in Fig. 18 are similar to those in Fig. 17.
First of all, there is a bandgap E, between the bottom of the conduction band and the top
of the valence band. Second, near the minimum of the conduction band or the maximum
of the valence band, the E-p curves are essentially parabolic. For silicon, Fig 18a, the max-
imum in the valence band occurs at p = 0, but the minimum in the conduction band occurs
along the [100] direction at p = p,. Therefore, in silicon, when an electron makes a transi-
tion from the maximum point in the valence band to the minimum point in the conduc-
tion, it requires not only an energy change (2 E,) but also some momentum change (2p,).

E
Conduction band
(m,, = 0.25 m)
Electron
energy
Eg
l )
Hole
energy
Valence band
(mp =my)

Fig. 17 A schematic energy-momentum diagram for a special semiconductor with m,, = 0.25 m,,
and m, = m,,.
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Fig. 18 Energy band structures of Si and GaAs. Circles (o) indicate holes in the valence bands
and dots () indicate electrons in the conduction bands.

For gallium arsenide, Fig. 18b, the maximum in the valence band and the minimum
in the conduction band occur at the same momentum (p = 0). Thus, an electron mak-
ing a transition from the valence band to the conduction band can do so without a change
in momentum.

Gallium arsenide is called a direct semiconductor, because it does not require a change
in momentum for an electron transition from the valence band to the conduction band.
Silicon is called an indirect semiconductor, because a change of momentum is required
in a transition. This difference between direct and indirect band structures is very impor-
tant for light-emitting diodes and semiconductor lasers. These devices require direct semi-
conductors for efficient generation of photons (refer to Chapter 9).

We can obtain the effective mass from Fig. 18 using Eq. 8. For example, for gallium
arsenide with a very narrow conduction—band parabola, the electron effective mass is
0.063 m,, where for silicon, with a wider conduction-band parabola, the electron effec-
tive mass is 0.19 m,.

25.3 Conduction in Metals, Semiconductors, and Insulators

The enormous variation in electrical conductivity of metals, semiconductors, and insu-
lators as shown in Fig. 1 may be explained qualitatively in terms of their energy bands.
We shall see that the electron occupation of the highest band or of the highest two bands
determines the conductivity of a solid. Figure 19 shows the energy band diagrams of three
classes of solids—metals, semiconductors, and insulators.

Metals

The characteristics of a metal (also called a conductor) include a very low value of resis-
tivity, and the conduction band either is partially filled (such as Cu) or overlaps the valence
band (such as Zn or Pb) so that there is no bandgap, as shown in Fig. 19a. As a conse-

R R




Chapter 2. Energy Bands and Carrier Concentration in Thermal Equilibrium - 33

quence, the uppermost electrons in the partially filled band or electrons at the top of the
valence band can move to the next-higher available energy level when they gain kinetic
energy (e.g., from an applied electric field). Electrons are free to move with only a small
applied field in a metal because there are many unoccupied states close to the occupied
energy states. Therefore, current conduction can readily occur in conductors.

Insulators

In an insulator such as silicon dioxide (SiO,), the valence electrons form strong bonds
between neighboring atoms. These bonds are difficult to break, and consequently there
are no free electrons to participate in current conduction at or near room temperature.
As shown in the energy band diagram Fig. 19c, insulators are characterized by a large
bandgap. Note that electrons occupy all energy levels in the valence band and all energy
levels in the conduction band are empty. Thermal energy’ or the energy of an applied
electric field is insufficient to raise the uppermost electron in the valence band to the
conduction band. Thus, although an insulator has many vacant states in the conduction
band that can accept electrons, so few electrons actually occupy conduction band states
that the overall contribution to electrical conductivity is very small, resulting in a very
high resistivity. Therefore, silicon dioxide is an insulator; it can not conduct current.

Semiconductors

Now, consider a material that has a much smaller energy gap, on the order of 1 eV
(Fig. 19b). Such materials are called semiconductors. At T = 0 K, all electrons are in the
valence band, and there are no electrons in the conduction band. Thus, semiconductors
are poor conductors at low temperatures. At room temperature and under normal atmo-
sphere, values of E, are 1.12 eV for Si and 1.42 eV for GaAs. The thermal energy kT at
room temperature is a good fraction of Eg, and an appreciable numbers of electrons are
thermally excited from the valence band to the conduction band. Since there are many
empty states in the conduction band, a small applied potential can easily move these elec-
trons, resulting in a moderate current.

Empty

conduction band

Partially filled

conduction band Conduction band T

Eg—«leV Eg~96V

Valence band

(a) (b) (c)

Fig.19 Schematic energy band representations of () a conductor with two possibilities (either
the partially filled conduction band shown at the upper portion or the overlapping bands shown
at the lower portion), (b) a semiconductor, and (c) an insulator.

Conduction band __|

° The thermal energy is of the order of kT. At room temperature, kT is 0.026 eV, which is much smaller
than the bandgap of an insulator.

ety
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B 2.6 INTRINSIC CARRIER CONCENTRATION

We now derive the carrier concentration in thermal equilibrium condition, that is, the
steady-state condition at a given temperature without any external excitations such as light,
pressure, or electric field. At a given temperature, continuous thermal agitation results
in the excitation of electrons from the valence band to the conduction band and leaves
an equal number of holes in the valence band. An intrinsic semiconductor is one that
contains relatively small amounts of impurities compared with the thermally generated.
electrons and holes.

To obtain the electron density (i.e., the number of electrons per unit volume) in an
intrinsic semiconductor, we first evaluate the electron density in an incremental energy
range dE. This density n(E) is given by the product of the density of states N(E), that is,
the density of allowed energy states (including electron spin) per energy range per unit
volume,” and by the probability of occupying that energy range F(E). Thus, the electron
density in the conduction band is given by integrating N(E) F(E) dE from the bottom of
the conduction band (E initially taken to be E = 0 for simplicity) to the top of the con-
duction band E

top*
n=[lwnE)E=[" N(E)F(E)E, (9)

where n is in cm™, and N(E) is in (cm’—eV)™L.

The probability that an electron occupies an electronic state with energy E is given
by the Fermi-Dirac distribution function, which is also called the Fermi distribution
function

1

14 ¢ E-Ep)/kT”

F(E)= (10)

where k is the Boltzmann constant, T is the absolute temperature in degrees Kelvin, and
Ey is the energy of the Fermi level. The Fermi energy is the energy at which the prob-
ability of occupation by an electron is exactly one-half. The Fermi distribution is illus-
trated in Fig. 20 for different temperatures. Note that F(E) is symmetrical around the
Fermi energy E;. For energies that are 3kT above or below the Fermi energy, the expo-
nential term in Eq. 10 becomes larger than 20 or smaller than 0.05, respectively. The
Fermi distribution function can thus be approximated by simpler expressions:

F(E) = ¢ ®-FAT  for (E - Ep) > 3kT, (11a)

and F(E)=1-¢E-EOKT for (E- Ej) < 3kT. (11b)

Equation 115 can be regarded as the probability that a hole occupies a state located at
energy E.

Figure 21 shows schematically from left to right the band diagram, the density of
states N(E), which varies as VE for a given electron effective mass, the Fermi distribu-
tion function, and the carrier concentrations for an intrinsic semiconductor. The carrier
concentration can be obtained graphically from Fig. 21 using Eq. 9; that is, the product
of N(E) in Fig. 21b and F(E) in Fig. 21¢ gives the n(E)-versus-E curve (upper curve) in
Fig. 21d. The upper shaded area in Fig. 21d corresponds to the electron density.

* The density of states N(E) is derived in Appendix H.
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Fig. 20 Fermi distribution function F(E) versus (E — Ey) for various temperatures.
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Fig. 21 Instrinsic semiconductor. (@) Schematic band diagram. (b) Density of states. (c) Fermi
distribution function. (d) Carrier concentration.

There are a large number of allowed states in the conduction band. However, for an
intrinsic semiconductor there will not be many electrons in the conduction band. Therefore,
the probability of an electron occupying one of these states is small. There also are a large
number of allowed states in the valence band. By contrast, most of these are occupied
by electrons. Thus, the probability of an electron occupying one of these states in the
valence band is nearly unity. There will be only a few unoccupied electron states, that is,
holes, in the valence band. As can be seen, the Fermi level is located near the middle of
the bandgap (i.e., Ey is many kT below E). Substituting the last equation in Appendix
H and Eq.11¢ into Eq. 9 yields’

n=—2 No(kT)™2 [ EY2 exp [-(E - Eg) / kT1dE, (12)

N
where N = 12(2mm, kT/h%)¥2 for Si (13a)
= 2(2mm, kT/h%)¥? for GaAs. (13b)

* We have taken E,_ to be oo, because F(E) becomes very small when (E — E¢)>> kT.

top
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If we let x = E/kT, Eq. 12 becomes

n=iNc exp (Ep /kT):xl/ze’xdx. (14)

T )
The integral in Eq. 14 is of the standard form and equals V/2. Therefore, Eq. 14 becomes
n = Ngexp (Ep/kT). (15)

If we refer to the bottom of the conduction band as E, instead of E = 0, we obtain for
the electron density in the conduction band

n = Nyexp [~(E - Ep)/kT], (16)

where N, defined in Eq.13 is the effective density of states in the conduction band. At
room temperature (300 K), N, is 2.86 x 10 cm for silicon and 4.7 x 10'7 cm™ for gal-
lium arsenide.

Similarly, we can obtain the hole density p in the valence band:

p = Ny exp [(Ep— E)/kT], (17)

and Ny=2 (2am, KT/h?)*, (18)

where Ny is the effective density of states in the valence band for both Si and GaAs. At
room temperature, Ny is 2.66 x 10*° cm™ for silicon and 7.0 x 10*® cm for gallium arsenide.
For an intrinsic semiconductor, the number of electrons per unit volume in the con-
duction band is equal to the number of holes per unit volume in the valence band, that
is, n = p = n, where n, is the intrinsic carrier density. This relationship of electrons and
holes is depicted in Fig. 21d. Note that the shaded area in the conduction band is the
same as that in the valence band.
The Fermi level for an intrinsic semiconductor is obtained by equating Eq.16 and
Eq. 17:
Ep=E, = (Eq + Ey)/2 + (KT/2) In (Ny/Np). (19)
At room temperature, the second term is much smaller than the bandgap. Hence,
the intrinsic Fermi level E, of an intrinsic semiconductor generally lies very close to the

middle of the bandgap.
The intrinsic carrier density is obtained from Eqs. 16, 17, and 19:

np = n?2, (20)

1

n? = NcNy exp (-E,/kT), (21)

and n; = VN¢Ny exp (-E,/2kT), (22)
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Fig.22 Intrinsic carrier densities in Si and GaAs as a function of the reciprocal of
temperature.>7

where E, = E; — E,. Figure 22 shows the temperature dependence of n; for silicon
and gallium arsenide.® At room temperature (300 K), n; is 9.65 x 10° cm™ for silicon® and
2.25 X 10% cm™ for gallium arsenide.” As expected, the larger the bandgap, the smaller
the intrinsic carrier density.

B 2.7 DONORS AND ACCEPTORS

When a semiconductor is doped with impurities, the semiconductor becomes extrinsic
and impurity energy levels are introduced. Figure 23a shows schematically that a silicon
atom is replaced (or substituted) by an arsenic atom with five valence electrons. The arsenic
atom forms covalent bonds with its four neighboring silicon atoms. The fifth electron has
a relatively small binding energy to its host arsenic atom and can be “jonized” to become
a conduction electron at a moderate temperature. We say that this electron has been
“donated” to the conduction band. The arsenic atom is called a donor and the silicon
becomes n-type because of the addition of the negative charge carrier. Similarly, Fig. 23b
shows that when a boron atom with three valence electrons substitutes for a silicon atom,
an additional electron is “accepted” to form four covalent bonds around the boron, and
a positively charged “hole” is created in the valence band. This is a p-type semiconduc-
tor, and the boron is an acceptor.

We can estimate the ionization energy for the donor Ej, by replacing m, with the
electron effective mass m,, and taking into account the semiconductor permittivity ¢, in
the hydrogen atom model, Eq. 5:

2
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Conduction
electron

(a) (b)

Fig.23 Schematic bond pictures for (a) n-type Si with donor (arsenic) and (b) p-type Si with
acceptor (boron).

The ionization energy for donors, measured from the conduction band edge, as cal-
culated from Eq. 23 is 0.025 eV for silicon and 0.007 eV for gallium arsenide. The hydro-
gen atom calculation for the ionization level of acceptors is similar to that for donors. We
consider the unfilled valence band as a filled band plus a hole in the central force field
‘of a negative charged acceptor. The calculated ionization energy, measured from the valence L
band edge, is 0.05 eV for both silicon and gallium arsenide.
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Fig. 24 Measured ionization energies (in eV) for various impurities in Si and GaAs. The levels
below the gap center are measured from the top of the valence band and are acceptor levels
unless indicated by D for donor level. The levels above the gap center are measured from the
bottom of the conduction band and are donor levels unless indicated by A for acceptor level 8
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This simple hydrogen atom model cannot account for the details of the ionization
energy, particularly for the deep impurity levels in semiconductors (i.e., with ionization
energies > 3 kT). However, the calculated values do predict the correct order of magni-
tude of the true ionization energies for shallow impurity levels. Figure 24 shows the mea-
sured ionization energies for various impurities in silicon and gallium arsenide.® Note that
it is possible for a single atom to have many levels; for example, oxygen in silicon has two
donor levels and two acceptor levels in the forbidden energy gap.

2.1.1 Nondegenerate Semiconductor

In our previous discussion, we have assumed that the electron or hole concentration is
much lower than the effective density of states in the conduction band or the valence
band, respectively. In other words, the Fermi level Ej is at least 3kT above Ey, or 3kT
below E. For such cases, the semiconductor is referred to as a nondegenerate semi-
conductor.

For shallow donors in silicon and gallium arsenide, there usually is enough thermal
energy to supply the energy E}, to ionize all donor impurities at room temperature and
thus provide the same number of electrons in the conduction band. This condition is called
complete ionization. Under a complete ionization condition, we can write the electron

density as
n = Np, (24)

where N, is the donor concentration. Figure 254 illustrates complete ionization where
the donor level Ej, is measured with respect to the bottom of the conduction band and
equal concentrations of electrons (which are mobile) and donor ions (which are immo-
bile) are shown. From Egs. 16 and 24, we obtain the Fermi level in terms of the effec-
tive density of states N and the donor concentration Np:

Eg—Eg = KT In (N, /N,). (25)

Similarly, for shallow acceptors as shown in Fig. 25b, if there is complete ionization,
the concentration of holes is

p =N, (26)

Where N, is the acceptor concentration. We can obtain the corresponding Fermi level
from Eqs. 17 and 26:

Ep—Ey = kT In (Ny/N,). 27)

E f i
" :
ET000 0000 6 @<« Donor
D ions
E----—-—-—---------  TToTooo-oo-———- E,
Acceptor . o <_E A

ions —

Fig.25 Schematic energy band representation of extrinsic semiconductors with (a) donor ions
and (b) acceptor ions.
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N(E) F (E) n (E)and p (E)
(a) (b) (0 (d

Fig. 26 n-Type semiconductor. (a) Schematic band diagram. (b) Density of states. (¢) Fermi
distribution function. (d) Carrier concentration. Note that np = n?.

From Eq. 25 we can see that the higher the donor concentration, the smaller the
energy difference (E; — Ejp), that is, the Fermi level will move closer to the bottom of
the conduction band. Similarly, for higher acceptor concentration, the Fermi level will
move closer to the top of the valence band. Figure 26 illustrates the procedure for obtain-
ing the carrier concentration. This figure is similar to that shown in Fig. 21. However,
the Fermi level is closer to the bottom of the conduction band, and the electron con-
centration (upper shaded area) is much larger than the hole concentration (lower shaded
area).

It is useful to express electron and hole densities in terms of the intrinsic carrier con-
centration n; and the intrinsic Fermi level E, since E, is frequently used as a reference
level when discussing extrinsic semiconductors. From Eq.16 we obtain

n = Ng exp [~(E¢ — Ep)/kT],
= N exp [-(E¢ - E,)/kT] exp [(Ep - E,)/kT],

or n =n, exp [(Ep — E,JkT], (28)

and similarly,

p = n, exp [(E, - Ep)/kT]. (29)

Note that the product of n and p from Egs. 28 and 29 equals n?. This result is iden-
tical to that for the intrinsic case, Eq. 20. Equation 20 is called the mass action law, which
is valid for both intrinsic and extrinsic semiconductors under thermal equilibrium con-
duction. In an extrinsic semiconductor, the Fermi level moves toward either the bottom
of the conduction band (n-type) or the top of the valence band (p-type). Either n- or
p-type carriers will then dominate, but the product of the two types of carriers will remain
constant at a given temperature.
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i EXAMPLE 4

A silicon ingot is doped with 106 arsenic atoms/cm®. Find the carrier concentrations and the Fermi
level at room temperature (300 K).

SOLUTION At 300 K, we can assume complete ionization of impurity atoms. We have

n=Np=10%cm3,

From Eq. 20, p =n/Np = (9.65 x 109)%10'6 = 9.3 x 10% cm ™.
. The Fermi level measured from the bottom of the conduction band is given by Eq. 25:
E¢ - Eg = KT In(N,/Np)
= 0.0259 In(2.86 x 10'%10%) = 0.205 eV.
The Fermi level measured from the intrinsic Fermi level is given by Eq. 28:
Ep - E, = kT In(Ny/n,) = kT In(Np/n,)

= 0.0259 In (10'%/9.65 x 10°%) = 0.358 eV.

These results are shown graphically in Fig. 27. <

If both donor and acceptor impurities are present simultaneously, the impurity that
is present in a greater concentration determines the type of conductivity in the semi-
conductor. The Fermi level must adjust itself to preserve charge neutrality, that is, the
total negative charges (electrons and ionized acceptors) must equal the total positive charges
(holes and ionized donors). Under complete ionization condition, we have

n+ Ny =p + Np. (30)

Solving Egs. 20 and 30 yields the equilibrium electron and hole concentrations in an
n-type semiconductor:

"=%[ND-NA +\/<ND—NA)2+4H¢2:|, (31)
Pp= niin,,. (32)
0.054 eV

Fig.27 Band diagram showing Fermi level E; and intrinsic Fermi level E,.



42 ¥ Chapter 2. Energy Bands and Carrier Concentration in Thermal Equilibrium

The subscript n refers to the n-type semiconductor. Because the electron is the domi-
nant carrier, it is called the majority carrier. The hole in the n-type semiconductor is called
the minority carrier. Similarly, we obtain the concentration of holes (majority carrier) and
electrons (minority carrier) in a p-type semiconductor:

Ny = n Pp (34)

The subscript p refers to the p-type semiconductor.

0 100 200 300 400 500 600

0 100 200 300 400 500 600
T (K)
(b)

Fig.28 Fermi level for Si and GaAs as a function of temperature and impurity concentration.
The dependence of the bandgap on temperature is shown.®
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Generally, the magnitude of the net impurity concentration |N, - N, is larger than
the intrinsic carrier concentration n; therefore, the above relationships can be simpli-

fied to
n,=Np-N, if Np>N,, (35)

pp=Nys—Np if N,>Np,. (36)

From Egs. 31 to 34 together with Eqs. 16 and 17, we can calculate the position of the
Fermi level as a function of temperature for a given acceptor or donor concentration.
Figure 28 shows a plot of these calculations for silicon® and gallium arsenide. We have
incorporated in the figure the variation of the bandgap with temperature (see Problem
8). Note that as the temperature increases, the Fermi level approaches the intrinsic level,
that is, the semiconductor becomes intrinsic.

Figure 29 shows electron density in Si as a function of temperature for a donor con-
centration of Nj, = 10'5 cm™. At low temperatures, the thermal energy in the crystal is
not sufficient to ionize all the donor impurities present. Some electrons are “frozen” at
the donor level and the electron density is less than the donor concentration. As the tem-
perature is increased, the condition of complete ionization is reached, (i.e., n, = Np). As
the temperature is further increased, the electron concentration remains essentially
the same over a wide temperature range. This is the extrinsic region. However, as the
temperature is increased even further, we reach a point where the intrinsic carrier
concentration becomes comparable to the donor concentration. Beyond this point, the
semiconductor becomes intrinsic. The temperature at which the semiconductor
becomes intrinsic depends on the impurity concentrations and the bandgap value and
can be obtained from Fig. 22 by setting the impurity concentration equal to n,.
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Fig:29 Electron density as a function of temperature for a Si sample with a donor concentra-
tion of 10’ cm.
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2.1.2 Degenerate Semiconductor

When the doping concentration becomes equal or larger than the corresponding effec-
tive density of states, we can no longer use the approximation of Eq. 11 and the electron
density, Eq. 9, has to be integrated numerically. For very heavily doped n-type or p-type
semiconductor, E; will be above E, or below Ey. The semiconductor is referred to as a
degenerate semiconductor.

An important aspect of high doping is the bandgap narrowing effect, that is, high
impurity concentration causes a reduction of the bandgap. The bandgap reduction AE,
for silicon at room temperature is given by

1/2

AE, = ZZ[I(Z;SJ meV, (37)
where the doping is in cm™. For example, for N}, < 10" cm™, AE, < 0.022 eV, which is
less than 2% of the original bandgap. However, for N, 2 N, = 2. 56 x 10%cm™, AE, 2
0.12 eV, which is a significant fraction of E,.

B  SUMMARY

At the beginning of the chapter we listed a few important semiconductor materials. The
properties of semiconductors are determined to a large extent by the crystal structure.
We have defined the Miller indices to describe the crystal surfaces and crystal orienta-
tions and briefly described how semiconductor crystals are grown. More detailed dis-
cussions can be found in Chapter 10.

The bonding of atoms and the electron energy-momentum relationship in a semi-
conductor were considered in connection with the electrical properties. The energy
band diagram can be used to understand why some materials are good conductors of
electric current whereas others are poor conductors. We have also shown that changing
the temperature or the amount of impurities can drastically vary the conductivity of a
semiconductor.
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» PROBLEMS (* DENOTES DIFFICULT PROBLEMS)
FOR SECTION 2.2 BASIC CRYSTAL STRUCTURE

1.

*4,

(a) What is the distance between nearest neighbors in silicon?

(b) Find the number of atoms per square centimeter in silicon in the (100), (110), and
(111) planes.

. If we project the atoms in a diamond lattice onto the bottom surface with the heights of

the atoms in unit of the lattice constant shown in the figure below. Find the heights of the
three atoms (X, Y, Z) on the figure.

1
1 2 1
& »
/7 N
Va AN
7/ AN
Vi AN
7 AN
s X Y~
7 AN
147 \)l
2 2
\ 1 7
N\ 7
N\ 4
/
d
AN 2
4 N 7
N\ 7/
J
1 1 1
2

. Find the maximum fraction of the unit cell volume, which can be filled by identical hard

spheres in the simple cubic, face-centered cubic, and diamond lattices.

Calculate the tetrahedral bond angle, the angle between any pair of the four bonds in a
diamond lattice. (Hint: represent the four bonds as vectors of equal length. What must be
the sum of the four vectors equal? Take components of this vector equation along the
direction of one of these vectors.)

. If a plane has intercepts at 24, 34, and 4a along the three Cartesian coordinates, where a

is the lattice constant, find the Miller indices of the planes.

. (a) Calculate the density of GaAs (the lattice constant of GaAs is 5.65 A, and the atomic

weights of Ga and As are 69.72 and 74.92 g/mol, respectively).

(b) A gallium arsenide sample is doped with tin. If the tin displaces gallium atoms in
the crystal lattice, are donors or acceptors formed? Why? Is the semiconductor n- or

p-type?

FOR SECTION 2.3 BASIC CRYSTAL GROWTH TECHNIQUE
7. (a) Does silicon or silicon dioxide have a higher melting point? Why?

(b) Why is a seed crystal used for crystal growth?
(c) Why is the crystal orientation of a wafer important?
(

d) What two variables are used to control the diameter of the silicon rod?

FOR SECTION 2.5 ENERGY BANDS

8.

The variation of silicon and GaAs bandgaps with temperature can be expressed as E (T) =
E, (0) — aT*(T + B), where E, (0)=1.17eV, a0 = 473 x 10 eV/K, and B = 636 K for
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silicon; and E, (0) = 1.519 eV, o = 5.405 x 10~ eV/ K, and B = 204 K for GaAs. Find the
bandgaps of Si and GaAs at 100 K and 600 K.

FOR SECTION 2.6 INTRINSIC CARRIER CONCENTRATION

9.

10.

11.

12.

13.

14.

Derive Eq. 17. (Hint: In the valence band, the probability of occupancy of a state by a
hole is [1 - F(E)].)

At room temperature (300 K) the effective density of states in the valence band is 2.66 x

10" em™ for silicon and 7 x 10'® cm™ for gallium arsenide. Find the corresponding effec-
tive masses of holes. Compare these masses with the free-electron mass.

Calculate the location of E, in silicon at liquid nitrogen temperature (77 K), at room tem-
perature (300 K), and at 100°C (let m,, =1.0 m; and m,, = 0.19 my). Is it reasonable to
assume that Eis in the center of the forbidden gap?

Find the kinetic energy of electrons in the conduction band of a nondegenerate n-type
semiconductor at 300 K.

(a) For a free electron with a velocity of 107 c/s, what is its de Broglie wavelength.

(b) In GaAs, the effective mass of electrons in the conduction band is 0.063 m,. If they
have the same velocity, find the corresponding de Broglie wavelength.

The intrinsic temperature of a semiconductor is the temperatures at which the intrinsic
carrier concentration equals the impurity concentration. Find the intrinsic temperature
for a silicon sample doped with 10'® phosphorus atoms/cm?®.

FOR SECTION 2.7 DONORS AND ACCEPTORS

15.

16.

17.

18.

19.

20.

A silicon sample at T = 300 K contains an acceptor impurity concentration of N, = 10%
cm. Determine the concentration of donor impurity atoms that must be added so that
the silicon is n-type and the Fermi energy is 0.20 eV below the conduction band edge.

Draw a simple flat energy band diagram for silicon ddped with 10 arsenic atoms/cm?® at
77 K, 300 K, and 600 K. Show the Fermi level and use the intrinsic Fermi level as the
energy reference.

Find the electron and hole concentrations and Fermi level in silicon at 300 K (a) for 1 x
10'5 boron atoms/cm? and (b) for 3 x 10'® boron atoms/cm?®and 2.9 x 10 arsenic
atoms/cm?®,

A Si sample is doped with 1017 As atoms/cm®. What is the equilibrium hole concentration
Po at 300 K? Where is Ej relative to E,?

Calculate the Fermi level of silicon doped with 10%%, 10'7, and 10" phosphorus atoms/cm®
at room temperature, assuming complete ionization. From the calculated Fermi level,
check if the assumption of complete ionization is justified for each doping. Assume that

Np

Ep-Ep)/kT

the ionized donors is given by n = Nj, [1 - F(Ep)] = (
l+e

For an n-type silicon sample with 10'® cm= phosphorous donor impurities and a donor
level at Ej,= 0.045 eV, find the ratio of the neutral donor density to the ionized donor den-
sity at 77 K where the Fermi level is 0.0459 below the bottom of the conduction band.
The expression for ionized donors is given in Prob. 19.
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SUMMARY
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In this chapter, we investigate various transport phenomena in semiconductor devices.
The transport processes include drift, diffusion, recombination, generation, thermionic
emission, tunneling, and impact ionization. We consider the motion of charge carriers
(electrons and holes) in semiconductors under the influence of an electric field and a
carrier concentration gradient. We also discuss the concept of the nonequilibrium con-
dition where the carrier concentration product pn is different from its equilibrium value
n?. Returning to an equilibrium condition through the generation-recombination processes
is considered next. We then derive the basic governing equations for semiconductor device
operation, which includes the current density equation and the continuity equation. This
is followed by a discussion of thermionic emission and tunneling process. The chapter
closes with a brief discussion of high-field effects, which include velocity saturation and
impact ionization.
Specifically, we cover the following topics:

¢ The current density equation and its drift and diffusion components.

* The continuity equation and its generation and recombination components.

 Other transport phenomena, including the thermionic emission, tunneling,
transferred-electron effect, and impact jonization.

* Methods to measure key semiconductor parameters such as resistivity, mobil-
ity, majority-carrier concentration, and minority-carrier lifetime.

A™
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R

» 3.1 CARRIER DRIFT
311 Mobility

Consider an n-type semiconductor sample with uniform donor concentration in thermal
equilibrium. As discussed in Chapter 2, the conduction electrons in the semiconductor
conduction band are essentially free particles, since they are not associated with any par-
ticular lattice or donor site. The influence of crystal lattices is incorporated in the effec-
tive mass of conduction electrons, which differs somewhat from the mass of free electrons.
Under thermal equilibrium, the average thermal energy of a conduction electron can be
obtained from the theorem for equipartition of energy, 1/2 kT units of energy per degree
of freedom, where k is Boltzmann’s constant and T is the absolute temperature. The elec-
trons in a semiconductor have three degrees of freedom; they can move about in a three-
dimensional space. Therefore, the kinetic energy of the electrons is given by

1 s 3 ’
—m, vy =—kT, 1
2mn 1 2 ( )

where m, is the effective mass of electrons and vy, is the average thermal velocity. At room
temperature (300 K) the thermal velocity of electrons in Eq. 1 is about 107 cm/s for sil-
icon and gallium arsenide.

The electrons in the semiconductor are therefore moving rapidly in all directions.
The thermal motion of an individual electron may be visualized as a succession of ran-
dom scattering from collisions with lattice atoms, impurity atoms, and other scattering
centers, as illustrated in Fig. 1a. The random motion of electrons leads to a zero net dis-
placement of an electron over a sufficiently long period of time. The average distance
between collisions is called the mean free path, and the average time between collisions
is called the mean free time 7,. For a typical value of 10~ cm for the mean free path, 7,
is about 1 ps (ie., 105/v,, = 102 s).

When a small electric field &'is applied to the semiconductor sample, each electron
will experience a force —q & from the field and will be accelerated along the field (in the
opposite direction to the field) during the time between collisions. Therefore, an addi-
tional velocity component will be superimposed upon the thermal motion of electrons.
This additional component is called the drift velocity. The combined displacement of an
electron due to the random thermal motion and the drift component is illustrated in Fig.
1b. Note that there is a net displacement of the electron in the direction opposite to the
applied field.

We can obtain the drift velocity v, by equating the momentum (force X time) applied
to an electron during the free flight between collisions to the momentum gained by the
electron in the same period. The equality is valid because in a steady state all momen-

(a) (b)

Fig.1 Schematic path of an electron in a semiconductor. () Random thermal motion.
(b) Combined motion due to random thermal motion and an applied electric field.
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tum gained between collisions is lost to the lattice in the collision. The momentum applied
to an electron is given by —q &7, and the momentum gained is m,v,. We have

-q &1, = my, 2)

v, = _(q% )(5’ (2a)

Equation 24 states that the electron drift velocity is proportional to the applied electric
field. The proportionality factor depends on the mean free time and the effective mass.
The proportionality factor is called the electron mobility p, in units of cm?V-s, or

or

T
i, = ‘Zn e 3)

Thus, "
v, =—l,8. (4)

Mobility is an important parameter for carrier transport because it describes how
strongly the motion of an electron is influenced by an applied electric field. A similar
expression can be written for holes in the valence band:

v, =M, E, (5)

where v, is the hole drift velocity and p, is the hole mobility. The negative sign is removed
in Eq. 5 because holes drift in the same direction as the electric field.

In Eq. 3 the mobility is related directly to the mean free time between collisions,
which in turn is determined by the various scattering mechanisms. The two most impor-
tant mechanisms are lattice scattering and impurity scattering. Lattice scattering results
from thermal vibrations of the lattice atoms at any temperature above absolute zero. These
vibrations disturb the lattice periodic potential and allow energy to be transferred between
the carriers and the lattice. Since lattice vibration increases with increasing temperature,
lattice scattering becomes dominant at high temperatures; hence the mobility decreases
with increasing temperature. Theoretical analysis' shows that the mobility due to lattice
scattering u; will decrease in proportion to T-%2,

Impurity scattering results when a charge carrier travels past an ionized dopant impu-
rity (donor or acceptor). The charge carrier path will be deflected owing to Coulomb force
interaction. The probability of impurity scattering depends on the total concentration of
ionized impurities, that is, the sum of the concentration of negatively and positively charged
ions. However, unlike lattice scattering, impurity scattering becomes less significant at
higher temperatures. At higher temperatures, the carriers move faster; they remain near
the impurity atom for a shorter time and are therefore less effectively scattered. The mobil-
ity due to impurity scattering y; can theoretically be shown to vary as T%%/N;, where N,
is the total impurity concentration.?

The probability of a collision taking place in unit time, 1/7,, is the sum of the prob-
abilities of collisions due to the various scattering mechanisms:

R R T 6)

T Tc, lattice Tc, impurity
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or
l = _1._ + i . (6a)
L A

Figure 2 shows the measured electron mobility as a function of temperature for sil-
icon with five different donor concentrations.® The inset shows the theoretical temper-
ature dependence of mobility due to both lattice and impurity scatterings. For lightly doped
samples (e.g., the sample with doping of 10 cm™), the lattice scattering dominates, and
the mobility decreases as the temperature increases. For heavily doped samples, the effect
of impurity scattering is most pronounced at low temperatures. The mobility increases
as the temperature increases, as can be seen for the sample with doping of 10 cm=.
For a given temperature, the mobility decreases with increasing impurity concentration
because of enhanced impurity scatterings.

Figure 3 shows the measured mobilities in silicon and gallium arsenide as a func-
tion of impurity concentration at room temperature.® Mobility reaches a maximum value
at low impurity concentrations; this corresponds to the lattice-scattering limitation. Both
electron and hole mobilities decrease with increasing impurity concentration and even-
tually approach a minimum value at high concentrations. Note also that the mobility of
electrons is greater than that of holes. Greater electron mobility is due mainly to the smaller
effective mass of electrons.
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Fig.2 Electron mobility in silicon versus temperature for various donor concentrations. Insert
shows the theoretical temperature dependence of electron mobility.®
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Fig.3 Mobilities and diffusivities in Si and GaAs at 300 K as a function of impurity
concentration.

» EXAMPLE 1

Calculate the mean free time of an electron having a mobility of 1000 cm%V-s at 300 K; also cal-
culate the mean free path. Assume m,, = 0.26 m, in these calculations.

SOLUTION  From Eq. 3, the mean free time is given by

_mup,  (026x0.91x10™° kg) x (1000x10™* m?/V-s)
q 1.6x107 C
=148x107 s = 0.148 ps.

T

c

The mean free path is given by

I=v,7,=(107 cm/s)(1.48x10 35)=1.48x10 % cm
=14.8 nm. «

3.1.2 Resistivity

We now consider conduction in a homogeneous semiconductor material. Figure 4a shows
an n-type semiconductor and its band diagram at thermal equilibrium. Figure 4b shows
the corresponding band diagram when a biasing voltage is applied to the right-hand ter-
minal. We assume that the contacts at the left-hand and right-hand terminals are ohmic,
that is, there is negligible voltage drop at each of the contacts. The behavior of ohmic
contacts are considered in Chapter 7. As mentioned previously, when an electric field &
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Fig. 4 Conduction process in an n-type semiconductor (@) at thermal equilibrium and
(b) under a biasing condition.

is applied to a semiconductor, each electron will experience a force —q & from the field.
The force is equal to the negative gradient of potential energy; that is,

dE;

dx
Recall that in Chapter 2 the bottom of the conduction band E; corresponds to the poten-
tial energy of an electron. Since we are interested in the gradient of the potential energy,
we can use any part of the band diagram that is parallel to E, (e.g., Ep, E,, or Ey, as shown
in Fig. 4b). It is convenient to use the intrinsic Fermi level E, because we shall use E,
when we consider p-n junctions in Chapter 4. Therefore, from Eq. 7 we have
_ldc _1dE

q dx =q dx ®)

(7)

-q & = —(gradient of electron potential energy) = —

&

We can define a related quantity y as the electrostatic potential whose negative gra-
dient equals the electric field:

dy
E=——1. 9)
dx
Comparison of Egs. 8 and 9 gives
E,
y=-—, (10)
q

which provides a relationship between the electrostatic potential and the potential energy
of an electron. For a homogeneous semiconductor shown in Fig. 4b, the potential energy
and E, decrease linearly with distance; thus, the electric field is a constant in the nega-
tive x-direction. Its magnitude equals the applied voltage divided by the sample length.

The electrons in the conduction band move to the right side as shown in Fig. 4b.
The kinetic energy corresponds to the distance from the band edge (i.e., E, for electrons).
When an electron undergoes a collision, it loses some or all of its kinetic energy to the
lattice and drops toward its thermal equilibrium position. After the electron has lost some
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or all its kinetic energy, it will again begin to move toward the right, and the same pro-
cess will be repeated many times. Conduction by holes can be visualized in a similar man-
ner but in the opposite direction.

The transport of carriers under the influence of an applied electric field produces a
current called the drift current. Consider a semiconductor sample shown in Fig. 5, which
has a cross-sectional area A, a length L, and a carrier concentration of n electrons/cm®.
Suppose we now apply an electric field & to the sample. The electron current density |,
flowing in the sample can be found by summing the product of the charge (—¢) on each
electron times the electron’s velocity over all electrons per unit volume n:

I

n

]n=2_

= i(—qvi) =—gnv, =qnu,s, (11)
i=1

where I is the electron current. We have employed Eq. 4 for the relationship between
v, and &

A similar argument applies to holes. By taking the charge on the hole to be positive,
we have

Jp =qpo, = qpu,é. (12)

The total current flowing in the semiconductor sample due to the applied field & can be
written as the sum of the electron and hole current components:

JT=Ia+], = (qnt, +qpuy)é. (13)
The quantity in parentheses is known as conductivity:
o =q(nl, +pl,). (14)

The electron and hole contributions to conductivity are simply additive.
The corresponding resistivity of the semiconductor, which is the reciprocal of o, is
given by

l=_____l_, (15)
o g(nu, +piy)

p

Generally, in extrinsic semiconductors, only one of the components in Eq. 13 or 14 is
significant because of the many orders-of-magnitude difference between the two carrier
densities. Therefore, Eq. 15 reduces to

p= (15a)

| | Area=A
| L ]

Fig.5 Current conduction in a uniformly doped semiconductor bar with length L and cross-
sectional area A.
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for an n-type semiconductor (since n >> p), and to

p=— (15b)
qrHy,
for a p-type semiconductor (since p >> n).

The most common method for measuring resistivity is the four-point probe method
shown in Fig. 6. The probes are equally spaced. A small current I from a constant-cur-
rent source is passed through the outer two probes and a voltage V is measured between
the inner two probes. For a thin semiconductor sample with thickness W that is much
smaller than the sample diameter d, the resistivity is given by

p=YI~-W'CF Q-cm, (16)

where CF is a well-documented “correction factor.” The correction factor depends on
the ratio of d/s, where s is the probe spacing. When d/s > 20, the correction factor
approaches 4.54. .

Figure 7 shows the measured room-temperature resistivity as a function of the impu-
rity concentration for silicon and gallium arsenide.® At this temperature and for low impu-
rity concentrations, all donor (e.g., P and As in Si) or acceptor (e.g., B in Si) impurities
that have shallow energy levels will be ionized. Under these conditions, the carrier con-
centration is equal to the impurity concentration. From these curves we can obtain the
impurity concentration of a semiconductor if the resistivity is known, or vice versa.

# EXAMPLE 2

Find the room-temperature resistivity of an n-type silicon doped with 10%€ phosphorus atoms/cm3.

SOLUTION At room temperature we assume that all donors are ionized; thus,
n=Np=10%cm=.
From Fig. 7 we find p = 0.5 Q-cm. We can also calculate the resistivity from Eq. 15a:
1 1

p= = =0.48 Q-cm.
gni,  1.6x107'° %10 x 1300

The mobility u, is obtained from Fig. 3. -

Fig.6 Measurement of resistivity using a four-point probe.3
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Fig. 7 Resistivity versus impurity concentration® for Si and GaAs.

3.1.3 The Hall Effect

The carrier concentration in a semiconductor may be different from the impurity con-
centration, because the ionized impurity density’depends on the temperature and the
impurity energy level. To measure the carrier concentration directly, the most commonly
used method is the Hall effect. Hall measurement is also one of the most convincing meth-
ods to show the existence of holes as charge carriers, because the measurement can give
directly the carrier type. Figure 8 shows an electric field applied along the x-axis and a
magnetic field applied along the z-axis. Consider a p-type semiconductor sample. The
Lorentz force gv X B (= qu,B,) due to the magnetic field will exert an average upward
force on the holes flowing in the x-direction. The upward directed current causes an

<

Fig.8 Basic setup to measure carrier concentration using the Hall effect.
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accumulation of holes at the top of the sample that gives rise to a downward-directed
electric field &, Since there is no net current flow along the y-direction in the steady
state, the electric field along the y-axis exactly balances the Lorentz force; that is,

q¢;, =qv,B,, (17)
or
& =v.B,. (18)

Once the electric field &, becomes equal to v,B,, no net force along the y-direction is
experienced by the holes as they drift in the x-direction.

The establishment of the electric field is known as the Hall eﬁ‘ect The electric field
in Eq. 18 is called the Hall field, and the terminal voltage Vj; = &,W (Fig. 8) is called the
Hall voltage. Using Eq. 12 for the hole drift velocity, the Hall field ¢,in Eq. 18 becomes

I
g =[% B,=Ry],B. (19)
where
qp

The Hall field &, is proportional to the product of the current density and the mag-
netic field. The proportionality constant Ry is the Hall coefficient. A similar result can
be obtained for an n-type semiconductor, except that the Hall coefficient is negative:

Ry =——. (21)
qn

A measurement of the Hall voltage for a known current and magnetic field yields

1 _J,B.  (I/A)B, IBW

qRy g4, - q(Vyg /W) - qvyA’

where all the quantities in the right-hand side of the equation can be measured. Thus,
the carrier concentration and carrier type can be obtained directly from the Hall mea-
surement.

(22)

B~
Il
|

i EXAMPLE 3

A sample of Si is doped with 101® phosphorus atoms/cm®. Find the Hall voltage in a sample with
W =500 um, A = 2.5 x 10 cm?, I = 1 mA, and B, = 10~ Wh/cm?.

SOLUTION The Hall coefficient is

R, === —_ 695 cm¥/C.
7 gn 16x107°%10'
The Hall voltage is

I
Vy= EW= [RH XBZJW

107° _4 4
=|-625-———-107* | 500x10
25x1073

=-1.25mV. -
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> 3.2 CARRIER DIFFUSION
3.2.1 Diffusion Process

In the preceding section, we considered the drift current, that is, the transport of carri-
ers when an electric field is applied. Another important current component can exist if
there is a spatial variation of carrier concentration in the semiconductor material. The
carriers tend to move from a region of high concentration to a region of low concentra-
tion. This current component is called diffusion current.

To understand the diffusion process, let us assume an electron density that varies in
the x-direction, as shown in Fig. 9. The semiconductor is at uniform temperature, so that
the average thermal energy of electrons does not vary with x, only the density n(x) varies.
Consider the number of electrons crossing the plane at x = 0 per unit time and per unit
area. Because of finite temperature, the electrons have random thermal motions with a
thermal velocity v, and a mean free path [ (note that ! = v,,7,, where 7, is the mean free
time.) The electrons atx = —I, one mean free path away on the left side, have equal chances
of moving left or right; and in a mean free time 7,, one half of them will move across the
plane x = 0. The average rate of electron flow per unit area F, of electrons crossing plane
x = 0 from the left is then

t
F=2 =2 - va. (23)

Similarly, the average rate of electron flow per unit area F, of electrons at x = I crossing
plane x = 0 from the right is

1
F, = Y n(l) vy, (24)
Current
n (1)

:\:/ Electrons :
> n (0) |
‘@ |
g i
"3 |
g n (=) !
=) |
3 f l
= I I
| I

1 |

1 |

1 [

[ |

| 1

| |

1 ]

- 0

Distance x

Fig.9 Electron concentration versus distance; [ is the mean free path. The directions of elec-
tron and current flows are indicated by arrows.
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The net rate of carrier flow from left to right is

F=F —-F,= éut,, n(=1)=n(D)]. (25)

Approximating the densities at x = £/ by the first two terms of a Taylor series expansion,

we obtain
1 dn dn
F= —Ql-vth{n[(O) - l%] - |:n(()) + l?i;:l}

dn _ dn
= —’Dthla = Dn dx 5 (26)

where D, = vl is called the diffusion coefficient also called the diffusivity. Because each
electron carriers a charge —q, the carrier flow gives rise to a current

Jn =—qF =qD, (Cil_:

The diffusion current is proportional to the spatial derivative of the electron den-
sity. Diffusion current results from the random thermal motion of carriers in a concen-
tration gradient. For an electron density that increases with «, the gradient is positive,
and the electrons will diffuse toward the negative x-direction. The current is positive and
flows in the direction opposite to that of the electrons as indicated in Fig. 9.

(27)

# EXAMPLE 4

Assume that, in an n-type semiconductor at T = 300 K, the electron concentration varies linearly
from 1 X 10 to 7 X 10'7 cm™ over a distance of 0.1 cm. Calculate the diffusion current density if
the electron diffusion coefficient is D, = 22.5 cm%s.

SOLUTION The diffusion current density is given by

dn An
& =qD, = =~qD, =
]n,d1ff q ndx q nA

1x10% -7x 10"

_ -19
= (1.6x10 )(22.5)[ o1

J: 108 A/cm?. .

3.2.2 Einstein Relation

Equation 27 can be written in a more useful form using the theorem for the equiparti-
tion of energy for this one-dimensional case. We can write

1 2 1
3 Malih =§kT. (28)

From Egs. 3, 26, and 28 and using the relatiohship l = v,1, , we obtain

kT
D, = Dthl =0V (Dth Tc) = Dt%l (ﬂ—'nq%] = (—](M_ﬂ—} (29)

my q

or
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kT
Dn= — My,
(qj (30)

Equation 30 is known as the Einstein relation. It relates the two important constants (dif-
fusivity and mobility) that characterize carrier transport by diffusion and by drift in a semi-
conductor. The Einstein relation also applies between D, and p,. Values of diffusivities
for silicon and gallium arsenide are shown in Fig. 3.

# EXAMPLE 5

Minority carriers (holes) are injected into a homogeneous n-type semiconductor sample at one point.
An electric field of 50 V/em is applied across the sample, and the field moves these minority car-
riers a distance of 1 cm in 100 ps. Find the drift velocity and the diffusivity of the minority carriers.

1cm

SOLUTION Oy = —————= 10* cm/s;
100x10™ s
v 4
= —@5 = %5%— =200 cm?/V-s
D,=—pu,=00259x200=5.18 cm/s. <«
q

3.23 Current Density Equations

When an electric field is present in addition to a concentration gradient, both drift cur-
rent and diffusion current will flow. The total current density at any point is the sum of
the drift and diffusion components:

dn
= &+qgD, — 31
Jn=qu,né +q " (31)

where & is the electric field in the x-direction.
A similar expression can be obtained for the hole current:

d
Jp=qupé —qD, d—Z' (32)

We use the negative sign in Eq. 32 because for a positive hole gradient the holes will dif-
fuse in the negative x-direction. This diffusion results in a hole current that also flows in
the negative x-direction.

The total conduction current density is given by the sum of Egs. 31 and 32:

]cond =]n +]p‘ (33)
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The three expressions (Egs. 31-33) constitute the current density equations. These equa-
tions are important for analyzing device operations under low electric fields. However,
at sufficiently high electric fields the terms u,&and y,& should be replaced by the sat-
uration velocity v, discussed in Section 3.7.

#» 3.3 GENERATION AND RECOMBINATION PROCESSES

In thermal equilibrium the relationship pn = n? is valid. If excess carriers are introduced
to a semiconductor so that pn > n?, we have a nonequilibrium situation. The process of
introducing excess carriers is called carrier injection. Most semiconductor devices oper-
ate by the creation of charge carriers in excess of the thermal equilibrium values. We can
introduce excess carriers by optical excitation or forward-biasing a p—n junction (discussed
in Chapter 4).

Whenever the thermal-equilibrium condition is disturbed (i.e., pn # n%), processes
exist to restore the system to equilibrium (i.e., pn = n3). In the case of the injection of
excess carriers, the mechanism that restores equilibrium is recombination of the injected
minority carriers with the majority carriers. Depending on the nature of the recombi-
nation process, the released energy that results from the recombination process can be
emitted as a photon or dissipated as heat to the lattice. When a photon is emitted, the
process is called radiative recombination; otherwise, it is called nonradiative recombination.

Recombination phenomena can be classified as direct and indirect processes. Direct
recombination, also called band-to-band recombination, usually dominates in direct-
bandgap semiconductors, such as gallium arsenide, whereas indirect recombination via
bandgap recombination centers dominates in indirect bandgap semiconductors, such as
silicon.

3.3.1 Direct Recombination

Consider a direct-bandgap semiconductor in thermal equilibrium. The continuous ther-
mal vibration of lattice atoms causes some bonds between neighboring atoms to be bro-
ken. When a bond is broken, an electron-hole pair is generated. In terms of the band
diagram, the thermal energy enables a valence electron to make an upward transition to
the conduction band, leaving a hole in the valence band. This process is called carrier
generation and is represented by the generation rate G, (number of electron-hole pairs
generated per cm? per second) in Fig. 10a. When an electron makes a transition down-
ward from the conduction band to the valence band, an electron-hole pair is annihilated.
This reverse process is called recombination; it is represented by the recombination rate
Ry, in Fig. 10a. Under thermal equilibrium conditions, the generation rate G, must equal

Fig. 10 Direct generation and recombination of electron-hole pairs: (a) at thermal equilibrium
and (b) under illumination.
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the recombination rate Ry, , so that the carrier concentrations remain constant and the
condition pn = n? is maintained.

When excess carriers are introduced to a direct-bandgap semiconductor, the prob-
ability is high that electrons and holes will recombine directly, because the bottom of the
conduction band and the top of the valence band are lined up and no additional momen-
tum is required for the transition across the bandgap. The rate of the direct recombina-
tion R is expected to be proportional to the number of electrons available in the conduction
band and the number of holes available in the valence band; that is,

R = Bnp, (34)

where B is the proportionality constant. As discussed previously, in thermal equilibrium
the recombination rate must be balanced by the generation rate. Therefore, for an n-
type semiconductor, we have

Gth = Rth = ﬁnno Pro - (35)

In this notation for carrier concentrations the first subscript refers to the type of the semi-
conductor. The subscript o indicates an equilibrium quantity. The n,, and p,,, represent
electron and hole densities, respectively, in an n-type semiconductor at thermal equilibrium.
When we shine a light on the semiconductor to produce electron-hole pairs at a rate G;,
(Fig. 10b), the carrier concentrations are above their equilibrium values. The recombi-
nation and generation rate become

Rzﬂnnpn =ﬂ(nno(+An)(pno+Ap), (36)
G=GL+Gy, (37)
where An and Ap are the excess carrier concentrations, given by
An=mn,-n, (38a)
Ap=Pn=Pao (38b)

and An = Ap to maintain overall charge neutrality.
The net rate of change of hole concentration is given by

dst"=G—R=GL+Gth—R. (39)
In steady state, dp,, / dt = 0. From Eq. 39 we have
G,=R-G,=U, (40)
where U is the net recombination rate. Substituting Eqs. 35 and 36 into Eq. 40 yields
U=PBn,,+p,+Ap)Ap. (41)

For low-level injection Ap, p,,, << n,, , Eq. 41 is simplified to

no ?

U=fn,Ap =Pn"Puo —;p"" .

Bt (42

Therefore, the net recombination rate is proportional to excess minority carrier con-
centration. Obviously, U = 0 in thermal equilibrium. The proportionality constant 1/8n,,,
is called the lifetime 7, of the excess minority carriers, or
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U= n"pno’ (43)
Tp
where
1
= . 4
" B “

The physical meaning of lifetime can best be illustrated by the transient response of
a device after the sudden removal of the light source. Consider an n-type sample, as shown
in Fig. 11a, that is illuminated with light and in which the electron-hole pairs are gen-
erated uniformly throughout the sample with a generation rate G;. The time-dependent
expression is given by Eq. 39. In steady state, from Eqs. 40 and 43

G =U=bo—Pre (45)

p

hv

P,
T .(0)
TGy,
l N\
\
""""""" Poo T--"T7°7
0 Tp t
(b)
Light pulse

fv

Fig. 11 Decay of photoexcited carriers. (a) n-type sample under constant illumination.
(b) Decay of minority carriers (holes) with time. (¢) Schematic setup to measure minority
carrier lifetime.

(©
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or
n=Pnot TpGL' (45a)

If at an arbitrary time, say ¢ = 0, the light is suddenly turned off, the boundary condi-
tions are p,(t = 0) = p,, + 7,G_, as given by Eq. 454, and p,(t—) = p,,. The time-
dependent expression of Eq. 39 becomes

dp Pn=Pno
n =Gy -R=-U=-E2"Pn
and the solution is
Palt)=pa +7,GL exp(—t/rp). (47)

Figure 11b shows the variation of p, with time. The minority carriers recombine with
majority carriers and decay exponentially with a time constant 7,, which corresponds to
the lifetime defined in Eq. 44.

This case illustrates the main idea of measuring the carrier lifetime using the pho-
toconductivity method. Figure 11c shows a schematic setup. The excess carriers, gener-
ated uniformly throughout the sample by the light pulse, cause a momentary increase in
the conductivity. The increase in Conductlwty manifests itself by a drop in voltage across
the sample when a constant current is passed through it. The decay of the conductivity
can be observed on an oscilloscope and is a measure of the lifetime of the excess minor-
ity carriers.

» EXAMPLE 6

A Si sample with n,,, = 10 cm is illuminated with light and 10'® electron-hole pairs/cm? are cre-
ated every microsecond. If 7, = 7, = 2 s, find the change in the minority carrier concentration.

SOLUTION Before illumination
Puo = ni/n, = (9.65x10%)% /10" = 9.31x10% cm™
After illumination

1013
1x10

~ 2x10" cm™. -

Pu = Puo+T,Gr =9.31x10% +2x107° x

3.3.2 Indirect Recombination

For indirect-bandgap semiconductors, such as silicon, a direct recombination process is
very unlikely, because the electrons at the bottom of the conduction band have nonzero
momentum with respect to the holes at the top of the valence band (see Chapter 2). A
direct transition that conserves both energy and momentum is not possible without a simul-
taneous lattice interaction. Therefore the dominant recombination process in such semi-
conductors is indirect transition via localized energy states in the forbidden energy gap.*
These states act as stepping stones between the conduction band and the valence band.

Figure 12 shows various transitions that occur in the recombination process through
intermediate-level states (also called recombination centers). We illustrate the charging
state of the center before and after each of the four basic transitions takes place. The
arrows in the figure designate the transition of the electron in a particular process. The
illustration is for the case of a recombination center with a single energy level that is neutral
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Fig.12 Indirect generation-recombination processes at thermal equilibrium.

when not occupied by an electron or negative when it is occupied. In indirect recombi-
nation, the derivation of the recombination rate is more complicated. The detailed deriva-
tion is given in Appendix I, and the recombination rate is given by *

2
Dtho-no-pNt(pnnn -n )
(Ei—Et)/kT]

" ’ (48)
Gp[p"+nie +O-n[nn +nie(Et—E1)/kT]

where vy, is the thermal velocity of carriers given in Eq. 1, N, is the concentration of the
recombination center in the semiconductor, and o, is the capture cross section of elec-
trons. The quantity o, describes the effectiveness of the center to capture an electron
and is a measure of how close the electron has to come to the center to be captured. o,
is the capture cross section of holes.

We can simplify the general expression for the dependence of U on E, by assuming
equal electron and hole capture cross sections, that is, 6, = 0, = 0,. Equation 48 then
becomes

(pun =nf)

U =vy0o,N 49
" t +n,_ + 2n, cosh| E —E; )
pﬂ n 1 kT

Under a low-injection condition in an n-type semiconductor so that n,, >> p,, the recom-
bination rate can be written as
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U=~v,0o,N, Pn"Pno - pn;pno ) (50)
l+[2n" )cosh[—Et _Eij P
Ny kT

The recombination rate for indirect recombination is given by the same expression as
Eq. 43; however, 7, depends on the locations of the recombination centers.

3.3.3 Surface Recombination

Figure 13 shows schematically the bonds at a semiconductor surface.®> Because of the
abrupt discontinuity of the lattice structure at the surface, a large number of localized
energy states or generation-recombination centers may be introduced at the surface region.
These energy states, called surface states, may greatly enhance the recombination rate
at the surface region. The kinetics of surface recombination are similar to those consid-
ered before for bulk centers. The total number of carriers recombining at the surface
per unit area and unit time can be expressed in a form analogous to Eq. 48. For a low-
injection condition, and for the limiting case where electron concentration at the surface
is essentially equal to the bulk majority carrier concentration, the total number of carri-
ers recombining at the surface per unit area and unit time can be simplified to

U, = Dtho.pNst <ps - pno>’ (51)

where p, denotes the hole concentrations at the surface, and N,, is the recombination
center density per unit area in the surface region. Since the product v,,0,N,, has its dimen-
sion in centimeters per second, it is called the low-injection surface recombination
velocity S,

Slr Eotho.pNst‘ (52)

Dangling bonds

Surface

> Bulk

Fig. 13 Schematic diagram of bonds at a clean semiconductor surface. The bonds are
anisotropic and differ from those in the bulk.
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Fig. 14  Auger recombination.

3.3.4 Auger Recombination

The Auger recombination process occurs by the transfer of the energy and momentum
released by the recombination of an electron-hole pair to a third particle that can be either
an electron or a hole. The example of Auger recombination process is shown in Fig. 14.
A second electron in the conduction band absorbs the energy released by the direct recom-
bination. After the Auger process, the second electron becomes an energetic electron.
It loses its energy to the lattice by scattering events. Usually, Auger recombination is impor-
tant when the carrier concentration is very high as a result of either high doping or high
injection level. Because the Auger process involves three particles, the rate of Auger recom-
bination can be expressed as :

R,,, = Bnp or Bnp®. (53)

The proportionality constant B has a strong temperature dependence.

# 3.4 CONTINUITY EQUATION

In the previous sections we considered individual effects such as drift due to an electric
field, diffusion due to a concentration gradient, and recombination of carriers through
intermediate-level recombination centers. We now consider the overall effect when drift,
diffusion, and recombination occur simultaneously in a semiconductor material. The gov-
erning equation is called the continuity equation.

To derive the one-dimensional continuity equation for electrons, consider an infinites-
imal slice with a thickness dx located at x shown in Fig. 15. The number of electrons in
the slice may increase due to the net current flow into the slice and the net carrier gen-
eration in the slice. The overall rate of electron increase is the algebraic sum of four com-
ponents: the number of electrons flowing into the slice at x, minus the number of electrons
flowing out at x + dx, plus the rate at which electrons are generated, minus the rate at
which they are recombined with holes in the slice.

The first two components are found by dividing the currents at each side of the slice
by the charge of an electron. The generation and recombination rates are designated by
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Fig. 15 Current flow and generation-recombination processes in an infinitesimal slice of thick-
ness dx.

~ G,and R, respectively. The overall rate of change in the number of electrons in the slice
is then

LN I:]n 0)A _ Jo(x + d)A } (G, —R,)Adx, (54)
ot -q —q

where A is the cross-sectional area and Adx is the volume of the slice. Expanding the
expression for the current at x + dx in Taylor series yields

J,(x +dx) = -de+ . (55)

We thus obtain the basic continuity equation for electrons:

on _19],

- L +(G,—R,). 56

o g o (G, -R,) (56)
A similar continuity equation can be derived for holes, except that the sign of the first
term on the right-hand side of Eq. 56 is changed because of the positive charge associ-
ated with a hole:

®__ 1]”+c -R,). (57)
ot g ox
We can substitute the current expressions from Eqs. 31 and 32 and the recombination
expressions from Eq. 43 into Egs. 56 and 57. For the one-dimensional case under low-
injection condition, the continuity equations for minority carriers (i.e., n, in a p-type semi-
conductor or p, in an n-type semiconductor) are

on o on 0’n n,—n
—L£= o &—L+p, —L+G, -L—I,

ap o0& apn a2pn Pn = Pro
5 =—p.H, = ™ —U,é p +D, —+G, - . (59)
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In addition to the continuity equations, Poisson’s equation

aé _ps

de &

(60)

must be satisfied, where &, is the semiconductor dielectric permittivity and p, is the space
charge density given by the algebraic sum of the charge carrier densities and the ionized

impurity concentrations, g(p —n + N — Ny).

In principle, Egs. 58 through 60 together with appropriate boundary conditions have
a unique solution. Because of the algebraic complexity of this set of equations, in most
cases the equations are simplified with physical approximations before a solution is

attempted. We solve the continuity equations for three important cases.

3.4.1 Steady-State Injection from One Side

Figure 16a shows an n-type semiconductor where excess carriers are injected from one
side as a result of illumination. It is assumed that light penetration is negligibly small (i.e.,
the assumptions of zero field and zero generation for x > 0). At steady state there is a

Injecting

surface \«

All excess
carriers extracted

X

(b)

Fig. 16 Steady-state carrier injection from one side. (¢) Semiinfinite sample. (b) Sample with

thickness W.
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concentration gradient near the surface. From Eq. 59 the differential equation for the
minority carriers inside the semiconductor is

: 2 _
Pu_g=p O Pn_Pn=Pr 61)
ot P2 T, .

The boundary conditions are p,, (x = 0) = p, (0) = constant value and p,, (x—e°) = p,,, The
solution of p,, (x) is

pn( )_pno [pn( )_Pno] —x/Lp‘ (62)

The length L, is equal to VD, 7, and is called the diffusion length. Figure 16a shows the
variation of the minority carrier den51ty which decays with a characteristic length given
by L,.

If we change the second boundary condition as shown in Fig. 16b so that all excess
carriers at x = W are extracted, that is, p,(W) = p,,, then we obtain a new solution for

Eq. 61:
sinh[W_x}
L
| e VA ()

sinh(W / Lp)

pn(x)= Pro +[pn(0)_pno

The current density at x = W is given by the diffusion current expression, Eq. 32 with
&=0:

D 1

L [ —p =L -
W_q[pn«)) pno]Lp Slnh(W/Lp) (64)

Iv=

34.2 Minority Carriers at the Surface

When surface recombination is introduced at one end of a semiconductor sample under
illumination (Fig. 17), the hole current density flowing into the surface from the bulk of

Surface
recombination

hv

Fig. 17 Surface recombination atx = 0. The minority carrier dlstnbutlon near the surface is
affected by the surface recombination velocity.®
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the semiconductor is given by qU,. In this example, it is assumed that the sample is uni-
formly illuminated with uniform generation of carriers. The surface recombination leads
to a lower carrier concentration at the surface. This gradient of hole concentration yields
a diffusion current density that is equal to the surface recombination current. Therefore,
the boundary condition at x = 0 is

d
qDP—d% =0 =qU; = qSlr[pn(O)_pno]' (65)
The boundary condition at x = e is given by Eq. 45a. At steady state the differential equa-
tion is
n 82 n ‘FPn—

af%:o:pp—%ﬂ:r’D——T:Dﬂ. (66)

The solution of the equaﬁon, subject to the boundary conditions above, is®

. —x/L
TS e 4
=p, +7,G;|1--L—| 67)
Pul®)=Puo Tr L[ L,+7,5, ] (

A plot of this equation for a finite S;, is shown in Fig. 17. When S;, — 0, then p,(x) —
Puo + T,Gr. , as obtained previously (Eq. 45a). When S;,— o, then

Pul®)=pao+7,Gpl-e "), (68)

From Eq. 68 we can see that at the surface the minority carrier density approaches its
thermal equilibrium value p,.

3.4;3 The Haynes—Shockley Experiment

One of the classic experiments in semiconductor physics is the demonstration of drift
and diffusion of minority carriers, first made by Haynes and Shockley.” The experiment
allows independent measurement of the minority carrier mobility u and diffusion coef-
ficient D. The basic setup of the Haynes—Shockley experiment is shown in Fig. 184. The
voltage source, V,, establishes an electric field in the +x direction in the n-type semi-
conductor bar. Excess carriers are produced and effectively injected into the semicon-
ductor bar at contact (1) by a pulse. Contact (2) will collect a fraction of the excess carriers
as they drift through the semiconductor. After a pulse, the transport equation is given by
Eq. 59 by setting G,, = 0 and d¢/9x = 0 (i.e., the applied field is constant across the semi-
conductor bar):

B, oPu 1y 0P Pn=Puo
B = pye T+, Sk, P (69)

If no field is applied along the sample, the solution is given by

N x2 t
palx, t)= exp| — —— |+ Pro> (70)
\/47ert 4Dpt Tp

where N is the number of electrons or holes generated per unit area. Figure 18b shows
this solution as the carriers diffuse away from the point of injection and recombine.

If an electric field is applied along the sample, the solution is in the form of Eq. 70,
except that x is replaced by x — M, ét (Fig. 18c). Thus, all the excess carriers move with
the drift velocity p1,¥"At the same time, the carriers diffuse outward and recombine as
in the field-free case. '
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(b)

Fig. 18 The Haynes-Shockley experiment. (a) Experimental setup. (b) Carrier distributions
without an applied field. (c) Carrier distributions with an applied field.”

» EXAMPLE 7

In a Haynes-Shockley experiment, the maximum amplitudes of the minority carriers at ¢, = 100
us and ¢, = 200 ps differ by a factor of 5. Calculate the minority carrier lifetime.

SOLUTION When an electric field is applied, the minority carrier distribution is given by

ppmpn—pr e N o (ETEEY
nome f47ert 4Dpt T, i

At the maximum amplitude

Ap = al exp| ——
4/47&71)’911’ Tp

Therefore
apley) _ s et /7,) _ [200 (200-100)_
Ap(ty) \/E exp(~ty /7,) V100 7, (Us)
200100 o «

— ) “.p_m‘
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# 3.5 THERMIONIC EMISSION PROCESS

In previous sections, we considered carrier transport phenomena inside the bulk semi-
conductor. At the semiconductor surface, carriers may recombine with the recombina-
tion centers due to the dangling bonds of the surface region. In addition, if the carriers
have sufficient energy, they may be “thermionically” emitted into the vacuum. This is called
the thermionic emission process.

Figure 192 shows the band diagram of an isolated n-type semiconductor. The elec-
tron affinity, g, is the energy difference between the conduction band edge and the vac-
uum level in the semiconductor; and the work function, g¢,, is the energy between the
Fermi level and the vacuum level in the semiconductor. From Fig. 19, it is clear that
an electron can be thermionically emitted into the vacuum if its energy is above gy.

The electron density with energies above g can be obtained from an expression sim-
ilar to that for the electron density in the conduction band (Egs. 9 and 16 of Chapter 2)
except that the lower limit of the integration is gy instead of E:

Ny, = f E)dE = N¢ exp[—-(l(-)—(;T—m:l, (71)
ax

where N is the effective density of states in the conduction band, and V,, is the differ-
ence between the bottom of the conduction band and the Fermi level.

Vacuum level

e s b

,—— Semiconductor

(a)

Vacuum <«—

} For thermionic emission

a Electron distribution
L ' E
—_ e ————
S £
|
R
(b)

Fig. 19 () The band diagram of an isolated n-type semiconductor. (b) The thermionic emission
process. R
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b EXAMPLE 8

Calculate the thermionically emitted electron density, ny, , at room temperature for an n-type sil-
icon sample with an electron affinity of g = 4.05 eV and ¢V, = 0.2 eV. If we reduce the effective
qx to 0.6 eV, what is n,,?

SOLUTION eV) = 19 | 4054021 oo 101 e (<164
ng, 4.05eV) = 2.86 x 10 exp( Yo 86 x exp (-164)
=102 =0
0.8

Ny, (06 eV) Wzsg

1 x 10°% em™3, 4

2.86 x 10%° exp(— J = 286 x 10" exp (-30.9)

From the above example, we see that at 300 K there is no emission of electrons into
vacuum for gy = 4.05. However, if we can lower the effective electron affinity to 0.6 eV,
a substantial number of electrons can be thermionically emitted. The thermionic emis-
sion process is of particular important for metal-semiconductor contacts to be consid-
ered in Chapter 7.

3.6 TUNNELING PROCESS

Figure 20a shows the energy band diagram when two isolated semiconductor samples
are brought close together. The distance between them is d, and the potential barrier
height gV is equal to the electron affinity gy. If the distance is sufficient small, the elec-
trons in the left-side semiconductor may transport across the barrier and move to the
right-side semiconductor, even if the electron energy is much less than the barrier height.
This process is associated with the quantum tunneling phenomenon.

Based on Fig. 20a, we have redrawn the one-dimensional potential barrier diagram
in Fig. 20b. We first consider the transmission (or tunneling) coefficient of a particle (e.g.,
electron) through this barrier. In the corresponding classic case, the particle is always
reflected if its energy E is less than the potential barrier height gV;,. We see that in the
quantum case, the particle has finite probability to transmit or “tunnel” through the poten-
tial barrier.

The behavior of a particle (e.g., a conduction electron) in the region where gV(x) =
0 can be described by the Schrédinger equation:

n? diy
- —L —-F 72
B a = EY (72)
or \
d’y  2m_E
— ==V, (73)
dx? 2 4

where m,, is the effective mass, 7 is the reduced Planck constant, E is the kinetic energy,
and yis the wave function of the particle. The solutions are

wx)= Ae™ +Be™ ™ x <0, (74)
y(x)=Ce’™ x2d, (75)

where k =V2m, E/h?. For x < 0, we have an incident-particle wave function (with ampli-
tude A) and a reflected wave function (with amplitude B); for x 2 d, we have a trans-
mitted wave function (with.amplitude C).
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Vacuum level

0 d
(©

Fig.20 (g) The band diagram of two isolated semiconductors with a distance d. (b) One-
dimensional potential barrier. (¢) Schematic representation of the wave function across the
potential barrier.

Inside the potential barrier, the wave equation is given by

n d°
"o g lé/+qV0|//=E1/f (76)
n dX
or
d*v _2m,(qV,—E
d'é’= mn<<;20 \y (77)
X
The solution for E < gV is
w(x) = FeP* + Ge P, (78)

where B = V2m,(qV,~ E)/A*. A schematic representation of the wave functions across
the barrier is shown in Fig. 20c. The continuity of y and dy/dx at x = 0 and x = d, which
is required by the boundary conditions, provides four relations between the five coeffi-
cients (A, B, C, F;-and G). We can solve for (C/A)?, which is the transmission coefficient:
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2 . 2 -1
(EJ =[1+-L———( Vo sinh fd) ] : (79)
A sEGVo-E) |

The transmission coefficient decreases monotonically as E decreases. When Bd >> 1,
the transmission coefficient becomes quite small and varies as

2
(%) ~ exp(-2pd) = eXP[-M\/ 2m,(qVo - E)/ n® ] (80)

To have a finite transmission coefficient, we require a small tunneling distance d, a low-
potential barrier gV, and a small effective mass. These results will be used for tunnel
diodes in Chapter 8.

b 37 HIGH-FIELD EFFECTS

pri At low electric-fields, the drift velocity is linearly proportional to the applied field. We
assume that the time interval between collision, 7, , is independent of the applied field.
This is a reasonable assumption as long as the drift velocity is small compared with the
thermal velocity of carriers, which is about 107 cm/s for silicon at room temperature.
As the drift velocity approaches the thermal velocity, its field dependence on the elec-
tric field will begin to depart from the linear relationship given in Section 3.1. Figure 21
shows the measured drift velocities of electrons and holes in silicon as a function of the
electric field. It is apparent that initially the field dependence of the drift velocity is
linear, corresponding to a constant mobility. As the electric field is further increased, the
drift velocity increases less rapidly. At sufficiently large fields, the drift velocity approaches
a saturation velocity. The experimental results can be approximated by the empirical

expression®
DS
Oy, Uy = (81)
BN R Y04
10x 108 —
v, =1 &
/ Electrons
8 <
% /
~
/
g 6 L/ ]
;E‘ l/ r— & /
3 / g P /
Tg . / T Holes
T
gé / // /
a ) //
2 / 4 .
Si
(300 K)
0
0 1 2 3 4x10*

&(V/cm)

Fig. 21  Drift velocity versus electric field in Si.8
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where v, is the saturation velocity (107cm/s for Si at 300 K), &, is a constant, equal to
7 x 10% V/em for electrons and 2 x 10 V/em for holes in high-purity silicon materials,
and yis 2 for electrons and 1 for holes. Velocity saturation at high fields is particularly
likely for field-effect transistors (FETs) with very short channels. Even moderate volt-
age can result in a high field along the channel. This effect is discussed in Chapter 6.

The high-field transport in n-type gallium arsenide is different from that of silicon.®
Figure 22 shows the measured drift velocity versus field for n-type and p-type gallium
arsenide. The results for silicon are also shown in this log-log plot for comparison. Note
that for n-type GaAs, the drift velocity reaches a maximum, then decreases as the field
further increases. This phenomenon is due to the energy band structure of gallium arsenide
that allows the transfer of conduction electrons from a high-mobility energy minimum
(called a valley) to low-mobility, higher-energy satellite valleys, that is, electron transfer
from the central valley to the satellite valleys along the [111] direction shown in Chapter 2.

To understand this phenomenon, consider the simple two-valley model of n-type gal-
lium arsenide shown in Fig. 23. The energy separation between the two valleys is AE =
0.31 eV. The lower valley’s electron effective mass is denoted by m,, the electron mobil-
ity by 41,, and the electron density by n,. The upper-valley quantities are denoted by m,,
My, and ny, respectively; and the total electron concentration is given by n = n; + n, . The
steady-state conductivity of the n-type GaAs can be written as

0 =q(Un; + ony) = g, (82)
where the average mobility is
= (yng + Ugng) / (ng +ny). (83)
The drift velocity is then k
v, =[1&. (84)
108
GaAs (Electrons)
— NN
E 107 ) / \
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g '/' = » ;4 L
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Fig. 22 Drift velocity versus electric field in Si and GaAs. Note that for n-type GaAs, there is a
region of negative differential mobility.3°
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For simplicity we make the following assignments for the electron concentrations in
the various ranges of electric-field values illustrated in Fig. 23. In Fig. 23a, the field is
low and all electrons remain in the lower valley. In Fig. 23b,the field is higher and some
electrons gain sufficient energies from the field to move to the higher valley. In Fig. 23c,
the field is high enough to transfer all electrons to the higher valley. Thus, we have

n=n and ny=0 for0< &< &,
Ny +ng=n for &, < &< &, (85)
n, =0 and nyg=n for &> ¢,

Using these relations, the effective drift velocity takes on the asymptotic values
v, =& for0< é< 8,
v, =W for > &, (86)

If u, &, is larger than , &, there is a region in which the drift velocity decreases with
an increasing field between &, and &, , as shown in Fig. 24. Because of the characteris-
tics of the drift velocity in n-type gallium arsenide, this material is used in microwave
transferred-electron devices discussed in Chapter 8. /

When the electric field in a semiconductor is increased above a certain value, the
carriers gain enough kinetic energy to generate electron-hole pairs by an avalanche pro-
cess that is shown schematically in Fig. 25. Consider an electron in the conduction band
(designated by 1). If the electric field is high enough, this electron can gain kinetic energy
before it collides with the lattice. On impact with the lattice, the electron imparts most
of its kinetic energy to break a bond, that is, to ionize a valence electron from the valence
band to the conduction band and thereby generate an electron-hole pair (designated by
2 and 2). Similarly, the generated pair now begins to accelerate in the field and collides
with the lattice as indicated in the figure. In turn, they will generate other electron-hole
pairs (e.g., 3 and 3, 4 and 4), and so on. This process is called the avalanche process; it
is also referred to as the impact ionization process. This process will result in breakdown
in p—n junction, which is discussed in Chapter 4.
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Fig. 24  One possible velocity-field characteristic of a two-valley semiconductor.
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Fig. 26 Energy band diagram for the avalanche process.

To gain some ideas about the ionization energy involved, let us consider the process
leading to 2-2" shown in Fig. 25. Just prior to the collision, the fast-moving electron
(no. 1) has a kinetic energy % mv,2 and a momentum m,v,, where m, is the effective mass
and v, is the saturation velocity. After collision, there are three carriers: the original elec-
tron plus an electron-hole pair (no. 2 and no. 2). If we assume that the three carriers have
the same effective mass, the same kinetic energy, and the same momentum, the total kinetic
energy is % m v/, and the total momentum is 3m,v;, where vy is the velocity after collision.
To conserve both energy and momentum before and after t{1e collision, we require that

1 3
—2-mlvs2 = Eg+§mlv§r (87)

and
myv, = 3m, vy, (88)

where in Eq. 87 the energy E, is the bandgap corresponding to the minimum energy
required to generate an electron-hole pair. Substituting Eq. 88 into Eq. 87 yields the
required kinetic energy for the ionization process:

1 2
Ey= Emlvs =1.5E,. (89)

It is obvious that E; must be larger than the bandgap for the ionization process to occur.
The actual energy required depends on the band structure. For silicon, the value for E,
is3.6eV(32E ) for electrons and 5.0 eV (4.4 E,) for holes.

The number of electron-hole pairs generated by an electron per unit distance trav-
eled is called the ionization rate for the electron, a,. Similarly, @, is the ionization rate
for the holes. The measured fonization rates for silicon and galhum arsenide are shown®
in Fig. 26. We note that both o, and @, are strongly dependent on the electric field.
For a substantially large ionization rate (say 10* cm™), the corresponding electric field
is 2 3 x 10° V/cm for silicon and > 4 x 10° V/em for gallium arsenide. The electron-hole
pair generation rate G, Trom the avalanche process is given by
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Fig.26 Measured ionization rates versus reciprocal field for Si and GaAs.®

Gy =_:;(an|]n

) (90)

+ap|]p

where ], and J, are the electron and hole current densities, respectively. This expression
can be used in the continuity equation for devices operated under an avalanche condition.

» SUMMARY

Various transport processes are at work in semiconductor devices. These include drift,
diffusion, generation, recombination, thermionic emission, tunneling, and impact ionization.

One of the key transport processes is the carrier drift under the influence of an elec-
tric field. At low fields, the drift velocity is proportional to the electric field. This pro-
portionality constant is called mobility. Another key transport process is the carrier diffusion
under the influence of the carrier concentration gradient. The total current is the sum
of the drift and diffusion components.

Excess carriers in a semiconductor cause a nonequilibrium condition. Most semi-
conductor devices operate under nonequilibrium conditions. Carriers can be generated
by various means such as forward biasing a p—n junction, incident light, and impact ion-
ization. The mechanism that restores equilibrium is the recombination of the excess minor-
ity carriers with the majority carriers by direct band-to-band recombination or via localized
energy states in the forbidden energy gap. The governing equation for the rate of change
of charge carriers.is the continuity equation.
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Among other transport processes, thermionic emission occurs when carriers in the
surface region gain enough energy to be emitted into the vacuum level. Another, the tun-
& neling process, is based on the quantum tunneling phenomena that results in the trans-
i port of electrons across a potential barrier even if the electron energy is less than the
; barrier height.
- As the electric field becomes higher, the drift velocity departs from its linear rela-
tionship with the applied field and approaches a saturation velocity. This effect is par-
ticularly important in the study of short-channel field-effect transistors discussed in Chapter
6. When the field exceeds a certain value, the carriers gain enough kinetic energy to gen-
erate electron-hole pair by colliding with the lattice and breaking a bond. This effect is
particularly important in the study of p—n junctions. The high field accelerates these new
< electron-hole pairs, which collide with the lattice to create more electron-hole pairs. As
this process, called impact ionization or the avalanche process, continues, the p—n junc-
tion breaks down and conducts a large current. The junction breakdown is discussed in
Chapter 4.
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PROBLEMS (* INDICATES DIFFICULT PROBLEMS)
FOR SECTION 3.1 CARRIER DRIFT
1. Find the resistivities of intrinsic Si and intrinsic GaAs at 300 K.

i

2. Assume that the mobility of electrons in silicon at T = 300 K is p, = 1300 cm?V-s. Also
assume that the mobility is mainly limited by lattice scattering. Determine the electron
mobility at (a) T = 200 K and (b) T = 400 K.

1 3. Two scattering mechanisms exist in a semiconductor. If only the first mechanism is pre-
sent, the mobility will be 250 cm?%V-s. If only the second mechanism is present, the
mobility will be 500 cm%V-s. Determine the mobility when both scattering mechanisms
exist at the same time.

4. Find the electron and hole concentrations, mobilities, and resistivities of silicon samples at
300 K, for each of the following impurity concentrations: (a) 5 X 10® boron atoms/cm?;
1 (b) 2 x 10 boron atoms/cm3 and 1.5 X 1016 arsenic atoms/cm?; and (c) 5 x 105 boron
: atoms/cm?, 10'7 arsenic atoms/cm®, and 10%7 gallium atoms/cm®.

*5, Consider a compensated n-type silicon at T = 300 K, with a conductivity of o = 16
1 (Q-cm) and an acceptor- doping concentration of 1017 cm™. Determine the donor
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*10.

concentration and the electron mobility. (A compensated semiconductor is one that con-
tains both donor and acceptor impurity atoms in the same region.)

For a semiconductor with a constant mobility ratio b = y,/ 44, > 1 independent of impurity
concentration, find the maximum resistivity p,, in terms of the intrinsic resistivity p, and
the mobility ratio.

A four-point probe (with probe spacing of 0.5 mm) is used to measure the resistivity of a
p-type silicon sample. Find the resistivity of the sample if its diameter is 200 mm and its
thickness is 50 um. The contact current is 1 mA, and the measured voltage between the
inner two probes is 10 mV.

. Given a silicon sample of unknown doping, Hall measurement provides the following

information: W = 0.05 cm, A = 1.6 x 10 cm? (refer to Fig. 8), I = 2.5 mA, and the mag-
netic field is 30 nT (1 T = 10 Wb/cm?). If a Hall voltage of +10 mV is measured, find the
Hall coefficient, conductivity type, majority carrier concentration, resistivity, and mobility
of the semiconductor sample.

A semiconductor is doped with N, (N}, >> n,) and has a resistance R,. The same semicon-
ductor is then doped with an unknown amount of acceptors N, (N, >> Np), yielding a
resistance of 0.5 R,. Find N, in terms of N, if D,/D,=50.

Consider a semiconductor that is nonuniformly doped with donor impurity atoms Np(x).
Show that the induced electric field in the semiconductor in thermal equilibrium is given

_ [kT) 1 dNp(x)
by &)= [q]ND(x) dx

FOR SECTION 3.2 CARRIER DIFFUSION

11.

12

An intrinsic Si sample is doped with donors from one side such that N, = N, exp (—ax).
(a) Find an expression for the built-in field & (x) at equilibrium over the range for which
Np >> n,. (b) Evaluate &(x) whena = 1 pum™.

An n-type Si slice of a thickness L is inhomogeneously doped with phosphorus donor
whose concentration profile is given by Ny(x) = Ny + (N, — N,) (x/L). What is the formula
for the electric potential difference between the front and the back surfaces when the
sample is at thermal and electric equilibria regardless of how the mobility and diffusivity
varies with position? What is the formula for the equilibrium electric field at a plane x
from the front surface for a constant diffusivity and mobility?

FOR SECTION 3.3 GENERATION AND RECOMBINATION PROCESS

13.

14.

15.

Calculate the electron and hole concentration under steady-state illumination in an n-type
silicon with G; = 10'6 cm=s1, N, = 10% ¢cm™>, and 7, = 7,= 10 us.

An n-type silicon sample has 2 x 10% arsenic atoms/cm?®, 2 x 10% bulk recombination cen-
ters/cm?®, and 10%° surface recombination centers/cm? (a) Find the bulk minority carrier
lifetime, the diffusion length, and the surface recombination velocity under low-injection
conditions. The values of g, and o, are 5 x 107® and 2 x 1076 cm?, respectively. (b) If the
sample is illuminated with uniformly absorbed light that creates 10'7 electron-hole
pairs/cm?-s, what is the hole concentration at the surface?

Assume that an n-type semiconductor is uniformly illuminated, producing a uniform
excess generation rate G. Show that in steady state the change in the semiconductor
conductivity is given by Ao =q(u, +p,)7,G.

FOR SECTION 3.4 CONTINUITY EQUATION

16.

The total current in a semiconductor is constant and is composed of electron drift current
and hole diffusion current. The electron concentration is constant and equal to 10 cm=.

gy
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The hole concentration is given by
plx)= 10% exp[:Lx—) cm® (x 20),

where L = 12 pm. The hole diffusion coefficient is D, = 12 cm?s and the electron mobil-
ity is 41, = 1000 cm?V-s. The total current density is | = 4.8 A/cm?. Calculate (a) the hole
diffusion current density versus «, (b) the electron current density versus x, and (c) the
electric field versus x. ‘

*17. Excess carriers are injected on one surface of a thin slice of n-type silicon with thickness
W and extracted at the opposite surface where p,(W) = p,,. There is no electric field in
the region 0 < x < W. Derive the expression for current densities at the two surfaces.

18. In Prob. 17, if carrier lifetime is 50 ps and W = 0.1 mm, calculate the portion of injected
current that reaches the opposite surface by diffusion (D = 50 cm?s).

*19. An n-type semiconductor has excess carrier holes 10 cm, and a bulk minority carrier life-
time 107 s in the bulk material, and a minority carrier lifetime 10~ s at the surface. Assume
zero applied electric field and let D,, = 10 cm%s. Determine the steady-state excess carrier
concentration as a function of distance from the surface (x = 0) of the semiconductor.

FOR SECTION 3.5 THERMIONIC EMISSION PROCESS

20. A metal, with a work function ¢,, = 4.2'V, is deposited on an n-type silicon semiconductor
with affinity ¥ = 4.0 V and E, = 1.12 eV. What is the potential barrier height seen by elec-
trons in the metal moving into the semiconductor?

21. Consider a tungsten filament with metal work function ¢, inside a high vacuum chamber.
Show that if a current is passed through the filament to heat it up sufficiently, the elec-
trons with enough thermal energy will escape into the vacuum and the resulted

thermionic current density is
= A'T 2 _q¢m
J exv(—kT )

where A" is 4mgmk?® / h® and m is free electron mass. The definite integral

%
[2 e dx =(EJ .

a

FOR SECTION 3.6 TUNNELING PROCESS

22. Consider a electron with an energy of 2 eV impinging on a potential barrier with 20 eV
and a width of 3 A. What is the tunneling probability?

23. Evaluate the transmission coefficient for an electron of energy 2.2 eV impinging on a
potential barrier of height 6.0 eV and thickness 1071 meters. Repeat the calculation for a
barrier thickness of 10 meters.

FOR SECTION 3.7 HIGH FIELD EFFECTS

24, Use the velocity-field relations for Si and GaAs shown in Fig. 22 to determine the transit

time of electrons through a 1 pm distance in these materials for an electric field of (a) 1
kV/cm and (b) 50 kV/cm.

25. Assume that a conduction electron in Si (i, = 1350 cm?V-s) has a thermal energy kT,
related to its mean thermal velocity by E,, = mqv,;,%2. This electron is placed in an
electric field of 100 V/em. Show that the drift velocity of the electron in this case is
small compared to its thermal velocity. Repeat for a field of 10* V/em, using the same
value of pt,. Comment on the actual mobility effects at this higher value of field.

-
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4

p—n Junction

# 4.1 BASIC FABRICATION STEPS

p 4.2 THERMAL EQUILIBRIUM CONDITION

p~ 4.3 DEPLETION REGION

p 4.4 DEPLETION CAPACITANCE

#» 4.5 CURRENT-VOLTAGE CHARACTERISTICS

4.6 CHARGE STORAGE AND TRANSIENT BEHAVIOR
@ 4.7 JUNCTION BREAKDOWN

p 4.8 HETEROJUNCTION

p  SUMMARY

In the preceding chapters we considered the carrier concentrations and transport phe-
nomena in homogeneous semiconductor materials. In this chapter we discuss the behav-
ior of single-crystal semiconductor material containing both p- and n-type regions that
form a p—n junction. Most modern p—n junctions are made by planar technology to be
described in Section 4.1.

A p—n junction serves an important role both in modern electronic applications and
in understanding other semiconductor devices. It is used extensively in rectification, switch-
ing, and other operations in electronic circuits. It is a key building block for the bipolar
transistor and thyristor (Chapter 5), as well as for metal-oxide-semiconductor field-effect
transisitors (MOSFETs) (Chapter 6). Given proper biasing conditions or when exposed
to light, p—n junction also functions as either microwave (Chapter 8) or photonic device
(Chapter 9).

We also consider a related device—the heterojunction, which is a junction formed
between two dissimilar semiconductors. It has many unique features that are not read-
ily available from the conventional p—n junctions. The heterojunction is an important build-
ing block for heterojunction bipolar transistors (Chapter 5), modulation doped field-
effect transistors (Chapter 7), quantum-effect devices (Chapter 8), and photonic devices
(Chapter 9).

Specifically, we cover the following topics:

o The formation of a p—n junction physically and electrically.
o The behavior of the junction depletion layer under voltage biases.

o The current transport in a p—n junction and the influence of the generation
and recombination processes.

o The charge storage in a p—n junction and its influence on the transient
behavior.
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o The avalanche multiplication in a p—n junction and its impact on the maximum
reverse voltage.

o The heterojunction and its basic characteristics.

» 4.1 BASIC FABRICATION STEPS

Today, planar technology is used extensively for integrated circuit (IC) fabrication. Figures
1 and 2 show the major steps of a planar process. These steps include oxidation, lithography,

(d)

, Fig.1 (a) A bare n-type Si wafer. (b) An oxidized Si wafer by dry or wet oxidation.
y (c) Application of resist. (d) Resist exposure through the mask.

-
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Dopant gas
or
accelerated impurity ions

(b) (e)

Metal

®

Fig.2 (a) The wafer after the development. (b) The wafer after SiO, removal. (c) The final
result after a complete lithography process. (d) A p-n junction is formed in the diffusion or
implantation process. (¢) The wafer after metallization. (f) A p—n junction after the complete
processes.

ion implanation, and metallization. We describe these steps briefly in this section. More
detailed discussions can be found in Chapters 10-14.

4.1.1 Oxidation
The development of a high-quality silicon dioxide (SiO,) has helped to establish the dom-

inance of Si in the production of commercial ICs. Generally, SiO, functions as an insu-
lator in a number of device structures or as a barrier to diffusion or implantation during
device fabrication. In the fabrication of a p—n junction (Fig. 1), the SiO, film is used to
define the junction area.

There are two SiO, growth methods, dry and wet oxidation, depending on whether
dry oxygen or water vapor is used. Dry oxidation is usually used to form thin oxides in a
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device structure because of its good Si-SiO, interface characteristics, whereas wet oxi-
dation is used for thicker layers because of its higher growth rate. Figure 1a shows a sec-
tion of a bare Si wafer ready for oxidation. After the oxidation process, a SiO, layer is
formed all over the wafer surface. For simplicity, Fig. 1b shows only the upper surface
of an oxidized wafer.

4.1.2 Lithography

Another technology, called photolithography, is used to define the geometry of the p—n
junction. After the formation of SiO,, the wafer is coated with an ultraviolet (UV)-light—
sensitive material called a photoresist, which is spun on the wafer surface by a high-speed
spinner. After spinner (Fig. 1c), the wafer is baked at about 80°~100°C to drive the sol-
vent out of the resist and to harden the resist for improved adhesion. Figure 1d shows
the next step, which is to expose the wafer through a patterned mask using an UV-light
source. The exposed region of the photoresist-coated wafer undergoes a chemical reac-
tion depending on the type of resist. The area exposed to light become polymerized and
difficult to remove in an etchant.” The polymerized region remains when the wafer is
placed in a developer, whereas the unexposed region (under the opaque area) dissolves
i and washes away. Figure 2a shows the wafer after the development. The wafer is again
i baked to 120°-180°C for 20 minutes to enhance the adhesion and improve the resistance
i to the subsequent etching process. Then, an etch using buffered hydrofluoric acid (HF)
b removes the unprotected SiO, surface (Fig. 2b). Last, the resist is stripped away by a chem-
ical solution or an oxygen plasma system. Figure 2c shows the final result of a region with-
out oxide (a window) after the lithography process. The wafer is now ready for forming
the p-n junction by a diffusion or ion-implantation process.

= i

4.1.3 Diffusion and lon Implantation

) In the diffusion method, the semiconductor surface not protected by the oxide is exposed
) to a source with a high concentration of opposite-type impurity. The impurity moves into
the semiconductor crystal by solid-state diffusion. In the ion-implantation method, the
intended impurity is introduced into the semiconductor by accelerating the impurity ions
to a high-energy level and then implanting the ions in the semiconductor. The SiO, layer
serves as barrier to impurity diffusion or ion implantation. After the diffusion or implan-
tation process, the p—n junction is formed as shown in Fig. 2d. Due to lateral diffusion
of impurities or lateral straggle of implanted ions, the width of the p region is slightly
wider than the window opening.

41.4 Metallization

After diffusion or ion-implantation process, a metallization process is used to form ohmic
contacts and interconnections (Fig. 2¢). Metal films can be formed by physical vapor depo-
sition and chemical vapor deposition. The lithography process is again used to define the
front contact which is shown in Fig. 2f. A similar metallization step is done on the back
‘ contact without using a lithography process. Normally a low-temperature (< 500°C) anneal
; would also be performed to promote low-resistance contacts between the metal layers

* This is a negative photoresist. We can also use positive photoresist. Lithography and photoresists are con-
sidered in detail in Chapter 12.  ~"
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and the semiconductor. With the completion of the metallization, the p—n junctions become
functional.

» 4.2 THERMAL EQUILIBRIUM CONDITION

The most important characteristic of p—n junctions is that they rectify, that is, they allow
current to flow easily in only one direction. Figure 3 shows the current-voltage charac-
teristics of a typical silicon p—n junction. When we apply “forward bias” to the junction
(i.e., positive voltage on the p-side), the current increases rapidly as the voltage increases.
However, when we apply a “reverse bias,” virtually no current flows initially. As the reverse
bias is increased the current remains very small until a critical voltage is reached, at which
‘point the current suddenly increases. This sudden increase in current is referred to as
the junction breakdown. The applied forward voltage is usually less than 1 V, but the reverse
critical voltage, or breakdown voltage, can vary from just a few volts to many thousands
of volts depending on the doping concentration and other device parameters.

421 Band Diagram

In Fig. 4a, we see two regions of p- and n-type semiconductor materials that are uni-
formly doped and physically separated before the junction is formed. Note that the Fermi
level Ey is near the valence band edge in the p-type material and near the conduction
band edge in the n-type material. While p-type material contains a large concentration
of holes with few electrons, the opposite is true for n-type material.

When the p- and n-type semiconductors are jointed together, the large carrier con-
centration gradients at the junction cause carrier diffusion. Holes from the p-side dif-
fuse into the n-side, and electrons from the n-side diffuse into the p-side. As holes continue
to leave the p-side, some of the negative acceptor ions (N,~) near the junction are left
uncompensated, since the acceptors are fixed in the semiconductor lattice, whereas the
holes are mobile. Similarly, some of the positive donor ions (Np,*) near the junction are
left uncompensated as the electrons leave the n-side. Consequently, a negative space charge

I (mA)

3r e Forward
conduction

J— U:t<
—
T

L L el Il Il Il L L Il ! Il
6 -5 4 -3 -2 -10 1 2 viv)

\ Reverse -2F
breakdown

Fig.3 Current-voltage-characteristics of a typical silicon p—n junction.
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Fig. 4 (a) Uniformly doped p-type and n-type semiconductors before the junction is formed.
(b) The electric field in the depletion region and the energy band diagram of a p—n junction in
thermal equilibrium.

forms near the p-side of the junction and a positive space charge forms near the n-side.
This space charge region creates an electric field that is directed from the positive charge
toward the negative charge, as indicated in the upper illustration of Fig. 4b.

The electric field is in the direction opposite to the diffusion current for each type
of charge carrier. The lower illustration of Fig. 4b shows that the hole diffusion current
flows from left to right, whereas the hole drift current due to the electric field flows from
right to left. The electron diffusion current also flows from left to right, whereas the elec-
tron drift current flows in the opposite direction. Note that because of their negative charge,
electrons diffuse from right to left, opposite the direction of electron current.

422 Equilibrium Fermi Levels

At thermal equilibrium, that is, the steady-state condition at a given temperature with-
out any external excitations, the individual electron and hole current flowing across the
junctions are identically zero. Thus, for each type of carrier the drift current due to the
electric field must exactly cancel the diffusion current due to the concentration gradi-
ent. From Eq. 32 in Chapter 3,

Jp =], (drift) + ] ,(diffusion)

dp
= qHppé — gD =~
1 dE, d
= & gk, L= 1
q,u,,p(q dx} Moae = (1)

where we have used Eq. 8 of Chapter 3 for the electric field and the Einstein relation
D, = (kT/q)u,, Substituting the expression for hole concentration
e(E‘—E r)/kT

p=n (2)

and its derivative

dp_ p (dE, _dE;
. dx kT \ dx dx




90 ® Chapter 4. p—n Junction

into Eq. 1 yields the net hole current density

dE
Tp=Hp— =0 (4)
or
dEp _, 5)

dx

Similarly, we obtain for the net electron current density

Jn =], (drift) +J, (diffusion)

=qu,né +qD, _dn
dx
dE
= ”nn—dxF = 0. (6)

Thus, for the condition of zero net electron and hole currents, the Fermi level must
be constant (i.e., independent of x) throughout the sample as illustrated in the energy
band diagram of Fig. 4b.

The constant Fermi level required at thermal equilibrium results in a unique space
charge distribution at the junction. We repeat the one-dimensional p—n junction and the
corresponding equilibrium energy band diagram in Figs. 5a and 5b, respectively. The
unique space charge distribution and the electrostatic potential y are given by Poisson’s
equation:

dzwz_ﬁ’;_es_:_i(ND_N“p_n). (7)

dx? dx £ £

Here we assume that all donors and acceptors are ionized.
In regions far away from the metallurgical junction, charge neutrality is maintained
and the total space charge density is zero. For these neutral regions we can simplify Eq.

7 to
d*y
dx?
and
Np—-Ny+p-n=0. 9)

For a p-type neutral region, we assume Np, = 0 and p >> n. The electrostatic potential
of the p-type neutral region with respect to the Fermi level, designated as y, in Fig. 5b,
can be obtained by setting Nj, = n = 0 in Eq. 9 and by substituting the result (p = N,)

into Eq. 2:
e, = —k—Tln(N—AJ. (10)

Similarly, we obtain the electrostatic potential of the n-type neutral region with respect
to the Fermi level:

-t

Vp= _%(Ei _EF)
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Fig.5 (a) A p—n junction with abrupt doping changes at the metallurgical junction. (b) Energy
band diagram of an abrupt junction at thermal equilibrium. (c) Space charge distribution. (d)
Rectangular approximation of the space charge distribution.
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The total electrostatic potential difference between the p-side and the n-side neu-
tral regions at thermal equilibrium is called the built-in potential V,,;:

kT . | NuN,
Vbi =Wn_v/p=_q—ln _AZ—D . ) (12)

n,
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423 Space Charge

Moving from a neutral region toward the junction, we encounter a narrow transition region,
shown in Fig. 5¢. Here the space charge of impurity ions is partially compensated by the
mobile carriers. Beyond the transition region we enter the completely depleted region
where the mobile carrier densities are zero. This is called the depletion region (also called
the space-charge region). For typical p—n junctions in silicon and gallium arsenide, the
width of each transition region is small compared with the width of the depletion region.
Therefore, we can neglect the transition region and represent the depletion region by
the rectangular distribution shown in Fig. 5d, where x, and x, denote the depletion layer

widths of the p- and n-sides for the completely depleted region with p = n = 0. Equation
7 becomes

d2
.zx-l—zl.{-_-gis(NA_ND)‘ (13)

The magnitudes of 1y | and y, as calculated from Egs.10 and 11 are plotted in Fig. 6
as a function of the doping concentration of silicon and gallium arsenide. For a given
doping concentration, the electrostatic potential of gallium arsenide is higher because of
its smaller intrinsic concentration n,.

B EXAMPLE 1

Calculate the built-in potential for a silicon p—n junction with N, = 10® cm™ and N, = 10% cm™
at 300 K.

SOLUTION  From Eq. 12 we obtain

18 15
Vi, = (0.0250)n| 2210\ _g 774 v,

(9.65 x 109)
Also from Fig. 6,

Vi =¥, +|y,|=0.30V+047V =077 V. <

0.8
GaAs __‘__..n/"'
0.6 =
-
o~ —w—nnﬂ/’
= o
e "——r""""
> 04 — i
o ,—'F"'H Si
5& 1 1
E e
0.2
300K
0
101 10% 106 10%7 10%

N,or N, (em™3)

Fig.6 Built-in potentials on the p-side and n-side of abrupt junctions in Si and GaAs as a func-
tion of impurity concentration.
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4.3 DEPLETION REGION

To solve Possion’s equation, Eq.13, we must know the impurity distribution. In this sec-
tion we consider two important cases—the abrupt junction and the linearly graded junc-
tion. Figure 7a shows an abrupt junction, that is, a p—n junction formed by shallow diffusion
or low-energy ion implantation. The impurity distribution of the junction can be approx-
imated by an abrupt transition of doping concentration between the n- and p-type regions.
Figure 7b shows a linearly graded junction. For either deep diffusions or high-energy
ion implantations, the impurity profiles may be approximated by linearly graded junc-
tions, that is, the impurity distribution varies linearly across the junction. We consider
the depletion regions of both types of junction.

4.3.1 Abrupt Junction

The space charge distribution of an abrupt junction is shown in Fig. 84. In the depletion
region, free carriers are totally depleted so that Possion’s equation, Eq.13, simplifies to

dy _, N

— for -x,<x<0, 14a
& P (14

Np

Fig.7 Approximate doping profiles. (a) Abrupt junction. (b) Linearly graded junction.
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Fig.8 (a) Space charge distribution in the depletion region at thermal equilibrium. (b)
Electric-field distribution. The shaded area corresponds to the built-in potential.

dz 9Np
d.’JC &
The overall space charge neutrality of the semiconductor requires that the total neg-

ative space charge per unit area in the p-side must precisely equal the total positive space
charge per unit area in the n-side:

for O<x<x,. (14b)

N,x, = Npx,. (15)
The total depletion layer width W is given by
W=x, + 1, (16)
The electric field shown in Fig. 8b is obtained by integrating Eqs. 14a and 14b, which
gives
Nylx+x
5(x)=_%:_=_i%_P) for —x,<x<0 (17a)
and
é’( )=—é’ +qNDx —qﬂg-(x—xn) for O<x<zx,, (17b)
x 83
where &, is the maximum field that exists at x = 0 and is given by
N x
&, =Bpta  T4%p (18)
es 83

Integating Egs. 17a and 17b over the depletion region gives the total potential vari-
ation, namely, the built-in potential V;:

Vii = —.[ f;p ( ) = _.[ ° ( ) p-side I(’;n g(x)dx n-side
qNAx qNDx 1 Lo w (19)
2¢ 2, 2

S

s
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Therefore, the area of the field triangle in Fig. 8b corresponds to the built-in potential.
Combining Eqs. 15 to 19 gives the total depletion layer width as a function of the

% built-in potential,
N,+N
- (o
aNp

When the impurity concentration on one side of an abrupt junction is much higher
than that of the other side, the junction is called a one-sided abrupt junction (Fig. 9a).
Figure 9b shows the space charge distribution of a one-sided abrupt p*—n junction, where
N, >> Np,. In this case, the depletion layer width of the p-side is much smaller than the
n-side (i.e., x, << x,), and the expression for W can be simplified to

P
Wzx,= M (21)
gNp

The expression for the electric-field distribution is the same as Eq. 17b:

4 &(x)=-6, + q_N;;x, (22)

where Ny is the lightly doped bulk concentration (i.e., N, for a p*—n junction). The field
decreases to zero at x = W. Therefore,

& = (23)

Fig.9 (a) One-sided abrupt junction (with Ny >> N}, ) in thermal equilibrium. (b) Space charge
distribution. (c) Electric-field distribution. (d) Potential distribution with distance, where V,, is
the built-in potential.
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and

£(x)= ﬂgi(-w +x)= -os:,,[1 - 'va] | (24)

which is shown in Fig. 9c.
Integrating Possion’s equation once more gives the potential distribution

x x2
u/(x) =-[y dx = é"m[x ~w + constant. (25)

With zero potential in the neutral p-region as a reference, or Y(0) = 0, and employing
Eq. 19,

y(x)= %—"-(2-%} (26)

The potential distribution is shown in Fig. 9d.

= EXAMPLE 2

For asilicon one-sided abrupt junction with N, = 10'® cm~ and N, = 10'® cm, calculate the deple-
tion layer width and the maximum field at zero bias (T = 300 K).

SOLUTION  From Egs. 12, 21, and 23, we obtain

10" x 10'6

Vi = 0.0259In| ————|=0.895 V,
(9.65 x 109)
we |25V _341%10° =0343 pm,
qNp
&, = -‘lﬂeﬂ =052x10¢ V/em. «

s

The previous discussions are for a p—n junction at thermal equilibrium without exter-
nal bias. The equilibrium energy band diagram, shown again in Fig. 10a, illustrates that
the total electrostatic potential across the junction is V,,. The corresponding potential
energy difference from the p-side to the n-side is qV,,. If we apply a positive voltage
V. to the p-side with respect to the n-side, the p—n junction becomes forward-biased,
as shown in Fig. 10b. The total electrostatic potential across the junction decreases by
V. that is, it is replaced with V},— V. Thus, forward bias reduces the depletion layer
width.

By contrast, as shown in Fig, 10c, if we apply positive voltage Vj to the n-side with
respect to the p-side, the p—n junction now becomes reverse-biased and the total elec-
trostatic potential across the junction increases by V, that is, it is replaced by V,, + Vj.
Here, we find that reverse bias increases the depletion layer width. Substituting these -
voltage values in Eq. 21 yields the depletion layer widths as a function of the applied volt-
age for a one-sided abrupt junction:
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Fig.10 Schematic representations of depletion layer width and energy band diagrams of a p-n
junction under various biasing conditions. () Thermal-equilibrium condition. (b) Forward-bias
condition. (c) Reverse-bias condition.

\

| we |2Ve=V) -
” gNg ’

where N7y is the lightly doped bulk concentration, and V is positive for forward bias and
negative for reverse bias. Note that the depletion layer width W varies as the square root
of the total electrostatic potential difference across the junction.

43.2 Linearly Graded Junction

We first consider the case of thermal equilibrium. The impurity distribution for a lin-
early graded junction is shown in Fig. 11a. The Possion equation for the case is

) 2 _ _ _
"'i ﬂ:ﬁ:.ﬁ:iax _ESxS.‘K’ (28)
1 dx? dx E, & 2 2
E where a is the impurity gradient (in cm™) and W is the depletion-layer width.
4 We have assumed that mobile carriers are negligible in the depletion region. By inte-

| grating Eq. 28 once with the boundary conditions that the electric field is zero at tW/2,
' we obtain the electric-field distribution shown in Fig. 11b
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(d)

Fig. 11 Linearly graded junction in thermal equilibrium. (¢) Impurity distribution. (b) Electric-
field distribution. (c) Potential distribution with distance. (d) Energy band diagram.

é”(x)=—— A B | (29)

The maximum field atx = 0 is

_ an2
8,

(29a)

m

Integrating Eq. 28 once again yields both the potential distribution and the corresponding
energy band diagram shown in Figs. 11c and 11d, respectively. The built-in potential and
the depletion layer width are given by

(30)

and

19V 1/3
W=[_es_bt-) ) (31)
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Since the values of the impurity concentrations at the edges of the depletion region (-W/2
and W/2) are the same and both are equal to aW/2, the built-in potential for a linearly
graded junction may be expressed in a form similar to Eq. 12

kT (aW/z)(:W/Z) _ 2T In(g_w_} (32)
q n, g \2n

i3

Vi =
Solving the transcendental equation that results when W is eliminated from Eqs. 31 and
32 yields the built-in potential as a function of a. The results for silicon and gallium arsenide
linearly graded junctions are shown in Fig. 12.

When either forward or reverse bias is applied to the linearly graded junction, the
variations of the depletion layer width and the energy band diagram will be similar to
those shown in Fig. 10 for abrupt junctions. However, the depletion layer width will vary
as (Vy; — V)¥3, where V is positive for forward bias and negative for reverse bias.

‘ EXAMPLE 3

For a silicon linearly graded junction with a impurity gradient of 10° cm™, the depletion-layer width
is 0.5 um. Calculate the maximum field and built-in voltage (T = 300 K ) :

SOLUTION From Eq. 29a and Eq. 32, we obtain

2
qaw? _16x107°x10%x (0.5 x 10‘4)

&, = ” =4.75x10° V/ cm,
8¢, 8x11.9x8.85x 10"
20 —4
v, =2kL [ﬂj = 2x00259 | 1L X080 |_ 4645y,
q n 2x9.65% 10 > |
12 T
——//
I _/‘/’ GaAs
= g
S T utill
= 08 Si L
= L
//”
0.6 gt
—T 300K
0.4
1010 1020 102 1022 102
a (em™)

Fig.12 Built-in potential for a linearly graded junction in Si and GaAs as a function of impurity
gradient.

2
* Based on an accurate numerical technique, the built-in potential is given by V;; = %klln[%].
9 qn;

For a given impurity gradient, the Vj, is smaller than that calculated from Eq.32 by about 0.05-0.1 V.
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» 4.4 DEPLETION CAPACITANCE

The Junctlon depletion layer capacitance per unit area is defined as C = = dQ/dV, where
dQ is the incremental change in deplet10n layer charge per unit area for an incremental
change in the applied voltage dV."

Figure 13 illustrates the depletion capacitance of a p—n junction with an arbitrary
impurity distribution. The charge and electric-field distributions indicated by the solid
lines correspond to a voltage V applied to the n-side. If this voltage is increased by an
amount dV, the charge and field distributions will expand to those regions bounded by
the dashed lines. In Fig. 13b, the incremental charge dQ corresponds to the colored area
between the two charge distribution curves on either side of the depletion region. The
incremental space charges on the n- and p-sides of the depletion region are equal but
with opposite charge polarity, thus maintaining overall charge neutrality. This incremental
charge dQ causes an increase in the electric field by an amount d&'= dQ/g, (from Possion’s
equation). The corresponding change in the applied voltage dV, represented by the cross-
hatched area in Fig, 13¢ is approximately Wd &, which equals WdQ/g,. Therefore, the deple-
tion capacitance per unit area is given by

d do €
C,=—== == (33)
J
v ,do W
es
€ 2
or C;==% F/em®. (33a)
w
Metallurgical

junction

—eV+dV (a)

(b)

(0

=&

Fig. 13 (a) p—n junction with an arbitrary impurity profile under reverse bias. (b) Change in
space charge distribution due to change in applied bias. (¢) Corresponding change in electric-
field distribution.

.
The capacitance is also referred to as the transition region capacitance.

-
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441 Capacitance-Voltage Characteristics

Equation 33 for the depletion capacitance per unit area is the same as the'standard expres-
sion for a parallel-plate capacitor where the spacing between the two plates represents
the depletion-layer width. The equation is valid for any arbitrary impurity distribution.

In deriving Eq. 33 we have assumed that only the variation of the space charge in
the depletion region contributes to the capacitance. This certainly is a good assumption
for the reverse-bias condition. For forward biases, however, a large current can flow across
the junction corresponding to a large number of mobile carriers present within the neu-
tral region. The incremental change of these mobile carriers with respect to the biasing
voltage contributes an additional term, called the diffusion capacitance, which is considered
in Section 4.6.

For a one-sided abrupt junction, we obtain, from Egs. 27 and 33,

W2V -V)
or
i = M ’ (35)
C? qesNB -

4

It is clear from Eq. 35 that a plot of 1/C/ versus V produces a straight line for a one-
sided abrupt junction. The slope gives the impurity concentration Ny of the substrate,
and the intercept (at 1/C/= 0) gives V.

b EXAMPLE 4

For a silicon one-sided abrupt junction with N, = 2 x 10*® cm™ and N, = 8 x 10%5 em™, calculate
the junction capacitance at zero bias and reversed bias of 4 V (T = 300 K).

SOLUTION From Egs. 12, 27, and 34, we obtain at zero bias

19 15
Vi, = 002501 2210 X8XI07 _ g g06v,
(9.65 x 109)
-14
W = [2€,Y, =\/2x LLOXSESXI0MX06 g6 5 _ 356
V=0 Y gNp 1.6x107° x8x 10"

s = |95NB _ 979851078 F/cm?.
2V,

From Egs. 27 and 34, we can obtain at reverse bias of 4 V:

_ 14
W, = (26, (Vi = V) _ \/2x11.9x8.85><1;0 X(0.906+4) _go0 105~ 0809 pm,
Ve gNp 1.6x107° x§x 10"

c;l =& _ | 95Ns  _1179%1078 F/cm?. : <
V=g le--4 2(Vy, = V)
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44.2 Evaluation of Impurity Distribution

The capacitance-voltage characteristics can be used to evaluate an arbitrary impurity dis-
tribution. We consider the case of p*~n junction with a doping profile on the n-side, as
shown in Fig. 14b. As before, the incremental change in depletion layer charge per unit
area dQ for an incremental change in the applied voltage dV is given by gN(W) dW (i.e.,
the shaded area in Fig. 14b). The corresponding change in applied voltage (shaded area
in Fig. 14c) is

& 2¢,

2
dV:_:(dé”)W=(iQ_)W=M. (36)

By substituting W from Eq. 33, we obtain an expression for the impurity concentration
at the edge of the depletion region:

2 1
q€s d(l/cjz)/dv

N(W)= (37)

—~ Metallurgical junction

(a)

Ps

(b)

1
dé=dQle;

-&
(©

Fig. 14  (a) p*—n junction with an arbitary impurity distribution. () Change in space charge
distribution in the lightly doped side due to a change in applied bias. (c) Corresponding change
in the electric-field distribution.

-
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Thus, we can measure the capacitance per unit area versus reverse-bias voltage and plot
1/C; 2versus V. The slope of the plot, that is, d (l/Cj 2)/dV, yields N(W). Simultaneously,
W is obtained from Eq. 33. A series of such calculations produces a complete impurity
profile. This approach is referred to as the C-V method for measuring impurity profiles.

For a linearly graded junction, the depletion layer capacitance is obtained from Egs.
31 and 33:

9 1/3
E qag€ 9
C.=S5e=| 9% | F/em?. (38)
J [12(Vbi - V)}

For such a junction we can plot 1/C? versus V and obtain the impurity gradient and V,,
from the slope and the intercept, respectively.

‘ .~ 443 Varactor

Many circuit applications employ the voltage-variable properties of reverse-biased p—n
junctions. A p—n junction designed for such a purpose is called a varactor, which is a short-
ened form of variable reactor. As previously derived, the reverse-biased depletion capac-
itance is given by

C; o (Vi +Va) " (39)

C o (Va)  for Vg>>Vy, (39)

where n = % for a linearly graded junction and n = % for an abrupt junction. Thus, the
voltage sensitivity of C (i.e., variation of C with V) is greater for an abrupt junction than
3 for a linearly graded junction. We can further increase the voltage sensitivity by using a
¥ hyperabrupt junction having an exponent n (Eq. 39) greater than .
Figure 15 shows three p*-n doping profiles with the doner distribution Np(x) given
P by B(x/x,)™, where B and x, are constants, m = 1 for a linearly graded junction, m = 0 for
an abrupt junction, and m = % for a hyperabrupt junction. The hyperabrupt profile can

Voo— p* n —

Hyper abruptm = — %

Linearly gradedm =1

Fig. 15 Impurity profiles for hyperabrupt, one-sided abrupt, and one-sided linearly graded
junctions.

-
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be achieved by epitaxial growth techniques discussed in Chapter 10. To obtain the
capacitance-voltage relationship, we solve Possion’s equation:

2 m
% = —B(xi) . (40)
0

Integrating Eq. 40 twice with appropriate boundary conditions gives the dependence of
the depletion layer width on the reverse bias:

W o (VR)I/(m+2) (41)

Therefore,
A -1/(m+2)
Ci=qre (Va) (42)

Comparing Eq. 42 with Eq. 39a yields n = 1/(m + 2). For hyperabrupt junctions with
n > %, m must be a negative number.

By choosing different values for m, we can obtain a wide variety of C;-versus-Vy depen-
dencies for specific applications. One interesting example, shown in Fig. 15, is the case for
m = -%. For this case, n = 2. When this varactor is connected to an inductor L in a resonant
circuit, the resonant frequency varies linearly with the voltage applied to the varactor:

1 1

oc

Lc, vir

» 4.5 CURRENT-VOLTAGE CHARACTERISTICS

A voltage applied to a p-n junction will disturb the precise balance between the diffu-
sion current and drift current of electrons and holes. Under forward bias, the applied
voltage reduces the electrostatic potential across the depletion region, as shown in the
middle of Fig. 16. The drift current is reduced in comparison to the diffusion current.
We have an enhanced hole diffusion from the p-side to the n-side and electron diffusion
from the n-side to the p-side. Therefore, minority carrier injections occur, that is, elec-
trons are injected into the p-side, whereas holes are injected into the n-side. Under reverse
bias, the applied voltage increases the electrostatic potential across the depletion region
as shown in the middle of Fig. 16b. This greatly reduces the diffusion currents, result-
ing in a small reverse current. In this section, we first consider the ideal current-voltage
characteristics. We then discuss departures from these ideal characteristics due to gen-
eration and recombination and other effects.

0, = =Vg for n=2. (43)

45.1 Ideal Characteristics

We now derive the ideal current-voltage characteristics based on the following assump-
tions: (a) The depletion region has abrupt boundaries and, outside the boundaries, the
semiconductor is assumed to be neutral; (b) the carrier densities at the boundaries are
related by the electrostatic potential difference across the junction. (c) the low-injection
condition, that is, the injected minority carrier densities, are small compared with the
majority carrier densities; in other words, the majority carrier densities are changed neg-
ligibly at the boundaries of neutral regions by the applied bias; and (d) neither genera-

-
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5. 1018 Ly

9.65 x 10°

! T~ _

i | 3} Pro

: 9.3 x 101 po | :P,,D (qu/kT—l)

y‘,\ npo(qu/kT_]i) |

ToT x

. ]

r X, %,

i (a) ()

“‘ j Fig. 16 Depletion region, energy band diagram and carrier distribution. (¢) Forward bias. (b)
‘ [ P gl 34 g

1 Reverse bias.

tion nor recombination current exists in the depletion region, and the electron and hole
currents are constant throughout the depletion region. Departures from these idealized
assumptions are considered in the next section.

At thermal equilibrium, the majority carrier density in the neutral regions is essen-
tially equal to the doping concentration. We use the subscripts n and p to denote the
semiconductor type and the subscript o to specify the condition of thermal equilibrium.
Hence, n,, and n,, are the equilibrium electron densities in the n- and p-sides, respec-
4 tively. The expression for the built-in potential in Eq. 12 can be rewritten as
=_klln__Pp07;na =—I£lnh, (44)

q n; q npa

where the mass action law p,,,n,,, = n,? has been used. Rearranging Eq. 44 gives

Vbz

Vi, /
N = e /T, (45)

po
| Similarly, we have

8 o Vi /KT

Ppo ="Pno (46)

We note from Eqs. 45 and 46 that the electron density and the hole density at the two
1 boundaries of the depletion region are related through the electrostatic potential dif-
= ference V,, at thermal equilibrium. From our second assumption we expect that the

same relation holds when the electrostatic potential difference is changed by an applied
voltage.
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When a forward bias is applied, the electrostatic potential difference is reduced to
V,, — Vi ; but when a reverse bias is applied, the electrostatic potential difference is
increased to V,; + V. Thus, Eq. 45 is modified to

) i’ Vi —V)/kT’ (47)

where n, and n,, are the nonequilibrium electron densities at the boundaries of the deple-
tion region in the n- and p-sides, respectively, with V positive for forward bias and neg-
ative for reverse bias. For the low-injection condition, the injected minority carrier density
is much smaller than the majority carrier density; therefore, n, = n,,,. Substituting this
condition and Eq. 45 into Eq. 47 yields the electron density at the boundary of the deple-
tion region on the p-side (x = —xp):

n, = npoqu/kT (48)
or
n,=n,, = npo(eqwkT - 1). (48a)
Similarly, we have
P =Paoe” (49)
or
Pu=Pro=Puole” " -1 (490)

at x = x, for the n-type boundary. Figures 16a and 16b show band diagrams and carrier
concentrations in a p—n junction under forward-bias and reverse-bias conditions, respec-
tively. Note that the minority carrier densities at the boundaries (—x, and x,) increase sub-
stantially above their equilibrium values under forward bias, whereas they decrease below
their equilibrium values under reverse bias. Equations 48 and 49 define the minority car-
rier densities at the boundaries of depletion region. These equations are the most impor-
tant boundary conditions for the ideal current-voltage characteristics.

Under our idealized assumptions, no current is generated within the depletion region;
all currents come from the neutral regions. In the neutral n-region, there is no electric
field, thus the steady-state continuity equation reduces to

LPu_Pa=Puo _y

dx? D,, (50)

The solution of Eq. 50 with the boundary conditions of Eq. 49 and p,, (x = «) = p,, gives

Po=Pro = pm(e"w“ - 1) )L, (51)

where L,,, which is equal to VD, 7,, is the diffusion length of holes (minority carriers) in
the n- reg10n Atx =x,,

qupna( qV/kT _ 1)

p, Lp

]p(xn) =_qD dPJ

P dx (52)
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Similarly, we obtain for the neutral p-region

Mp = Mpo = "PO(qu/kT - 1) e("*”‘p)/’-n | (53)

and

d
]n(_xp)= an (Zcp

- annpo (qu/kT _ 1)’ (54)

~p L

n

where L,, which is equal to VD, 7,, is the diffusion length of electrons. The minority car-
rier densities (Eqs. 51 and 53) are shown in the middle of Fig. 17.

The graphs illustrate that the injected minority carriers recombine with the major-
ity carriers as the minority carriers move away from the boundaries. The electron and
hole currents are shown at the bottom of Fig. 17. The hole and electron currents at the

boundaries are given by Eqs. 52 and 54, respectively. The hole diffusion current will decay

n,p

=
S

=
T
1

<--——T--—-———-—-—~-—

171

(a) (b)

Fig. 17 Injected minority carrier distribution and electron and hole currents. (¢) Forward bias.
(b) Reverse bias. The figure illustrates idealized currents. For practical devices, the currents are
not constant across the space charge layer.
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exponentially in the n-region with diffusion length L, and the electron diffusion current
will decay exponentially in the p-region with diffusion length L,

The total current is constant throughout the device and is the sum of Egs. 52
and 54:

T=Jp(x)+Ja(-2,) = (e™ " -1), (55)

Z 3DpPro 9D

Js=—7 I

, (55a)

14 n

where ], is the saturation current density. Equation 55 is the ideal diode equation.* The
ideal current-voltage characteristic is shown in Figs. 182 and 18b in the Cartesian and

Reverse

104 -
103 -
102 Forward
=
0 /Reverse
10°
10—1||||||||||
0 5 10
qvI/kT
(b)

Fig. 18 Ideal current-voltage characteristics. (a) Cartesian plot. (b) Semilog plot.

-
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3 semilog plots, respectively. In the forward direction with positive bias on the p-side, for

4 V 2 3kT/q, the rate of current increase is constant, as shown in Fig. 18b. At 300 K for
every decade change of current, the voltage change for an ideal diode is 60 mV (= 2.3
kT/q). In the reverse direction, the current density saturates at ..

b EXAMPLE 5

Calculate the ideal reverse saturation current in a Si p—n junction diode with a cross-sectional area
of 2 x 10~ cm? The parameters of the diode are

N,=5x10%cm=3, Np=10%cm=3,  n,=9.65x10°% cm™

D, = 21 cm?s, D, = 10 cm%s, 7,=1,=5x107s,

SOLUTION From Eq. 55a and L, = VD, 7, we can obtain

D D,n D
]s=q pPno  9Pn R - gn? IR {P_,._,
L, L, Np\t, Nua\7,
2( 1 { 10 1 [ 21
=16x10""% x[9.65%10° + ,
( ) 108 V5x107  5x10% {5%x1077

=8.58x107"* A/em®.
From the crogs-sectional area A = 2 X 10~ cm?, we obtain

I,=Ax],=2x107x858x1072 =1,72x 107 A, <

452 Generation-Recombimation and High-Injection Eﬂecfs

The ideal diode equation, Eq. 55, adequately describes the current-voltage characteris-
tics of germanium p—n junctions at low current densities. For silicon and gallium arsenide
p-n junctions, however, the ideal equation can only give qualitative agreement because
of the generation or recombination of carriers in the depletion region.

Consider the reverse-bias condition first. Under reverse bias, carrier concentrations
in the depletion regjon fall far below their equilibrium concentrations. The dominant
generation-recombination processes discussed in Chapter 3 are those of electron and hole
emissions through bandgap generation-recombination centers. The capture processes are
not important because their rates are proportional to the concentration of free carriers,
which is very small in the reverse-biased depletion region.

The two emission processes operate in the steady state by alternately emitting elec-
trons and holes. The rate of electron-hole pair generation can be obtained from Eq. 48
of Chapter 3 with the conditions p, < n, and n, < n,:

cpc,,vt,,Nt
= n,
Et - Ei + Ei - Et
o, exp kT O'p exp| T

=2k, (56)
Tg

where Ty the generation lifetime, is the reciprocal of the expression in the square brack-
ets. We can arrive at an important conclusion about electron-hole generation from this
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expression. Let us consider a simple case where 0,=0, =0, . For this case, Eq. 56 reduces
to
O, V4N Tk

2 cosh( E, - E, J
kT

The generation rate reaches a maximum value at E, = E; and falls off exponentially as E,
moves in either direction away from the middle of the bandgap. Thus, only those cen-
ters with an energy level of E, near the intrinsic Fermi level can contribute significantly
to the generation rate.

The current due to generation in the depletion region is

G= (57)

Jem =1 qGalx = qow =222 (58)
8

where W is the depletion layer width. The total reverse current for a p*-n junction, that

is, for N, >> N and for V > 3kT/qg, can be approximated by the sum of both the diffu-

sion current in the neutral regions and the generation current in the depletion region:

D .2
- p i gnW
=q |+ 41
Jr ‘71} T, Ny 1, (59)

For semiconductors with large values of n,, such as germanium, the diffusion current dom-
inates at room temperature, and the reverse current follows the ideal diode equation.
But if n, is small, such as for silicon and gallium arsenide, the generation current in the
depletion region may dominate.

b EXAMPLE 6

Consider the Si p-n junction diode in Example 5 and assume 7,=1,=T,, calculate the generation
current density for a reverse bias of 4 V.

SOLUTION From Eq. 20, we obtain

W= |2 [—-—NA *Np J(V,,,. +V)= gﬁ[——NA *Np J Eln-————NAZZD +V
q N4Np q N4Np q

n;
-14 16 16 16 16
_ [2x11.9x885%10™ (510 +1o1 0.0259 1n 2X10 ><1o2 v
1.6x107%° 5x10'® x 106 (9.65x 10%)

=3.97x~0.758+V x10™° cm.

Hence the generation current density is

-19 9
Jgo = LW 18210 X950, 5 670758+ V x 10 A/em?
T, 5x1077
=1.22x~0.758+V x 107" A/cm?.

If we apply a reversed bias of 4 V, the generation current density is 2.66 x 10~ A/cm?. 4
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Under forward bias, the concentrations of both electrons and holes exceed their equi-
librium values. The carriers will attempt to return to their equilibrium values by recom-
bination. Therefore, the dominant generation-recombination processes in the depletion
region are the capture processes. From Eq. 49 we obtain

VIKT _ 2 qV/KT
Pty ZProlnol — =mn; el 0. (60)
Substituting Eq. 60 in Eq. 48 of Chapter 3 and assuming o, = 0, = 0, yields
0,V N,n? (qu/kT - 1)
U= (61)

E,-E,

n, +p, +2n; cosh

In either recombination or generation, the most effective centers are those located near

E,. As practical examples, gold and copper yield effective generation-recombination cen-

ters in silicon where the values of E, - E, are 0.02 V for gold and —0.02 eV for copper.

In gallium arsenide, chromium gives an effective center with an E, — E, value of 0.08 eV.
Equation 61 can be simplified for the case E, = E;:

n? GV /AT _ 1)

U=o0,u,,N, (62)

n,+p,+2n,
For a given forward bias, U reaches its maximum value at a location in the depletion region
either where the denominator n,, + p, + 2n, is a minimum or where the sum of the elec-
tron and hole concentrations, n, + p,, is at its minimum value. Since the product of these
concentrations is a constant given by Eq. 60, the condition d(p, + n,) = 0 leads to

nnn
dp, =-dn,=L22ndp, (63)
or
p,=n, (64)
as the condition for the minimum. This condition exists at the location in the depletion

region, where E, is halfway between Ep, and Ep,, as illustrated in the middle of Fig. 16a.
Here, the carrier concentrations are

and, therefore,

VIKT
n2(e?"* - 1)

Unax =0V Ny W' (66)
For V > 3kT/q,
U, = —;—GovthNtniqu/sz. (67)
The recombination current is then
Jrec = IOW qUdx = q—ZKO'OvthNtnieqwsz = gé‘_ﬂ_;f_l_iqu/sz, (68)
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where 1, is the effective recombination lifetime given by 1/(0,v,N,.) The total forward
current can be approximated by the sum of Egs. 55 and 68. Forp,,, >> n,,,and V > 3kT/g

we have
| D, n? wair qWn, qgvigkr .
Jr=q,| = e ™ 4 ItV (69)
: 7, Np 27,

In general, the experimental results can be represented empirically by

-
Jr = exp[;;’ﬁ} | (70)

- where the factor 7 is called the ideality factor. When the ideal diffusion current domi-
nates, 1] = 1; whereas when the recombination current dominates, 7 = 2. When both cur-
rents are comparable, 7 has a value of between 1 and 2.

Figure 19 shows the measured forward characteristics of a silicon and gallium arsenide
p—n junction at room temperature.? At low current levels, recombination current dominates
and 7 = 2. At higher current levels, diffusion current dominates and 1 approaches 1.

At even higher current levels, we notice that the current departs from the ideal 17 =
1 situation and increases more gradually with forward voltage. This phenomenon is asso-
ciated with two effects: series resistance and high injection. We first consider the series
resistance effect. At both low- and medium-current levels, the IR drop across the neu-
tral regions is usually small compared with kT/q (26 mV at 300 K), where I is the for-
ward current and R is the series resistance. For example, for a silicon diode with R =

107!

1078 |

10-7 -

107 . :

0 02 04 06 08 10 12

VeV)

Fig. 19 Comparison of the forward current-voltage characteristics of Si and GaAs diodes?at 300
K. Dashed lines indicate slopes of different ideality factors 7.
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1.5 ohms, the IR drop at 1 mA is only 1.5 mV. However, at 100 mA, the IR drop becomes
0.15 V, which is six times larger than kT/q. This IR drop reduces the bias across the deple-
tion region; therefore, the current becomes

_ q(v - IR) RS exp(qV /kT) |
I=1, exp{ T ] = q(m) : (71)
P YT

and the ideal diffusion current is reduced by the factor exp[q(IR)/kT].

At high-current densities, the injected minority carrier density is compariable to the
majority concentration, that is at the n-side of the junction p, (x =x,) = n,. This is the
high-injection condition. By substituting the high-injection condition in Eq. 60, we obtain
p, (x = x,) = n,exp (qV/2kT). Using this as a boundary condition, the current becomes
roughly proportional to exp (gV/2kT). Thus, the current increases at a slower rate under
the high-injection condition.

‘ 453 Temperature Effect

Operating temperature has a profound effect on device performance. In both the
forward-bias and reverse-bias conditions, the magnitudes of the diffusion and the
recombination-generation currents depend strongly on temperature. We consider the for-
ward-bias case first. The ratio of hole diffusion current to the recombination is given by

Irecombination N D w 1p 2kT

This ratio depends on both the temperature and the semiconductor bandgap. Figure 20a
shows the temperature dependence of the forward characteristics of a silicon diode. At

1 107 107
3 107 10°°F 175
[ i 125
l < 108 < 10%F
4 -~ 10 <
2 = e 75
10-10 1010 95
- Si
10'12 ) 1 I 1 10_12 1 ! | !
0 02 04 06 08 10 1072 10° 102
Ve (V) Ve(V)

(a) (b)

Fig.20 Temperature dependence of the current-voltage characteristics of a Si diode®.
(a) Forward bias. (b) Reverse Bias.
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room temperature for small forward voltages, the recombination current generally dom-
inates, whereas at higher forward voltages the diffusion current usually dominates. At a
given forward bias, as the temperature increases, the diffusion current will increase more
rapidly than the recombination current. Therefore, the ideal diode equation will be fol-
lowed over a wide range of forward biases as the temperature increases.

The temperature dependence of the saturation current density J; (Eq. 55a) for a one-
sided p*—n junction in which diffusion current dominates is given by

qD pp no 2 Eg
E———=n; = =1 73
] s Lp n; exp) ( kT ( )
Thus, the activation energy obtained from the slope of a plot of J, versus 1/T corresponds
to the energy bandgap E,
In the reverse-bias condition for a p*—n junction, the ratio of the diffusion current
to the generation current is
Idiffusion = niLP T_g (74)
1 NpW 7,

This ratio is proportional to the intrinsic carrier density n,. As the temperature increases,
the diffusion current eventually dominates. Figure 20b shows the effects of temperature
on the reverse characteristics of a silicon diode. At low temperatures, the generation cur-
rent dominates and the reverse current varies as V'V in accordance with Eq. 58 for an
abrupt junction (i.e., W ~ V/Vy). As the temperature increases beyond 175°C, the cur-
rent demonstrates a saturation tendency for V, 2 3kT/qg, at which point the diffusion cur-
rent becomes dominant.

generation

» 4.6 CHARGE STORAGE AND TRANSIENT BEHAVIOR

Under forward bias, electrons are injected from the n-region into the p-region and holes
are injected from the p-region into the n-region. Once injected across the junction, the
minority carriers recombine with the majority carriers and decay exponentially with dis-
tance, as shown in Fig. 17a. These minority-carrier distributions lead to current flow and
to charge storage in the p-n junction. We consider the stored charge, its effect on junc-
tion capacitance, and the transient behavior of the p—n junction due to sudden changes
of bias.

4.6.1 Minority-Carrier Storage
The charge of injected minority carriers per unit area stored in the neutral n-region can
be found by integrating the excess holes in the neutral region, shown as the shaded area
in the middle of Fig. 17a, using Eq. 51:
Qp = qj;: (pn - pno) dx,
=415 paofe™ T -1) ) B,
= qup no (qu/kT - 1) (75)

A similar expression can be obtained for the stored electrons in the neutral p-region. The
number of stored miriority carriers depends on both the diffusion length and the charge
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density at the boundary of the depletion region. We can express the stored charge in terms
of the injected current. From Egs. 52 and 75, we have

2

L
op=5f;fp(xn)=fpfp<xn)‘ (76)

Equation 76 states that the amount of stored charge is the product of the current and
lifetime of the minority carriers. This is because the injected holes diffuse farther into
the n-region before recombining if their lifetime is longer; thus, more holes are stored.

b EXAMPLE 7
For an ideal abrupt silicon p*-n junction with Nj, = 8 x 10%5 cm, calculate the stored minority

‘ carriers per unit area in the neutral n-region when a forward bias of 1V is applied. The diffusion
i . length of the holes is 5 pm.

SOLUTION From Eq. 75, we obtain

8x10%°
=469%1072 C/cm?. <

9 1
_ GV /KT _ -19 -4 (9'65><10 ) 0.0259
Qp=qL,pnole -1]=16x107"x5x10"ecm X ~————X| e -1

462 Diffusion Capacitance

The depletion-layer capacitance considered previously accounts for most of the junction
capacitance when the junction is reverse biased. When the junction is forward biased,
there is an additional significant contribution to junction capacitance from the rear-
‘ rangement of the stored charges in the neutral regions. This is called the diffusion capac-
ko itance, denoted C,, a term derived from the ideal-diode case in which minority carriers
hi - move across the neutral region by diffusion.
The diffusion capacitance of the stored holes in the neutral n-region is obtained by
applying the definition C,; = AdQ,/dV to Eq. 75:

2
Aq Lppno qV/kT

Co=—77 ’

(77)

where A is the device cross-section area. We may add the contribution to C, of the stored
electrons in the neutral p-region in cases of significant storage. For a p*—n junction, how-
ever, n,, << p,,, and the contribution to C; of the stored electrons becomes insignifi-
cant. Under reverse bias (i.e., V is negative), Eq. 77 shows that C; is inconsequential because
of negligible minority-carrier storage.

In many applications we prefer to represent a p—n junction by an equivalent circuit.
In addition to diffusion capacitance C; and depletion capacitance C;, we must include
conductance to account for the current through the device. In the ideal diode the con-
ductance can be obtained from Eq. 55:

A
_ﬁll q e VAT _ (]_'_]S)Eq_T (78)
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Fig.21  Small-signal equivalent circuit of a p—n junction.

The diode equivalent circuit is shown in Fig. 21, where C; stands for the total depletion
capacitance (i.e., the result in Eq. 33 times the device area A). For low-voltage, sinusoidal
excitation of a diode that is biased quiescently (i.e., at dc), the circuit shown in Fig. 21
provides adequate accuracy. Therefore, we refer to it as the diode small-signal
equivalent circuit.

46.3 Transient Behavior

For switching applications, the forward-to-reverse-bias transition must be nearly abrupt
and the transient time short. Figure 22a shows a simple circuit where a forward current
I flows through a p—n junction. At time t = 0, switch S is suddenly thrown to the right
and an initial reverse current I = V/R flows. The transient time ¢ 4, plotted in Fig. 22b,
is the time required for the current to reach 10% of the initial reverse current I,

The transient time may be estimated as follows. Under the forward-bias condition,
the stored minority carriers in the n-region for a p*-n junction is given by Eq. 76:

Qp=TpJp="p IKF (79)

where I, is the total forward current and A is the device area. If the average current flow-
ing during the turn-off period is I .., the turn-off time is the length of time required
to remove the total stored charge Q,,: |

Qpd 1
toff = I = Tp I ' s (80)
R,ave R,ave
I
I, S K I _ * ,
+ -
VP T =Vn 011
‘T VI T+ iR
IR
e t g

Fig. 22 Transient behavior of a p—n junction. (a) Basic switching circuit. (b) Trahswnt response
of the current switched fro¥n forward bias to reverse bias.
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Fig. 22 Normalized transient time versus the ratio of forward current to reverse current.?

Thus the turn-off time depends on both the ratio of forward to reverse currents and
the lifetime of the minority carriers. The result of a more precise turn-off time calcula-
tion® accounting for the time-dependent minority-carrier diffusion problem is shown in
Fig. 23. For fast-switching devices, we must reduce the lifetime of the minority carriers.
Therefore, recombination-generation centers that have energy levels located near mid-
bandgap, such as gold in silicon, are usually introduced.

.7 JUNCTION BREAKDOWN

When a sufficiently large reverse voltage is applied to a p—n junction, the junction breaks
down and conducts a very large current. Although the breakdown process is not inher-
ently destructive, the maximum current must be limited by an external circuit to avoid
excessive junction heating. Two important breakdown mechanisms are the tunneling effect
and avalanche multiplication. We consider the first mechanism briefly and then discuss
avalanche multiplication in detail, because avalanche breakdown imposes an upper limit
on the reverse bias for most diodes. Avalanche breakdown also limits the collector volt-
age of a bipolar transistor (Chapter 5) and the drain voltage of a MOSFET (Chapter 6).
In addition, the avalanche multiplication mechanisms can generate microwave power, as
in an IMPATT diode (Chapter 8), and detect optical signals, as in an avalanche pho-
todetector (Chapter 9).

;4.7.1 Tunneling Effect

When a high electric field is applied to a p—n junction in the reverse direction, a valence
electron can make a transition from the valence band to the conduction band, as shown
in Fig. 24a. This process, in which an electron penetrates through the energy bandgap,
is called tunneling.

The tunneling process is discussed in Chapter 3. Tunneling occurs only if the elec-
tric field is very high. The typical field for silicon and gallium arsenide is about 10¢ V/cm
or higher. To achieve such a high field, the doping concentrations for both p- and n-regions
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(a) (b)

Fig.24 Energy band diagrams under junction-breakdown conditions. (¢) Tunneling effect. (b)
Avalanche multiplication.

must be quite high (>5 X 1017 cm™). The breakdown mechanisms for silicon and gallium
arsenide junctions with breakdown voltages of less than about 4E,/q, where E, is the
bandgap, are the result of the tunneling effect. For junctions with breakdown ve voltages
in excess of 6E,/q, the breakdown mechanism is the result of avalanche multiplication.
At voltages between 4 and 6E, /q, the breakdown is due to a mixture of both avalanche
multiplication and tunneling *

4.1.2 Avalanche Multiplication

The avalanche multiplication process is illustrated in Fig. 24b. The p—n junction such as
a p*-n one-sided abrupt junction with a doping concentration of N, = 101" em™ or less
is under reverse bias. This figure is essentially the same as Fig. 25 in Chapter 3. A ther-
mally generated electron in the depletion region (designated by 1) gains kinetic energy
from the electric field. If the field is sufficiently high, the electron can gain enough kinetic
energy that on collision with an atom, it can break the lattice bonds, creating an elec-
tron-hole pair (2 and 2). These newly created electron and hole both acquire kinetic energy
from the field and create additional electron-hole pairs (e.g., 3 and 3). These in turn con-
tinue the process, creating other electron-hole pairs. This process is therefore called
avalanche multiplication.

To derive the breakdown condition, we assume that a current I,, is incident at the
left-hand side of the depletion region of width W, as shown in Fig. 25. If the electric
field in the depletion region is high enough to initiate the avalanche multiplication pro-
cess, the electron current I, will increase with distance through the depletion region to
reach a value M,I,, at W, where M,, the multiplication factor, is defined as

M, = LW) (81)
I"O
Similarly, the hole current I, increases from x = W to x = 0. The total current I = (I, +
1,) is constant at steady state. The incremental electron current at x equals the number
of electron-hole pairs generated per second in the distance da:
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Fig.25 Depletion region in a p—n junction with multiplication of an incident current.

d(%”] - [%j(a,,dx){%’](apdx) (82)

(Zx" +(ap —04,,)1,1 =a,l, (82a)

where o, and @, are the electron and hole ionization rates, respectively. If we use the
simplified assumption that &, =a, =0, the solution of Eq. 82a is

1,(W)-1,(0)

or

=, adx. (83)

From Egs. 81 and 83, we have

1
M

n

1-

= IOW odx. (83a)

The avalanche breakdown voltage is defined as the voltage where M, approaches infin-
ity. Hence, the breakdown condition is given by

[ adx=1. (84)

From both the breakdown condition described above and the field dependence of
the ionization rates, we may calculate the critical field (i.e., the maximum electric field
at breakdown) at which the avalanche process takes place. Using measured @, and o
(Fig. 26 in Chapter 3) the critical field &, are calculated for silicon and gallium arsenide
one-sided abrupt junctions and shown in Fig. 26 as functions of the impurity concentra-
tion of the substrate. Also indicated is the critical field for the tunneling effect. It is evi-
dent that tunneling occurs only in semiconductors having high doping concentrations.

With the critical field determined, we may calculate the breakdown voltages. As dis-
cussed previously, voltages in the depletion region are determined from the solution of
Possion’s equation:

2
Vs (brea};@own voltage) = (E’C:V = sszé:;

(N B)—l (85)
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Fig. 26 Critical field at breakdown versus background doping for Si and GaAs one-sided abrupt
junctions.?
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for linearly graded junctions, where Ny is the background doping of the lightly doped
side, g, is the semiconductor permittivity, and a is the impurity gradient. Since the crit-
ical field is a slowly varying function of either N or a, the breakdown voltage, as a first-
order approximation, varies as N for abrupt junctions and as a=** for linearly graded
junctions.

Figure 27 shows the calculated avalanche breakdown voltages for silicon and gallium
arsenide junctions.® The dash-dot line (to the right) at high dopings or high-impurity gra-
dients indicates the onset of the tunneling effect. Gallium arsenide has higher breakdown
voltages than silicon for a given N or 4, mainly because of its larger bandgap. The larger
the bandgap, the larger the critical field must be for sufficient kinetic energy to be gained
between collisions. As Egs. 85 and 86 demonstrate, the larger critical field, in turn, gives
rise to higher breakdown voltage.

The inset of Fig. 28 shows the space-charge distribution of a diffused junction with
a linear gradient near the surface and a constant doping inside the semiconductor. The
breakdown voltage lies between the two limiting cases of abrupt junction and linearly
graded junction considered previously.® For large a and low Ny, the breakdown voltage
of the diffused junctions is given by the abrupt junction results shown on the bottom line
in Fig. 28, whereas for small @ and high Ny, V, is given by the linearly graded junction
results indicated by the parallel lines in Fig. 28.

#» EXAMPLE 8

Calculate the breakdown voltage for a Si one-sided p*~n abrupt junctions with Nj, = 5 x 106 cm™,

SOLUTION  Front Fig. 26, we see that the critical field at breakdown for a Si one-sided abrupt
junction is about 5.7 x 10% V/cm. Then from Eq. 85, we obtain

R
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Fig. 27 Avalanche breakdown voltage versus impurity concentration for one-sided abrupt junc-
tion and avalanche breakdown voltage versus impurity gradient for linearly graded junction in Si
and GaAs. Dash-dot line indicates the onset of the tunneling mechanism.®

2
Vs (breakdown voltage) = _é”cz_W = %( Ng )_l,

2q
11.9%8.85x 10714 x(5.7 x10°

2
2x1.6x107%° ) (5 x 1016)—1

=214 V. 2

In Figs. 27 and 28 we assume that the semiconductor layer is thick enough to sup-
port the reverse-biased depletion layer width W,, at breakdown. If the semiconductor
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Fig. 28 Breakdown voltage for diffused junctions. Inset shows the space charge distribution.
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layer W is smaller than W, as shown in the inset of Fig. 29, the device will be punched
through; that is, the depletion layer will reach the n-n* interface prior to breakdown.
Increase the reverse bias further and the device will break down. The critical field &, is
essentially the same as that shown in Fig. 26. Therefore, the breakdown voltage V; for
the punch-through diode is

V5 _ shaded area in Fig, 29 inset

Vs (6w,,)/2

@3]

Punch-through occurs when the doping concentration N becomes sufficiently low,
asin ap*~m-n* or p*~v—n* diode, where 7 stands for a lightly doped p-type and v stands
for a lightly doped n-type semiconductor. The breakdown voltages for such diodes cal-
culated from Eqs. 85 and 87 are shown in Fig. 29. For a given thickness, the breakdown
voltage approaches a constant value as the doping decreases.

>

(87)

& EXAMPLE 9

For a GaAs p*-n one-sided abrupt junction with Nj, = 8 x 10* em™, calculate the depletion width
at breakdown. If the n-type region of this structure is reduced to 20 pm, calculate the breakdown
voltage.

SOLUTION From Fig. 27, we can find the breakdown voltage (V,
larger than the built-in voltage (V). And from Eq. 27, we obtain

28 Vb, \Fx124><8 85% 1074 x 500
\f 1.6x107° x8x 10"

) is about 500 V, which is much

=293%x10"° =29.3 um.

10*
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Fig.29 Breakdown voltage for p*~m-n* and p*~v-n* junctions. W is the thickness of the lightly
doped p-type (%) or the lightly doped n-type (v) region.
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Fig.30 (a) Planar diffusion process that forms junction curvature near the edge of the diffusion
mask, where ry is the radius of curvature. (b) Cylindrical and spherical regions formed by diffu-
sion through a rectangular mask.

it When the n-type region reduces to 20 pm, the punch-through will occur first. From Eq. 87, we
fs‘ ¢ can obtain

bf_ _ shaded area in Fig. 29 inset _ w 9 w
! Vg (é‘; Wm) /9 W, w, |
V=Vl Y| o=V | = 500x| 2L | 2- 20 | a9 v, <
1 w, |~ w, 293 )\“ 203

Another important consideration of breakdown voltage is the junction curvature effect.”
When a p-n junction is formed by diffusion through a window in the insulating layer on
a semiconductor, the impurities diffuse downward and sideways (see Chapter 13). Hence,
the junction has a plane (or flat) region with nearly cylindrical edges, as shown in Fig,
30a. If the diffusion mask contains sharp corners, the corner of the junction will acquire
the roughly spherical shape shown in Fig. 30b. Because the spherical or cylindrical regions
i . of the junction have a higher field intensity, they determine the avalanche breakdown
L, voltage. The calculated results for silicon one-sided abrupt junctions are shown in Fig.
b, 31. The solid line represents the plane junctions considered previously. Note that as the
| junction radius r, becomes smaller, the breakdown voltage decreases dramatically, espe-
cially for spherical junctions at low impurity concentrations.
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Fig.31 Breakdown voltage versus impurity concentration for one-sided abrupt doping profile
with cylindrical and spherical junction geometries,” where ; is the radius of curvature indicated
in Fig. 30.

» 4.8 HETEROJUNCTION

A heterojunction is defined as a junction formed between two dissimilar semiconduc-
tors. Figure 32a shows the energy band diagram of two isolated pieces of semiconduc-
tors prior to the formation of a heterojunction. The two semiconductors are assumed to
have different energy bandgaps E,, different dielectric permittivities &, different work
function g¢,, and different electron affinities g . The work function is defined as the energy
required to remove an electron from Fermi level E to a position just outside the mate-
rial (the vacuum level). The electron affinity is the energy required to remove an elec-
tron from the bottom of the conduction band E, to the vacuum level. The difference in
energy of the conduction band edges in the two semiconductors is represented by AE,
and the difference in energy in the valence band edges is represented by AE,,. From Fig.
32a, AE_ and AE,, can be expressed by

AE; = Q(Zz‘ll) (88a)
and

where AE, is the energy band difference and AE, = E,, - E,.

Figure 32b shows the equilibrium band diagram of an ideal abrupt heterojunction
formed between these semiconductors.® In this diagram it is assumed that there is a neg-
ligible number of traps or generation-recombination centers at the interface of the two
dissimilar semiconductors. Note that this assumption is valid only when heterojunctions
are formed between semiconductors with closely matched lattice constants. Therefore,
we must choose lattice-matched materials to satisfy the assumption.} For example, the
Al Ga,_, As materials, with x from 0 to 1, is the most important material for heterojunc-

$The lattice-mismatched epitaxy, also called the strained-layer epitaxy, is considered in Section 10.6.
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Fig. 32 (a) Energy band diagram of two isolated semiconductors. (b) Energy band diagram of
an ideal n—p heterojunction at thermal equilibrium.

tions. When x = 0, we have GaAs, with a bandgap of 1.42 eV and a lattice constant of
5.6533 A at 300 K. When x = 1, we have AlAs, with a bandgap of 2.17 eV and a lattice
constant of 5.6605 A. The bandgap for the ternary Al Ga,_, As increases with x; however,
the lattice constant remains essentially a constant. Even for the extreme cases where
x = 0 and x = 1, the lattice constant mismatch is only 0.1%.

There are two basic requirements in the construction of the energy band diagram:
(a) the Fermi level must be the same on both sides of the interface in thermal equilib-
rium, and (b) the vacuum level must be continuous and parallel to the band edges. Because
of these requirements, the discontinuity in conduction band edges AE and valence band
edges AEy will be unaffected by doping as long as the bandgap E, and electron affinity
qx are not functions of doping (i.e., as in nondegenerate semiconductors). The total built-
in potential V;, can be expressed by

Vi = Vi + Vi, (89)
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where V,,; and V,, are the electrostatic potentials at equilibrium in semiconductors 1 and
2, respectively.

Under the conditions that the potential and the free-carrier flux density (defined as
the rate of free-carrier flow through a unit area) are continuous at the heterointerface,
we can derive the depletion widths and capacitance from the Poisson equation using the
conventional depletion approximation. One boundary condition is the continuity of elec-
tric displacement, that is,€, &, = &6, where &, and &, are the electric fields at the inter-
face (x = 0) in semiconductors 1 and 2, respectively. V;; and V,, are given by

€Ny |V, =V

vy, = _2_2(17—), (902)
€N, + €N,
&N, |V, -V

Vb2 = ._l___l_(_b_____), (gob)

where N, and N, are the doping concentrations in semiconductors 1 and 2, respectively.
The depletion widths x, and x, can be obtained by

- 2€,€,N, (Vyy - V) 010
gNy (£1N1 + €2N2)

and

2e,€,N; (Vb,. - V)
qN, (€1N1 + €2N2)

(91b)

= EXAMPLE 10

Consider an ideal abrupt heterojunction with a built-in potential of 1.6 V. The impurity concen-
trations in semiconductor 1 and 2 are 1 x 10'¢ donors/cm® and 3 X 10* acceptors/cm?, and the dielec-

tric constants are 12 and 13, respectively. Find the electrostatic potential and depletion width in
each material at thermal equilibrium.

SOLUTION From Eq. 90, the electrostatic potentials of a heterojunction at thermal equilibrium
orV=0are

13x(3x1019)x1.6
Vbl = = 1.6V
12x(1><1016) + 13><(3x1019)

and

12x(1 x 1016)x 16

Vi = = 49x107* V.

12><(1 x 1016) + 13><(3x 1019)

The depletion widths can be calculated by Eq. 91:

2% 12X 13 % (8‘85 x 10'14)x(3 x 1019)x 16
(1.6 x 10‘19>><(1 x 1016)><(12- 1x10% + 13-3x 1019)

%, = =4.608x107°cm,
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2x12><13><(8.85x10‘“)x(1 xilole)xl.G .
Xy = Ty m = = = 1.536 X107 cm
(L6x107°)x(3x10°)x (12 1x 10 + 13-3x10%*)

We see that most of the built-in potential is in the semiconductor with a lower doping concentra-
tion. The depletion width there is also much wider.

SUMMARY

A p-n junction is formed when a p-type and an n-type semiconductor are brought into
intimate contact. The p-n junction, in addition to being a device that is used in many
application, is the basic building block for other semiconductor devices. Therefore, an
understanding of junction theory serves as the foundation to understanding other semi-
conductor devices.

Most modern p-n junctions are fabricated using “planar technology.” This technol-

ogy includes the thermal oxidation process to grow an oxide layer on the semiconductor
. surface, the lithography process to open an window in the oxide, the diffusion or ion implan-
2 taion process to form a p—n junction in the window area, and the metallization process
to provide contacts to connect the junction to other circuit elements. Planar technology
. is covered in detail in Chapters 10-14.
When a p—n junction is formed, there are uncompensated negatlve ions (N;) on the
p-side and uncompensated positive ions (Np;)on the n-side. Therefore, a depletion region
3 (i.e., depletion of mobile carriers) is formed at the junction. This region, in turn, creates
‘ an electric field. At thermal equilibrium, the drift current due to the electric field is exactly
balanced by the diffusion current due to concentration gradients of the mobile carriers
on the two sides of the junction. When a positive voltage is applied to the p-side with
respect to the n-side, a large current will flow through the junction. However, when a
negative voltage is applied, virtually no current flows. This “rectifying” behavior is the
most important characteristic of p—n junctions. ‘

The basic equations presented in Chapters 2 and 3 have been used to develop the
ideal static and dynamic behaviors of p—n junctions. We derived expressions for the deple-
tion region, the depletion capacitance, and the ideal current-voltage characteristics of p—n
junctions. However, practical devices depart from these ideal characteristics because of
carrier generation and recombination in the depletion layers, high injection under for-
ward bias, and series-resistance effects. The theory and methods of calculating the effects
of these departures from the ideal are discussed in detail. We also considered other fac-
tors that influence p—n junctions, such as minority-carrier storage, diffusion capacitance,
and transient behavior in high-frequency and switching applications.

& A limiting factor in the operation of p—n junctions is junction breakdown—especially
i that due to avalanche multiplication. When a sufficiently large reverse voltage is applied

to a p—n junction, the junction breaks down and conducts a very large current. Therefore,
] the breakdown voltage imposes an upper limit on the reverse bias for p—n junctions. We
j:  derived equations for the breakdown condition of the p—n junction and have shown the
" effect of device geometry and doping on the breakdown voltage.

A related device is the heterojunction formed between two dissimilar semiconduc-
tors. We obtained expressions for its electrostatic potentials and depletion widths. These
expressions are simplified to that for a conventional p—n junction when these two semi-
conductors become identical.

-
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» PROBLEMS (* DENOTES DIFFICULT PROBLEMS)
FOR SECTION 4.3 DEPLETION REGION

*#], A diffused silicon p-n junction has a linearly graded junction on the p-side with a = 10*®
cm™, and a uniform doping of 3 x 104 cm™ on the n-side. If the depletion layer width of
the p-side is 0.8um at zero bias, find the total depletion layer width, built-in potential, and
maximum field at zero bias.

#9, Sketch the potential distribution in the Si p—n junction in Prob. 1.

3. For an ideal silicon p—n abrupt junction with N, = 10'7 cm™ and Nj, = 10'5 cm™, (a) cal-
culate V,, at 250, 300, 350, 400, 450, and 500 K and plot V,, versus T; (b) comment on
your result in terms of energy band diagram; and (c) find the depletion layer width and
the maximum field at zero bias for T = 300 K.

4. Determine the n-type doping concentration to meet the following specifications for a Si
p-n junction:

N,=108cm=, &, =4 % 10° V/em at V5 =30V, T = 300 K.

> “max

FOR SECTION 4.4 DEPLETION CAPACITANCE

*5, An abrupt p-n junction has a doping concentration of 10%, 10'6, or 10" cm™ on the
lightly doped n-side and of 10*® cm™ on the heavily doped p-side. Obtain series of curves
of 1/C? versus V, where V ranges from —4 V to 0 V in steps of 0.5 V. Comment on the
slopes and the interceptions at the voltage axis of these curves.

6. For asilicon linearly graded junction with a impurity gradient of 102 cm, calculate the
built-in potential and the junction capacitance at reverse bias of 4 V (T = 300 K).

7. A one-sided p*—n Si junction at 300 K is doped with N, = 10*%m™, Design the junction
so that C, = 0.85 pF at Vy = 4.0 V.

FOR SECTION 4.5 CURRENT-VOLTAGE CHARACTERISTICS

8. Assume that the p—n junction considered in Prob. 3 contains 10'5 cm™ generation-recom-
bination centers located 0.02 eV above the intrinsic Fermi level of silicon with 0, = g, =
10715 cm2, If vy, = 107 ems, calculate the generation and recombination current at —0.5 V.

9. Consider a Si p—n junction with n-type doping concentration of 10*® cm= and is forward
biased with V = 0.8 V at 300 K. Calculate the minority-carrier hole concentration at the
edge of the space charge region.

R
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10. Calculate the applied reverse-bias voltage at which the ideal reverse current in a p-n
junction diode at T = 300 K reaches 95% of its reverse saturation current value.

11. Design the Si p-n diode such that J, = 25 A/em? and J,, = 7 A/em® at V, = 0.7 V. The
remaining parameters are given in Ex. 5.

12. An ideal silicon p—n junction has Nj, = 108 cm™, N, = 10¥ em™, 7, = 7, = 10®5,and a
device area of 1.2 x 1075 cm?. (@) Calculate the theoretical saturation current at:300 K.
(b) Calculate the forward and reverse currents at £0.7V. ‘

13. In Prob. 12, assume the widths of the two sides of the junction are much greater than the
respective minority-carrier diffusion length. Calculate the applied voltage at a forward
current of 1 mA at 300 K.

14. A silicon p*—n junction has the following parameters at 300 K:7, = 7, = 108 s, N, = 10
cm, N, = 10* ecm3. (@) Plot diffusion current density, ], gens and total current density ver-
sus applied reverse voltage. (b) Repeat the above results for Nj, = 107 em™,

FOR SECTION 4.6 CHARGE STORAGE AND TRANSIENT BEHAVIOR

15. For an ideal abrupt silicon p*—n junction with Np, = 10*® em, find the stored minority
carriers per unit area in the neutral n-region when a forward bias of 1 V is applied. The
length of neutral region is 1 pm and the diffusion length of the holes is 5 pm.

FOR SECTION 4.7 JUNCTION BREAKDOWN

16. For a silicon p*—n one-sided abrupt junction with Np, = 10*® em, find the depletion layer
width at breakdown. If the n-region is reduced to 5 pm, calculate the breakdown voltage
and compare your result with Fig, 29.

17. Design an abrupt Si p*-n junction diode that has a reverse breakdown voltage of 130 V
and has a forward-bias current of 2.2 mA at V, = 0.7 volt. Assume 7,,=10"7s.

18. In Fig. 20b, the avalanche breakdown voltage increases with increasing temperature. Give
a qualitative argument for the result.

19. If 0= ¢, = 104 &/4 x 10°)® cm! in gallium arsenide, where £is in V/cm, find the break-
down voltage of (a) a p-i-n diode with an intrinsic-layer width of 10um and (b) p*-n junc-
tion with a doping of 2 x 10 cm™ for the lightly doped side.

20. Consider that a Si p-n junction at 300 K with a linearly doping profile varies from N, =
108 em to Np = 10*%em™ over a distance of 2 pm. Calculate the breakdown voltage.

FOR SECTION 4.8 HETEROJUNCTION

21. For the ideal heterojunction in Ex. 10, find the electrostatic potential and depletion width
in each material for applied voltage of 0.5 V and -5 V.

22. For an n-type GaAs/ p-type Al, ;Ga, ,As heterojunction at room temperature, AE; = 0.21
eV. Find the total depletion width at thermal equilibrium when both sides have impurity
concentration of 5 x 10'* cm™. (Hint: the bandgap of Al,Ga,_As is given by E,(x)= 1.424
+ 1.247x eV, and the dielectric constant is 12.4 — 3.12x. Assume N and Ny, are the same
for AL Ga,_As with 0 <x < 0.4.
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SUMMARY
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The transistor (contraction for transfer resistor) is a multijunction semiconductor device.
Normally, the transistor is integrated with other circuit elements for voltage gain, cur-
rent gain, or signal-power gain. The bipolar transistor, also called the bipolar junction
transistor (B]T), is one of the most important semiconductor devices. It has been used
extensively in high-speed circuits, analog circuits, and power applications. Bipolar devices
are semiconductor devices in which both electrons and holes participate in the conduc-
tion process. This is in contrast to the field-effect devices, discussed in Chapter 6 and 7,
in which predominantly only one kind of carrier participates.

The bipolar transistor was invented by a research team at Bell Laboratories® in 1947.
The device had two metal wires with sharp points making contact with a germanium sub-
strate (see Fig. 3 in Chapter 1). The first transistor was primitive by today’s standards,
yet it revolutionized the electronics industry and changed our way of life.

For modern bipolar transistors, we have replaced the germanium with silicon and
replaced the point contacts with two closely coupled p—n junctions in the form of p-n-p
or n-p-n structures. We consider the transistor action of the coupled junctions and derive
the static characteristics from the minority carrier distributions in the regions. We also
discuss the frequency response and switching behavior of the transistor. In addition, we
briefly consider the heterojunction bipolar transistor in which one or both p—n junctions
are formed between dissimilar semiconductors.

In the final section, a related bipolar device called a thyristor is introduced. The basic
thyristor has three closely coupled p—n junctions in the form of a p-n-p-n structure.? The
device exhibits bistable characteristics and can be switched between a high-impedance
“off ” state and a low-impedance “on” state. The name thyristor is derived from gas thyra-
tron, which is a gas-filled tube with similar bistable characteristics. Because of the two
stable state (on and off) and the low power dissipation in these states, thyristors are use-
ful in many applications. We consider the physical operation of the thyristor and a few
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related switching devices. Furthermore, the various thyristor types and their applications
are briefly introduced.

Specifically, we cover the following topics:

* The current gain and modes of operation of bipolar transistors.

* The cutoff frequency and switching time of a bipolar transistor.

* The advantages of heterojunction bipolar transistor.

e The power handling capability of thyristor and related bipolar devices.

5.1 THE TRANSISTOR ACTION

A perspective view of a discrete p-n-p bipolar transistor is shown Fig. 1. The transistor
is formed by starting with a p-type substrate. An n-type region is thermally diffused through
an oxide window into the p-type substrate. A very heavily doped p* region is then dif-
fused into the n-type region. Metallic contacts are made to the p*- and n-regions through
the windows opened in the oxide layer and to the p-region at the bottom. The details of
transistor fabrication processes are considered in later chapters.

An idealized, one-dimensional structure of a p-n-p bipolar transistor is shown in Fig. 2a.
Normally, the bipolar transistor has three separately doped regions and two p—n junc-
tions. The heavily doped p*-region is called the emitter (defined as symbol E in the fig-
ure). The narrow central n-region, with moderately doped concentration, is called the
base (symbol B). The width of the base is small compared with the minority-carrier dif-
fusion length. The lightly doped p-region is called the collector (symbol C). The doping
concentration in each region is assumed to be uniform. It should be noted that the con-
cepts developed for the p—n junction can be applied directly to the transistor.

Figure 2b illustrates the circuit symbol for a p-n-p transistor. The current compo-
nents and voltage polarities are shown in the figure. The arrows of the various currents
indicate the direction of current flow under normal operating conditions (also called the
active mode). The + and - signs are used to define the voltage polarities. We can also
denote the voltage polarity by a double subscript on the voltage symbol. In the active
mode, the emitter-base junction is forward biased (Vg > 0) and the base-collector junction

Emitter

Collector

Fig.1 Perspective view of a silicon p-n-p bipolar transistor.
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Fig.2 (a) Idealized one-dimensional schematic of a p-n-p bipolar transistor and (b) its circuit
symbol. (c) Idealized one-dimensional schematic of an n-p-n bipolar transistor and (d) its circuit
symbol.

is reverse biased (V5 > 0). According to Kirchhoff’s circuit laws, there are only two inde-
pendent currents for this three-terminal device. If two currents are known, the third cur-
rent can be obtained.

The n-p-n bipolar transistor is the complementary structure of the p-n-p bipalar tran-
sistor. The structure and circuit symbol of an ideal n-p-n transistor are shown in Figs. 2¢
and 2d, respectively. The n-p-n structure can be obtained by interchanging p for n and
n for p from the p-n-p transistor. As a result the current flow and voltage polarity are all
reversed. In subsequent sections, we concentrate on the p-n-p type because the direc-
tion of minority-carrier (hole) flow is the same as current flow. It provides a more intu-
itive base for understanding the mechanisms of charge transport. Once we understand
the p-n-p transistor, we need only to reverse the polarities and conduction types to describe
the n-p-n transistor.

5.1.1 Operation in the Active Mode

Figure 3a show an idealized p-n-p transistor in thermal equilibrium, that is, where all
three leads are connected together or all are grounded. The depletion regions near the
two junctions are illustrated by colored areas. Figure 3b shows the impurity densities in
the three doped regions, where the emitter is more heavily doped than the collector.
However, the base doping is less than the emitter doping, but greater than the collector
doping. Figure 3¢ shows the corresponding electric-field profiles in the two depletion
regions.

Figure 3d illustrates the energy band diagram, which is a simple extension of the
thermal-equilibrium situation for the p—n junction as applied to a pair of closely coupled

e ——
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Fig.3 (a) A p-n-p transistor with all leads grounded (at thermal equilibrium). (b) Doping pro-
file of a transistor with abrupt impurity distributions. (c) Electric-field profile. (d) Energy band
diagram at thermal equilibrium.

p*-n and n-p junctions. The results obtained for the p~n junction in Chapter 4 are equally
applicable to the emitter-base and base-collector junctions. At thermal equilibrium there
is no net current flow, hence the Fermi level is a constant in the regions.

Figure 4 shows the corresponding cases when the transistor in Fig. 3 is biased in the
active mode. Figure 4a is a schematic of the transistor connected as an amplifier with
the common-base configuration, that is, the base lead is common to the input and out-
put circuits.® Figures 4b and 4c show the charge densities and the electric fields, respec-
tively, under biasing conditions. Note that the depletion layer width of the emitter-base
junction is narrower and the collector-base junction is wider, compared with the equi-
librium case shown in Fig. 3.

Figure 4d shows the corresponding energy band diagram under the active mode.
Since the emitter-base junction is forward biased, holes are injected (or emitted) from
the p* emitter into the base and electrons are injected from the n base into the emitter.
Under the ideal-diode condition, there is no generation-recombination current in the deple-
tion region; these two current components constitute the total emitter current. The
collector-base junction is reverse biased, and a small reverse saturation current will flow
across the junction. However, if the base width is sufficiently narrow, the holes injected
from the emitter can diffuse through the base to reach the base-collector depletion edge
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Emitter Base Collector
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S

Fig. 4 (a) The transistor shown in Fig. 3 under the active mode of operation.® (b) Doping pro-
files and the depletion regions under biasing conditions. (c) Electric-field profile. (d) Energy
band diagram.

and then “float up” into the collector (recall the “bubble analogy”). This transport mech-
anism gives rise to the terminology of emitter, which emits or injects carriers, and of col-
lector, which collects these carriers injected from a nearby junction. If most of the injected
holes can reach the collector without recombining with electrons in the base region, then
the collector hole current will be very close to the emitter hole current.

Therefore, carriers injected from a nearby emitter junction can result in a large cur-
rent flow in a reverse-biased collector junction. This is the transistor action, and it can
be realized only when the two junctions are physically close enough to interact in the
manner described. Therefore, the two junctions are called the interacting p—n junctions.
If, on the other hand, the two junctions are so far apart that all the injected holes are
recombined in the base before reaching the base-collector junction, then the transistor
action is lost and the p-n-p structure becomes merely two diodes connected back to back.
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5.1.2 Current Gain

Figure 5 shows the various current components in an ideal p-n-p transistor biased in the
active mode. Note that we assume that there are no generation-recombination currents
in the depletion regions. The holes injected from the emitter constitute the current I,
which is the largest current component in a well-designed transistor. Most of the injected
holes will reach the collector junction and give rise to the current I,. There are three
base current components, labeled Iy, I, and I,,. Iy corresponds to electrons that must
be supplied by the base to replace electrons recombined with the injected holes (i.e., Ipp
— Ig,). I, corresponds to the current arising from electrons being injected from
the Base to the emitter. However, I, is not desirable, as is shown later. It can be mini-
mized by using heavier emitter doping (Section 5.2) or a heterojunction (Section 5.4).
I, corresponds to thermally generated electrons that are near the base-collector junc-
tion edge and drift from the collector to the base. As indicated in the figure, the direc-
tion of the electron current is opposite the direction of the electron flow.

We can now express the terminal currents in terms of the various current compo-
nents described above:

=1

IE = IEP + IEn’ (].)
IB = IE - IC = IEn + (IEP - ICP) - Icn. (3)

An important parameter in the characterization of bipolar transistors is the common-
base current gain o, This quantity is defined by

o = =£. 4)

Emitter (p*)

Hole — Electron current
current

and hole < — - - Electron flow
flow

Fig.5 Various current components in a p-n-p transistor under active mode of operation. The
electron flow is in the opposite direction to the electron current.
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Substituting Eq. 1 into Eq. 4 yields

I I I, ) .
%= g T [1 T NT& ' 9
Ep + g, Ep + g, Ep

The first term on the right-hand side is called the emitter efficiency ¥, which is a mea-
sure of the injected hole current compared with the total emitter current:

I I
yelo o _Im» | ©)

The second term is called the base transport factor oy, which is the ratio of the hole cur-
rent reaching the collector to the hole current injected from the emitter:

I
oy = 2. ()
IEP
Therefore, Eq. 5 becomes
oy = yor. (8)

For a well-designed transistor, because I, is small compared with I, and I, is close to |
Ig,, both yand oy approach unity. Therefore, ¢, is close to 1. :
We can express the collector current in terms of ;. The collector current can be

described by substituting Eqgs. 6 and 7 into Eq. 2:

IE
IC = ICP + ICn = aTIEp + ICn = WT{—;E] + ICn = aOIE + ICn’ (9)

where I, corresponds to the collector-base current flowing with the emitter open-circuited
(I = 0). We designate I, as Iz, where the first two subscripts (CB) refer to the two
terminals between which the current (or voltage) is measured and the third subscript (O)
refers to the state of the third terminal with respect to the second. In the present case,
Ipo designates the leakage current between the collector and the base with the emitter-
base junction open. The collector current for the common-base configuration is then given

by

Ic = oplg + Igpo- (10)

# EXAMPLE 1

For an ideal p-n-p transistor, the current components are given by I, = 3 mA , I, = 0.01 mA, I,
=2.99 mA, and I, = 0.001 mA. Determine (a) the emitter efficiency %, (b) the base transport fac-
tor ¢y, (c) the common-base current gain oy, and (d) Igz,.
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SOLUTION
(a) Using Eq. 6, the emitter efficiency is
I
y = B - 3 g6

Ip, + I, 3+ 001

(b) The base transport factor can be obtained from Eq“ 7:
I
ap = -2 = 299 _ o967

(¢) The common-base current gain is given by Eq. 8:
oy = yorp =0.9967 X 0.9967 = 0.9934.

(d) IE = IEP

IC = ‘Icp + ICﬂ

3+ 0.01 = 3.01mA
2.99 + 0.001 = 2.991

+ Ig,

Using Eq. 10, we find
ICBO = IC - aolE = 2.991 - 0.9934 X 3.01 = 0.87 u.A. ‘

5.2 STATIC CHARACTERISTICS OF BIPOLAR TRANSISTOR

In this section, we study the static current-voltage characteristics for an ideal transistor
and derive equations for the terminal currents. The current equations are based on the
minority-carrier concentration in each region and therefore are described by semicon-
ductor parameters such as doping and minority-carrier lifetime.

, 5.21 Carrier Distribution in Each Region
" Toderive the current-voltage expression for an ideal transistor, we assume the following:

1. The device has uniform doping in each region.

2. The hole drift current in the base region as well as the collector saturation
current is negligible.

3. There is low-level injection.

4. There are no generation-combination currents in the depletion regions.

5. There are no series resistances in the device.

Basically, we assume that holes are injected from the emitter into the base under
forward-biased condition. These holes then diffuse across the base region and reach the
collector junction. Once we determine the minority-carrier distribution (i.e., holes in the
n-type base region), we can obtain the current from the minority-carrier gradient.

Base Region

Figure 4c shows the electric-field distributions across the junction depletion regions. The
minority-carrier distribution in the neutral base region can be described by the field-free,
steady-state continuity equation

Dp[dzan _ Pa"Pro _ 0, (11)

2
dx Tp
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where D, and 7, are the diffusion constant and the lifetime of minority carriers, respec-
tively. The general solution of Eq. 11 is

pa(x) = p, + Clex/L” + Cze‘x/L”, (12)

where L, = VD, 1, is the diffusion length of holes. The constants C, and C, can be deter-
mined by the boundary conditions for the active mode:

pa(0) = p,, e?e/H (13a)
and
pn(W) =0, (13b)

where p,, is the equilibrium minority-carrier concentration in the base, given by p,, =
n2/Ny, and N, denotes the uniform donor concentration in the base. The first boundary
condition (Eq. 13a) states that under forward bias, the minority-carrier concentration at
the edge of the emitter-base depletion region (x = 0) is increased above the equilibrium
value by the exponential factor V2847, The second boundary condition (Eq. 13b) states
that under reverse bias, the minority carrier concentration at the edge of the base-collector
depletion region (x = W) is zero.
Substituting Eq. 13 into the general solution expressed in Eq. 12 yields

sinh( WL— x) sinhl ii—]
Pa(x) = Poo (quE‘*/kT— | ——27P 2|4 Pro |l — _— 7 (14)

.| W LW

smh(———] sinhl ——J

\Lp L,

The sinh function, sinh (A), can be approximately expressed by A when A << 1. For exam-
ple, when A < 0.3, the difference between sinh(A) and A is less than 1.5 percent. Therefore,
when WIL, << 1, the distribution equation can be simplified as

Pal®) = Pro o9Ves/kT (1 _ %) = p,(0) (1 - _V’%/_) . (15)

The distribution approaches a straight line. The approximation is reasonable because the
width of the base region is designed to be much smaller than the diffusion length of the
minority carrier. Figure 6 shows a linear minority-carrier distribution in a typical tran-
sistor operated under active mode. Note that assuming linear minority-carrier distribu-
tion can simplify the derivation of current-voltage characteristics. Therefore, we use the
assumption hereafter to derive equations for the current-voltage characteristics.

Emitter and Collector Regions
The minority-carrier distributions in the emitter and collector can be obtained in a man-
ner similar to the one used to obtain the distributions for the base region. In Fig. 6, the
boundary conditions in the neutral emitter and collector regions are

nE(x =—xE) = Ngo quEB/kT (16)

and
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Emitter Base Collector
+
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Fig.6 Minority carrier distribution in various regions of a p-n-p transistor under the active
mode of operation.

ne(x = xc) = neo e_q|VCB| =0, (17)

where ng, and ng, are the equilibrium electron concentrations in the emitter and col-
lector, respectively. We assume that the emitter depth and the collector depth are much
larger than their corresponding diffusion lengths L and L, respectively. Substituting these

L¢

neg(x) = ngo — nep € x 2% . (19)

}" boundary conditions into expressions similar to Eq. 12 yields

v

j ng(x) = ngo + nEo(quEB/kT - 1)e Le x < —xé, (18)
1 _x%

. 522 Ideal Transistor Currents for Active Mode Operation

Once the minority-carrier distributions are known, the various current components shown
in Fig. 6 can be calculated. The hole current Iy, injected from the emitter at x = 0, is

" . proportional to the gradient of the minority carrier concentration. For W/L, << 1, the
- hole current I, can be expressed by using Eq. 15:

| Ep Xp y g q

2 g GAD,Pro  gves i

Similarly, the hole current collected by the collector at x = Wis -
o I, = A { gD, %P ]
‘ =W

qAD

P dx
ppno quEB/kT ) (21)
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Note that I, is equal to I, when W/L, << 1. The electron current I, which is due to

electron flow from the base to the emitter, and I, which is due to electron flow from
the collector to the base, are

IEn = A _qDE.E{.ﬁL = QADE NEo (quEB/kT - 1)’ (22)
dx = ~1p LE
lo, = A|-gDone| | - $ADchco, (23)
x'=2xc c

where Dy and D are the diffusion constants in the emitter and collector, respectively.
The terminal currents can now be obtained from these equations. The emitter cur-
rent is the sum of Egs. 20 and 22:

Ip=a (e"VEB/kT—l)+a12 (24)
where
D D
ay = qA( L ] (25)
E
gAD ,p,
oy = “’jp (26)

The collector current is the sum of Eqgs. 21 and 23:

I = ay (quzza/kT _ 1) . @7
where
gAD ,p o

= 2 pPno 28
ay W (28)

D,p Dqn
=gA| L= + —£C0 |, 29
ag = ¢ [ W L (29)

Note that a;, = a,;. The base current for the ideal transistor is the difference between
the emitter current (I;) and the collector current (I.). Therefore, the base current can
be obtained by subtracting Eq. 27 from Eq. 24:

Iy = (au - 021) (quEB/kT - 1) + ((112 - azz) . (30)

From these discussions, we see that the currents in the three terminals of a transis-
tor are mainly determined by the minority carrier distribution in the base region. Once

-
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we derive the current components, the common-base current gain ‘¢, can be obtained
by using Eqs. 6 through 8.

An ideal p*-n-p transistor has impurity concentrations of 10%%, 10V7, and 5 x 10'5 cm™ in the emit-
ter, base, and collector regions, respectively; the corresponding lifetimes are 10-%, 107, and 105,
Assume that an effective cross section area A is 0.05 mm? and the emitter-base junction is forward-
biased to 0.6 V. Find the common-base current gain of the transistor. Note that the other device
parameters are D = 1 cm?s, D, = 10 cm¥s, D¢ = 2 cm%s, and W = 0.5 um.

SOLUTION In the base region,
L, = JDprp = 410-107 = 10~ cm,
2
oo = 0[Ny = (9.65><109) /1017 = 9.31x10% cm™ .

Similarly, in the emitter region, Ly = VD% = 10~ cm and ng, = n¥/Ng = 9.31 cm™,
Since W/L, = 0.05 << 1, the current components are given by

_ 16x10™" x5x10* x10-9.31 x 10

I, .- x ¢06/00%0 107 A = 17137 x 107#A,
05x10
Ig, = L7137x107* A,
-19 -4
Iy, = L8210 X i;‘jo XIXB3L (p08100m _ 1) = 85687 x 10 A.

Therefore, the common-base current gain o, is

I, 1.7137x10™

Oy = =
© " Tp, + Iy 17137x10+85687x 10"

= 0.9995 . «

For the case of W/L, << 1, we can simplify the emitter efficiency from Egs. 20
and 22:

; Dypro.
ye T . W = ! (31)
IEp + Ig, Dppno + Dgngo 1+D_EnLOK
w Lg Dp pyo Lg
or Y= 1
142 Nz W (3la)
D, Np Lg

where Ny(=n?/p,,) is the impurity doping in the base and Ny(=n? /n,,) is the impurity dop-
ing in the emitter. This equation shows that to improve ¥, we should decrease the ratio
Np/Np, that is, there should be much heavier doping in the emitter than in the base. This
is the reason why we use p*-doping in the emitter.
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5.2.3 Modes of Operation

A bipolar transistor has four modes of operation, depending on the voltage polarities on
the emitter-base junction and the collector-base junction. Figure 7 shows the Vg, and
Vg voltages for the four modes of operations of a p-n-p transistor. The corresponding
minority carrier distributions are also shown. So far in this chapter we have considered
the active mode of transistor operation. In the active mode, the emitter-base junction is
forward biased and the base-collector junction is reverse biased.

In the saturation mode, both junctions are forward biased, leading to the nonzero
minority-carrier distribution at the edge of each depletion region. Therefore, the bound-
ary condition at x = W becomes p,(W) = p,,e?"®**T instead of the one given by Eq. 13b.
The saturation mode corresponds to small biasing voltage and large output current, that |
is, the transistor is in a conducting state and acts as a closed (or on) switch.

In the cutoff mode, both junctions are reverse biased. The boundary conditions of
Eq. 13 become p,(0) = p,(W) = 0. The cutoff mode corresponds to the open (or off) state
of the transistor as a switch.

The fourth mode of operation is the inverted mode, which is sometimes called the
inverted active mode. In this mode, the emitter-base junction is reverse biased and the
collector-base junction is forward biased. The inverted mode corresponds to the case where
the collector acts like the emitter and the emitter acts like a collector. In such condition,
the device is used backward. However, the current gain for the inverted mode is gener-
ally lower than that for the active mode. It is because of poor “emitter efficiency” result-
ing from low collector doping with respect to the base doping (Eq. 31).

The current-voltage relationships for the various modes of operation can be obtained
by following the same procedures used for the active mode, with an appropriate change

Active Saturation

Inverted

Fig.7 Junction polarities and minority carrier distributions of a p-n-p transistor under four
modes of operation.

R
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in the boundary conditions as in Eq. 13. The general expressions applicable to all modes
- of operations are

Ig

ay (quEB/ T 1) - ap (quCB/ L 1) (32a)
and |
I = ay (quEB/kT - 1) - ag (quCB/kT - 1) (32b)

where the coefficients a,), a,,, a5, and ay, are given by Eqgs. 25, 26, 28, and 29, respec-
tively. Note that in Eqs. 324 and 32b the biasing voltages for the junctions can be posi-
tive or negative depending on the mode of operation.

524 Current-Voltage Characteristics of Common-Base anci Common-
Emitter Configurations

Using Eq. 32, we can obtain the current-voltage characteristics for a transitor in common-
base configuration. We note that in this configuration, Vy; and VBC\\ are the input and out-
put voltages, and I and I are the input and output currents, respectively.

However, in circuit applications the common-emitter configuration is most often used,
where the emitter lead is common to the input and output circuits. The general expres-
sions of the currents, shown in Eq. 32, are also applicable to the common-emitter con-
figuration. In this case, to generate the current-voltage characteristics, Vg and I, are the
input parameters and V. and I are the output parameters.

Common-Base Configuration

Figure 8a shows the common-base configuration of a p-n-p transistor. Figure 8b shows
the measured results of output current-voltage characteristics for the common-base con-
figuration. The various modes of operation are indicated on the figure. Note that the col-
lector current is practically equal to emitter current (i.e., 0= 1) and virtually independent
of V. This is in close agreement with the ideal transistor behavior given by Egs. 10 and
27. The collector current remains practically constant, even down to zero volts for Vg,
where the holes are still extracted by the collector. This is indicated by the hole distributions

Saturation

Active

0
Cutoff Ves
(a) (b)
Fig.8 () Common-base configuration of a p-n-p transistor. (b) Its output current-voltage
characteristics. "

20 BV gy,
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shown in Fig. 9a. Since the hole gradient at x = W changes only slightly from V. > 0 to
Vac = 0, the collector current remains essentially the same over the entire active mode
of operation. To reduce the collector current to zero, we have to apply a small forward
bias, about 1V for silicon, to the base-collector junction (in the saturation mode), as shown
in Fig. 9b. The forward bias will sufficiently increase the hole density at x = W to make
it equal to that of the emitter at x = 0 (see the horizontal line in Fig. 9b). Therefore, the
hole gradient at x = W as well as the collector current will be reduced to zero.

Common-Emitter Configuration
Figure 10a shows the common-emitter configuration for a p-n-p transistor. The collec-
tor current for the common-emitter configuration can be obtained by substituting Eq. 3

into Eq. 10:
Ip = ao(Ig + Ig) + Iggo - (33)
Solving for I, we obtain
(o7 I
Ip = —0—1p + SCBO_ 34
¢ 1 - O B 1- Oy ( )

We now designate f3, as the common-emitter current gain, which is the incremental change
of I, with respect to an incremental change of I;. From Eq. 34, we obtain

Al 0
Bo AIC =1 — p (35)
B 0
We can also designate I, as
I
Icgo = —<BO— | (36)
1 -0
p,) P,
Wy Wp
Pal0) |~ I,=0
I,>0
Vec=0
V>0
pna b B - === pna b =7
0 w 0 w

(a) (b)

Fig.9 Minority carrier distributions in the base region of a p-n-p transistor. (a) Active mode for
Vi = 0 and Vi > 0. (B) Saturation mode with both junctions forward biased.
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Fig. 10 (a) Common-emitter configuration of a p-n-p transistor. (b) Its output current-voltage
characteristics.

This current corresponds to the collector-emitter leakage current for I = 0. Equation
34 becomes

Ic = Bolg + Iggo - (37)

Because the value of ¢ is generally close to unity, 3, is much larger than 1. For exam-
ple, if o= 0.99, B, is 99; and if o is 0.998, f, is 499. Therefore, a small change in the
base current can give rise to a much larger change in the collector current. Figure 10b
shows the measured results of output current-voltage characteristics with various input
base currents. Note that the figure shows nonzero collector-emitter leakage current I,
when I = 0.

EXAMPLE 3

Refering to Ex. 1, find the common-emitter current gain f,. Express Iz, in terms of f,
and I3, and find the value of I g,

SOLUTION The common-base current gain ¢, in Example 1 is 0.9934. Hence, we can obtain f3;
by
By = 250,
1-0.9934
Equation 36 can be expressed by

o
Iopo = 0 +11|1
CEO (1 _— J CBO

= (Bo+ 1) Iepo -

Therefore, Iogo ={150.5+1)x0.87x10° =1.32x10™* A, «
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Fig. 11 Schematic diagram of the Early effect and Early voltage V,. The collector currents for
different base currents meet at —V,.

In an ideal transistor with the common-emitter configuration, the collector current
for a given I is expected to be independent of V. for V. > 0. This is true when we
assume that the neutral base width (W) is constant. However, since the width of the space
charge region extending into the base region varies with the base-collector voltage, the
base width is a function of the base-collector voltage. The collector current, therefore,
is dependent on V. As the base-collector reverse-bias voltage increases, the base width
will be reduced. The reduced base width causes the gradient in the minority-carrier con-
centration to increase, which causes an increase in the diffusion current. As a result, f3
will be increased. Figure 11 shows pronounced slopes, and I increasing with increasing
Ve This deviation is known as the Early effect* or the base width modulation. By extrap-
olating the collector currents and intersecting the V. axis, we can obtain the voltage V,,
which is called the Early voltage.

» 5.3 FREQUENCY RESPONSE AND SWITCHING OF BIPOLAR TRANSISTOR

In Section 5.2 we discussed four possible modes of operation that depend on the bias-
ing conditions of the emitter-base and collector-base junctions. Generally, in analog or
linear circuits the transistors are operated in the active mode only. However, in digital
circuits all four modes of operation may be involved. In this section we consider the fre-
quency response and switching characteristics of bipolar transistors.

5.3.1 Frequency Response

High-Frequency Equivalent Circuit

In previous discussions, we were concerned with the static [or direct current (dc)] char-
acteristics of the bipolar transistor. We now study its alternating current (ac) character-
istics when a small-signal voltage or current is superimposed upon the dc values. The
term small-signal means that the peak values of the ac signal current and voltage are smaller
than the dc values. Consider an amplifying circuit shown in Fig. 12a, where the transis-
tor is connected in a common-emitter configuration. For a given dc input voltage Vg, a
dc base current I, and dc collector current I flow in the transistor. These currents cor-
respond to the operating point shown in Fig. 12b. The load line, determined by the applied
voltage V¢ and the load resistance R;, intercepts the Vj axis at V;c and has a slope of
(- /R;). When a small ac signal is superimposed on the input voltage, the base current
ip will vary as a function of time, as illustrated in Fig. 12b. This variation, in turn, brings
about a corresponding variation in the output current i., which is f, times larger than
the input current variation. Thus, the transistor amplifies the input signal.
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IC(mA)

1;=25/pA

Fig. 12 (a) Bipolar transistor connected in the common-emitter configuration. (b) Small-signal
operation of the transistor circuit.

The equivalent circuit for this low-frequency amplifier is shown in Fig. 13a. At higher
frequencies, we extend the equivalent circuit by adding the appropriate capacitances. Since
the emitter-base junction is forward biased, we expect to have a depletion capacitance
Cyp and a diffusion capacitance C, similar to that of a forward-biased p—n junction. For
the reverse-biased collector-base junction, we expect to have only a depletion capacitance

VEB 8EB 8 VEs

le— <

Eo o E
(a)

Ccs
B CT 2 2l * °C
‘71313 Cep Cy gm{;EB
l 8EB
E o ¥ 3 o E
(b)
g B Co c T
B op—W—s ——y——W—o ¢’
Vis  Crs p Cy - &rc
l EB ngEB
Eo ¥ ’ 3 > o E

(©

Fig. 13 (a) Basic transistor equivalent circuit. (b) Basic circuit with the addition of depletion
and diffusion capacitances. (c) Basic circuit with the addition of resistance and conductance.
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Ccp- The high-frequency equivalent circuit with the three added capacitances is shown
in Fig. 13b. Note that g,, (=i¢/0gp) is called the transconductance and ggp (=13 /0gp) is
called the input conductance. To account for the base width modulation effect, there is
a finite output conductance gz = 7;/0. In addition, we have a base resistance 7 and a
collector resistance .. Figure 13c represents the high-frequency equivalent circuit incor-
porating all of the above elements.

Cutoff Frequency

In Fig. 13c, the transconductance g,, and the input conductance gz are dependent on
the common-base current gain. At low frequencies, the current gain is a constant, inde-
pendent of the operating frequency. However, the current gain will decrease after a cer-
tain critical frequency is reached. A typical plot of the current gain versus operating
frequency is shown in Fig. 14. The common-base current gain o can be described as

%y
1+ (f/fa)

where ¢ is the low-frequency (or dc) common-base current gain and £, is the common-
base cutoff frequency. At f = f, the magnitude of o is 0.707 o, (3 dB down).
Figure 14 also shows the common-emitter current gain . From Eq. 38 we have

(38)

o By
= = , (39)
7T T T T ()

where the f is the common-emitter cutoff frequency and is given by

fp = (1-a0)f, (40)

Since 04 = 1, f is much smaller than f,,. Another cutoff frequency is f; when | Bl becomes
unity. By setting the magnitude of the right-hand side of Eq. 39 equal to 1, we obtain

fr = Vﬂo2 - Ifp = /30(1 - ao)fa = Oofy (41)

Hence, f; is very close to but is smaller than f,.

10°
Bo

102

10

Current gain

10° 108 107 108 10° 10%°
Frequency (Hz)

Fig. 14 Current gai‘nv as a function of operating frequency.
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The cutoff frequency f; can also be expressed as (2n7;)~! where 7; is the total time
of the carrier transit from the emitter to the collector. 7; includes the emitter delay time
Tz, the base transit time 73,and the collector transit time 7. The most important delay
time is 73. The distance traveled by the minority carriers in the base in a time interval dt
is dx = v(x) dt, where v(x) is the effective minority-carrier velocity in the base. This veloc-
ity is related to the current as

I, = qu(x)p(x)A, (42)

where A is the device area and p(x) is the distribution of the minority carriers. The tran-
sit time 7, required for a hole to traverse the base is given by

- [V _ (Wgp&x)A
%=y o J'O = d (43)

For a straight-line hole distribution, as given by Eq. 15, the integration of Eq. 43 using
Eq. 21 for I, leads to

Tp = —. (44)

To improve the frequency response, the transit time of minority carriers across the
base must be short. Therefore, high-frequency transistors are designed with a small base
width. Because the electron diffusion constant in silicon is about three times larger than
that of holes, all high-frequency silicon transistors are of the n-p-n type (i,e., the minor-
ity carrier in the base is electron). Another way to reduce the base transit time is to use
a graded base with a built-in field. For a large doping variation (i.e., high base doping
near the emitter and low base doping near the collector), the built-in field in the base
will aid the motion of carriers toward the collector and reduce the base transit time.

' 532 Switching Transients

For digital applications, a transistor is designed to function as a switch. In these appli-
cations, we use a small base current to change the collector current from an off condi-
tion to an on condition (or vice versa), in a very short time. The off condition corresponds
to a high-voltage and low-current state, and the on condition corresponds to a low-voltage
and high-current state. A basic setup of a switching circuit is shown in Fig. 15a, where
the emitter-base voltage Vg is suddenly changed from a negative value to a positive value.
The output current of the transistor is shown in Fig. 15b. The collector current is ini-
tially very low because both the emitter-base junction and the collector-base junction are
reverse biased. The current will follow the load line through the active region and will
finally reach a high current level, where both junctions become forward biased. Thus,
the transistor is virtually open-circuited between the emitter and collector terminals in
L the off condition, which corresponds to the cutoff mode, and short-circuited in the on
condition , which corresponds to the saturation mode. Therefore, a transistor operated
in this mode can nearly duplicate the function of an ideal switch.

The switching time is the time required for a transistor to switch from the off con-
9 dition to the on condition, or vice versa. Figure 16a shows that when an input current
1 pulse is applied to the emitter-base terminal at time ¢ = 0, the transistor is being turned
on. At t = t,, the base current is suddenly switched to zero and the transistor is being
turned off. The transient behavior of the collector current I, can be determined by the
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Saturation

(a) (b)

Fig. 15 (a) Schematic of a transistor switching circuit. (b) Switching operation from cutoff to
saturation.

Qp(ty)

CY

Fig. 16 Transistor switching characteristics. (¢) Input base current pulse. (b) Variations of the
base-stored charge with time. (c) Variation of the collector current with time. (d) Minority-
carrier distributions in the base at different times.

variation of the total excess minority carrier charge stored in the base, Qg(t). A plot of
Qj(t) as a function of time is shown in Fig. 16b. During the turn-on transient, the base-
stored charge will increase from zero to Qj(#,). During the turn-off transient, the base-
stored charge will decrease from Qx(#,) to zero. For Qg(f) < O, where Qg is the base charge
when V¢ = 0 (i.e., at the edge of saturation, as shown in Fig. 16d), the transistor is in
the active mode.

-
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i The variation of I with time is plotted in Fig. 16¢. In the turn-on transient, the stored “.

base charge reaches Qj, the charge at the edge of saturation at ¢ = #,. For Qp > Qgthe !
device is operated in saturation mode, and both the emitter and collector currents remain

5 essentially constant. Figure 16d shows that for any ¢ > ¢, (say = ¢,), the hole distribution

a p,(x) will be parallel to that for = ¢,. Therefore, the gradients at x = 0 and x = W, as well ‘

4 as the currents, remain the same. In the turn-off transient, since the device is initially in |
the saturation mode, the collector current remains relatively unchanged until Qj is reduced ‘
to Qg (Fig. 16d). The time from ¢, to t; when Qp = Q is called the storage time delay t;. |
When Q, = Qj, the device enters the active mode at f = t;. After that time, the collector \
current will decay exponentially toward zero.

. - The turn-on time depends on how fast we can add holes (minority carries in the

p-n-p transistor) to the base region. The turn-off time depends on how fast we can remove

the holes by recombination. One of the most important parameters for switching tran-

sistors is the minority carrier lifetime 7,. One effective method to reduce 7, for faster

switching is to introduce efficient generation-recombination centers near the midgap. !

5.4 THE HETEROJUNCTION BIPOLAR TRANSISTOR

We have considered the heterojunction in Sec. 4.8. A heterojunction bipolar transistor }
(HBT) is a transistor in which one or both p—n junctions are formed between dissimilar \
semiconductors. The primary advantage of an HBT is its high emitter efficiency (7). The
circuit applications of the HBT are essentially the same as those of bipolar transistors.
However, the HBT has higher-speed and higher-frequency capability in circuit opera-
tion. Because of these features, the HBT has gained popularity in photonic, microwave,
and digital applications. For example, in microwave applications, HBT is used in solid-
state microwave and millimeter-wave power amplifiers, oscillators, and mixers.

‘, 5.4.1 Current Gain in HBT %

Let semiconductor 1 be the emitter and semiconductor 2 be the base of a HBT. We now
consider the impact of the bandgap difference between these two semiconductors on the
current gain of a HBT. ;

When the base-transport factor oy is very close to unity, the common-emitter cur- ‘
" rent gain can be expressed from Egs. 8 and 35 as ‘
i B G __Yor __Y
' Tl-ap l-ywp 1-y |
Substituting yfrom Eq. 31 in Eq. 45 yields (for n-p-n transistors) i

A 1 n po }“

(for oty = 1). (45) |

b ho= = (46) |
Dy P W Py
)‘ Dn npo LE
The minority carrier concentrations in the emitter and the base are given by
‘ _ _n;"(emitter) _ NoNy exp(~E g /kT) w
Pro=7N £ (emitter) N ’
{ NNy, exp(~E gz /kT
o = N (base)  NVelly xp(~E g /kT) .

o Npg(base) Ng ’
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where N and Ny, are the densities of states in the conduetion band and the valence band,
respectively, and E g is the bandgap of the emitter semiconductor. N'c, N'y, and E gare
the corresponding parameters for the base semiconductor. Therefore

 (Ex-E AE
B, ~ lVNL exp(u] “Ne exP[_kITg} (49) |

b EXAMPLE 4

A HBT has a bandgap of 1.62 eV for the emitter, and a bandgap of 1.42 eV for the base. A B]T |
has a bandgap of 1.42 eV for both the emitter and base matenals it has an emitter doping of 108
cm™ and a base doping of 10® cm™. |
(a) If the HBT has the same dopings as the BT, find the improvement of §,. (b) If the HBT has
the same emitter doping and the same. §, as the BJT, how much can we increase the base doping |
of the HBT? Assume that all other device parameters are the same.

SOLUTION

(a)

[EgE i )

‘e

HBT kT _ ,

ﬁO( ) =€ (1'62 1'42) = exp(—-—o;z—J = exp(7.722) = 2257.
Bo(BIT) 1 0.0259 0.0259

We have an improvement of 2257 times in f3,.

(b) B,(HBT) ‘-—exp 7.722) = By B]T)——-—
B
N’ = Ny exp(7. 722) = 2257 x 10% = 2,26 x 1018cm.

The base doping of the heterojunction can be increased to 2.26 x 10'8 cm™to maintain the

same f;. 4

5.4.2 Basic HBT Structures

Most developments of HBT technology are for the Al,Ga,_,As/GaAs material system.
Figure 17a shows a schematic structure of a basic n-p-n HBT. In this device, the
n-type emitter is formed in the wide bandgap Al,Ga,_, As whereas the p-type base is formed
in the lower bandgap GaAs. The n-type collector and n-type subcollector are formed in
GaAs with light doping and heavy doping, respectively. To facilitate the formation of ohmic
contacts, a heavily doped n-type GaAs layer is formed between the emitter contact and
the AlGaAs layer. Due to the large bandgap difference between the emitter and the base
materials, the common-emitter current gain can be extremely large. However, in homo-
junction bipolar transistors, there is essentially no bandgap difference; instead the ratio
of the doping concentration in the emitter and base must be very high. This is the fun-
damental difference between the homojunction and the heterojunction bipolar transis-
tors (see Ex. 4).

Figure 17b shows the energy band diagram of the HBT under the active mode of
operation. The bandgap difference between the emitter and the base will provide band
offsets at the heterointerface. In fact, the superior performance of the HBT results directly
from the valence-band discontinuity AEy at the heterointerface. AEy increases the valence-
band barrier height in the emitter-base heterojunction and thus reduces the injection of
holes from the base-to the emitter. This effect in the HBT allows the use of a heavily
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Fig. 17 (a) Schematic cross section of an n-p-n heterojunction bipolar transistor (HBT) struc-
ture. (b) Energy band diagram of a HBT operated under active mode.

doped base while maintaining a high emitter efficiency and current gain. The heavily doped
base can reduce the base sheet resistance.5 In addition, the base can be made very thin
without concern about the punch-through effect in the narrow base region. The punch-
through effect arises when the base-collector depletion region penetrates completely
through the base and reaches the emitter-base depletion region. A thin base region is
desirable because it reduces the base transit time and increases the cutoff frequency.®

5.4.3 Advanced HBTs

In recent years the InP-based (InP/InGaAs or AllnAs/InGaAs) material systems have been
extensively studied. The InP-based heterostructures had several advantages.” The
InP/InGaAs structure has very low surface recombination, and because of a higher elec-
tron mobility in InGaAs than in GaAs, superior high-frequency performance is expected.
A typical performance curve for an InP-based HBT is shown ® in Fig. 18. A very high
cutoff frequency of 254 GHz is obtained. In addition, the InP collector region has higher

40

Current gain (dB)

fr=254 GHz

Ll Ll
10 . 100

Frequency (GHz)

Fig. 18 Current gain as a function of operating frequency for an InP-based HBT.®
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drift velocity at high fields than that in the GaAs collector. The InP collector breakdown
voltage is also higher than that in the GaAs. E

Another heterojunction is in the Si/SiGe material system. This system has several prop-
erties that are attractive for HBT applications. Like AlGaAs/GaAs HBTS, Si/SiGe HBTs
have high-speed capability since the base can be heavily doped because of the bandgap
difference. The small trap density at the silicon surface minimizes the surface recombi-
nation current and ensures a high current gain even at low collector current. Compatability
with the standard silicon technology is another attractive feature. Figure 19a shows a typ-
ical S¥/SiGe HBT structure. A comparison of the base and collector currents measured
from a Si/SiGe HBT and a Si homojunction bipolar transistor is given by Fig. 19b. The
results indicate that the Si/SiGe HBT has a higher current gain than the Si homojunction
bipolar transistor. Compared with GaAs- and InP-based HBT, the Si/SiGe HBT, how-
ever, has a lower cutoff frequency because of the lower mobilities in Si.

The conduction band discontinuity AE; shown in Fig. 17b is not desirable, since the
discontinuity will make it necessary for the carriers in the heterojunction to transport by
means of thermionic emission across a barrier or by tunneling through it. Therefore, the
emitter efficiency and the collector current will suffer. The problems can be alleviated
by improved structures such as the graded-layer and the graded-base heterojunctions.
Figure 20 shows an energy band diagram in which the AE is eliminated by a graded

n* Implant

10—2 L

10741
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10—8 -

Collector, base current (A)
T

10—10 -
----BJT

10—12
0.0 0.2 0.4 0.6 0.8 1.0

I i 1 1 1 I\

Base-emitter bias (V)
(b)

Fig.19 (a) Device structure of an n-p-n Si/SiGe/Si HBT. (b) Collector and base current versus
V3 for a HBT and bipolar junction transistor (BJT).
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Fig.20 Energy band diagrams for a heterojunction bipolar transistor with and without graded
layer in the junction, and with and without a graded-base layer.

layer placed between the emitter and base heterojunction. The thickness of the graded
layer is W,.

The base region can also have a graded profile, which results in a reduction of the
bandgap from the emitter side to the collector side. The energy band diagram of the graded
base HBT is illustrated in Fig. 20 (dotted line). Note that there is a built-in electric field
&,; in the quasi-neutral base. It results in a reduction in the minority-carrier transit time
and, thus, an increase in the common-emitter current gain and the cutoff frequency of
the HBT. &, can be obtained, for example, by varying linearly the Al mole fraction x of
ALGa,_As in the base fromx = 0.1 tox = 0.

For the design of the collector layer, it is necessary to consider the collector transit
time delay and the breakdown voltage requirement. A thicker collector layer will improve
the breakdown voltage of the base-collector junction but proportionally increase the tran-
sit time. In most devices for high-power applications, the carriers move through the col-
lector at their saturation velocities because very large electric fields are maintained in
this layer.

It is possible, however, to increase the velocities by lowering the electric field with
certain doping profile in the collector layer. One way is to use p~ collectors with a p* pulse-
doped layer near the subcollector for an n-p-n HBT. Therefore, electrons entering the
collector layer can maintain their higher mobility of the lower valley during most of the
collector transit time. Such a device is called a ballistic collector transistor (BCT).® An
energy band diagram of a BCT is shown in Fig. 21. The BCT has been shown to have
more favorable frequency response characteristics compared with conventional HBTs over
a narrow range of bias voltages. Because of its advantages at relatively low collector volt-
age and current conditions, the BCT is used for switching applications and microwave-
power amplifications. .
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Fig.21 Energy band diagram for the ballistic collector transistor (BCT).°

» 55 THE THYRISTOR AND RELATED POWER DEVICES

The thyristor is an important power device that is designed for handling high voltages
and large currents. The thyristor is mainly used for switching applications that require
the device to change from an off or blocking state to an on or conducting state, or vice
versa.!? We have considered the use of bipolar transistors in this application, in which
the base current drives the transistor from cutoff to saturation for the on-state, and from
saturation to cutoff for the off-state. The operation of a thyristor is intimately related to
the bipolar transistor, in which both electrons and holes are involved on the transport
processes. However, the switching mechanisms in a thyristor are different from those of
a bipolar transistor. Also, because of the device construction, thyristors have a much wider
range of current- and voltage-handling capabilities. Thyristors are now available!! with
current ratings from a few milliamperes to over 5000 A and voltage ratings extending above
10,000 V. We first consider the operating principles of basic thyristors and discuss some
related high-power and high-frequency thyristors.

5.5.1 Basic Characteristics

Figure 22a shows a schematic cross-sectional view of a thyristor structure, which is a four-
layer p-n-p-n device with three p—n junctions in series: J1, J2, and J3. The contact elec-
trode to the outer p-layer is called the anode and that to the outer n-layer is called the
cathode. This structure without any additional electrode is a two-terminal device and is
called the p-n-p-n diode. If an additional electrode, called the gate electrode, is connected
to the inner p-layer (p2), the resulting three-terminal device is commonly called the semi-
conductor-controlled rectifier (SCR) or thyristor.

A typical doping profile of a thyristor is shown in Fig. 22b. An n-type, high-resistivity
silicon wafer is chosen as the starting material (n1-layer). A diffusion step is used to form
the p1- and p2-layers simultaneously. Finally, an n-type layer is alloyed (or diffused) into
one side of the wafer to form the n2-layer. Figure 22¢ shows the energy band diagram
of a thyristor in thermal equilibrium. Note that at each junction there is a depletion region
with a built-in potential that is determined by the impurity doping profile.

The basic current-voltage characteristics of a p-n-p-n diode is shown in Fig. 23. It
exhibits five distinct regions:
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Fig.22 (a) Four-layer p-n-p-n diode. (b) Typical doping profile of a thyristor. (¢) Energy band
diagram of a thyristor in thermal equilibrium.

0-1: The device is in the forward-blocking or off-state and has very high
impedance. Forward breakover (or switching) occurs where dV/dl = 0; and at
point 1 we define a forward-breakover voltage V. and a switching current I.

1-2: The device isin a negative-resistance region, that is, the current increases as
the voltage decreases sharply.

2-3:  The device is in the forward-conducting or on-state and has low impedance.
At point 2, where dV/dl = 0, we define the holding current I;, and holding
voltage V.

0-4: The device is in the reverse-blocking state.

4-5: The device is in the reverse-breakdown region.

Thus, a p-n-p-n diode operated in the forward region is a bistable device that can
switch from a high-impedance, low-current off-state to a low-impedance, high-current
on-state, or vice versa.

To understand the forward-blocking characteristics, we consider the device as two
bipolar transistors, a p-n-p transistor and an n-p-n transistor, connected in a special way,
as shown in Fig. 24. They are connected with the base of one transistor attached to the
collector of the other, and vice versa. The relationship between the emitter, collector, and
base currents and the dc common-base current gain were given in Eqgs. 3 and 10. The
base current of the p-n-p transistor (transistor 1 with current gain o) is

Igy = Ip — Iy
(1- )l -1
. =(-o) -1, (50)
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Fig. 23 Current-voltage characteristics of a p-n-p-n diode.
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Fig. 24 Two-transistor representation of a thyristor.2

where I, is the leakage current Iz, for the transistor 1. This base current is supplied by

the collector of the n-p-n transistor (transistor 2 with the current gain o). The collector
current of the n-p-n transistor is
IC2 = azlEz + 12 = 0621 + 12, (51)

where I, is the leakage current I g, for the transistor 2. By equating I, and /,, we obtain

1 - (o + o) (52)




Chapter 5. Bipolar Transistor and Related Devices < 159

F EXAMPLE 5

Consider a thyristor in which the leakage currents 7, and I, are 0.4 and 0.6 mA, respectively. Explain
the forward-blocking characteristics when (e + ) is 0.01 and 0.9999.

SOLUTION The current gains are functions of the current I and generally increase with increas-
! ing current. At low currents both ¢ and oy, are much less than 1, and we have

-3 -3
= 04x10™+0.6x10™ _ 101 mA
1-001 »
In this case, the current flowing through the device is the sum of the leakage currents I, and I,
(=21 mA).

As the applied voltage increases, the current I also increases, as do ¢4 and a. This in turn
causes I to increase further—a regenerative behavior. When o + o, = 0.9999,

04x10° +0.6x107°

> 1-0.9999
This value is 10,000 times larger than I, + I,. Therefore, as (¢, + 0,) approaches 1, the current I
i increases without limit, that is, the device is at forward breakover. i

The variations of the depletion layer widths of a p-n-p-n diode biased in different
regions are shown in Fig. 25. At thermal equilibrium, Fig. 254, there is no current flow-
ing and the depletion layer widths are determined by the impurity doping profiles. In

(d)

Fig. 25 Depletion layer widths and voltage drops of a thyristor operated under (a) equilibrium,
(b) forward blocking, (c) forward conducting, and (d) reverse blocking.
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the forward-blocking state, Fig. 25b, junction J1 and J3 are forward biased and ]2 is reverse
biased. Most of the voltage drop occurs across the central junction J2. In the forward- -
conduction state, Fig: 25¢, all three junctions are forward biased. The two transistors (p1-
nl-p2 and nl-p2-n2) are in saturation mode of operation. Therefore, the voltage drop |
across the device is very low, given by (V,—|V,| + V), which is approximately equal to
the voltage drop across one forward-biased p—n junction. In the reverse-blocking state, |
Fig. 25d, junction J2 is forward biased but both J1 and J3 are reversed biased. For the |
doping profile shown in Fig. 22b, the reverse-breakdown voltage will be mainly deter- |
mined by J1 because of the lower impurity concentration in the nl-region. ]

Figure 26a shows the device configuration of a thyristor that is fabricated by planar |
processes with a gate electrode connected to the p2-region. A cross section of the thyris-
tor along the dashed lines is shown in Fig. 26b. The current-voltage characteristic of the |
thyristor is similar to that of the p-n-p-n diode, except that the gate current /, causes an |
increase of o, + @, and results in a breakover at a lower voltage. Figure 27 shows the |
effect of gate current on the current-voltage characteristics of a thyristor. As the gate cur- |
rent increases, the forward breakover voltage decreases.

A simple application of a thyristor is shown in Fig. 28a, where a variable power is
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