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Preface

It was a great pleasure to edit this handbook, which consists of outstanding chapters written by acclaimed
experts in their field. The overall objective was to provide coherent coverage of a broad spectrum of issues
in molecular and nanoelectronics (e.g., covering fundamentals, reporting recent innovations, devising novel
solutions, reporting possible technologies, foreseeing far-reaching developments, envisioning new paradigms,
etc.). Molecular and nanoelectronics is a revolutionary theory- and technology-in-progress paradigm. The
handbook’s chapters document sound fundamentals and feasible technologies, ensuring a balanced coverage
and practicality. There should be no end to molecular electronics and molecular processing platforms (MPPs),
which ensure superior overall performance and functionality that cannot be achieved by any envisioned
microelectronics innovations.

Due to inadequate commitments to high-risk/extremely-high-pay-off developments, limited knowledge,
and the abrupt nature of fundamental discoveries and enabling technologies, it is difficult to accurately predict
when various discoveries will mature in the commercial product arena. For more than six decades, large-scale
focused efforts have concentrated on solid-state microelectronics. A matured $150-billion microelectronics
industry has profoundly contributed to technological progress and societal welfare. However, further progress
and envisioned microelectronics evolutions encounter significant fundamental and technological challenges
and limits. Those limits may not be overcome. In attempts to find new solutions and define novel inroads,
innovative paradigms and technologies have been devised and examined. Molecular and nanoelectronics have
emerged as one of the most promising solutions.

The difference between molecular- (nano) and micro-electronics is not the size (dimensionality), but the
profoundly different device- and system-level solutions, the device physics, and the phenomena, fabrication,
and topologies/organizations/architectures. For example, a field-effect transistor with an insulator thickness
less than 1 nm and a channel length less than 20 nm cannot be declared a nanoelectronic device even though
it has the subnanometer insulator thickness and may utilize a carbon nanotube (with a diameter under
1 nm) to form a channel. Three-dimensional topology molecular and nanoelectronic devices, engineered
from atomic aggregates and synthesized utilizing bottom-up fabrication, exhibit quantum phenomena and
electrochemomechanical effects that should be uniquely utilized. The topology, organization, and architecture
of three-dimensional molecular integrated circuits (MICs) and MPPs are entirely different compared with
conventional two-dimensional ICs.

Questions regarding the feasibility of molecular electronics and MPPs arise. No conclusive evidence exists
of the overall feasibility of solid MICs and there was no analog for solid-state microelectronics and ICs existed
in the past. In contrast, an enormous variety of biomolecular processing platforms are visible in nature. These
platforms provide one with undeniable evidence of feasibility, soundness, and unprecedented supremacy of
a molecular paradigm. Though there have been attempts to utilize and prototype biocentered electronics,
processing, and memories, these efforts have faced—and still face—enormous fundamental, experimental,
and technological challenges. Superior organizations and architectures of MICs and MPPs can be devised
utilizing biomimetics, thus examining and prototyping brain and central nervous system functions. Today,
many unsolved problems plague biosystems—from the baseline functionality of neurons to the capabilities
of neuronal aggregates, from information processing to information measures, from the phenomena utilized
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to the cellular mechanisms exhibited, and so on. Even though significant challenges still exist, rapid progress
and new discoveries have been made in recent years on both fundamental and technological forefronts. This
progress and some of its major findings are covered in this handbook. The handbook consists of four sections,
providing coherence in its subject matter. The six chapters of Section I: Molecular and Nano Electronics: Device-
and System-Level are as follows:

� Electrical Characterization of Self-Assembled Monolayers� Molecular Electronic Computing Architectures� Unimolecular Electronics: Results and Prospects� Carbon Derivatives� System-Level Design and Simulation of Nanomemories and Nanoprocessors� Three-Dimensional Molecular Electronics and Integrated Circuits for Signal and Information
Processing Platforms

These chapters report the device physics of molecular devices (Mdevices), the synthesis of those Mdevices,
the design of MICs, and devising MPPs. Meaningful results on device- and system-level fundamentals are
offered, and envisioned technologies and engineering practices are documented.

Section II: Nanoscaled Electronics consists of the following six chapters:

� Inorganic Nanowires in Electronics� Quantum Dots in Nanoelectronic Devices� Self Assembly of Nanostructures Using Nanoporous Alumina Templates� Neuromorphic Networks of Spiking Neurons� Allowing Electronics to Face the TSI Era—Molecular Electronics and Beyond� On Computing Nano-Architectures using unreliable Nanodevices or on Yield-Energy-Delay Logic
Designs

These chapters focus on nano- and nanoscaled electronics. Various practical solutions are reported.
Section III: Biomolecular Electronics and Processing covers recent innovative results in biomolecular elec-

tronics and memories. The six chapters included are

� Properties of “G-Wire” DNA� Metalloprotein Electronics� Localization and Transport of Charge by Nonlinearity and Spatial Discreteness in Biomolecules
and Semiconductor Nanorings. Aharonov–Bohm Effect for Neutral Excitons� Protein-Based Optical Memories� Subneuronal Processing of Information by Solitary Waves and Stochastic Processes� Electronic and Ionic Conductivities of Microtubules and Actin Filaments, Their Consequences for
Cell Signaling and Applications to Bioelectronics

Each chapter is of practical importance regarding the envisioned biomolecular platforms, and will help in
comprehending significant phenomena in biosystems.

The eight chapters of Section IV: Molecular and Nano Electronics: Device-Level Modeling and Simulation
focus on various aspects of high-fidelity modeling, heterogeneous simulations, and data-intensive analysis.
The chapters included consist of the following:
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� Simulation Tools in Molecular Electronics� Theory of Current Rectification, Switching, and the Role of Defects in Molecular Electronic Devices� Complexities of the Molecular Conductance Problem� Nanoelectromechanical Oscillator as an Open Quantum System� Coherent Electron Transport in Molecular Contacts: A Case of Tractable Modeling� Pride, Prejudice, and Penury of ab initio Transport Calculations for Single Molecules� Molecular Electronics Devices� An Electric Cotunneling Model of STM-Induced Unimolecular Surface Reactions

These chapters provide the reader with valuable results that can be utilized in various applications, with a
major emphasis on the device-level fundamentals.

The handbook’s chapters report the individual authors’ results. Therefore, in reading different chapters,
the reader may observe some variations and inconsistencies in style, definitions, formulations, findings, and
vision. This, in my opinion, is not a weakness but rather a strength. In fact, the reader should be aware
of the differences in opinions, the distinct methods applied, the alternative technologies pursued, and the
various concepts emphasized. I truly enjoyed collaborating with all the authors and appreciate their valuable
contribution. It should be evident that the views, findings, recommendations, and conclusions documented in
the handbook’s chapters are those of the authors’, and do not necessarily reflect the editor’s opinion. However,
all the chapters in the book emphasize the need for further research and development in molecular and
nanoelectronics, which is today’s engineering, science, and technology frontier.

It should be emphasized that no matter how many times the material has been reviewed, and effort spent to
guarantee the highest quality, there is no guarantee this handbook is free from minor errors, and shortcomings.
If you find something you feel needs correcting, adjustment, clarification, and/or modification, please notify
me. Your help and assistance are greatly appreciated and deeply acknowledged.
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Abstract
Electrical characterization of alkanethiol self-assembled monolayers (SAMs) has been performed using
a nanometer-scale device structure. Temperature-variable current-voltage measurement is carried out to
distinguish between different conduction mechanisms and temperature-independent transport charac-
teristics are observed, revealing that tunneling is the dominant conduction mechanism of alkanethiols.
Electronic transport through alkanethiol SAMs is further investigated with the technique of inelastic elec-
tron tunneling spectroscopy (IETS). The obtained IETS spectra exhibit characteristic vibrational signatures
of the alkane molecules used, presenting direct evidence of the presence of molecular species in the device
structure. Further investigation on the modulation broadening and thermal broadening of the spectral
peaks yields intrinsic linewidths of different vibrational modes, which may give insight into molecular
conformation and prove to be a powerful tool in future molecular transport characterization.
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1.1 Introduction

The research field of nanoscale science and technology has made tremendous progress in the past decades,
ranging from the experimental manipulations of single atoms and single molecules to the synthesis and
possible applications of carbon nanotubes and semiconductor nanowires [1–3]. As the enormous literature
has shown, nanometer scale device structures provide suitable testbeds for the investigations of novel
physics in a new regime, especially at the quantum level, such as single electron tunneling or quantum
confinement effect [4,5]. On the other hand, as the semiconductor device feature size keeps decreasing,
the traditional top-down microfabrications will soon enter the nanometer range, and further continuous
downscaling will become scientifically and economically challenging [6]. This will motivate researchers
around the world to find alternative ways to meet future increasing computing demands.

With a goal of examining individual molecules as self-contained functioning electronic components,
molecular transport characterization is an active part of the research field of nanotechnology [2,3]. In
1974, a theoretical model of a unimolecular rectifier was proposed, according to which a single molecule
consisting of an electron donor region and an electron acceptor region separated by a σ bridge would
behave as a unimolecular p-n junction [7]. However, an experimental realization of such a unimolecular
device was hampered by the difficulties of both the chemical synthesis of this type of molecule and the
microfabrication of reliable solid-state test structures. A publication in 1997 reported an observation of
such a unimolecular rectification in a device containing Langmuir–Blodgett (L-B) films; however, it is
not clear if the observed rectifying behavior had the same mechanism since it was just shown in a single
current-voltage [I(V)] measurement [8]. In the meantime, instead of using L-B films, others proposed to
exploit self-assembled conjugated oligomers as the active electronic components [9,10] and started the
electrical characterization of monolayers formed by the molecular self-assembly technique [2].

Molecular self-assembly is an experimental approach to spontaneously forming highly ordered mono-
layers on various substrate surfaces [11,12]. Earlier research in this area includes the pioneering study of
alkyl disulfide monolayers formed on gold surfaces [13]. This research field has grown enormously in the
past two decades and self-assembled monolayers (SAMs) have found their modern-day applications in
various areas, such as nanoelectronics, surface engineering, biosensoring, etc. [11].

Various test structures have been developed in order to carry out characterizations of self-assembled
molecules, and numerous reports have been published in the past several years on the transport char-
acteristics [2,3,14,15]. Nevertheless, many of them have drawn conclusions on transport mechanisms
without performing detailed temperature-dependent studies [14,15], and some of the molecular effects
were shown to be due to filamentary conduction in further investigations [16–21], highlighting the need
to institute reliable controls and methods to validate true molecular transport [22]. A related problem is
the characterization of molecules in the active device structure, including their configuration, bonding,
and even their very presence.

In this research work, we conduct electrical characterization of molecular assemblies that exhibit under-
stood classical transport behavior and can be used as a control for eliminating or understanding fabrication
variables. A molecular system whose structure and configuration are well-characterized such that it can
serve as a standard is the extensively studied alkanethiol [CH3(CH2)n−1SH] self-assembled monolayer
[11,22–25]. This system forms a single van der Waals crystal on the Au(111) surface [26] and presents a
simple classical metal–insulator–metal (MIM) tunnel junction when fabricated between metallic contacts
because of the large HOMO–LUMO gap (HOMO: highest occupied molecular orbital; LUMO: lowest
unoccupied molecular orbital) of approximately 8 eV [27]. Utilizing a nanometer scale device structure
that incorporates alkanethiol SAMs, we demonstrate devices that allow temperature-dependent I(V)
[I(V,T)] and structure-dependent measurements [24]. The obtained characteristics are further compared
with calculations from accepted theoretical models of MIM tunneling, and important transport parameters
are derived [24,28].

Electronic transport through alkanethiol SAM is further investigated with the technique of inelastic
electron tunneling spectroscopy (IETS) [25,29]. IETS was developed in the 1960s as a powerful spec-
troscopic tool to study the vibrational spectra of organic molecules confined inside metal–oxide–metal
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tunnel junctions [29–31]. In our study, IETS is utilized for the purpose of molecule identification, and the
investigation of chemical bonding and the conduction mechanism of the “control” SAM. The exclusive
presence of well-known characteristic vibrational modes of the alkane molecules used is direct evidence
of the molecules in the device structure, which is the first unambiguous proof of such an occurrence. The
spectral lines also yield intrinsic linewidths that may give insight into molecular conformation, and may
prove to be a powerful tool in future molecular device characterization [22,25].

1.2 Theoretical Background of Tunneling

1.2.1 Electron Tunneling

Tunneling is a purely quantum mechanical behavior [32,33]. During the tunneling process, a particle can
penetrate through a barrier—a classically forbidden region corresponding to negative kinetic energy—and
transfer from one classically allowed region to another. This happens because the particle also has wave
characteristics. Since the development of quantum mechanics, tunneling phenomena have been studied
by both theorists and experimentalists on many different systems [34,35].

One of the extensively studied tunneling structures is the metal–insulator–metal tunnel junction. If
two metal electrodes are separated by an insulating film, and the film is sufficiently thin, current can
flow between the two electrodes by means of tunneling [34,35]. The purpose of this insulating film is to
introduce a potential barrier between the metal electrodes. The tunneling current density for a rectangular
barrier can be expressed as [34–36]:
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where m is electron mass, d is barrier width, �B is barrier height, h(= 2πh̄) is Planck’s constant, and V
is applied bias. In the low bias range, Equation (1.1) can be approximated as [36]:
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which indicates that the tunneling current increases linearly with the applied bias. It also shows that the
current depends on the barrier width exponentially as J ∝ exp(−β0d). The decay coefficient β0 can be
expressed as:

β0 = 2(2m)1/2

h̄
(�B )1/2 (1.3)

An empirical model related to the complex band theory is the so-called Franz two-band model proposed
for an MIM junction in the 1950s [37–41]. Unlike the Simmons model, the Franz model considered the
contributions from both the conduction band and valence band of the insulating film by taking into
account the energy bandgap of E g [37]. Instead of giving a tunneling current expression, it empirically
predicted a non-parabolic energy-momentum dispersion relationship inside the bandgap [37]:

k2 = 2m∗
h̄2 E

(
1 + E

E g

)
(1.4)

where m* is the electron’s effective mass, and E is referenced relative to the conduction band.
The Franz model is useful for finding the effective mass of the tunneling electron inside the band gap

[38–41]. From the non-parabolic E(k) relationship of Equation (1.4), the effective mass can be deduced
by knowing the barrier height of the MIM tunnel junction [41]. But when the Fermi level of the metal
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electrodes is aligned close to one energy band, the effect of the other distant band on the tunneling
transport is negligible, and the Simmons model is a good approximation of the Franz model, as shown in
the previous analysis [37,42].

1.2.2 Inelastic Electron Tunneling

Inelastic electron tunneling due to localized molecular vibrational modes was discovered by Jaklevic and
Lambe in 1966 when they studied the tunneling effect of metal–oxide–metal junctions [29]. Instead of
finding band structure effects due to metal electrodes as they initially hoped, they observed structures in
the d2I/dV2 characteristics which were related to vibrational excitations of molecular impurities contained
in the insulator [29,43]. IETS has since been developed into a powerful spectroscopic tool for various
applications such as chemical identification, bonding investigation, trace substance detection, and so on
[30,31].

Figure 1.1 shows the energy band diagrams of a tunnel junction and the corresponding I(V) plot. When a
negative bias is applied to the left metal electrode, the left Fermi level is lifted. An electron from an occupied
state on the left side tunnels into an empty state on the right side, and its energy is conserved (process a).
This is the elastic process discussed in Section 1.2.1. During this process, the current increases linearly
with the applied small bias [Figure 1.1(b)]. However, if there is a vibrational mode with a frequency of ν

localized inside this barrier, then when the applied bias is large enough such that eV ≥ hν, the electron can
lose a quantum of energy of hν to excite the vibration mode and tunnel into another empty state (process
b) [44,45]. This opens an inelastic tunneling channel for the electron and its overall tunneling probability
is increased. Thus, the total tunneling current has a kink as a function of the applied bias [Figure 1.1(b)].
This kink becomes a step in the differential conductance (dI/dV) plot, and turns into a peak in the d2I/dV2

plot. However, since only a small fraction of electrons tunnel inelastically, the conductance step is too
small to be conveniently detected. In practice, people use a phase-sensitive detector (“lock-in”) second
harmonic detection technique to directly measure the peaks of the second derivative of I(V) [44].

After an IETS spectrum is obtained, the positions, widths, and intensities of the spectral peaks need to
be comprehended. The peak position and width can be predicted on very general grounds, independent
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FIGURE 1.1 (a) Energy band diagram of a tunnel junction with a vibrational mode of frequency ν localized inside. a
is the elastic tunneling process, while b is the inelastic tunneling process. (b) Corresponding I(V), dI/dV, and d2I/dV2

characteristics.
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of the electron–molecule interaction details. However, the peak intensity is more difficult to be calculated
since it depends on the detailed aspects of the electron-molecule couplings [44].

1.2.2.1 Peak Identification

As discussed earlier, an inelastic process can only start to occur when the applied bias reaches Vi =
hνi /e[29]. Therefore, a peak at a position of bias Vi corresponds directly to a molecular vibrational mode
of energy hνi . This conclusion is based on energy conservation and is independent of the mechanism for
the electron–molecule coupling. By referring to the huge amount of assigned spectra obtained by other
techniques such as infrared (IR), Raman, and high-resolution electron energy loss spectroscopy (HREELS),
the IETS peaks can be identified individually [43–45].

1.2.2.2 Peak Width

According to IETS theoretical studies, the width of a spectral peak includes a natural intrinsic linewidth
and two width broadening effects: thermal broadening that is due to the Fermi level smearing effect, and
modulation broadening that is due to the dynamic detection technique used to obtain the second harmonic
signals [44].

The thermal broadening effect was first studied by Lambe and Jaklevic [43,46]. Assuming that the voltage
dependence of the tunneling current is only contained in the Fermi functions of the metal electrodes, and the
energy dependence of the effective tunneling density of states is negligible, the predicted thermal linewidth
broadening at half maximum is 5.4 kT/e[43,46]. This broadening prediction has been confirmed by
experimental studies [47].

The broadening effect due to the finite modulation technique was first discussed by Klein et al. [46].
Assuming a modulation voltage of Vω at a frequency of ω is applied to the tunnel junction, the full width
at half maximum for the modulation broadening is 1.2 Vω, or 1.7 Vrms, the rms value of the modulation
voltage, which is usually measured directly [44,46].

Of these two broadening contributions, the modulation broadening is more dominant [45]. By lowering
the measurement temperature, the thermal broadening effect can be reduced—for example, at liquid he-
lium temperature it gives a resolution of 2 meV. In order to make the modulation broadening comparable
to the thermal effect, the modulation voltage should be less than 1.18 mV. However, since the second
harmonic signal is proportional to the square of the modulation voltage and the signal-to-noise improve-
ments varies with the square root of the averaging time, at such a small modulation the measurement time
would be impractically extended. Therefore, little is gained by further lowering measurement temperature
since the modulation broadening is more dominant [45].

The experimentally obtained spectral peak linewidth, Wexp , consists of three parts: the natural intrinsic
linewidth, Wintrinsic; the thermal broadening Wthermal that is proportional to 5.4 kT; and the modulation
broadening Wmodulation that is proportional to 1.7 Vrms. These three contributions add as squares [43,48]:

Wexp =
√

W2
intrinsic + W2

thermal + W2
modulation (1.5)

1.2.2.3 Peak Intensity

After the experimental discovery of inelastic electron tunneling due to molecular vibrations, several theo-
retical models were proposed for the purpose of quantitative analysis of the IETS spectra. The first theory
was developed by Scalapino and Marcus in order to understand the interaction mechanism [49]. They
treated the electron–molecule coupling as a Coulomb interaction between the electron and the molecular
dipole moment and considered the case where the molecule of dipole moment is located very close to one
of the electrodes so that the image dipole must be included. The interaction potential was treated as a
perturbation on the barrier potential that was assumed to be rectangular. Using the WKB approximation,
they could estimate the ratio of the inelastic conductance to the elastic one and predict that the intensities
in a tunneling spectrum should be the same as in an infrared spectrum. However, it is found experimentally
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that although large peaks in IR spectra usually correspond to large peaks in tunneling spectra, the propor-
tionality is not exact. Furthermore, peaks that are completely absent in IR spectra also appear in tunneling
spectra [44].

Lambe and Jaklevic studied other mechanisms for electron–molecule interactions and generalized the
preceding treatment to include the Raman type of interaction, where the electron induces a dipole moment
in the molecule and interacts with this induced dipole [43]. Their calculation showed that the Raman-type
interaction produces inelastic conductance changes of nearly the same order of magnitude as the IR-type
electron–dipole interaction.

The preceding dipole approximations provided clear physical pictures of the interaction mechanisms
of the tunneling electron and the localized molecular vibration; however, the calculations were over-
simplified. Using the transfer Hamiltonian formalism [50,51], Kirtley et al. developed another theory for
the intensity of vibrational spectra in IETS [44,52,53]. Rather than making the dipole approximation,
they assumed that the charge distribution within the molecule can be broken up into partial charges, with
each partial charge localized on a particular atom. These partial charges arise from an uneven sharing
of the electrons involved in the bonding. The interaction potential between the tunneling electron and
the vibrating molecule is thus a sum of Coulomb potentials with each element in the sum corresponding
to a partial charge. This partial charge treatment allows one to describe the interaction at distances
comparable to interatomic length. The inelastic tunneling matrix element, which corresponds to the
tunneling transmission coefficient, can be calculated considering the WKB wave functions and the partial
charge interaction potential [52]. The calculation results show that molecular vibrations with net dipole
moments normal to the junction interface have larger inelastic cross sections than vibrations with net
dipole moments parallel to the interface for dipoles close to one electrode. This is because when this close
to a metal surface the image dipole adds to the potential of a dipole normal to the interface but tends to
cancel out the potential of a dipole parallel to the interface. However, the case is different for vibrational
modes localized deep inside the tunnel junction, where dipoles oriented parallel to the junction interface
are favored, although at a lower scattering amplitude [44,52,53].

1.3 Experimental Methods

1.3.1 Self-Assembled Monolayers of Alkanethiols

Molecular self-assembly is a chemical technique to form highly ordered, closely packed monolayers on
various substrates via a spontaneous chemisorption process at the interface [11]. Alkanethiol is a thiol-
terminated n-alkyl chain molecular system [CH3(CH2)n−1SH] [11]. As an example, Figure 1.2(a) shows
the chemical structure of octanethiol, one of the alkanethiol molecules. It is well known that when self-
assembled on Au(111), surface alkanethiol forms a densely packed, crystalline-like structure with the alkyl
chain in an all-trans conformation [13]. The SAM deposition process is shown in Figure 1.2(b), where
a clean gold substrate is immersed into an alkanethiol solution and, after time, a monolayer is formed
spontaneously on the gold surface via the following chemical reaction [11,12,54]:

RS − H + Au → RS − Au + 0.5H2

where R is the backbone of the molecule. This chemisorption process has been observed to undergo two
steps: a rapid process that takes minutes (depending on the thiol concentration) and gives ∼ 90% of the
film thickness, followed by a second, much slower process that lasts hours and reaches the final thickness
and contact angles [11,12]. Research has shown that the second process is governed by a transition from
a SAM lying-down phase into an ordered standing-up phase, and it is also accompanied or followed by a
crystallization of the alkyl chains associated with molecular reorganization [11,55–57]. Three forces likely
determine this SAM formation process and the final monolayer structure: the interaction between the
thiol head group and gold lattice, the dispersion force between alkyl chains (the van der Waals force, etc.),
and the interaction between the end groups [11,12].
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FIGURE 1.2 (a) Chemical structure of an octanethiol molecule. (b) Schematic of the SAM deposition process, after
Ref. 54 and 61. It also shows an STM image of the SAM (see Figure 1.3).

Various surface analytical tools have been utilized to investigate the surface and bulk properties of
alkanethiol SAMs, such as infrared (IR) and Fourier transform infrared (FTIR) spectroscopy [13,58],
x-ray photoelectron spectroscopy (XPS) [59], Raman spectroscopy [60], scanning tunneling microscopy
(STM) [23,61], etc. As an example, Figure 1.3(a) shows a constant current STM image of a dodecanethiol
SAM formed on an Au(111) surface (adapted from Reference 61). Figure 1.3(b) is the schematic of the
commensurate crystalline structure that alkanethiol SAM adopts, which is characterized by a c(4 × 2)
superlattice of the (

√
3 ×√

3)R30◦ lattice [23,62]. In Figure 1.3(b), the large circular symbols represent
the alkanethiol molecules and the small circular symbols represent the underlying gold atoms, and a and b
are lattice vectors of the molecular rectangular unit cell with dimensions of 0.8 and 1.0 nm, respectively
[61]. Investigations have also shown that the standing-up alkyl chains of alkanethiol SAMs on the Au(111)

(a) (b)

a
b

FIGURE 1.3 (a) STM image of a dodecanethiol SAM formed on Au(111) surface. The image size is 13 × 13 nm2. (b)
Schematic of the alkanethiol SAM commensurate crystalline structure. Large circular symbols represent the alkanethiol
molecules, and small circular symbols represent the underlying gold atoms. a and b are lattice vectors of a rectangular
unit cell with dimensions of 0.8 and 1.0 nm, respectively. After Ref. 61.
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surface are tilted ∼ 30◦ from the surface normal [62] and the bonding energy between the thiolate head
group and the gold lattice is ∼ 40 kcal/mol (∼ 1.7 eV) [11].

Studies have revealed that defects, such as pinholes or grain boundaries, exist in the self-assembled
monolayers, and the domain size of an alkanethiol SAM usually is on the order of several hundred
Ångstroms [11,23]. In addition to the irregularities introduced during the self-assembly process, another
source of the defects is the roughness of the substrate surface. For example, although frequently called “flat”
gold, grain boundaries exist on the Au surface layer, which introduce defects into the assembled monolayer
[23]. However, surface migration of thiolate–Au molecules, the so-called SAM annealing process, is found
to be helpful for healing some of the defects [11,23].

Alkanethiols are large HOMO–LUMO gap (∼ 8 eV [27,63–66]) molecules with short molecular lengths
(∼ several nanometers), therefore the electronic transport mechanism is expected to be tunneling. Electrical
characterizations have been performed on alkanethiol SAMs and will be discussed in the next section.

1.3.2 Methods of Molecular Transport Characterization

A correct understanding of the electronic transport properties through self-assembled molecules requires
fabrication methods that can separate the effects of contacts from the intrinsic properties of the molecular
layer. However, such transport measurements are experimentally challenging due to the difficulties of
making repeatable and reliable electrical contacts to a nanometer-scale layer. A number of experimental
characterization methods have been developed to achieve this goal, and in the following we briefly review
some of the major techniques.

Various scanning probe–related techniques have been utilized for the study of molecular electronic
structures, which include STM and atomic force microscopy (C-AFM). STM has been used widely at
the early stage of molecular characterization due to its capability to image, probe, and manipulate single
atoms or molecules [67–69]. Transport measurement on a single molecule contacted by STM has also
been reported [70–73]. However, for such a measurement, the close proximity between the probe tip and
the sample surface could modify what is being measured by tip-induced modification of the local surface
electronic structure. The presence of a vacuum gap between the tip and the molecule also complicates
the analysis [74]. Besides, contamination could occur if the measurement is taken in ambient conditions;
therefore, inert gas (nitrogen or argon) filled or vacuum STM chamber is preferred [75,76].

The C-AFM technique also has been employed recently for the purpose of electrical characterizations
of SAMs [77–80]. For example, Wold et al. reported C-AFM measurements on alkanethiol molecules [77];
Cui et al. bound gold nanoparticles to alkanedithiol in a monothiol matrix and measured its conductance
[78]. However, in this technique the C-AFM tip might penetrate and/or deform the molecular layer as
well as create a force-dependent contact junction area. Adhesion force analysis (to rule out deformation
or penetration) and a complimentary temperature-dependent characterization need to be performed to
make C-AFM measurements a broadly applicable method for determining molecular conductivity [28].

Another important characterization method is the mechanically controllable break junction technique
[81–84]. It can create a configuration of a SAM sandwiched between two stable metallic contacts, and two-
terminal I(V) characterizations can be performed on the scale of single molecules [81]. In the fabrication
process, a metallic wire with a notch is mounted onto an elastic bending beam and a piezo electric element
is used to bend the beam and thus break the wire. The wire breaking is carried out in the molecular
solution and after the breaking the solvent is allowed to evaporate, then the two electrodes are brought
back together to form the desired molecular junction [84]. A lithographically fabricated version of the
break junction uses e-beam lithography and the lift-off process to write a gold wire on top of an insulating
layer of polyimide on a metallic substrate. The polyimide is then partially etched away and a free standing
gold bridge is left on the substrate. The suspended gold bridge is then bent and broken mechanically using
a similar technique to form a nanometer scale junction [83]. Using the break junction method, Reed et al.
measured the charge transport through a benzene-1,4-dithiol molecule at room temperature [81]. Using
a similar technique, Kergueris et al. [82] and Reichert et al. [83] performed conductance measurements
on SAMs and concluded that I(V) characterizations of a few or individual molecules were achieved.
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Recently, another type of break junction that utilizes the electromigration properties of metal atoms
has been developed [85–87]. For this testbed, a thin gold wire with a width of several hundred nanometers
is created via e-beam lithography and angle evaporation [85]. Bias is then applied and a large current
passing through this nanoscale wire causes the gold atoms to migrate, thus creating a small gap a few
nanometers wide. Molecules are deposited on the wire at room temperature before electro-breaking at
cryogenic temperatures [86]. The advantage of this technique is that a third gating electrode can be
introduced; therefore, three-terminal characterizations can be achieved. Using this electromigration break
junction technique, Park et al. measured two types of molecules at cryogenic temperatures and observed
Coulomb blockade behavior and the Kondo effect [86]. Similar Kondo resonances in a single molecular
transistor were also observed by Liang et al. using the same test structure on a different molecular system
[87]. However, in these measurements the molecules just serve as impurity sites [87], and the intrinsic
molecular properties have yet to be characterized.

The cross-wire tunnel junction is a test structure reported in 1990 in an attempt to create an oxide-free
tunnel junction for IETS studies [88]. It is formed by mounting two wires in such a manner that the
wires are in a crossed geometry with one wire perpendicular to the applied magnetic field. The junction
separation is then controlled by deflecting this wire with the Lorentz force generated from a direct current
[88]. Using this method, Kushmerick et al. recently studied various molecules and observed conductance
differences due to molecular conjugation and molecular length differences [89,90]. The drawback of this
method is that it is very difficult to control the junction gap distance: the top wire might not touch the
other end of the molecules or it might penetrate into the monolayer. Furthermore, temperature-variable
measurement has not been reported using this test structure.

Other experimental techniques utilized in molecular transport studies include the mercury-drop junc-
tion [91,92] and the nanorod [93], among many others. For example, the mercury-drop junction consists
of a drop of liquid Hg, supporting an alkanethiol SAM, in contact with the surface of another SAM sup-
ported by a second Hg drop [91,92]. This junction has been used to study the transport through alkanethiol
SAMs, but the measurement can only be performed at room temperature [91].

For the research conducted in this work, we mainly use the so-called nanopore technique [24,94,95].
Using the nanopore method, we can directly characterize a small number of self-assembled molecules
(∼ several thousand) sandwiched between two metallic contacts. The contact area is around 30 to 50 nm
in diameter, which is close to the domain size of the SAM [11]. Thus, the adsorbed monolayer is highly
ordered and mostly defect free. This technique guarantees good control over the device area and intrinsic
contact stability and can produce a large number of devices with acceptable yield so that statistically
significant results can be achieved. Fabricated devices can be easily loaded into cryogenic or magnetic
environments; therefore, critical tests of transport mechanisms can be carried out.

1.3.3 Device Fabrication

Figure 1.4 shows the process flow diagram of the nanopore fabrication. The fabrication starts with double-
side polished 3-inch (100) silicon wafers with a high resistivity (ρ > 10 	· cm). The thickness of the
substrate is 250 μm. Using the low pressure chemical vapor deposition (LPCVD) method, a low stress
Si3N4 film of 50 nm thick is deposited on both sides of the wafer. A low stress film is required in order to
make the subsequent membrane less sensitive to mechanical shocks. Next, a 400 μm × 400 μm window is
opened on the backside of the substrate via standard photolithography processing and reactive ion etching
(RIE). Before the photolithography step, the topside of the substrate is coated with FSC (front side coating)
to protect the nitride film. This FSC is removed after RIE by first soaking in acetone and then isopropanol
alcohol. The exposed silicon is then etched through by anisotropic wet etching with the bottom nitride
as the etch mask. The etchant is an 85% KOH solution heated to 85 to 90◦C, and during the etching a
magnetic stirrer is used to help the gas byproducts escape. At the end of the KOH etching, an optically
transparent membrane of 40 μm × 40 μm is left suspended on the topside of the wafer. Figure 1.5(a) is
an optical image of the suspended transparent membrane.
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FIGURE 1.4 Schematics of the nanopore fabrication process.
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FIGURE 1.5 (a) Optical image of the membrane (topside view). (b) TEM image of an etched-through nanopore.
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The wafer is carefully rinsed in water and then immersed in an isotropic silicon etchant (HNO3:H2O:HF
= 300:150:2) for 5 minutes to remove any remaining silicon nodules on the membrane and to round out
the sharp edges. The wafer is subsequently cleaned with the standard RCA cleaning process to remove any
organic and metallic contaminations and then loaded into a wet oxidation furnace to oxidize the exposed
silicon sidewalls for the purpose of preventing future electrical leakage current through the substrate. In
order to reduce the thermal stress to the membrane caused by this high-temperature process, the wafer is
loaded very slowly in and out of the furnace. A wet oxidation processing at 850◦C for 60 minutes grows
∼ 1000Å SiO2 on the sidewalls, which is enough to provide a good electrical insulation.

The last, and most critical, steps are the electron beam (e-beam) lithography and subsequent RIE etching
to open a nanometer scale pore on the membrane. For the e-beam patterning, the PMMA thickness is
200 nm (4% 495K in anisole spun at 3500 rpm) and the e-beam dosage is between 40 to 300 mC/cm2.
After the exposure, the wafer is developed in MIBK:IPA of 1:1 for 60 seconds and then loaded into an RIE
chamber to transfer the developed patterns. A CHF3/O2 plasma is used to etch the hole in the membrane
and the etching time is varied from 2 to 6 minutes for a 50-nm thick nitride film. The RIE chamber has to
be cleaned thoroughly by an O2 plasma before the etching and every 2 minutes during the etching to
remove the hydrocarbon residues deposited in the chamber. The etching is severely impeded deep in the
pore due to the redeposition of hydrocarbon on the sidewalls; therefore, the opening at the far side is much
smaller than that actually patterned, rendering a bowl-shaped cross section. After the etching is completed,
the PMMA residue is striped off in the O2 plasma.

SEM and TEM (Transmission Electron Microscope) examination and metallization have been used to
determine if a pore is etched through. If not, further etching is performed until the hole is completely
open. As an example, a TEM picture of an etched nanopore is shown in Figure 1.5(b). The size of the hole
is roughly 50 nm in diameter, small enough to be within the domain size of both the evaporated gold film
and the SAM layer. However, SEM and TEM examination is very time consuming and a more practical
way to verify whether the pore is etched open is to deposit metal contacts on both sides of the membrane
and measure the junction resistance. For a completely etched pore, I(V) measurement on a regular probe
station usually shows a good ohmic short with a resistance of several ohms. For a non-etched-through
device, I(V) measurement shows an open-circuit characteristic with a current level of ∼ pA at 1.0 Volt.

After the nanofabrication, 150 nm of gold is thermally evaporated onto the topside of the membrane
to fill the pore and form one of the metallic contacts. The device is then transferred into a molecular
solution to deposit the SAM. This deposition is done for 24 hours inside a nitrogen filled glove box with
an oxygen level of less than 100 ppm. The sample is then rinsed with the deposition solvent and quickly
loaded in ambient conditions into an evaporator with a cooling stage to deposit the opposing Au contact.
A challenging step in fabricating molecular junctions is to make the top electrical contact. During the
fabrication of metal–SAM–metal junctions, metallic materials deposited on the top of molecules often
either penetrate through the thin molecular layer or contact directly with the substrate via defect sites
(such as grain boundaries) in the monolayer, causing shorted circuit problems. Examination showed
that ∼ 90% of the devices were shorted with ambient temperature evaporation [74]; therefore, a low-
temperature deposition technique is adopted [24,95]. During the thermal evaporation under the pressure
of ∼ 10−8 Torr, liquid nitrogen is kept flowing through the cooling stage to minimize the thermal damage
to the molecular layer. This technique reduces the kinetic energy of evaporated Au atoms at the surface
of the monolayer, thus preventing Au atoms from punching through the SAM. For the same reason, the
evaporation rate is kept very low. For the first 10 nm of gold evaporated, the rate is less than 0.1Å/s. Then
the rate is increased slowly to 0.5 Å/s for the remainder of the evaporation, and a total of 200 nm of gold
is deposited to form the contact.

Preliminary I(V) measurements are carried out on a probe station at room temperature to screen out
the functioning devices from those exhibiting either short circuit (top and bottom electrodes are shorted
together) or open circuit (the nitride membrane is not etched through). The wafer is then diced into
individual chips and the working devices are bonded onto a 16-pin packaging socket for further electrical
characterizations.
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1.3.4 Lock-in Measurement for IETS Characterizations

The IETS signal, which is proportional to the second derivative of I(V), is usually measured by an AC mod-
ulation method, the so-called lock-in technique [29,31]. Theoretically, the signal can also be determined by
the mathematical differential approach that computes the numerical derivatives of the directly measured
I(V) characteristics [96]. But this is generally not feasible in practice. On the contrary, the lock-in second
harmonic detection technique measures a quantity directly proportional to d2I/dV2 [30,31]. During the
lock-in measurement, a small sinusoidal signal is applied to modulate the voltage across the device, and
the response of the current through the device to this modulation is studied. The detection of the first
(ω) and second (2ω) harmonic signals give the scaled values of the first and second derivatives of I(V),
respectively.

Experimentally, this modulation detection is realized by a lock-in amplifier. In our experiment, a typ-
ical DC source is used as the DC voltage provider, and a synthesized function generator is used as the AC
modulation source, as well as to provide the reference signal to the lock-in amplifier. The DC bias and AC
modulation are attenuated and mixed together by a custom-built voltage adder and then applied to the de-
vice under test (DUT). If a higher bias range is desired, a voltage shifter is included in the measurement setup
before the DUT to increase the DC base voltage. An I-V converter is used if the voltage input of the lock-in
amplifier is chosen for the measurement. The output of the lock-in amplifier is read by a digital multimeter.

1.4 Electronic Conduction Mechanisms in Self-Assembled
Alkanethiol Monolayers

1.4.1 Conduction Mechanisms of Metal-SAM-Metal Junctions

In a metal-SAM-metal system, just as in a metal-semiconductor-metal junction, the Fermi level alignment
is critical in determining the charge transport mechanism [97]. Created by the overlap of the atomic orbitals
of a molecule’s constituents, two molecular orbitals, lowest unoccupied molecular orbital (LUMO) and
highest occupied molecular orbital (HOMO), play similar roles as conduction band and valence band in
a semiconductor, respectively. The energy difference between them, the HOMO–LUMO gap, is typically
of the order of several electron volts [2,3]. In general, the Fermi level of the metallic contacts does not
energetically align with either the HOMO or the LUMO of the molecule, but instead lies close to the center
of the gap [98]. This energy level mismatch gives rise to a contact barrier, and depending on the height and
thickness of this barrier and the presence of defects, charge transport in such a metal-SAM-metal system
exhibits a variety of behaviors. Table 1.1 gives a summary of possible conduction mechanisms with their
characteristic behavior, temperature dependence, and voltage dependence [22,24,99–101].

Based on whether thermal activation is involved, the conduction mechanisms fall into two distinct
categories: (1) thermionic or hopping conduction which has temperature-dependent I(V) behavior, and
(2) direct tunneling or Fowler–Nordheim tunneling which does not have temperature-dependent I(V)
behavior. Thermionic emission is a process in which carriers overcome the metal-dielectric barrier by
thermal agitation, and the current has a strong dependence on temperature. The extra voltage term in

TABLE 1.1 Possible Conduction Mechanisms

Conduction Characteristics Temperature Voltage

Mechanism Behavior Dependence Dependence

Direct Tunneling J ∼ V exp(− 2d
h̄

√
2m�) None J ∼ V

Fowler-Nordheim Tunneling J ∼ V 2 exp(− 4d
√

2m�3/2

3qh̄V ) None ln( J
V 2 ) ∼ 1

V

Thermionic Emission J ∼ T 2 exp(− �−q
√

q V/4πεd
kT ) ln( J

T2 ) ∼ 1
T ln(J ) ∼ V

1
2

Hopping Conduction J ∼ V exp(− �
kT ) ln( J

V ) ∼ 1
T J ∼ V

J is the Current Density, d is the Barrier Width, T is the Temperature, V is the Applied Bias, and � is
the Barrier Height.
After Reference 99.
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the exponential is due to image-force correction and it lowers the barrier height at the metal–insulator
interface. Hopping conduction usually is defect-mediated, and in a hopping process the thermally activated
electrons hop from one isolated state to another, and the conductance also depends strongly on temperature.
However, unlike thermionic emission, there is no barrier-lowering effect in hopping transport. Tunneling
processes (both direct and Fowler–Nordheim tunnelings) do not depend on temperature (to first order),
but strongly depend on film thickness and voltage [99–101]. After a bias is applied, the barrier shape of
a rectangular barrier is changed to a trapezoidal form. Tunneling through a trapezoidal barrier is called
direct tunneling because the charge carriers are injected directly into the electrode. However, if the applied
bias becomes larger than the initial barrier height, the barrier shape is further changed from trapezoidal to
a triangular barrier. Tunneling through a triangular barrier, where the carriers tunnel into the conduction
band of the dielectric, is called Fowler–Nordheim tunneling or field emission [99,100].

For a given metal-insulator-metal system, certain conduction mechanism(s) may dominate in certain
voltage and temperature regimes. For example, thermionic emission usually plays an important role for
high temperatures and low barrier heights. Hopping conduction is more likely to happen at low applied
bias and high temperature if the insulator has a low density of thermally generated free carriers in the
conduction band. Tunneling transport will occur if the barrier height is large and the barrier width is thin.

Temperature-variable I(V) characterization is an important experimental technique to elucidate the
dominant transport mechanism and to obtain key conduction parameters such as effective barrier height.
This is especially crucial in molecular transport measurements where defect-mediated conduction often
complicates the analysis. For example, previous work on self-assembled thiol-terminated oligomers illus-
trated that one can deduce the basic transport mechanisms by measuring the I(V,T) characteristics [95]. It
has been found that the physisorbed aryl-Ti interface gave a thermionic emission barrier of approximately
0.25 eV [95]. Another study on Au-isocyanide SAM-Au junctions showed both thermionic and hopping
conductions with barriers of 0.38 and 0.30 eV, respectively [74].

In this research work, we investigate the charge transport mechanism of self-assembled alkanethiol
monolayers. I(V,T) characterizations are performed on certain alkanethiols to distinguish between different
conduction mechanisms. Electrical measurements are also carried out on alkanethiols with different
molecular length to further examine length-dependent transport behavior.

1.4.2 Previous Research on Alkanethiol SAMs

Alkanethiol SAM [CH3(CH2)n−1SH] is a molecular system whose structure and configuration are suffi-
ciently well-characterized such that it can serve as a test standard [11]. This system is useful as a control
since properly prepared alkanethiol SAM forms a single van der Waals crystal [11,23]. This system also
presents a simple classical MIM tunnel junction when fabricated between two metallic contacts due to its
large HOMO–LUMO gap of ∼ 8 eV [27,63–66].

Electronic transport through alkanethiol SAMs have been characterized by STM [70,73], conducting
atomic force microscopy [77–80], mercury-drop junctions [91,92,102,103], cross-wire junctions [89], and
electrochemical methods [104–106]. However, due to the physical configurations of these test structures it
is very hard, if not impossible, to perform temperature-variable measurements on the assembled molecular
layers; therefore, these investigations were done exclusively at ambient temperature, which is insufficient
for an unambiguous claim that the transport mechanism is tunneling (which is expected, assuming
that the Fermi level of the contacts lies within the large HOMO–LUMO gap). In the absence of I(V,T)
characteristics, other transport mechanisms such as thermionic, hopping, or filamentary conduction
can contribute and complicate the analysis. Previous I(V) measurements performed at room and liquid
nitrogen temperatures on Langmiur–Blodgett alkane monolayers exhibited a large impurity-dominated
transport component [107,108], further emphasizing the need and significance of I(V,T) measurement in
SAM characterizations.

Using the nanopore test structure that contains alkanethiol SAMs, we demonstrate devices that
allow I(V,T) and length-dependent measurements [24,25], and show that the experimental results can
be compared with theoretical calculations from accepted models of MIM tunneling.
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FIGURE 1.6 (a) Schematic of the nanopore structure used in this study. (b) Chemical structures of octanethiol,
dodecanethiol, and hexadecanethiol.

1.4.3 Sample Preparation

Electronic transport measurement on alkanethiol SAMs is performed using the nanopore testbed
[Figure 1.6(a)]. After 150 nm of gold is thermally evaporated onto the topside of the wafer, the sample
is transferred into a molecular solution to deposit the SAM layer. For our experiments, a ∼ 5 mM alka-
nethiol solution is prepared by adding ∼ 10 μL of alkanethiols into 10 mL of ethanol. The deposition is
done in solution for 24 hours inside a nitrogen-filled glove box with an oxygen level of less than 100 ppm.
Three alkanemonothiol molecules of different molecular lengths—octanethiol [CH3(CH2)7SH; denoted
as C8, for the number of alkyl units]; dodecanethiol [CH3(CH2)11SH, denoted as C12]; and hexade-
canethiol [CH3(CH2)15SH, denoted as C16]—were used to form the active molecular components. The
chemical structures of these molecules are shown in Figure 1.6(b). The sample is then rinsed with ethanol
and transferred to the evaporator for the deposition of 200 nm of gold onto the bottom side. Next, it is
packaged and loaded into a low-temperature cryostat for electrical characterizations.

In order to statistically determine the pore size, test patterns (arrays of pores) were created under the
same fabrication conditions (e-beam dose and etching time) as the real devices. Figure 1.7 shows a scanning
electron microscope image of one such test pattern array. This indirect method for the measurement of
device size is adopted because SEM examination of the actual device can cause hydrocarbon contamination
of the device and subsequent contamination of the monolayer. Using SEM, the diameters have been
examined for 112 pores fabricated with an e-beam dose of 100 mC/cm2 and an etching time of 4.5
minutes, 106 pores fabricated with an e-beam dose of 100 mC/cm2 and an etching time of 7 minutes,
130 pores fabricated with an e-beam dose of 200 mC/cm2 and etching time of 6 minutes, and 248 pores
fabricated with an e-beam dose of 300 mC/cm2 and an etching time of 6 minutes. These acquired diameters
were used as the raw data input file for the statistics software Minitab. Using Minitab, a regression analysis
has been conducted on the device size as a function of e-beam dose and etching time, and a general size
relation is obtained:

Size(in nm) = 35.0 + 0.027 × dose(in mC/cm2) + 1.63 × time(in min)

Using the same software, a device size under particular fabrication conditions can be predicted via
entering the fabrication dose and etching time. The error rage of the size is determined by specifying
a certain confidence interval. For example, the fabrication conditions for the C8, C12, and C16 devices
that are used in the length dependence study are an e-beam dose of 100 mC/cm2 and an etching time of
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500 nm

FIGURE 1.7 A representative scanning electron microscope image of an array of pores used to calibrate device size.
The scale bar is 500 nm.

7 minutes, 88 mC/cm2 and 4.5 minutes, and 85 mC/cm2 and 5 minutes, respectively. From the regression
analysis, the device sizes of the C8, C12, and C16 samples are predicted as 50 ± 8, 45 ± 2, and 45 ± 2 nm
in diameters with a 99% confidence interval, respectively. We will use these device sizes as the effective
contact areas. Although one could postulate that the actual area of metal that contacts the molecules may
be different, there is little reason to propose it would be different as a function of length over the range of
alkanethiols used, and at most it would be a constant systematic error.

1.4.4 Tunneling Characteristics of Alkanethiol SAMs

1.4.4.1 I(V,T) Characterization of Alkane SAMs

In order to determine the conduction mechanism of self-assembled alkanethiol molecular systems, I(V,T)
measurements in a sufficiently wide temperature range (300 to 80 K) and resolution (10 K) on dode-
canethiol (C12) were performed. Figure 1.8 shows representative I(V,T) characteristics measured with
the device structure shown in Figure 1.6(a). Positive bias in this measurement corresponds to electrons
injected from the physisorbed Au contact [the bottom contact in Figure 1.6(a)] into the molecules. By
using the contact area of 45 ± 2 nm in diameter determined from the SEM study, a current density of
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FIGURE 1.8 Temperature-dependent I(V) characteristics of dodecanethiol. I(V) data at temperatures from 300 to
80 K with 20 K steps are plotted on a log scale.
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FIGURE 1.9 (a) Arrhenius plot generated from the I(V,T) data in Figure 1.8 at voltages from 0.1 to 1.0 Volt with 0.1
Volt steps. (b) Plot of ln(I/V2) versus 1/V at selected temperatures to examine the Fowler–Nordheim tunneling.

1500 ± 200 A/cm2 at 1.0 Volt is obtained. No significant temperature dependence of the characteristics
from V = 0 to 1.0 Volt is observed over the temperature range from 300 to 80 K. An Arrhenius plot (ln I
versus 1/T) is shown in Figure 1.9(a), exhibiting little temperature dependence in the slopes of ln I versus
1/T at different biases, and thus indicating the absence of thermal activation. Therefore, we conclude
that the conduction mechanism through alkanethiol is tunneling contingent on demonstrating correct
molecular length dependence.

Based on the applied bias as compared with the barrier height (�B ), tunneling through a SAM layer
can be categorized into either direct (V < �B /e) or Fowler–Nordheim (V > �B /e) tunneling. These two
tunneling mechanisms can be distinguished by their distinct voltage dependencies (see Table 1.1). Analysis
of ln(I/V2) versus 1/V [in Figure 1.9(b)] of the C12 I(V,T) data shows no significant voltage dependence,
indicating no obvious Fowler–Nordheim transport behavior in the bias range of 0 to 1.0 Volt and thus
determining that the barrier height is larger than the applied bias, i.e., �B > 1.0 eV. This study is restricted
to applied biases ≤ 1.0 Volt and the transition from direct to Fowler–Nordheim tunneling requires higher
bias.
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FIGURE 1.10 (a) I(V,T) characteristics of an octanedithiol device measured from room temperature to 4.2 K (plotted
on a log scale). (b) Arrhenius plot generated from the I(V,T) data in (a) at voltages from 0.1 to 0.5 Volt with 0.05 Volt
steps.

I(V,T) characterizations have also been done on other alkane molecules. As an example, Figure 1.10(a)
shows the I(V,T) measurement of an octanedithiol device from 290 to 4.2 K. As the corresponding Arrhenius
plot [Figure 1.10(b)] exhibits, there is no thermal activation involved, confirming that the conduction
through alkane SAMs is tunneling.

As discussed in the previous section, temperature-variable I(V) measurement is a very important exper-
imental method in molecular transport characterizations. This importance is demonstrated by Figure 1.11.
Figure 1.11(a) shows a room-temperature I(V) characteristic of a device containing C8 molecules. The
shape of this I(V) looks very similar to that of a direct tunneling device. Indeed, it can be fit using the
Simmons model (see the next subsection), which gives a barrier height of 1.27 eV and an α of 0.96 (though
a larger value; see the next section). However, further I(V,T) measurements display an obvious tempera-
ture dependence [Figure 1.11(b)], which can be fit well to a hopping conduction model (Table 1.1) with a
well-defined activation energy of 190 meV, as illustrated by Figure 1.11(c). Another example is shown in
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FIGURE 1.11 (a) I(V) characteristic of a C8 device at 270 K. (b) Temperature dependence of the same device from
270 to 180 K (in 10-K increments). (c) Plot of ln(I/V) versus 1/T at various voltages. The line is the linear fitting, and
a hopping barrier of 190 meV is determined from this fitting.

Figure 1.12: Figure 1.12(a) shows the I(V) for a C12 device measured at 4.2 K, while Figure 1.12(b) is the
corresponding numerical differential conductance. Instead of displaying a direct tunneling conduction,
this device exhibits a Coulomb blockade behavior with an energy gap of ∼ 60 meV, which corresponds
to a device capacitance of 3 × 10−18F. These impurity-mediated transport phenomena are indicative of
the unintentional incorporation of a trap or defect level in the devices and I(V,T), and subsequent IETS
characterizations are needed to discover the correct conduction mechanism.

1.4.4.2 I(V) Fitting Using the Simmons Model

Having established tunneling as the main conduction mechanism of alkanethiols, we can now obtain the
transport parameters, such as the effective barrier height, by comparing our experimental I(V) data with
theoretical calculations from a tunneling model.

The current density (J) expression in the direct tunneling regime (V < �B /e) from the Simmons model
is expressed as [Equation (1.1); 36,91]:

J =
( e

4π2h̄ d2

){(
�B − eV

2

)
exp

[
−2(2m)1/2

h̄
α

(
�B − eV

2

)1/2

d

]

−
(

�B + eV

2

)
exp

[
−2(2m)1/2

h̄
α

(
�B + eV

2

)1/2

d

]}
(1.6)
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FIGURE 1.12 (a) I(V) characteristic of a C12 device at 4.2 K. (b) Numerical derivative of the I(V) in (a) exhibits a
gap due to the Coulomb blockade effect.

For molecular systems, the Simmons model has been modified with a unitless adjustable parameter
α [36,78,91]. α is introduced to account for the effective mass (m*) of the tunneling electrons through
a molecular wire. α = 1 corresponds to the case of a bare electron, which previously has been shown
not to fit I(V) data well for some alkanethiol measurements at fixed temperature (300 K) [91]. By fitting
individual I(V) data using Equation (1.6), �B and α can be found.

Equation (1.6) can be approximated in two limits: low bias and high bias, as compared with the barrier
height �B . In the low bias range, Equation (1.6) can be approximated as:

J ≈
(

(2m�B )1/2 e2α

h2d

)
V exp

[
−2(2m)1/2

h̄
α (�B )1/2 d

]
. (1.7)

To determine the high bias limit, we compare the relative magnitudes of the first and second exponential
terms in Equation (1.6). At high bias, the first term is dominant and thus the current density can be
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approximated as

J ≈
( e

4π2h̄ d2

)(
�B − eV

2

)
exp

[
−2(2m)1/2

h̄
α

(
�B − eV

2

)1/2

d

]
(1.8)

The tunneling currents in both bias regimes have exponential dependence on the barrier width d. In
the low bias regime, the tunneling current density is J ∝ 1

d exp(−β0d), where β0 is a bias-independent
decay coefficient:

β0 = 2(2m)1/2

h̄
α (�B )1/2 (1.9)

While in the high bias regime J ∝ 1
d2 exp(−βV d), where βv is a bias-dependent decay coefficient:

βV = 2(2m)1/2

h̄
α

(
�B − eV

2

)1/2

= β0

(
1 − eV

2�B

)1/2

(1.10)

At high bias, βV decreases as bias increases, which results from a barrier lowering effect due to the
applied bias.

The preceding distinction between low and high bias in the direct tunneling regime may seem unnec-
essary at first. However, it is needed to clarify the confusion and misleading conclusions present in current
literature and to deduce the decay coefficient expressions from a solid tunneling model. For example,
in previous publications [78,80], the expression of the decay coefficient βV [Equation (1.10)] has been
postulated and applied in the entire bias range from 0 to 1 [78] and 3 Volts [80], which are incorrect
according to Equation (1.6) since over these bias ranges there is no simple exponential dependence of
J ∝ exp(−βV d). In another published report [92], the correct Simmons equation [Equation (1.6)] has
been utilized to fit the measured I(V) data, but again the βV expression is used for the whole bias range.
Some groups [27,77–80,91] used the general quantum mechanical exponential law

G = G 0 exp(−β d) (1.11)

to analyze the length dependence behavior of the tunneling current, but this equation is incapable of
explaining the observed bias dependence of the decay coefficient β. On the contrary, in our study the
Simmons equation (1.6) is used to fit the I(V) data in the direct tunneling regime and is reduced to
Equation (1.7) in the low bias range to yield a similar bias-independent decay coefficient as Equation

(1.11). While in the high bias range, the exponential term of e−C
√

�B − eV
2 in Equation (1.6) dominants,

and thus Equation (1.6) is approximated by Equation (1.8), giving a bias-dependent coefficient βV . This
distinction between the low and high biases will be seen to explain the experimental data very well in a
later subsection.

Using the modified Simmons Equation (1.6), by adjusting two parameters �B and α a nonlinear least
squares fitting has been performed on the measured C12 I(V) data. The tunneling gap distance is the
length of the adsorbed alkanethiol molecule, which is determined by adding an Au-thiol bonding length of
2.3 Å to the length of the free molecule [77]. For C12, the length (therefore the gap distance) is calculated
as 18.2Å. By using a device size of 45 nm in diameter, the best fitting parameters (minimizing χ2) for the
room temperature C12 I(V) data were found to be �B = 1.42 ± 0.04 eV and α = 0.65 ± 0.01, where
the error ranges of �B and α are dominated by potential device size fluctuations of 2 nm. Figure 1.13(a)
shows this best-fitting result (solid curve) as well as the original I(V) data (circular symbol) on a linear
scale. A calculated I(V) for α 1 and �B = 0.65 eV (which gives the best fit at low bias range) is shown as
the dashed curve in the same figure, illustrating that with α1 only a limited region of the I(V) curve can
be fit (specifically here, for |V| < 0.3 Volt). The same plots are shown on a log scale in Figure 1.13(b). The
value of the fitting parameter αs obtained earlier, corresponds to an effective mass m* (= α2 m) of 0.42 m.

Likewise, I(V) measurements have also been performed on octanethiol (C8) and hexadecanethiol (C16)
SAMs. The Simmons fitting on C8 with an adsorbed molecular length of 13.3 Å (tunneling gap distance)
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FIGURE 1.13 Measured C12 I(V) data (circular symbol) is compared with calculation (solid curve) using the opti-
mum fitting parameters of �B = 1.42 eV and α = 0.65. The calculated I(V) from a simple rectangular model (α = 1)
with �B = 0.65 eV is also shown as the dashed curve. Current is plotted on (a) linear scale and (b) log scale.

and a device diameter of 50 ± 8 nm yields values of {�B = 1.83 ± 0.10 eV and α = 0.61 ± 0.01}.
Same fitting on C16 with a length of 23.2 Å and a device diameter of 45 ± 2 nm gives a data set of
{�B = 1.40 ± 0.03 eV, α = 0.68 ± 0.01}. The I(V) data and fitting results are shown in Figure 1.14(a)
and (b) for C8 and C16, respectively.

Nonlinear least square fittings on C12 I(V) data at different measurement temperatures allow us to
determine {�B , α} over the entire temperature range (300 to 80 K) and the fitting results show that �B

and α values are temperature-independent. From these fittings, average values of �B = 1.45 ± 0.02 eV
and α = 0.64 ± 0.01 are obtained [1σM (standard error)].

In order to investigate the dependence of the Simmons model fitting on �B and α, a fitting minimization
analysis is undertaken on the individual �B and α values, as well as their product form of α�

1/2
B in Equation

(1.9). (�B , α) = (�| Iexp,V – Ical ,V |2)1/2 is calculated and plotted, where Iexp,V is the experimental current
value and Ical ,V is the calculated one from Equation (1.6). A total of 7500 different {�B , α} pairs are used in
the analysis with �B , ranging from 1.0 to 2.5 eV (0.01 eV increment) and α from 0.5 to 1.0 (0.01 increment).
Figure 1.15(a) is a representative contour plot of (�B , α) versus �B and α generated for the C12 I(V)
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FIGURE 1.14 (a) Measured C8 I(V) data (symbol) are compared with calculations (the solid curve) using the
optimum fitting parameters of �B = 1.83 eV and α = 0.61. (b) Measured C16 I(V) data (symbol) are compared with
calculations (the solid curve) using the optimum fitting parameters of �B = 1.40 eV and α = 0.68.

data where darker regions represent smaller (�B , α), and various shades correspond to (�B , α)
with half order-of-magnitude steps. The darker regions also represent better fits of Equation (1.6) to the
measured I(V) data. In the inset in Figure 1.15(a), one can see there is a range of possible �B and α

values yielding good fittings. Although the tunneling parameters determined from the previous Simmons
fitting {�B = 1.42 eV and α = 0.65} lie within this region, there is also a distribution of other possible
values.

A plot of (�B , α) versus α�
1/2
B is shown in Figure 1.15(b). As it exhibits, except for the minimum point

of (�B , α), different �B and α pairs could give the same (�B , α) value. For this plot, the (�B , α) is
minimized at α�

1/2
B of 0.77 (eV)1/2, which yields a βo value of 0.79Å−1 from Equation (1.9). The C8 and

C16 devices show similar results, confirming that the Simmons fitting has a strong α�
1/2
B dependence. For

the C8 device, although �B obtained from the fitting is a little larger, combined α and �B give a similar
β0 value within the error range as the C12 and C16 devices. The values of �B and α for C8, C12, and C16
devices are summarized in Table 1.2, as well as the β0 values calculated from Equation (1.9).
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TABLE 1.2 Summary of Alkanethiol Tunneling Parameters Obtained Using the
Simmons Model

Molecules J at 1 V (A/cm2) �B (eV) α m* (m) β0 (Å−1)

C8 31,000 ± 10,000 1.83 ± 0.10 0.61 ± 0.01 0.37 0.85 ± 0.04
C12 1,500 ± 200 1.42 ± 0.04 0.65 ± 0.01 0.42 0.79 ± 0.02
C16 23 ± 2 1.40 ± 0.03 0.68 ± 0.01 0.46 0.82 ± 0.02

1.4.4.3 Length Dependence of the Tunneling Current through Alkanethiols

As discussed in Subsection 1.4.4.2 [Equations (1.7) and (1.8)], the tunneling currents in the low and
high bias ranges have an exponential dependence on the molecular length as J ∝ 1

d exp(−β0d) and
J ∝ 1

d2 exp(−βV d), respectively, where β0 and βV are the decay coefficients. In order to study this length-
dependent tunneling behavior, I(V) characterizations are performed on three alkanethiols of different
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FIGURE 1.16 Log plot of tunneling current densities (symbols) multiplied by molecular length d at low bias and by
d2 at high bias versus molecular length. The lines through the data points are linear fittings.

molecular length: C8, C12, and C16 [Figure 1.6(b)]. The adsorbed molecular length of C8, C12, and C16
are 13.3, 18.2, and 23.2Å, respectively, as used in the Simmons fitting. To define the boundary of the high
and low bias ranges, the relative magnitudes of the first and second exponential terms in Equation (1.6)
are evaluated. Using �B = 1.42 eV and α = 0.65 obtained from nonlinear least squares fitting of the C12
I(V) data, the second term becomes less than ∼ 10% of the first term at 0.5 Volt, which is chosen as the
bias boundary.

Figure 1.16 is a semi-log plot of the tunneling current density multiplied by molecular length—Jd at
low bias and Jd2 at high bias—as a function of the molecular length for these alkanethiols. As seen in this
figure, the tunneling currents (symbols) show exponential dependence on molecular lengths. The decay
coefficient β can be determined from the slopes of the linear fittings (lines in Figure 1.16) on the measured
data. The obtained β values at each bias are plotted in Figure 1.17(a) and the error bar of an individual
β value in this plot is determined by considering both the device size uncertainties and the linear fitting
errors.

As Figure 1.17(a) shows, in the low bias range (V < 0.5 V) the β values are almost independent of bias,
while in the high bias range (V > 0.5 V)β has bias dependence: β decreases as bias increases due to the
barrier lowering effect. From Figure 1.17(a), an average βw of 0.77 ± 0.06Å−1 can be calculated in the low
bias region. According to Equation (1.10), β2

V depends on bias V linearly in the high bias range. Figure
1.17(b) is a plot of β2

V versus V in this range (0.5 to 1.0 Volt) and a linear fitting of the data. �B = 1.35± .20
eV and α = 0.66 ± 0.04 are obtained from the intercept and slope of this fitting, respectively, which are
consistent with the values acquired from the nonlinear least squares fitting on the I(V) data in the previous
subsection.

Table 1.3 is a summary of previously reported alkanethiol transport parameters obtained by different
techniques [28]. The current densities (J) listed in Table 1.3 are for C12 monothiol or dithiol devices at
1 V, which are extrapolated for some techniques from published results of other length alkane molecules
using the exponential law of Equation (1.11). The large variation of J among reports can be attributed to
the uncertainties in device contact geometry and junction area, as well as complicating inelastic or defect
contributions. The βo value (0.77 ± 0.06 Å−1 ≈ 0.96 ± 0.08 per methylene) for alkanethiols obtained
in our study using the Simmons model is comparable to previously reported values as summarized in
Table 1.3.

Length-dependent analysis using the exponential equation (1.11) in the entire applied bias range
(0 to 1.0 V) has also been performed in order to compare with these reported β values. This gives
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FIGURE 1.17 (a) Plot of β versus bias in the low bias range (square symbol) and high bias range (circular symbol).
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β values from 0.84 to 0.73 Å−1 in the bias range from 0.1 to 1.0 Volt, which are similar to the reported
values. For example, Holmlin et al. reported a β value of 0.87 Å−1 by mercury-drop experiments [91],
Wold et al. have reported β of 0.94 Å−1, and Cui et al. reported β of 0.64 Å−1 for various alkanethiols by
using a conducting atomic force microscope technique [79,80]. However, these reported β were treated as
bias-independent quantities, contrary to the results from our study and those observed in a slightly dif-
ferent alkane system (ligand-encapsulated nanoparticle/alkane-dithiol molecules) [78]. Since all of these
experiments were performed at room temperature, the reported parameters have not been checked with
a temperature-dependent analysis and non-tunneling components can dramatically affect the derived
values.

1.4.4.4 I(V) Fitting Using the Franz Model

We can also analyze our experimental data using the Franz two-band model [37–42]. By considering the
contributions from both the conduction band and valence band, the Franz model empirically predicted a
non-parabolic E(k) relationship inside the bandgap, as expressed by Equation (1.4). By using this equation,
the effective mass of the tunneling electron can be deduced by knowing the barrier height of the tunnel
junction [41,109]. However, since there is no reliable experimental data on the Fermi level alignment in the
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TABLE 1.3 Summary of Alkanethiol Tunneling Parameters Obtained by Different Test
Structures

Junction β (Å−1) J (A/cm2) at 1 V �B (eV) Technique Ref.

(bilayer) monothiol 0.87 ± 0.1 25–200a) 2.1e) Hg-junction 91
(bilayer) monothiol 0.71 ± 0.08 0.7–3.5a) Hg-junction 102
monothiol 0.79 ± 0.01 1500 ± 200b) 1.4e) Solid M-I-M 24
monothiol 1.2 STM 70
dithiol 0.8 ± 0.08 3.5–5 ×105c) 5 ± 2f) STM 73
monothiol 0.73–0.95 1100–1900d) 2.2e) CAFM 77
monothiol 0.64–0.8 10–50d) 2.3e) CAFM 78
dithiol 0.46 ± 0.02 3–6 ×105c) 1.3–1.5e) CAFM 80
monothiol 1.37 ± 0.03 1.8f) Tuning fork AFM 141
monothiol 0.97 ± 0.04 Electrochemical 104
monothiol 0.85 Electrochemical 105
monothiol 0.91 ± 0.08 Electrochemical 106
monothiol 0.76 2 × 104 (at 0.1 V) 1.3–3.4g) Theory 122
monothiol 0.76 Theory 142
monothiol 0.79 Theory 143

Note:
(1) Some decay coefficient β are converted into the unit of Å−1 from the unit of per methylene.
(2) The junction areas are estimated by an optical microscopea), SEMb), assuming a single moleculec),
and Hertzian contact theoryd).
(3) Current densities (J) for C12 monothiol or dithiol at 1 V are extrapolated from published results
of other length molecules using the exponential law of G ∝ exp(−βb).
(4) Barrier height values are obtained from Simmons equatione), bias-dependence of β f), and theo-
retical calculationg).

Au-alkanethiol SAM-Au system, �B is unknown and is thus treated as an adjustable parameter together
with m* in our analysis. The imaginary k value is related to the decay coefficient β [k2 = −(β/2)2] obtained
from the length-dependent study. Using an alkanethiol HOMO–LUMO gap of 8 eV, a least squares fitting
has been performed on the experimental data, and Figure 1.18 shows the resultant E(k) relationship and
the corresponding energy band diagrams. The zero of energy in this plot is chosen as the LUMO energy.
The best fitting parameters obtained by minimizing χ2 are �B = 1.49±0.51 eV and m* = 0.43±0.15 m,

0.25 0.20 0.15 0.10 0.05 0.00
−8

−6

−4

−2

0

Hole tunneling

Electron tunneling

E 
(e

V)

−k2 (Å−2)

LUMO

HOMO
ΦB

ΦB

FIGURE 1.18 E(k) relationship generated from the length-dependent measurement data of alkanethiols. Solid and
open symbols correspond to electron and hole conductions, respectively. The solid curve is the Franz two-band E(k)
plot for m* = 0.43 m and Eg = 8 eV. The insets show the corresponding energy band diagrams.
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where the error ranges of �B and m* are dominated by the error fluctuations of β. Both electron tunneling
near the LUMO, and hole tunneling near the HOMO can be described by these parameters. �B = 1.49
eV indicates that the Fermi level is aligned close to one energy level in either case. The �B and m* values
obtained here are in reasonable agreement with previous results deduced from the Simmons model.

1.5 Inelastic Electron Tunneling Spectroscopy
of Alkanethiol SAMs

1.5.1 A Brief Review of IETS

As discussed previously, IETS was discovered by Jaklevic and Lambe in 1966 when they studied tunnel
junctions containing organic molecules and the vibrational modes of the molecules were detected by
electrons that tunneled inelastically through the barrier [29,43]. In the earlier stage of IETS, the tunnel
barrier was usually made of a metal oxide, therefore the choice of the metallic material was crucial since
it must be capable of forming a coherent and stable oxide layer with a thickness of several nanometers
[30,31,44]. For this purpose, aluminum was often utilized because of its good oxide quality. The molecular
species were then introduced by either vapor phase exposure or liquid solution deposition on the surface of
the barrier. Care also needed to be taken for top electrode deposition since high temperature evaporation
may destroy the adsorbed molecular layer [44]. IETS has been mostly used in the spectra range of 0 to 500
meV (0 to 4000 cm−1), which covers almost all molecular vibrational modes [30,31,44].

In the 1990s, another type of tunneling barrier was reported for IETS measurements [88]. This so-called
cross-wire structure replaces the metal oxide barrier with an inert gas film. In order to form the tunnel
junction, molecular species are mixed with the inert gas at a predetermined composition, and then are
introduced into the vacuum chamber, where they then condense on the wire surfaces [88,110]. Recently,
this test structure has been used again for the investigation of vibronic contributions to charge transport
across molecular junctions [111]. However, due to the difficulties in controlling the exact position of the
top wire, the top wire might not touch the other end of the molecules to form a perfect metal–SAM–metal
junction, or it might penetrate into the monolayer. Besides, no temperature-dependent measurement has
been reported using this structure.

Another important advance in this field is the realization of single molecular vibrational spectroscopy
by STM-IETS [112]. The possibility of performing IETS studies utilizing STM was discussed soon after
its invention [67]. However, due to the difficulties in achieving the extreme mechanical stability that is
necessary to observe small changes in tunneling conductance, this technique has only been realized recently
[112]. In the STM implementation of IETS, the metal–oxide–metal tunnel junction is replaced by an STM
junction consisting of a sharp metallic tip, a vacuum gap, and a surface with the adsorbed molecules. Using
STM-IETS, imaging and probing can be performed at the same time, and vibrational spectroscopy studies
on a single molecule can be achieved [112].

The advantage of inelastic tunneling spectroscopy over conventional optical vibrational spectroscopy
such as IR and Raman is its sensitivity [30,31]. IR spectroscopy is a well-developed technology and has
been used widely for studies of adsorbed species. It does not require cryogenic temperature measurement
and can be applied to a variety of substrates [30]. Raman spectroscopy is used when IR is difficult or
impossible to perform, such as for seeing vibrations of molecules in solvents that are infrared opaque
or for vibrations that are not infrared active [30]. Both IR and Raman have lower sensitivities compared
with IETS: they require 103 or more molecules to provide a spectrum. Since the interaction of electrons
with molecular vibrations is much stronger than that of photons, as small as one monolayer of molecules
is enough to produce good IETS spectra [44,45]. Additionally, IETS is not subject to the selection rules
of infrared or Raman spectroscopy. It has an orientational preference, as discussed earlier, but there are
no rigorous selection rules. Both IR and Raman active vibrational modes appear in IETS spectra with
comparable magnitudes [44,45].

After its discovery, IETS found many applications in different areas such as surface chemistry, radiation
damage, and trace substance detection, among many others [30,31]. It is a powerful spectroscopic tool for
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chemical identification purposes: the vibrational spectra can be used as fingerprints to identify the molec-
ular species confined inside a tunnel junction. It can also be used for chemical bonding investigations—in
a solid state junction, the breaking of various bonds can be monitored by the decrease in intensities of
the corresponding vibrational peaks, and the formation of new bonds can be monitored by the growth of
new vibrational peaks [30,31]. The application of IETS has branched out to the modern silicon industry
as well, where it is utilized to study phonons in silicon, the nature of the SiO2 tunneling barrier, interface
states in metal-oxide-semiconductor (MOS) systems, and high-k dielectrics [113,114].

In our study, IETS is utilized to identify the molecular species confined inside a solid state junction
[25]. The measurement is performed using the nanopore test structure. Unlike earlier tunnel junctions,
the nanopore uses the self-assembled molecules themselves as the tunnel barrier; thus, it creates oxide-free
junctions, and intrinsic molecular properties can be investigated. Because the tunneling current depends
exponentially on the barrier width, in the cross-wire and STM tunnel junctions a small change in the
tunneling gap distance caused by vibration of the top electrode can produce a large change in the junction
conductance, which can mask the conductance change associated with the inelastic channels. Compared
to these systems, the nanopore structure has direct metal-molecule contacts and a fixed top electrode,
and both ensures intrinsic contact stability and eliminates the preceding problems. The molecular species
used are the “control” molecules—alkane SAMs—which have been shown to form good insulating layers
and present well-defined tunnel barriers in previous studies.

1.5.2 Alkanethiol Vibrational Modes

Various spectroscopic techniques have been developed to help chemists investigate the chemical structures
of molecules and to study their interactions. These include mass spectrometry, nuclear magnetic resonance
(NMR) spectroscopy, infrared (IR) spectroscopy, ultraviolet (UV) spectroscopy, Raman spectroscopy, and
high-resolution electron energy loss spectroscopy (HREELS) [115–119]. The majority of these spectro-
scopic tools analyze molecules based on differences in how they absorb electromagnetic radiation [116].
A very important concept in molecular spectroscopies is the so-called group frequency. A molecule usually
consists of many atoms, and even though these atoms will move during a normal mode of vibration, most
of the motion can be localized within a certain molecular fragment that vibrates with a characteristic fre-
quency. Thus, the existence of a functional group can be inferred by the appearance of an absorption band
in a particular frequency range. In other words, we can detect the presence of a specific functional group
in a molecule by identifying its characteristic frequency [116,117]. By identifying individual functional
groups in a molecule, we can determine the molecule’s chemical composition.

As for the case of alkanethiol molecules, the important vibrational modes include the stretching
modes of C-C and C-S groups and various vibrations of the CH2 group. Figure 1.19 illustrates the avail-
able CH2 group vibrational modes, which include the symmetric and antisymmetric stretching modes,
in-plane scissoring and rocking modes, and out-of-plane wagging and twisting modes [25,116]. Each of
the different vibrational modes gives rise to a characteristic frequency in a spectroscopic spectrum.

Vibrational structures of self-assembled alkanethiols on Au(111) surface have been investigated by
spectroscopic tools such as IR, Raman, and HREELS, and a large literature exists on the subject. References
118–121 are representative publications in this field. For example, IR measurement was conducted at the
earlier stage to characterize the packing and orientation of the alkanethiol SAMs formed on the Au(111)
surface. The results suggest they are densely packed in a crystalline arrangement [26, 62]. It has also
been used by Castiglioni et al. to study the CH2 rocking and wagging vibrations and to obtain related
characteristic group frequencies [120]. Using Raman spectroscopy, Bryant et al. have investigated the C-C
stretching bands of alkanethiols on Au surfaces since these bands are weak in the IR spectra. They have also
characterized other vibrational features such as the C-S, S-H, and C-H stretching modes [121]. Duwez et
al. and Kato et al. utilized HREELS to study various vibrational structures of alkanethiol SAMs and the
Au-S bonding [118,119].

Table 1.4 is a summary of the alkanethiol vibrational modes obtained using the aforementioned spec-
troscopic methods [25,118–121]. In this table, the symbols of δs ,r and γw ,t denote in-plane scissoring (s)
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FIGURE 1.19 CH2 vibrational modes. After Ref. 115.

TABLE 1.4 Summary of Alkanethiol Vibrational Modes
Obtained from IR, Raman, and HREELS

Modes Methods Wavenumber (cm−1) (meV)

v(Au-S) HREELS 225 28
v(C-S) Raman 641 79

Raman 706 88
δr (CH2) HREELS 715 89

IR 720 89
IR 766 95
IR 925 115

v(C-C) HREELS 1050 130
Raman 1064 132
Raman 1120 139

γw ,t (CH2) IR 1230 152
HREELS 1265 157

IR 1283 159
IR 1330 165

δs (CH2) HREELS 1455 180
v(S-H) Raman 2575 319
vs (CH2) Raman 2854 354

HREELS 2860 355
vas (CH2) Raman 2880 357

Raman 2907 360
HREELS 2925 363

After Refs. 118–121.
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FIGURE 1.20 (a) Schematic of an octanedithiol device. (b) I(V) measurement data at room temperature (circular
symbol) and the fitting from Simmons equation (solid curve).

and rocking (r) and out-of-plane wagging (w) and twisting (t) modes, respectively. ν and νs ,as denote
tretching and CH2 group symmetrical (s) and antisymmetrical (as) stretching modes, respectively. These
characteristic group frequencies will be compared to the signal peaks in our acquired IETS spectra to
identify the molecular species confined in the device junction.

1.5.3 IETS of Octanedithiol SAM

Electrical measurements on octanedithiol SAM are performed with the nanopore structure discussed
earlier. The molecular solution is prepared by adding ∼ 10 μL octanedithiol to 10 mL ethanol. SAM
formation is carried out for 24 hours inside a nitrogen-filled glove box with an oxygen level of less than 5
ppm. Figure 1.20(a) shows the schematic of the device configuration. I(V,T) measurement from 4.2 to 290
K shows a tunneling transport behavior (see Figure 1.10). Figure 1.20(b) is the room temperature I(V)
measurement result with the fitting from the Simmons equation. Using a junction area of 51 ± 5 nm in
diameter obtained from statistical studies of the nanopore size with SEM, a current density of (9.3 ± 1.8)
× 104A/cm2 at 1.0 Volt is calculated. Using the modified Simmons model [Equation (1.6)], the transport
parameters of �B = 1.20 ± 0.03 eV and α = 0.59 ± 0.01 (m* = 0.34 m) are obtained for this C8 dithiol
device. As a comparison, the C8 monothiol device used in the length-dependent study has a current density
of (3.1±1.0)×104A/cm2 at 1.0 Volt, a barrier height of 1.83±0.10 eV, and anα of 0.61±0.01 (m*=0.37 m).
That the observed current density of the C8 dithiol device is approximately three times larger than that of
monothiol is consistent with previously published theoretical calculations and experimental data [122].
For example, Kaun et al. performed first-principle calculations on alkane molecules in a metal–SAM–metal
configuration using nonequilibrium Green’s functions combined with density functional theory [122].
They found that in an Au-alkanedithiol-Au device, although both Au leads are contacted by a sulfur atom,
the transport behavior is essentially the same as that of an alkanemonothiol device where only one Au
lead is contacted by sulfur. However, the current through alkanedithiols is found to be approximately
ten times larger than that through alkanemonothiols, which, they suggest, indicates that the extra sulfur
atom provides a better coupling between the molecule and the lead [122]. Experimental measurement on
alkanedithiol molecules has also been performed by Cui et al. using the conducting AFM technique, and
the result shows that alkanedithiol has ∼ 100 times larger current than alkanemonothiol has [78,80].

IETS measurements are performed on the molecular devices using the lock-in technique. The second
harmonic signal (proportional to d2I/dV2) is directly measured with a lock-in amplifier, which has also been
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FIGURE 1.21 (a) Lock-in 1 ω data and the numerical dI/dV obtained from I(V) measurement data. (b) Lock-in 2 ω

data and the numerical derivative of the lock-in 1 ω data in (a). All measurement data are taken at 4.2 K.

checked to be consistent with the numerical derivative of the first harmonic signal. As an example, Figure
1.21(a) shows the lock-in first harmonic measurement data compared with the numerical derivative of the
I(V) of the C8 dithiol device, while Figure 1.21(b) is the second harmonic measurement result checked
with the numerical derivative of the first harmonic signal (all of the data are taken at 4.2 K). As Figure
1.21(b) demonstrates, the IETS spectrum calculated from the numerical differential method is compatible
with that obtained from the lock-in second harmonic measurement; however, the lock-in measurement
yields a much more resolved spectrum.

Figure 1.22 shows the inelastic electron tunneling spectrum of the same C8 dithiol SAM device obtained
at T = 4.2 K. An AC modulation of 8.7 mV (rms value) at a frequency of 503 Hz is applied to the sample
to acquire the second harmonic signals. The spectra are stable and repeatable upon successive bias sweeps.
The spectrum at 4.2 K is characterized by three pronounced peaks in the 0 to 200 mV region at 33, 133,
and 158 mV. From comparison with previously reported IR, Raman, and HREEL spectra of alkanethiol
SAMs on Au(111) surfaces (Table 1.4) [118–121], these three peaks are assigned to Au-S stretching,
C-C stretching, and CH2 wagging modes of a surface bound alkanethiolate. The absence of a strong S-H
stretching signal at ∼ 329 mV suggests that most of the thiol groups have reacted with the gold bottom
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FIGURE 1.22 Inelastic electron tunneling spectrum of a C8 dithiol SAM obtained from lock-in second harmonic
measurement with an AC modulation of 8.7 mV (rms value) at a frequency of 503 Hz (T = 4.2 K). Peaks labeled * are
most probably background due to the encasing Si3N4.

and top contacts. Peaks are also reproducibly observed at 80, 107, and 186 mV. They correspond to C-S
stretching, CH2 rocking, and CH2 scissoring modes. The stretching mode of the CH2 groups appears as
a shoulder at 357 meV. The peak at 15 mV is due to vibrations from either Si, Au, or δ(C-C-C) since all
three materials have characteristic frequencies in this energy range [123,125]. We note that all alkanethiol
peaks without exception or omission occur in the spectra. Peaks at 58, 257, 277, and 302, as well as above
375 mV are likely to originate from Si-H and N-H vibrations related to the silicon nitride membrane
[123,126,127], which forms the SAM encasement. Measurement of the background spectrum from Si3N4

of an “empty” nanopore device with only gold contacts is hampered by either too low (open circuit) or
too high (short circuit) currents in such a device.

According to the IETS theory [128], molecular vibrations with net dipole moments perpendicular to
the tunneling junction interface have stronger peak intensities than vibrations with net dipole moments
parallel to the interface. In our device configuration [Figure 1.20(a)], the vibrational modes of Au-S, C-S,
and C-C stretching and CH2 wagging are perpendicular to the junction interface, while the vibrations of
the CH2 group rocking, scissoring, and stretching modes are parallel to the interface. In the obtained IETS
spectrum (Figure 1.22), the vibrations perpendicular to the junction interface produce peaks of stronger
intensities, while those vibrations parallel to the interface generate less dominant peaks. This experimental
observation of the relative IETS peak intensities is in good agreement with the theory.

1.5.4 Spectra Linewidth Study

In order to verify that the obtained spectra are indeed valid IETS data, the peak width broadening effect
is examined as a function of temperature and applied modulation voltage. IETS measurements have been
performed with different AC modulations at a fixed temperature, and at different temperatures with a fixed
AC modulation. Figure 1.23 shows the modulation dependence of the IETS spectra obtained at T = 4.2 K,
and the modulation voltages used are 11.6, 10.2, 8.7, 7.3, 5.8, 2.9, and 1.2 mV (rms values). According to
theoretical analysis, AC modulation will bring in a linewidth broadening of 1.7 Vrms for the full width at half
maximum (FWHM) [46]. Besides, the Fermi level smearing effect at finite temperature will also produce
a thermal broadening of 5.4 kT [43], and these two broadening effects add as squares [43,48]. In order to
determine the experimental FWHMs, a Gaussian distribution function is utilized to fit the spectra peaks
[48,129] and an individual peak is defined by its left and right minima. Figure 1.24 shows the modulation
broadening analysis of the C-C stretching mode at T = 4.2 K. The circular symbols are FWHMs of the
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FIGURE 1.23 Modulation dependence of IETS spectra obtained at 4.2 K.

experimental peaks obtained from the Gaussian fitting, and the square symbols are calculated values. The
error range of the experimental data is also determined by the Gaussian fitting. As shown in Figure 1.24,
the agreement is excellent over most of the modulation range; however, the saturation of the experimental
linewidth at low modulation bias indicates the existence of a non-negligible intrinsic linewidth.

Taking into account the known thermal and modulation broadenings, and including the intrinsic
linewidth (WI ), the measured experimental peak width (Wexp) is given by Equation (1.5):

Wexp =
√

W2
I + W2

thermal + W2
modulation

1 2 3 4 5 6 7 8 9 10 11 12
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M
 (m

V)
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FIGURE 1.24 Line broadening of the C-C stretching mode as a function of AC modulation. The circular symbols
are experimental FWHMs and the square symbols are theoretical calculations including both thermal and modulation
broadenings.
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FIGURE 1.25 Nonlinear least squares fitting (solid line) on the modulation broadening data (circular symbol) to
determine the intrinsic linewidth of the C-C stretching mode. The shaded bar indicates the expected saturation due to
this intrinsic linewidth and the thermal contribution at 4.2 K.

By treating WI as a fitting parameter, a nonlinear least squares fitting using Equation (1.5) on the AC
modulation data can be performed. Figure 1.25 shows the fitting result, and from this fitting an intrinsic
linewidth of 3.73 ± 0.98 meV can be obtained for the C-C stretching mode (the error range is determined
by the NLS fitting). The shaded bar in Figure 1.25 denotes the expected saturation due to this derived
intrinsic linewidth (including a 5.4 kT thermal contribution).

The broadening of the linewidth due to thermal effect can also be independently checked at a fixed
modulation voltage. Figure 1.26 shows the temperature dependence of the IETS spectra obtained with an
AC modulation of 8.7 mV (rms value) at temperatures of 4.2, 20, 35, 50, 65, and 80 K. Figure 1.27 shows the
thermal broadening analysis of the same C-C stretching mode. The circular symbols (and corresponding
error bars) are experimental FWHM values determined by the Gaussian fitting (and error of the fitting) to
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FIGURE 1.26 Temperature dependence of the IETS spectra obtained at a fixed modulation of 8.7 mV.
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FIGURE 1.27 Line broadening of the C-C stretching mode as a function of temperature. The circular symbols are
experimental FWHMs and the square symbols are calculations including thermal and modulation broadenings and
the intrinsic linewidth.

the experimental lineshapes. The square symbols are calculations included from thermal broadening, mod-
ulation broadening, and the intrinsic linewidth of 3.73 meV determined from the modulation broadening
analysis. The error ranges of the calculation (due to the intrinsic linewidth error) are approximately the size
of the data points. The agreement between theory and experiment is very good, spanning a temperature
range from below (×0.5) to above (×10) the thermally broadened intrinsic linewidth.

Similar linewidth investigation has also been carried out on other vibrational modes. For example,
Figure 1.28 shows the modulation broadening analysis on the Au-S stretching mode at 33 meV and the
CH2 wagging mode at 158 meV. For the Au-S stretching mode, the deviation of experimental data from
calculated values is little, indicating that its intrinsic linewidth is small. A linewidth upper limit of 1.69
meV is determined for this vibrational mode. For the CH2 wagging mode, a nonlinear least squares fitting
using Equation (1.5) [the solid curve in Figure 1.28(b)] gives an intrinsic linewidth of 13.5 ± 2.4 meV. For
other vibrational modes (because of the weak spectral peaks), the obtained FWHMs from the lineshape
fitting have large error ranges; thus, the intrinsic linewidths cannot be well resolved.
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FIGURE 1.28 Line broadenings as a function of AC modulation obtained at 4.2 K for (a) the Au-S stretching
mode and (b) the CH2 wagging mode. The circular symbols are experimental FWHMs and the square symbols are
calculations including both modulation and thermal contributions. A nonlinear least squares fitting using Equation
(1.5) to determine the intrinsic linewidth is shown as the solid curve in (b).
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The inspection of intrinsic linewidth was not generally considered in the classical IETS literatures [30,31].
Linewidth broadening effects due to thermal and modulation contributions have been explored; however,
the intrinsic linewidth was usually treated as negligible [44]. A recent report of the IETS intrinsic linewidth
comes from the STM-IETS study on the C-H stretching peak of a single HCCH molecule adsorbed on the
Cu(001) surface [48]. The reported value of 4 ± 2 meV is found to be consistent with the value of 6 ± 2
meV estimated for the hindered rotation of CO on Cu(001) from similar STM-IETS studies of the same
research group [48,129]. Nevertheless, by comparing to the intrinsic linewidth value of ∼ 6 cm−1 (∼ 0.75
meV) obtained from an IR study on the same type of molecules [130], the authors argue that the natural
linewidth is negligible and that this intrinsic linewidth may be dominated by instrumental broadening
originating from control electronics or the environment [48].

The preceding STM-IETS study reported only one intrinsic linewidth from the obtained spectrum [48].
Our nanopore-based IETS characterization produces a spectrum with multiple peaks originated from
different vibrational modes. The obtained intrinsic linewidths are different for different peaks; therefore,
they cannot be attributed to one systematic broadening effect, but rather are due to intrinsic molecular
device properties. Furthermore, analysis on Raman or IR spectra of alkanethiols on gold shows that the
spectral linewidths could be much larger than 1 meV, and different spectral peaks could have similar
linewidths. For example, linewidth fittings using both Lorentzian and Gaussian distribution functions on
a Raman spectrum [131] containing both Au-S stretching and CH2 wagging peaks yield linewidths of
∼ 6 meV and ∼ 5 meV, respectively. Therefore, such comparison provides little help in the understanding
of the origin of the intrinsic linewidths in our case.

A recent theoretical study by Galperin et al. on the linewidths of vibrational features in inelastic elec-
tron tunneling spectroscopy proposes that the intrinsic IETS linewidths are actually dominated by the
couplings of molecular vibrations to electron-hole pair excitations in the metallic electrodes [132]. Using
a nonequilibrium Green’s function (NEGF) approach, the authors have investigated a junction consisting
of two electrical leads bridged by a single molecule. After self-consistently solving the related Green’s func-
tions and self-energies, important junction characteristics such as the total tunneling current and intrinsic
linewidth of the vibrational feature can be estimated. It is found that the interaction of the bridge phonon
and the thermal environment contributes little (less than 0.1 meV) to the linewidth, and the dominant
part of the intrinsic linewidth comes from the coupling between the bridge phonon and the electronic
states of the electrodes [132]. Calculations show that the dominant part of the intrinsic linewidth has a
dependence on the bridge-electrode electrical couplings. For coupling parameters corresponding to the
nanopore structure, the calculated linewidth value exceeds 1 meV, which has the same order of magnitude
as that obtained from the experiment [132].

One might assume that an inhomogeneous contribution would be a dominant part of the measured
intrinsic linewidths because the nanopore junction contains several thousand molecules; however, it is
very unlikely such a contribution based on the number of molecules would give different linewidths for
different vibrational modes. Furthermore, the characterized linewidths from the nanopore method have
a similar order of magnitude to the STM-IETS measurement results, where only a single molecule is
examined [48,129].

The asymmetric line shapes and negative values of our IETS spectra such as those at 33 mV (Au-S
stretching) and 133 mV (C-C stretching) can also be explained by the same theoretical model [132–137].
Asymmetric features in IETS spectra have been observed in several cases in an aluminum oxide tunnel
junction and STM-IETS studies [138–140]. Theoretical investigations based on the same molecule-induced
resonance model found that the inelastic channel always gives positive contribution to the tunneling
conductance, while depending on the junction energetic parameters the contribution from the elastic
channel could be negative and, furthermore, could possibly overweight the positive contribution from
the inelastic channel and result in a negative peak in the IETS spectra [132,134,135]. The source of the
negative contribution of the elastic channel, which only happens at the threshold voltage of V = h̄ω/e ,
is the interference between the purely elastic current amplitude that does not involve electron-phonon
interaction and the elastic amplitude associated with the excitation and reabsorption of virtual molecular
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vibrations. By setting certain values of the couplings of the bridging molecular state with the electrodes in
the previously discussed model, numerical calculations have been performed to examine the change of the
IETS spectrum as a function of the molecular energy level [132,135]. However, an analytical expression is
needed from theoretical studies in order to fit the experimental data reported here and better understand
such features.

The experimental study presented in this work has also stimulated theoretical investigations, especially
first-principle simulations, of the alkanethiol IETS spectra in order to, for instance, understand the effect
of the molecule-metal contact geometry change on the tunneling spectra or to provide further details
in the peak assignments [144,145]. For example, Solomon et al. have used the Green’s function density-
functional tight-binding (“gDFTB”) method to exam an octanedithiol molecule sandwiched between two
gold electrodes [145]. As Figure 1.29 shows, the reported calculation result showed good agreement with
the experimental data [25, 145]. Based on the theoretical calculations, the authors proposed that some
experimental spectra peaks in the low bias region, which has previously been attributed to the Si3N4

matrix [25], could actually have molecular origins such as from the C-C-C scissoring vibrations [145].
By comparing the calculated IETS spectra of different molecular binding configurations, the authors have
also studied the effect of the contact geometry on the intensities of the peaks and showed that the IETS
spectra should have considerable variations with subtle changes of the binding sites [145].

In summary, our observed intrinsic linewidths of spectral peaks of different vibrational modes are
dominated by intrinsic molecular properties. Theoretical inspections using nonequilibrium Green’s func-
tion formalism on a simplified metal-single bridge molecule-metal model suggests that the coupling of
the molecular vibrational modes to the electronic continua of the electrodes makes a substantial con-
tribution to the spectral line shape and linewidth. The observed intrinsic linewidth differences can be
qualitatively explained by the linewidth dependence on the threshold voltage. By choosing appropriate
junction parameters, a quantitative comparison between theory and experiment is expected.
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1.6 Conclusion

Using a nanometer-scale device structure, we have performed temperature-dependent I(V) characteri-
zation for the first time on alkanethiol SAMs, and demonstrated unambiguously that tunneling is the
dominant conduction mechanism. Comparing to a standard model of metal–insulator–metal tunneling,
important transport parameters such as the barrier height have been derived, which qualitatively de-
scribed the tunneling process. In addition, the inelastic electron tunneling spectroscopy technique has been
applied to the study of molecular transport. This technique is used to fingerprint the chemical species inside
the molecular junction. The obtained spectra exhibit characteristic vibrational signatures of the confined
molecular species, presenting direct evidence of the presence of molecules in a molecular transport device
for the first time.

The field of “molecular electronics” is rich in proposals and promises of plentiful device concepts, but
unfortunately has a dearth of reliable data and characterization techniques upon which to test these ideas.
As our results have shown, a well-prepared self-assembled alkanethiol monolayer behaves as a good, thin
insulating film and shows understood “canonical” tunneling transport behavior. This molecular system
should be used as a standard control structure for future molecular transport characterizations. The
IETS technique has been proven to be a dependable tool for the identification of chemical species. It has
especially indispensable applications in solid state molecular devices, where other spectroscopic tools such
as IR or Raman are hard, if not impossible, to employ. The spectroscopic study conducted in this research
verified the characterization of intrinsic molecular properties; therefore, it should be generally utilized for
any future molecular transport investigations. Understanding the fundamental charge transport processes
in self-assembled monolayers is a challenging task. However, the model control system and the reliable
characterization methods presented in this research work should assist in guiding future research work
toward more interesting and novel molecular transport systems.
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2.1 Present Microelectronic Technology

Technology development and industrial competition have been driving the semiconductor industry to
produce smaller, faster, and more powerful logic devices. The concept that the number of transistors
per integrated circuit will double every 18–24 months due to advancements in technology is commonly
referred to as Moore’s Law, after Intel founder Gordon Moore, who made the prediction in a 1965 paper
with the prophetic title “Cramming More Components onto Integrated Circuits” [1]. At the time, he
thought his prediction would hold until at least 1975; however, the exponentially increasing rate of circuit
densification has continued into the present (see Graph 2.1).

In 2000, Intel introduced the Pentium 4, containing 42 million transistors, an amazing engineering
achievement. The increases in packing density of the circuitry are achieved by shrinking the linewidths
of the metal interconnects, by decreasing the size of other features, and by producing thinner layers
in the multilevel device structures. These changes are only brought about by the development of new
fabrication techniques and materials of construction. As an example, commercial metal interconnect
linewidths have decreased to 0.13 mm. The resistivity of Al at 0.13-mm linewidth, combined with its
tendency for electromigration (among other problems), necessitated the substitution of Cu for Al as the
preferred interconnect metal in order to achieve the 0.13-mm linewidth goal. Cu brings along its own
troubles, including its softness, a tendency to migrate into silicon dioxide (thus requiring a barrier coating
of Ti/TiN), and an inability to deposit Cu layers via the vapor phase. New tools for depositing copper using
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GRAPH 2.1 The number of transistors on a logic chip has increased exponentially since 1972. (Courtesy of
Intel Data.)

electroless electroplating, and new technologies for removing the metal overcoats—because copper does
not etch well—had to be developed to meet these and other challenges. To integrate Cu in the fabrication
line, innovations had to be made all the way from the front end to the back end of the process. These
changes did not come without cost, time, and herculean efforts.

2.2 Fundamental Physical Limitations of Present Technology

This top-down method of producing faster and more powerful computer circuitry by shrinking features
cannot continue due to fundamental physical limitations related to the material of construction of the
solid-state-based devices, which cannot be overcome by engineering. For instance, charge leakage becomes
a problem when the insulating silicon oxide layers are thinned to about three silicon atoms deep, which will
have been reached commercially by 2003–2004. Moreover, silicon loses its original band structure when it
is restricted to very small sizes. The lithography techniques used to create the circuitry on the wafers has
also neared its technological limits, although derivative technologies such as e-beam lithography, extreme
ultraviolet lithography (EUV) [2], and x-ray lithography are being developed for commercial applications.
A tool capable of x-ray lithography in the sub-100 nm range has been patented [3].

Financial roadblocks to continued increases in circuit density exist. Intel’s Fab 22, which opened in
Chandler, Arizona, in October 2001, cost $2 billion to construct and equip; and it is slated to produce logic
chips using copper-based 0.13-mm technology on 200-mm wafers. The cost of building a Fab is projected
to reach $15 to 30 billion by 2010 [4] and could be as much as $200 billion by 2015 [5]. The staggering
increase in cost is due to the extremely sophisticated tools needed to form the increasingly small features
of the devices. It is possible manufacturers may be able to take advantage of infrastructures already in
place to reduce the projected cost of introducing these new technologies, but much is uncertain because
the methods for achieving further increases in circuit density are unknown or unproven.

As devices increase in complexity, defect, and contamination, control becomes even more important
since defect tolerance is very low (nearly every device must work perfectly). For instance, cationic metallic
impurities in the wet chemicals, such as sulfuric acid, used in the fabrication process are measured in the
part-per-billion (ppb) range. With decreases in linewidth and feature size, the presence of a few ppb of
metal contamination could lead to low chip yields. Therefore, the industry has been driving suppliers to
produce chemicals with part-per-trillion (ppt) contamination levels, raising the cost of the chemicals used.

Depending on the complexity of the device, the number of individual processing steps used to make
them can be in the thousands [6]. It can take 30 to 40 days for a single wafer to complete the manufacturing



Molecular Electronic Computing Architectures 2-3

process. Many of the steps are cleaning steps, requiring some fabs to use thousands of gallons of ultra-pure
water per minute [7]. The reclaim of waste water is gaining importance in semiconductor fab operations
[8]. The huge consumption of water and its subsequent disposal can lead to problems where aquifers are
low and waste emission standards require expensive treatment technology.

A new technology that addresses only one of the potential problems we have discussed would be of
interest to the semiconductor industry. Indeed, it would be revolutionary if it produced faster and smaller
logic and memory chips, reduced complexity, saved days to weeks of manufacturing time, and reduced
the consumption of natural resources.

2.3 Molecular Electronics

How do we overcome the limitations of the present solid-state electronic technology? Molecular electronics
is a fairly new and fascinating research area that is firing the imagination of scientists as few research topics
have [9]. For instance, Science magazine labeled the hook-up of molecules into functional circuits the
breakthrough of the year for 2001 [10]. Molecular electronics involves the search for single molecules or
small groups of molecules that can be used as the fundamental units for computing (i.e., wires, switches,
memory, and gain elements) [11]. The goal is to use these molecules, designed from the bottom up to
have specific properties and behaviors, instead of present solid-state electronic devices constructed using
lithographic technologies from the top down.

The top-down approach is currently used in the silicon industry, wherein small features such as tran-
sistors are etched into silicon using resists and light, but the ever-increasing demand for densification is
stressing the industry. The bottom-up approach, on the other hand, implies the construction of functional-
ity into small features, such as molecules, with the opportunity to have the molecules further self-assemble
into higher-ordered structural units such as transistors. Bottom-up methodologies are quite natural in
that all systems in nature are constructed bottom-up. For example, molecules with specific features assem-
ble to form higher-order structures such as lipid bilayers. Further self-assembly, albeit incomprehensibly
complex, causes assembly into cells, and finally into higher-life forms. Hence, utilization of a diversity of
self-assembly processes could lead to enormous advances in future manufacturing processes once scientists
learn to further control specific molecular-level interactions.

Ultimately, given technological advancements, molecular electronics proponents believe purposeful
bottom-up design will be more efficient than the top-down method, and that the incredible structural
diversity available to the chemist will lead to more effective molecules, thus approaching optional function-
ality for each application. A single mole of molecular switches, weighing about 450 g and synthesized in
small reactors (a 22-L flask might suffice for most steps of the synthesis), contains 6 × 1023 molecules—a
number greater than all the transistors ever made. While we do not expect to build a circuit in which each
single molecule is both addressable and connected to a power supply (at least not in the first few genera-
tions), the extremely large numbers of switches available in a small mass illustrate one reason molecular
electronics can be a powerful tool for future computing development.

The term molecular electronics covers a broad range of topics. Petty, Bryce, and Bloor recently explored
molecular electronics [12], and using their terminology, here we will focus on molecular-scale electronics
instead of molecular materials for electronics. Molecular materials for electronics deal with films or crystals
(i.e., thin-film transistors or light-emitting diodes) that contain many trillions of molecules per functional
unit, the properties of which are measured on the macroscopic scale. Molecular-scale electronics, on the
other hand, deal with one to a few thousand molecules per device.

2.4 Computer Architectures Based on Molecular Electronics

In this section, we will initially discuss three general architectural approaches that researchers are con-
sidering to build computers based on molecular-scale electronics and the advances made in these three
areas in the years 1998 to 2001. In addition, we will touch upon the progress made in measuring the
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electrical characteristics of molecular switches and in designing logic devices using molecular electronics
components.

The first approach to molecular computing, based on quantum cellular automata (QCA), was briefly
discussed in our prior review [11]. This method relies on electrostatic field repulsions to transport infor-
mation throughout the circuitry. One major benefit of the QCA approach is that heat dissipation is less of
an issue because only one to fractions of an electron are used rather than the 16,000 to 18,000 electrons
needed for each bit of information in classical solid-state devices.

The second approach is based on the massively parallel solid-state Teramac computer developed at
Hewlett-Packard (HP) [4] and involves building a similar massively parallel computing device using
molecular electronics–based crossbar technologies proposed to be very defect-tolerant [13]. When
applied to molecular systems, this approach is proposed to use single-walled carbon nanotubes (SWNT)
[14–18] or synthetic nanowires [14,19–22] for crossbars. As we will see, logic functions are performed
either by sets of crossed and specially doped nanowires, or by molecular switches placed at each crossbar
junction.

The third approach uses molecular-scale switches as part of a nanocell, a new concept that is a hybrid
between present silicon-based technology and technology based purely on molecular switches and molec-
ular wires (in reality, the other two approaches will also be hybrid systems in their first few generations)
[23]. The nanocell relies on the use of arrays of molecular switches to perform logic functions but does not
require that each switching molecule be individually addressed or powered. Furthermore, it utilizes the
principles of chemical self-assembly in construction of the logic circuitry, thereby reducing complexity.
However, programming issues increase dramatically in the nanocell approach.

While solution phase–based computing, including DNA computing [24], can be classified as molecular-
scale electronics, it is a slow process due to the necessity of lining up many bonds, and it is wedded to the
solution phase. It may prove to be good for diagnostic testing, but we do not see it as a commercially viable
molecular electronics platform; therefore, we will not cover it in this review.

Quantum computing is a fascinating area of theoretical and laboratory study [25–28], with several
articles in the popular press concerning the technology [29,30]. However, because quantum computing is
based on interacting quantum objects called qubits, and not molecular electronics, it will not be covered
in this review. Other interesting approaches to computing such as “spintronics” [31] and the use of light
to activate switching [32] will also be excluded from this review.

2.4.1 Quantum Cellular Automata (QCA)

Quantum dots have been called artificial atoms or boxes for electrons [33] because they have discrete
charge states, energy-level structures similar to atomic systems, and can contain from a few thousand
electrons to only one. They are typically small electrically conducting regions, 1 mm or less in size, with
a variety of geometries and dimensions. Because of the small volume, the electron energies are quantized.
No shell structure exists; instead, the generic energy spectrum has universal statistical properties associated
with quantum chaos [34]. Several groups have studied the production of quantum dots [35]. For example,
Leifeld and co-workers studied the growth of Ge quantum dots on silicon surfaces that had been precovered
with a 0.05 to 0.11 monolayer of carbon [36], (i.e., carbon atoms replaced about five to ten of every 100
silicon atoms at the surface of the wafer). It was found that the Ge dots grew directly over the areas of the
silicon surface where the carbon atoms had been inserted.

Heath discovered that hexane solutions of Ag nanoparticles, passivated with octanethiol, formed spon-
taneous patterns on the surface of water when the hexane was evaporated [37]; and he prepared superlattices
of quantum dots [38,39]. Lieber investigated the energy gaps in “metallic” single-walled carbon nanotubes
[16] and used an atomic-force microscope to mechanically bend SWNT in order to create quantum
dots less than 100 nm in length [18]. He found that most metallic SWNT are not true metals, and that by
bending the SWNT, a defect was produced that had a resistance of 10 to 100 kW. Placing two defects less
than 100 nm apart produced the quantum dots.
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“1”“0”

FIGURE 2.1 The two possible
ground-state polarizations, denoted
“0” and “1,” of a four-dot QCA cell.
Note that the electrons are forced
to opposite corners of the cells by
Coulomb repulsion.

One proposed molecular computing structural paradigm that uti-
lizes quantum dots is termed a quantum cellular automata (QCA)
wherein four quantum dots in a square array are placed in a cell such that
electrons are able to tunnel between the dots but are unable to leave the
cell [40]. As shown in Figure 2.1, when two excess electrons are placed
in the cell, Coulomb repulsion forces the electrons to occupy dots on
opposite corners. The two ground-state polarizations are energetically
equivalent and can be labeled logic “0” or “1.” Flipping the logic state
of one cell (for instance, by applying a negative potential to a lead near
the quantum dot occupied by an electron) results in the next-door cell
flipping ground states in order to reduce Coulomb repulsion. In this
way, a line of QCA cells can be used to do computations.

A simple example is shown in Figure 2.2, the structure of which could be called a binary wire, where
a “1” input gives a “1” output. All of the electrons occupy positions as far away from their neighbors as
possible, and they are all in a ground-state polarization. Flipping the ground state of the cell on the left
end results in a domino effect, where each neighboring cell flips ground states until the end of the wire is
reached.

An inverter built from QCA cells is shown in Figure 2.3—the output is “0” when the input is “1.” A QCA
topology that can produce AND and OR gates is called a majority gate [41] and is shown in Figure 2.4,
where the three input cells “vote” on the polarization of the central cell. The polarization of the central cell
is then propagated as the output. One of the inputs can be designated a programming input and determines
whether the majority gate produces an AND or an OR. If the programming gate is a logic 0, then the result
shown in Figure 2.4 is OR while a programming gate equal to logic 1 produces a result of AND.

A QCA fan-out structure is shown in Figure 2.5. Note that when the ground state of the input cell is
flipped, the energy put into the system may not be enough to flip all the cells of both branches of the
structure, producing long-lived metastable states and erroneous calculations. Switching the cells using a
quasi-adiabatic approach prevents the production of these metastable states [42].

Amlani and co-workers have demonstrated experimental switching of 6-dot QCA cells [43–45]. The
polarization switching was accomplished by applying biases to the gates of the input double-dot of a cell
fabricated on an oxidized Si surface using standard Al tunnel junction technology, with Al islands and leads
patterned by e-beam lithography, followed by a shadow evaporation process and an in situ oxidation step.
The switching was experimentally verified in a dilution refrigerator using the electrometers capacitively
coupled to the output double-dot.

A functioning majority gate was also demonstrated by Amlani and co-workers [46], with logic AND
and OR operations verified using electrometer outputs after applying inputs to the gates of the cell. The
experimental setup for the majority gate is shown in Figure 2.6, where the three input tiles—A, B, and C—
were supplanted by leads with biases equivalent to the polarization states of the input cells. The negative
or positive bias on a gate mimicked the presence or absence of an electron in the input dots of the tiles
A, B, and C that were replaced. The truth table for all possible input combinations and majority gate
output is shown in Figure 2.7. The experimental results are shown in Figure 2.8. A QCA binary wire has
been experimentally demonstrated by Orlov and co-workers [47], and Amlani et al. have demonstrated a
leadless QCA cell [48], Bernstein et al. demonstrated a latch in clocked QCA devices [49].

While the use of quantum dots in the demonstration of QCA is a good first step in reduction to practice,
the ultimate goal is to use individual molecules to hold the electrons and pass electrostatic potentials

Input 1 Output 1

FIGURE 2.2 A simple QCA cell logic line where a logic input of 1 gives a logic output of 1.
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Input 1 Output 0

FIGURE 2.3 An inverter built using QCA cells such that a logic input of 1 yields a logic output of 0.

Input A = 1

Output = 1Input  B = 0

Input C = 1

FIGURE 2.4 A QCA majority cell in which the three input cells A, B, and C determine the ground state of the center
cell, which then determines the logic of the output. A logic input of 0 gives a logic output of 1.

Output 1 

Output 1 

Input 1  

FIGURE 2.5 A fan-out constructed of QCA cells. A logic input of 1 produces a logic output of 1 at both ends of the
structure.
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FIGURE 2.6 A QCA majority cell as set up experimentally in a nonmolecular system.

OutputCBA
0000
0100
1110
0010
1011
1111
1101
0001

FIGURE 2.7 The logic table for the QCA majority cell.
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FIGURE 2.8 Demonstration of majority gate operation, where A to C are inputs in Gray code. The first four and
last four inputs illustrate AND and OR operations, respectively. (D) An output characteristic of majority gate where
t0 = 20 s is the input switching period. The dashed stair step–like line shows the theory for 70 mK; the solid line
represents the measured data. Output high (VOH) and output low (VOL) are marked by dashed horizontal lines.
(Reprinted from Amlani, I., Orlov, A.O., Toth, G., Bernstein, G.H., Lent, C.S., and Snider, G.L. Science, 284, 289, 1999.
c© 1999 American Association for the Advancement of Science. With permission.)
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down QCA wires. We have synthesized molecules shown by ab initio computational methods to have
the capability of transferring information from one molecule to another through electrostatic poten-
tial [50]. Synthesized molecules included three-terminal molecular junctions, switches, and molecular
logic gates.

The QCA method faces several problems that need to be resolved before QCA-based molecular com-
puting can become reality. While relatively large quantum-dot arrays can be fabricated using existing
methods, a major problem is that placement of molecules in precisely aligned arrays at the nanoscopic
level is very difficult to achieve with accuracy and precision. Another problem is that degradation of only
one molecule in the array can cause failure of the entire circuit. There has also been some debate about
the unidirectionality (or lack thereof) of QCA designs [47,51–52]. Hence, even small examples of two-
dots have yet to be demonstrated using molecules, but hopes remain high and researchers continue their
efforts.

A B C Output

0 0 0 0
0 0 1 0
0 1 1 1
0 1 0 0
1 1 0 1
1 1 1 1
1 0 1 1
1 0 0 0

2.4.2 Crossbar Arrays

Heath, Kuekes, Snider, and Williams recently reported on a massively parallel experimental computer that
contained 220,000 hardware defects yet operated 100 times faster than a high-end single processor work-
station for some configurations [4]. The solid-state-based (not molecular electronic) Teramac computer
built at HP relied on its fat-tree architecture for its logical configuration. The minimum communication
bandwidth necessary to the fat-tree architecture was determined by utilizing Rent’s rule, which states that
the number of wires coming out of a region of a circuit should scale with the power of the number of devices
(n) in that region, ranging from n1/2 in two dimensions to n2/3 in three dimensions. The HP workers
built in excess bandwidth, putting in many more wires than needed. The reason for the large number of
wires can be understood by considering the simple but illustrative city map depicted in Figure 2.9. To get
from point A to point B, one can take local streets, main thoroughfares, freeways, interstate highways, or
any combination thereof. If there is a house fire at point C, and the local streets are blocked, then by using
the map it is easy to see how to go around that area to get to point B. In the Teramac computer, street
blockages are stored in a defect database. When one device needs to communicate with another device, it
uses the database and the map to determine how to get there. The Teramac design can therefore tolerate a
large number of defects.

In the Teramac computer (or a molecular computer based on the Teramac design), the wires that make
up the address lines controlling the settings of the configuration switches and the data lines that link the
logic devices are the most important and plentiful part of the computer. It is logical that a large amount of
research has been done to develop nanowires (NWs) that could be used in the massively parallel molecular
computer. Recall that nanoscale wires are needed if we are to take advantage of the smallness in size of
molecules.

Lieber has reviewed the work done in his laboratory to synthesize and determine the properties of NWs
and nanotubes [14]. Lieber used Au or Fe catalyst nanoclusters to serve as the nuclei for NWs of Si and
GeAs with 10-nm diameters and lengths of hundreds of nanometer. By choosing specific conditions, Lieber
was able to control both the length and the diameter of the single crystal semiconductor NW [20]. Silicon
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FIGURE 2.9 A simple illustration of the defect tolerance of the Teramac computer. In a typical city, many routes are
available to get from point A to point B. One who dislikes traffic might take only city streets (thin lines), while others
who want to arrive faster may take a combination of city streets and highways (thick lines). If there was a house fire at
point C, a traveler intent on driving only on city streets could look at the map and determine many alternate routes
from A to B.

NW doped with B or P were used as building blocks by Lieber to assemble semiconductor nanodevices
[21]. Active bipolar transistors were fabricated by crossing n-doped NW with p-type wire base. The doped
wires were also used to assemble complementary inverter-like structures.

Heath reported the synthesis of silicon NW by chemical vapor deposition using SiH4 as the Si source and
Au or Zn nanoparticles as the catalytic seeds at 440◦C [22,53]. The wires produced varied in diameter from
14 to 35 nm and were grown on the surface of silicon wafers. After growth, isolated NWs were mechanically
transferred to wafers; and Al contact electrodes were put down by standard e-beam lithography and
e-beam evaporation such that each end of a wire was connected to a metallic contact. In some cases, a gate
electrode was positioned at the middle of the wire (Figure 2.10). Tapping AFM indicated the wire in this
case was 15 nm in diameter.

Heath found that annealing the Zi–Si wires at 550◦C produced increased conductance attributed to
better electrode/nanowire contacts (Figure 2.11). Annealing Au–Si wires at 750◦C for 30 minutes increased
current about 104, as shown in Figure 2.12—an effect attributed to doping of the Si with Au, and lower
contact resistance between the wire and the Ti/Au electrodes.

Much research has been done to determine the value of SWNT as NW in molecular computers. One
problem with SWNT is their lack of solubility in common organic solvents. In their synthesized state,
individual SWNT form ropes [54] from which it is difficult to isolate individual tubes. In our laboratory,
some solubility of the tubes was seen in 1,2-dichlorobenzene [55]. An obvious route to better solubilization
is to functionalize SWNT by attachment of soluble groups through covalent bonding. Margrave and Smalley
found that fluorinated SWNT were soluble in alcohols [56], while Haddon and Smalley were able to dissolve
SWNT by ionic functionalization of the carboxylic acid groups present in purified tubes [57].

We have found that SWNT can be functionalized by electrochemical reduction of aryl diazonium salts
in their presence [58]. Using this method, about 1 in 20 carbon atoms of the nanotube framework are
reacted. We have also found that the SWNT can be functionalized by direct treatment with aryl diazonium
tetrafluoroborate salts in solution or by in situ generation of the diazonium moiety using an alkyl nitrite
reagent [59]. These functional groups give us handles with which we can direct further, more selective
derivatization.

Unfortunately, fluorination and other sidewall functionalization methods can perturb the electronic
nature of the SWNT. An approach by Smalley [54,60] and Stoddart and Heath [17] to increase the solubility
without disturbing the electronic nature of the SWNT was to wrap polymers around the SWNT to break
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FIGURE 2.10 (Top) SEM image of a three-terminal device, with the source (S), gate (G), and drain (D) labeled.
(Bottom) Tapping mode AFM trace of a portion of the silicon nanowire (indicated with the dashed arrow in the SEM
image), revealing the diameter of the wire to be about 15 nm. (Reprinted from Chung, S.–W., Yu, J.–Y, and Heath, J.R.,
Appl. Phys. Lett., 76, 2068, 2000. c© 2000 American Institute of Physics. With permission.)

up and solubilize the ropes but leave individual tube’s electronic properties unaffected. Stoddart and Heath
found the SWNT ropes were not separated into individually wrapped tubes; the entire rope was wrapped.
Smalley discovered that individual tubes were wrapped with polymer; the wrapped tubes did not exhibit
the roping behavior. While Smalley was able to demonstrate removal of the polymer from the tubes, it is
not clear how easily the SWNT can be manipulated and subsequently used in electronic circuits. In any
case, the placement of SWNT into controlled configurations has been by a top-down methodology for the
most part. Significant advances will be needed to take advantage of controlled placement at dimensions
that exploit a molecule’s small size.

Lieber proposed an SWNT-based nonvolatile random access memory device comprising a series of
crossed nanotubes, wherein one parallel layer of nanotubes is placed on a substrate, and another layer of
parallel nanotubes, perpendicular to the first set, is suspended above the lower nanotubes by placing them
on a periodic array of supports [15]. The elasticity of the suspended nanotubes provides one energy minima,
wherein the contact resistance between the two layers is zero and the switches (the contacts between the
two sets of perpendicular NWs) are OFF. When the tubes are transiently charged to produce attractive
electrostatic forces, the suspended tubes flex to meet the tubes directly below them and a contact is made,
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FIGURE 2.11 Three-terminal transport measurements of an as-prepared 15-nm Si nanowire device contacted with
Al electrodes (top) and the same device after annealing at 550◦C (bottom). In both cases, the gating effect indicates
p-type doping. (Reprinted from Chung, S.–W., Yu, J.–Y, and Heath, J.R., Appl. Phys. Lett., 76, 2068, 2000. American
Institute of Physics. With permission.)
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FIGURE 2.12 I(V) characteristics of Au-nucleated Si nanowires contacted with Ti/Au electrodes, before (solid line,
current axis on left) and after (dashed line, current axis on right) thermal treatment (750◦C, 1 h). After annealing, the
wire exhibits metallic-like conductance, indicating it has been heavily doped. (Reprinted from Chung, S.–W., Yu, J.–Y,
and Heath, J.R., Appl. Phys. Lett., 76, 2068, 2000. American Institute of Physics. With permission.)

representing the ON state. The ON/OFF state can be read by measuring the resistance at each junction and
can be switched by applying voltage pulses at the correct electrodes. This theory was tested by mechanically
placing two sets of nanotube bundles in a crossed mode and measuring the I(V) characteristics when the
switch was OFF or ON (Figure 2.13). Although they used nanotube bundles with random distributions
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FIGURE 2.13 Bistable nanotubes device potential. (a) Plots of energy, Et = EvdW + Eelas, for a single 20-nm device
as a function of separation at the cross point. The series of curves corresponds to initial separations of 0.8, 1.0, 1.2,
1.4, 1.6, 1.8, 2.0, 2.2, and 2.4 nm, with two well-defined minima observed for initial separations of 1.0 to 2.0 nm.
These minima correspond to the crossing nanotubes being separated and in cdW contact. (b) Calculated structures
of the 20-nm (10, 10) SWNT device element in the OFF (top) and ON (bottom) states. The initial separation for
this calculation was 2.0 nm; the silicon support structures (elastic modulus of 168 Gpa) are not shown for clarity.
(Reprinted from Rueckes, T., Kim, K., Joselevich, E., Tseng, G.Y., Cheung, C.–L., and Lieber, C.M., Science, 289, 94,
2000. c© 2000 American Association for the Advancement of Science. With permission.)

of metallic and semiconductor properties, the difference in resistance between the two modes was a factor
of 10, enough to provide support for their theory.

In another study, Lieber used scanning tunneling microscopy (STM) to determine the atomic struc-
ture and electronic properties of intramolecular junctions in SWNT samples [16]. Metal–semiconductor
junctions were found to exhibit an electronically sharp interface without localized junction states while
metal–metal junctions had a more diffuse interface and low-energy states.

One problem with using SWNT or NW as wires is how to guide them in formation of the device
structures—i.e., how to put them where you want them to go. Lieber has studied the directed assembly
of NWs using fluid flow devices in conjunction with surface patterning techniques and found that it
was possible to deposit layers of NW with different flow directions for sequential steps [19]. For surface
patterning, Lieber used NH2-terminated surface strips to attract the NW; in between the NH2-terminated
strips were either methyl-terminated regions or bare regions, to which the NW had less attraction. Flow
control was achieved by placing a poly(dimethylsiloxane) (PDMS) mold, in which channel structures
had been cut into the mating surface, on top of the flat substrate. Suspensions of the NW (GaP, InP, or
Si) were then passed through the channels. The linear flow rate was about 6.40 mm/s. In some cases,
the regularity extended over mm-length scales, as determined by scanning electron microscopy (SEM).
Figure 2.14 shows typical SEM images of their layer-by-layer construction of crossed NW arrays.

While Lieber has shown it is possible to use the crossed NWs as switches, Stoddart and Heath have
synthesized molecular devices that would bridge the gap between the crossed NWs and act as switches
in memory and logic devices [61]. The UCLA researchers have synthesized catenanes (Figure 2.15) and
rotaxanes (Figure 2.16) that can be switched OFF and ON using redox chemistry. For instance, Langmuir–
Blodgett films were formed from the catenane in Figure 2.15, and the monolayers were deposited on
polysilicon NW etched onto a silicon wafer photolithographically. A second set of perpendicular titanium
NW was deposited through a shadow mask, and the I(V) curve was determined. The data, when compared
to controls, indicated that the molecules were acting as solid-state molecular switches. As yet, however,
there have been no demonstrations of combining the Stoddart switches with NW.
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FIGURE 2.14 Layer-by-layer assembly and transport measurements of crossed NW arrays. (A and B) Typical SEM
images of crossed arrays of InP NW obtained in a two-step assembly process with orthogonal flow directions for
the sequential steps. Flow directions are highlighted by arrows in the images. (C) An equilateral triangle of GaP NW
obtained in a three-step assembly process, with 60◦ angles between flow directions, which are indicated by numbered
arrows. The scale bars correspond to 500 nm in (A), (B), and (C). (D) SEM image of a typical 2-by-2 cross array made
by sequential assembly of n-type InP NW with orthogonal flows. Ni/In/Au contact electrodes, which were deposited
by thermal evaporation, were patterned by e-beam lithography. The NW were briefly (3 to 5 sec) etched in 6% HF
solution to remove the amorphous oxide outer layer before electrode deposition. The scale bar corresponds to 2 mm.
(E) Representative I(V) curves from two terminal measurements on a 2-by-2 crossed array. The solid lines represent the
I(V) of four individual NW (ad, by, cf, eh), and the dashed lines represent I(V) across the four n–n crossed junctions
(ab, cd, ef, gh). (Reprinted from Huang, Y., Duan, X., Wei, Q., and Lieber, C.M., Science, 291, 630, 2001. c© 2001
American Association for the Advancement of Science. With permission.)
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Carbon nanotubes are known to exhibit either metallic or semiconductor properties. Avouris and co-
workers at IBM have developed a method of engineering both multiwalled nanotubes (MWNT) and SWNT
using electrical breakdown methods [62]. Shells in MWNT can vary between the metallic or semiconductor
character. Using electrical current in air to rapidly oxidize the outer shell of MWNT, each shell can be
removed in turn because the outer shell is in contact with the electrodes and the inner shells carry little or
no current. Shells are removed until arrival at a shell with the desired properties.

With ropes of SWNT, Avouris used an electrostatically coupled gate electrode to deplete the semi-
conductor SWNT of their carriers. Once depleted, the metallic SWNT can be oxidized while leaving the
semiconductor SWNT untouched. The resulting SWNT, enriched in semiconductors, can be used to form
nanotubes-based field-effect transistors (FETs) (Figure 2.17).

The defect-tolerant approach to molecular computing using crossbar technology faces several hurdles
before it can be implemented. As we have discussed, many very small wires are used in order to obtain
the defect tolerance. How is each of these wires going to be accessed by the outside world? Multiplexing,
the combination of two or more information channels into a common transmission medium, will have to
be a major component of the solution to this dilemma. The directed assembly of the NW and attachment
to the multiplexers will be quite complicated. Another hurdle is signal strength degradation as it travels
along the NW. Gain is typically introduced into circuits through the use of transistors. However, placing
a transistor at each NW junction is an untenable solution. Likewise, in the absence of a transistor at each
cross point in the crossbar array, molecules with very large ON:OFF ratios will be needed. For instance, if
a switch with a 10:1 ON:OFF ratio were used, then ten switches in the OFF state would appear as an ON
switch. Hence, isolation of the signal via a transistor is essential. Presently, however, the only solution for
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FIGURE 2.17 (a and b) Stressing a mixture of s- and m-SWNT while simultaneously gating the bundle to deplete
the semiconductors of carriers resulted in the selective breakdown of the m-SWNT. The G(Vg) curve rigidly shifted
downward as the m-SWNT were destroyed. The remaining current modulation is wholly due to the remaining s-SWNTs.
(c) In very thick ropes, some s-SWNT must also be sacrificed to remove the innermost m-SWNT. By combining this
technique with standard lithography, arrays of three-terminal, nanotubes-based FETs were created (d and e) out of
disordered bundles containing both m- and s-SWNT. Although these bundles initially show little or no switching
because of their metallic constituents, final devices with good FET characteristics were reliably achieved (f). (Reprinted
from Collins, P.G., Arnold, M.S., and Avouris, P., Science, 292, 706, 2001. c© 2001 American Association for the
Advancement of Science. With permission.)

the transistor’s introduction would be for a large solid-state gate below each cross point, again defeating
the purpose for the small molecules.

Additionally, if SWNT are to be used as the crossbars, connection of molecular switches via covalent
bonds introduces sp3 linkages at each junction, disturbing the electronic nature of the SWNT and possibly
obviating the very reason to use the SWNT in the first place. Noncovalent bonding will not provide the
conductance necessary for the circuit to operate. Therefore, continued work is being done to devise and
construct crossbar architectures that address these challenges.

2.4.3 The Nanocell Approach to a Molecular Computer: Synthesis

We have been involved in the synthesis and testing of molecules for molecular electronics applications for
some time.[11] One of the synthesized molecules, the nitro aniline oligo(phenylene ethynylene) derivative
(Figure 2.18), exhibited large ON:OFF ratios and negative differential resistance (NDR) when placed in a
nanopore testing device (Figure 2.19) [63]. The peak-to-valley ratio (PVR) was 1030:1 at 60 K.

The same nanopore testing device was used to study the ability of the molecules to hold their ON states
for extended periods of time. The performance of molecules 1 thru 4 in Figure 2.20 as molecular memory
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FIGURE 2.18 The protected form
of the molecule tested in Reed and
Tour’s nanopore device.

devices was tested, and in this study only the two nitro-containing
molecules 1 and 2 were found to exhibit storage characteristics. The
write, read, and erase cycles are shown in Figure 2.21. The I(V) char-
acteristics of the Au-(1)-Au device are shown in Figure 2.22. The char-
acteristics are repeatable to high accuracy with no degradation of the
device noted even after 1 billion cycles over a one-year period.

The I(V) characteristics of the Au-(2)-Au were also measured
(Figure 2.23, a and b). The measure logic diagram of the molecular
random access memory is shown in Figure 2.24.

Seminario has developed a theoretical treatment of the electron
transport through single molecules attached to metal surfaces [64]
and has subsequently done an analysis of the electrical behavior of
the four molecules in Figure 2.20 using quantum density functional
theory (DFT) techniques at the B3PW91/6–31G∗ and B3PW91/
LAML2DZ levels of theory [65]. The lowest unoccupied molecular
orbit (LUMO) of nitro-amino functionalized molecule 1 was the clos-
est orbital to the Fermi level of the Au. The LUMO of neutral 1 was
found to be localized (nonconducting). The LUMO became delocalized
(conducting) in the –1 charged state. Thus, ejection of an electron from the Au into the molecule to form
a radical anion leads to conduction through the molecule. A slight torsional twist of the molecule allowed
the orbitals to line up for conductance and facilitated the switching.

Many new molecules have recently been synthesized in our laboratories, and some have been tested in
molecular electronics applications [66–69]. Since the discovery of the NDR behavior of the nitro aniline
derivative, we have concentrated on the synthesis of oligo(phenylene ethynylene) derivatives. Scheme 2.1
shows the synthesis of a dinitro derivative. Quinones, found in nature as electron acceptors, can be easily
reduced and oxidized, thus making them good candidates for study as molecular switches. The synthesis
of one such candidate is shown in Scheme 2.2.

The acetyl thiol group is called a protected alligator clip. During the formation of a self-assembled
monolayer (SAM) on a gold surface, for instance, the thiol group is deprotected in situ, and the thiol forms
a strong bond (∼ 2 eV, 45 kcal/mole) with the gold.

Seminario and Tour have done a theoretical analysis of the metal–molecule contact [70] using the
B3PW91/LANL2DZ level of theory as implemented in Gaussian-98 in conjunction with the Green function
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FIGURE 2.20 Molecules 1 through 4 were tested in the nanopore device for storage of high- or low-conductivity
states. Only the two nitro-containing molecules 1 and 2 showed activity.

approach that considers the “infinite” nature of the contacts. They found that Pd was the best metal contact,
followed by Ni and Pt; Cu was intermediate, while the worst metals were Au and Ag. The best alligator clip
was the thiol clip, but they found it was not much better than the isonitrile clip.

We have investigated other alligator clips such as pyridine end groups [68], diazonium salts [67],
isonitrile, Se, Te, and carboxylic acid end groups [66]. Synthesis of an oligo(phenylene ethynylene) molecule
with an isonitrile end group is shown in Scheme 2.3.

We have previously discussed the use of diazonium salts in the functionalization of SWNT. With
modifications of this process, it might be possible to build the massively parallel computer archi-
tecture using SWNT as the crosswires and oligo(phenylene ethynylene) molecules as the switches at
the junctions of the crosswires, instead of the cantenane and rotaxane switches under research at UCLA
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FIGURE 2.21 The memory device operates by the storage of a high- or low-conductivity state. An initially low-
conductivity state (low σ ) is changed into a high-conductivity state (high σ ) upon application of a voltage. The
direction of current that flows during the write and erase pulses is diagrammed by the arrows. The high σ state persists
as a stored bit. (Reprinted from Reed, M.A., Chen, J., Rawlett, A.M., Price, D.W., and Tour, J.M., Appl. Phys. Lett., 78,
3735, 2001. c© 2001 American Institute of Physics. With permission.)
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FIGURE 2.22 (a) The I(V) characteristics of a Au-(1)-Au device at 200 K. The number 0 denotes the initial state, 1
the stored written state, and 1–0 is the difference between the two states. Positive bias corresponds to hole injection
from the chemisorbed thiol-Au contact. (b) Difference curves (1–0) as a function of temperature. (Reprinted from
Reed, M.A., Chen, J., Rawlett, A.M., Price, D.W., and Tour, J.M., Appl. Phys. Lett., 78, 3735, 2001. American Institute
of Physics. With permission.)

(see Figure 2.25). However, the challenges of the crossbar method would remain as described earlier. The
synthesis of one diazonium switch is shown in Scheme 2.4. The short synthesis of an oligo(phenylene
ethynylene) derivative with a pyridine alligator clip is shown in Scheme 2.5.

2.4.4 The Nanocell Approach to a Molecular Computer: The Functional Block

In our conceptual approach to a molecular computer based on the nanocell, a small 1 mm2 feature is etched
into the surface of a silicon wafer. Using standard lithography techniques, 10 to 20 Au electrodes are formed
around the edges of the nanocell. The Au leads are exposed only as they protrude into the nanocell’s core;



Molecular Electronic Computing Architectures 2-19

1.00 1.25 1.50 1.75 2.00 

0.0 

200.0 p 

400.0 p 

600.0 p 

800.0 p T  =  300 K “0” 
“1” 

Cu
rr

en
t (

A
) 

Voltage (V) 
(b) 

Setpoints for Figure 2.24

0 2 

0.0 

50.0 p 

100.0 p 

150.0 p 

“0” 
“1” 

T  =  60 K 

Cu
rr

en
t (

A
)  

Voltage (V) 
(a) 

4 6 

FIGURE 2.23 (a) The I(V) characteristics of stored and initial/erased states in an Au-(2)-Au device at 60 K and
(b) ambient temperatures (300 K). The setpoints indicated are the operating point for the circuit of Figure 2.24.
(Reprinted from Reed, M.A., Chen, J., Rawlett, A.M., Price, D.W., and Tour, J.M., Appl. Phys. Lett., 78, 3735, 2001.
American Institute of Physics. With permission.)

all other gold surfaces are nitride-coated. The silicon surface at the center of the nanocell (the molehole—
the location of “moleware” assembly) is functionalized with HS(CH2)3SiOx. A two-dimensional array
of Au nanoparticles, about 30–60 nm in diameter, is deposited onto the thiol groups in the molehole.
The Au leads (initially protected by alkanethiols) are then deprotected using UV/O3; and the molecular
switches are deposited from the solution into the molehole, where they insert themselves between the Au
nanoparticles and link the Au nanoparticles around the perimeter with the Au electrodes. The assembly
of nanoparticles combined with molecular switches in the molehole will form hundreds to thousands of
complete circuits from one electrode to another (see Figure 2.26 for a simple illustration). By applying
voltage pulses to selected nanocell electrodes, we expect to be able to turn interior switches ON or OFF,
especially with the high ON:OFF ratios we have achieved with the oligo(phenylene ethynylene)s. In this
way, we hope to train the nanocell to perform standard logic operations such as AND, NAND, and OR.
The idea is that we construct the nanocell first, with no control over the location of the nanoparticles or
the bridging switches, and train it to perform certain tasks afterwards. Training a nanocell in a reasonable
amount of time will be critical. Eventually, trained nanocells will be used to teach other nanocells. Nanocells
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will be tiled together on traditional silicon wafers to produce the desired circuitry. We expect to be able to
make future nanocells 0.1 mm2 or smaller if the input/output leads are limited in number—i.e., one on
each side of a square.

While we are still in the research and development phase of the construction of an actual nanocell, we
have begun a program to simulate the nanocell using standard electrical engineering circuit simulation
programs such as SPICE and HSPICE, coupled with genetic algorithm techniques in three stages [23]:

1. With complete omnipotent programming, wherein we know everything about the interior of the
constructed nanocell such as the location of the nanoparticles, how many switches bridge each
nanoparticle pair, and the state of the conductance of the switches, and that we have control over
turning specific switches ON or OFF to achieve the desired outcome without using voltage pulses
from the outside electrodes;

2. With omniscient programming, where we know what the interior of the nanocell looks like and
know the conductance state of the switches, but we have to use voltage pulses from the surrounding
electrodes to turn switches ON and OFF in order to achieve the desired outcome; and
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3. With mortal programming, where we know nothing about the interior of the nanocell and have to
guess where to apply the voltage pulses. We are just beginning to simulate mortal programming;
however, it is the most critical type since we will be restricted to this method in the actual physical
testing of the nanocell.

Our preliminary results with omnipotent programming show we can simulate simple logic functions
such as AND, OR, and half-adders.

The nanocell approach has weaknesses and unanswered questions just as the other approaches do.
Programming the nanocell is going to be our most difficult task. While we have shown that in certain
circumstances our molecular switches can hold their states for extended periods of time, we do not know if
that will be true for the nanocell circuits. Will we be able to apply voltage pulses from the edges that will bring
about changes in the conductance of switches on the interior of the nanocell through extended distances
of molecular arrays? Deposition of the SAMs and packaging the completed nanocells will be monumental
development tasks. However, even with these challenges, the prospects for a rapid assembly of molecular
systems with few restrictions to fabrication make the nanocell approach enormously promising.

Br + NBr

O2N

TMS

O2N

N Br

22
O2N

N

23

H

K2CO3, MeOH
Pd(PPh3)2Cl2

PPh3, CuI, THF
rt, 2 days, 71%

Et3N, Pd(PPh3)2Cl2
PPh3, CuI

THF, 56°C, 36 h, 69%

20 21

SCHEME 2.5 The synthesis of a derivative with a pyridine alligator clip. (Reprinted from Chanteau, S. and Tour,
J.M., Synthesis of potential molecular electronic devices containing pyridine units, Tet. Lett., 42, 3057, 2001. Elsevier
Science. With permission.)



Molecular Electronic Computing Architectures 2-23

FIGURE 2.26 The proposed nanocell, with electrodes (black rectangles) protruding into the square molehole. Our
simulations involve fewer electrodes. The metallic nanoparticles, shown here as black circles with very similar sizes,
are deposited into the molehole along with organic molecular switches, not all of which are necessarily the same length
or contain the same functionality. The molecular switches, with alligator clips on both ends, bridge the nanoparticles.
Switches in the ON state are shown as solid lines while switches in the OFF state are shown as dashed lines. Because
there would be no control of the nanoparticle or switch deposition, the actual circuits would be unknown. However,
thousands to millions of potential circuits would be formed, depending on the number of electrodes, the size of the
molehole, the size of the nanoparticles, and the concentration and identity of the molecular switches. The nanocell
would be queried by a programming module after assembly in order to set the particular logic gate or function desired
in each assembly. Voltage pulses from the electrodes would be used to turn switches ON and OFF until the desired
logic gate or function was achieved.

2.5 Characterization of Switches and Complex
Molecular Devices

Now that we have outlined the major classes of molecular computing architectures under consideration,
we will touch upon some of the basic component tests that have been done. The testing of molecular
electronics components has been recently reviewed [11,71]. Seminario and Tour developed a density
functional theory calculation for determination of the I(V) characteristics of molecules, the calculations
from which corroborated well with laboratory results [72].

Stoddart and Heath have formed solid-state, electronically addressable switching devices using bistable
[2] catenane-based molecules sandwiched between an n-type polycrystalline Si bottom electrode and a
metallic top electrode [73]. A mechanochemical mechanism, consistent with the temperature-dependent
measurements of the device, was invoked for the action of the switch. Solid-state devices based on [2] or
[3] rotaxanes were also constructed and analyzed by Stoddart and Heath [74,75].

In collaboration with Bard, we have shown it is possible to use tuning fork–based scanning probe
microscope (SPM) techniques to make stable electrical and mechanical contact to SAMs [76]. This is a
promising technique for quick screening of molecular electronics candidates. Frisbie has used an Au-coated
atomic-force microscope (AFM) tip to form metal–molecule–metal junctions with Au-supported SAMs.
He has measured the I(V) characteristics of the junctions, which are approximately 15 nm,[2] containing
about 75 molecules [77]. The I(V) behavior was probed as a function of the SAM thickness and the load
applied to the microcontact. This may also prove to be a good method for quick screening of molecular
electronics candidates.

In collaboration with Allara and Weiss, we have examined conductance switching in molecules 1, 2,
and 4 (from Figure 2.20) by scanning tunneling microscopy (STM) [78]. Molecules 1 and 2 have shown
NDR effects under certain conditions, while molecule 4 did not [63]. SAMs made using dodecanethiol are
known to be well packed and to have a variety of characteristic defect sites such as substrate step edges, film-
domain boundaries, and substrate vacancy islands where other molecules can be inserted. When 1, 2, and 4
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were separately inserted into the dodecanethiol SAMs, they protruded from the surrounding molecules
due to their height differences. All three molecules had at least two states that differed in height by about
3 Å when observed by STM over time. Because topographic STM images represent a combination of the
electronic and topographic structure of the surface, the height changes observed in the STM images could
be due to a change in the physical height of the molecules, a change in the conductance of the molecules,
or both. The more conductive state was referred to as ON, and the less conductive state was referred to
as OFF. SAM formation conditions can be varied to produce SAMs with lower packing density. It was
found that all three molecules switched ON and OFF more often in less ordered SAMs than in more tightly
packed SAMs. Because a tightly packed SAM would be assumed to hinder conformational changes such
as rotational twists, it was concluded that conformational changes controlled the conductance switching
of all three molecules.

McCreery has used diazonium chemistry to form tightly packed monolayers on pyrolyzed photo-
resist film (PPF), a form of disordered graphitic material similar to glassy carbon [79]. Electrochemical
reduction of stilbene diazonium salt in acetonitrile solvent in the presence of PPF forms a strong C–C bond
between the stilbene molecule and carbons contained in the PPF. The I(V) characteristics of the stilbene
junction was measured using Hg-drop electrode methods.

Lieber and co-workers constructed logic gates using crossed NW, which demonstrated substantial gain
and were used to implement basic computations [80]. Avouris used SWNT that had been treated to
prepare both p- and n-type nanotubes transistors to build voltage inverters, the first demonstration of
nanotube-based logic gates [81]. They used spatially resolved doping to build the logic function on a single
bundle of SWNT. Dekker and co-workers also built logic circuits with doped SWNT [82]. The SWNT
were deposited from a dichloroethane suspension, and those tubes having a diameter of about 1 nm and
situated atop preformed Al gate wires were selected by AFM. Schön and co-workers demonstrated gain for
electron transport perpendicular to a SAM by using a third gate electrode [83]. The field-effect transistors
based on SAMs demonstrate five orders of magnitude of conductance modulation, and gain as high as six.
In addition, using two-component SAMs, composed of both insulating and conducting molecules, three
orders of magnitude changes in conductance can be achieved [84].

2.6 Conclusion

It is clear that giant leaps remain to be made before computing devices based on molecular electronics are
commercialized. The QCA area of research, which has seen demonstrations of logic gates and devices earlier
than other approaches, probably has the highest hurdle due to the need to develop nanoscopic quantum
dot manipulation and placement. Molecular-scale quantum dots are in active phases of research but have
not been demonstrated. The crossbar-array approach faces similar hurdles since the advances to date have
only been achieved by mechanical manipulation of individual NWs; thus, it is still very much a research-
based phenomenon and nowhere near the scale needed for commercialization. Pieces of the puzzle, such
as flow control placement of small arrays, are attractive approaches but need continued development.
To this point, the self-assembly of the crossbar arrays, which would simplify the process considerably,
has not been a tool in development. The realization of mortal programming and development of the
overall nanocell assembly process are major obstacles facing those working in the commercialization of
the nanocell approach to molecular electronics. As anyone knows who has had a computer program crash
for no apparent reason, programming is a task in which one must take into account every conceivable
perturbation, while at the same time not knowing what every possible perturbation is—a difficult task, to
say the least. Many cycles of testing and feedback analysis must occur with a working nanocell before we
know the programming of the nanocell is successful.

Molecular electronics as a field of research is rapidly expanding with almost weekly announcements of
new discoveries and breakthroughs. Those practicing in the field have pointed to Moore’s Law and the
inherent physical limitations of the present top-down process as reasons to make these discoveries and
breakthroughs. They are aiming at a moving target, as evidenced by Intel’s recent announcements of the
terahertz transistor and an enhanced 0.13-mm process [85–87]. One cannot expect that companies with
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“iron in the ground” will stand still and let new technologies put them out of business. While some may
be kept off the playing field by this realization, for others it only makes the area more exciting. Even as
we outlined computing architectures here, the first insertion points for molecular electronics will likely
not be for computation. Simpler structures such as memory arrays will probably be the initial areas for
commercial molecular-electronics devices. Once simpler structures are refined, more precise methods
for computing architecture will be realized. Finally, by the time this review is published, we expect our
knowledge will have greatly expanded, and our expectations as to where the technology is headed will have
undergone some shifts compared with where we were when we wrote these words. Hence, the field is in a
state of rapid evolution, which makes it all the more exciting.
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3.1 Introduction

“Molecular electronics,” “molecular-scale electronics,” or “unimolecular electronics” (UE) [1] promises
electronic devices with dimensions of 1 to 3 nm, useful for the ultimate miniaturization of electrical
circuits. At least conceptually, well-designed electroactive molecules, with a large variation in electronic
energy levels, should be able to perform whatever electronic functions inorganic solid-state devices can,
with a component size that Si-based electronics will have trouble reaching. The design rule (DR), or
the nearest distance between electronic components on an integrated circuit, was chronicled by Gordon
Moore in the mid-1960s as dropping by a factor of two every two years using inorganic electronics; the
circuit clock speed of the circuit could then be increased by this same factor of two [2]. This marvelous
engineering progress has continued to this day: computers using integrated circuits with DR = 50 nm and
GHz clock speeds are now available commercially, and DR = 30 nm is under study. The cost of erecting
a new Si “foundry” grows exponentially with time (Moore’s second law), but when production starts,
the new, faster chips have a low unit cost. At the 3 to 5 nm level, heat dissipation is a huge problem in
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Si-based electronics. Organic molecules in UE are less resistant to heat than inorganic compounds. Heat-
resistant carbon nanotubes are very robust, but cannot yet be chemically selected by diameter, length, and
electronic properties, so they remain research curiosities. If molecules can emit light rather than heat after
excitation, that would be a major advantage for UE. Engineers in the Si industry are watching UE with
interest and some bemusement: When will UE finally produce something useful? Of course, UE wants to
be useful. It has grown in spurts; the chimera of nanotechnology has helped, but key experiments remain,
and must remain, the driving force for progress. Other articles in this volume chronicle progress in other
laboratories, or worry about how to use what is, or may be, produced. If UE becomes practical in time,
ultra-fast molecule-based computing may be reached. The first serious device proposal of UE was made
in 1974, when Aviram and Ratner (AR) proposed electrical rectification, or diode behavior, by a single
molecule with suitable electronic asymmetry [3].

3.2 Donors and Acceptors; HOMOS and LUMOS

One simple way to understand how electroactive organic molecules can be used is to tabulate their first
adiabatic ionization potentials ID (for electron donors D) or their first adiabatic electron affinities AA

(for electron acceptors A), and compare them to the work-functions φ of inorganic metals that may be
used to contact them (Figure 3.1). The match is not good, so positive or negative applied potentials are
needed to bring the molecular energy levels into resonance with the wor function, or Fermi energy, of
inorganic metal electrodes. Vertical approximations to ID are easily measured; electron affinities AA are
difficult to measure. Usually, “good” or “strong” electron donors (relatively low ID) are poor electron
acceptors (have very small AD), and conversely, “good” or “strong” acceptors (with large AA) are difficult
to oxidize (large IA). The semimetal graphite, as the infinite two-dimensional extension of polycyclic
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aromatic hydrocarbons, is as good a donor as it is an acceptor. Theory yields estimates of ID and AA by
Koopmans’ theorem [4]: the HOMO (highest occupied molecular orbital) level is a vertical approximation
to ID , while the LUMO (lowest unoccupied molecular orbital) level is a vertical approximation to AA. These
approximations ignore electron correlation and Franck–Condon reorganization.

The practical range of ID and AA is limited, because the molecules and their cations (or anions) must
be stable in ambient air or solvent: thus, very potent electron donors D or acceptors A can be desinged,
but they are not stable enough for synthesis, analysis, or assembly. Also, we have found recently that the
gas-phase ID and AA values are just a good guide; they probably change significantly (by 1 to 2 eV) for
molecules in monolayers between metal electrodes, presumably because of image forces.

Tour [5] has avoided combining “strong” electron donors or “strong” electron acceptors in the same
molecules. This strategy circumvented the difficulties of chemically bonding D and A molecules, which can
create charge–transfer complexes instead of chemical linkages. Nevertheless, impressive molecular lengths
and very interesting connectivity issues were addressed by the “Tour wires,” and NDR was observed [6a]
(if unforeseen).

3.3 Contacts

UE must physically “touch” a molecule to measure it. How? By using conducting polymers? By using metal
electrodes? If a molecule gently “touches” a metal surface, then J. Willard Gibbs teaches us that the chemical
potentials must become equal across the interface: the resultant band bending forms a surface dipole as
the chemical potential or Fermi level of the metal and the HOMO of the molecule shift to become equal
by partial electron transfer at the interface (this shift is the Schottky barrier [7]). A second, or third, or
fourth electrode that must likewise interrogate the molecule (or monolayer of molecules) must “touch”
the molecule without heating it, or compressing it. Thus, one seeks a contact that obeys Ohm’s law [8]
with as low a resistance as possible—i.e., avoiding an energy barrier to electron transfer across it. Such a
“gentle” contact is not easily achieved, but the scanning probe methods help a lot when a point contact
must be made (scanning tunneling microscopy (STM) [9], the atomic force microscopy (AFM) [10], and
the conducting-tip AFM (CT-AFM) [11]).

Molecules deposited on surfaces by physisorption can move after deposition, either to reach a thermo-
dynamic steady state on the surface, or in response to an externally applied field. If one puts a 1-Volt bias
across a monolayer 1 nm thick, the electric field is large: 1 GV m−1, probably large enough to move or
reorient molecules in order to minimize the total energy.

Amphiphilic molecules can be transferred quantitatively from the Pockels–Langmuir (PL) monolayer
at the air–water interface onto a metal or other solid substrate by the Langmuir–Blodgett (LB) or vertical
transfer method [12, 13], or by the Langmuir–Schaefer (LS) or quasi-horizontal transfer [14]; the coverage
of the surface is well quantified by the transfer ratio = [(area covered on the substrate) / (area lost from the
PL film)]. To make the organic molecule amphiphilic, pendant alkyl groups (which yield a hydrophobic
end) or pendant carboxylic acid groups (to make a hydrophilic end) are often necessary. After transfer,
molecules may reorganize over time; thus, the kinetic packing of the PL monolayer may relax to a different
thermodynamic order. LB and LS methods have the advantage of achieving full coverage kinetically, and
the disadvantages that the films cover any adventitious impurities and may find a new, thermodynamically
advantageous order over time.

Molecules can also be covalently bound to certain metal or semiconductor surfaces [15]: carboxylates
onto oxide-covered aluminum, and thiols or thioesters to gold, and silanes onto hydroxylated silicon.
These are called self assembled monolayers (SAMs), even though the term “self-assembly” is also used
for a different purpose in biochemistry. The advantage of SAMs is that they are sturdily anchored at the
right distance from the metal substrate, and they can displace adventitious physisorbed impurities. The
disadvantage is that true perfect monolayer coverage is difficult to obtain or prove.

The best future strategy may be to achieve ordering at the air-water interface molecules with thiols at
one end and long but detachable alkyl chains on the other, transfer the molecules by LB or LS methods
onto Au, and finally remove the unwanted alkyl chains by gentle chemical or physical means.
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Molecules with thiol terminations can be bound simultaneously to two, three, or more electrodes. So
far, this has been done for two electrodes (break junctions), but as yet not for three.

Making 1- to 3-nm gaps between electrodes is difficult: electron beam lithography can make 50-nm
gaps routinely, 20-nm gaps with considerable effort, and smaller gaps with even greater effort. Physicists
have worked around these restrictions. Two-electrode break junctions were pioneered by Muller [16] and
applied to 1,4-benzenedithiol by Reed and co-workers [17]. In the process, a thin Au wire is vapor-deposited
onto a flexible substrate, with a narrower region in the center; the wider parts of the Au wire are anchored
under two static supports on the top, then the thinner Au region is piezoelectrically pressed from below
until the Au wire breaks, creating two Au shards with a narrow gap whose width can be controlled to
within less than 0.1 nm by the piezo device. A 1,4-benzenedithiol solution in benzene, suspended above
the break junction, will form many single one-end-only thiolate bonds to Au randomly along the wire,
while in the 8 Å gap one (or two, or more) benzenedithiolates will bond simultaneously to both shards.
The minimum conductance will be due to a single molecule in the gap [17]. Inspired by earlier work [18],
Reed and co-workers developed a nanopore technique to study a small assembly of a few hundred to a few
thousand molecules [19].

Nanogaps between electrodes can also be made by controlled electromigration; Au wires can be broken
into very sharp tips, if a current is passed through them [20]. It helps a lot if the sample is held at 4.2 K,
but this is not easy to control.

Chemists can bridge 50-nm gaps between electrodes by providing, for example, two 25-nm diameter
nanoparticles of Au or Ag, coated with the usual “spinach” of bithiols, and then bonding them chemically
to a 3-nm molecule squeezed between them.

Lindsay and co-workers established by CT AFM that the IV curves for octanedithiol, bonded to an
Au(111) susbtrate and also bonded to an Au nanoparticle (to make contact easier), fell into several broad
families, depending on the force used by the AFM cantilever, and estimated 900 ± 50 M� as the resistance
per molecule [21].

So, can metal electrodes be deposited blithely atop an organic monolayer? No. If the metal atoms that
impinge on an organic layer are too hot, they can “fry” the monolayer. Things are much better if (1) the
organic layer is very thick (say, above 50 nm); (2) the metal has a low work function, e.g., Mg [22], or Ca;
(3) if the substrate+organic monolayer are cryocooled to 77 K [23]; (4) if “cold gold,” or thermalized Au
atoms fall onto the cryocooled organic layer [24–26]. Systematic studies of (hot) metal deposition onto
self-assembled monolayers on Au reveal interpenetration and even chemical reaction [27,28]. The cold
gold method may prevent chemical damage and may retard, but not totally impede, atom penetration into
the monolayer.

Careful attention has focused on the metal-molecule interface. Allara and co-workers established spec-
troscopically that Ti, when evaporated and deposited atop a SAM on Au, far from being a benign cover
layer (potentially oxidized on the surface) actually interpenetrates within the monolayer [28]. Thus, careful
ongoing studies seek to understand what does, or does not happen, at the metal–organic interface, both
at zero bias and under applied voltage.

One example of indirect damage is the electromigration of oxide-free “cold” gold atoms into the mono-
layer under bias, forming stalagmites of gold, but not shorting the device [29]. This has also been reported
elsewhere [30]. Another example was the report that Ti layers above an organic thiolate chemisorbed layer
do form Ti-C bonds, as seen by infrared spectroscopy; Ti/TiO2 adlayers are not inert [28].

3.4 Two-Probe, Three-Probe, and Four-Probe
Electrical Measurements

Central to electronics is the IV measurement—that is, the measurement of the electrical current I through
a device, as a function of the electrical potential, bias, or voltage V placed across it. Electrical devices
are most often two-terminal devices (resistors, capacitors, inductors, rectifiers and diodes, and negative
differential resistance [NDR] devices). Amplification is also possible with Esaki tunnel diodes and NDR
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devices (diode logic), because an input signal, applied across a load of R �, placed in series with an
NDR device with negative resistance −R �, provides a zero net resistance at the output, and therefore
large signal amplification across the sum of those two resistances. However, difficulties in controlling
the tunneling resistance of Esaki diodes and, presumably, difficulties in using organic NDR thiolates
at room temperature have prevented the commercialization of NDR devices as amplifiers. Commercial
devices used for amplification are three-terminal devices (bipolar junction transistors [BJT], field-effect
transistors [FET], vacuum triodes or four or five-terminal devices [vacuum tetrodes, vacuum pentodes]).

The best way to measure the resistance of a macroscopic device is to use four probes: the outermost two
are employed to provide a current I from a constant current source, and the potential drop V between the
inner two is measured: the resultant resistance R = V/I, after some corrections for geometry, is the true
resistance of the device; the contact resistances at the probe–device interfaces cancel out. But for a device
3 nm × 3 nm × 3 nm, present technology cannot yet easily make four electrodes 3 nm apart. Electron-beam
lithography can easily reach 20 nm × 20 nm × 20 nm, but going below that is difficult.

For two-probe measurements of a two-terminal device, all resistances (measuring instrument-to-first-
electrode, first-electrode-to-molecule, molecule-to-second-electrode, and second-electrode-to-measuring-
instrument) are additive. To minimize extraneous large resistances, droplets of wetting solders, Ag paint,
Au paint, or Ga/In eutectic are used. To minimize Schottky barrier problems, the same metal is used on both
sides of the molecule or monolayer. Most metals are covered by an oxide (impervious, or defect-ridden,
such as Al). In contrast, gold has no oxide, but has another problem: Au atoms can migrate or creep after
deposition, or under an electric field (electromigration) [31].

Three-electrode measurements have been made—where two electrodes are prepared beforehand, the
molecule is placed between them by physisorption or chemisorption; the third “gate” electrode is an STM
or CT-AFM tip. This technique has been used to measure FET behavior in a monolayer. The electric field
for the FET can also be supplied from the gate conductor through the barrier oxide below the molecules
being tested.

3.5 Resistors

Molecules can function as resistors. Of course, organic chemists tell us that saturated straight-chain alkanes
conduct less well than unsaturated poly-alkenes or poly-conjugated aromatic hydrocarbons. In the 1960s,
Henry Taube proved by kinetic studies that electron transfer rates between metal ions across alkane ligands
occur more slowly than across unsaturated ligands [32,33]. Confirming this, in 1996 Weiss and co-workers
studied the STM currents across a thioalkyl SAM on Au, and found a pronounced conjugation and
molecular length dependence of the conductivity [34].

Ohm’s law [8] indicates that the resistance R (Ohms, or �) and the conductance G (Siemens = ohm−1,
or S) of a device is given by:

R = 1/G = V/I (3.1)

where V is the applied potential (Volts), and I is the current (Amperes). This law is valid for macroscopic
metals, or for semiconductors at any given temperature, where the resistance is mainly due to scattering
off impurities and lattice defects in the material. In semiconductors, the current follows an Arrhenius-like
temperature dependence,

I = I0 exp(−�E /kB T) (3.2)

where �E is the activation energy for the dominant carriers (electrons or holes), T is the temperature, and
kB is Boltzmann’s constant.

For nanoscopic objects, the current I is determined by Landauer’s formula [35]:

I = (2e/h)

∫ ∞

−∞
[ fL (ε) − f R(ε)]Tr {G a (ε)�R(ε)Gr (ε)�L (ε)}dε (3.3)
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where e = the charge on one electron; h = Planck’s constant; ε = energy; fL (ε) and fR(ε) = Fermi–Dirac
distributions in the left and right electrodes, respectively; Ga (ε) and Gr (ε) = advanced (and retarded)
Green’s functions for the molecule; �R(ε) and �L (ε) = matrices that describe the coupling between
molecule and the metal electrodes; and Tr{ }= trace operator. In this formula, the quantum of resistance,
R0, and its reciprocal, the quantum of conductance, G0, are given by Landauer’s constant (which is also
called the von Klitzing constant of the fractional quantum Hall effect [36], now known to 1 part in 109):

R0 = 1/G 0 = h/2e2 = 12.813k� = 1/(7.75 × 10−5 S) (3.4)

This does not say that the intrinsic resistance of any molecule is 12.813 k�; it says that the resistance
of that molecule plus the two metallic electrodes is 12.813 k� [35]. The minimum overall resistance of a
molecular wire and its junctions to arbitrary metal electrodes is 25.626 k� (assuming two carriers). The
conductance within the nanowire can be much higher, particularly if there is no scattering (“ballistic”
conductance), but the overall conductance is no larger than R−1

0 .
The resistance of Equation (3.4) must be divided by a factor N, if N elementary one-dimensional wires,

or N molecules, bridge the gap in parallel between the two metal contacts:

RN = h/2e2 N = (12.91/N)k� (3.5)

Bulk electrical conductivities range over 25 orders of magnitude (from 1.33 × 10−18 S m−1 for fused
silica, to 1.56 × 10−3 S m−1for silicon, to 5.5 × 10−5 S m−1for ultra-pure “conductivity” water, to 20 S m−1

for the quasi-one-dimensional organic metal TTF TCNQ, to about 0.01 S m−1 for highly conducting
organic polymers, to 6.3 × 107 S m−1 for Au, all at room temperature); the conductivity is essentially
infinite for superconductors below their critical temperature.

For metal–insulator–metal (MIM) structures, where there is assumed to be a rectangular barrier of
energy �B and width d on both sides of the molecule, in the direct tunneling regime V < �B e−1, the
Simmons formula [37] can be used [38]:

I = e[2πhd2)−1{(�B − eV/2) exp[−4π(2m)1/2h−1α(�B − eV/2)]

+ (�B + eV/2) exp[−4π(2m)1/2h−1α(�B + eV/2)]} (3.6)

where the dimensionless constant α corrects for a possible nonrectangular barrier, or for the effective mass
in place of the true carrier (electron) rest mass, m. A fit to the experimental I versus V curves for a SAM
of alkanethiols between Au electrodes in a very small pad of diameter 45 ± 7 nm at 300 K yielded �B =
1.37 ± 0.06 Volts and α = 0.66 ± 0.02 for n-dodecanethiol, C12H25SH, and �B = 1.40 ± 0.04 Volts and α

= 0.68 ± 0.02 for n-hexadecanethiol, C16H33SH [38]. Assuming a molecular cross-sectional area of 23Å2

(typical for LB monolayers of alkanes), the circular pad contains at most 300 molecules in parallel; I = 20
nA at V = 0.8 Volts for C12H25SH yields an Ohm’s law conductance of 2.5 × 10−8 S = (36 M�)−1, and
a specific conductance per molecule of 8.3 × 10−11 S molecule−1. Using the SAM thickness of 14.4 Å for
C12H25S− yields 2.5 × 10−8 S / 1.44 × 10−9 m = 19.4 S m−1 or 0.065 S m−1molecule−1: this may not be a
fair use of the data, but it will give us some rough idea.

The range of conductivities between straight-chain hydrocarbons and aromatic hydrocarbons is much
smaller than the 25 orders of magnitude mentioned for all bulk materials. Indeed, the “best” (Landauer
formula) specific resistance of 2.5616 × 104� molecule−1 is only six orders of magnitude smaller than the
estimated 12 G� molecule−1 measured for n-dodecanethiol [38]. A good design for minimizing resistances
suggests aromatic molecules whose LUMO is low enough to be reached with small biases (< 1 V).

Single-wall carbon nanotubes (SWCNT) [39] are very robust “molecules” of pure carbon, which behave
either as electrical semiconductors or as quasi-metals, depending on the topology of folding [40,41]. Alas,
the nanotubes are not yet fully chemically processable. For that we may need defect-free, differently end-
derivatized SWCNT, e.g. An-SWCNT-Bm, with n polar or formally charged groups A and m polar or
oppositely charged groups, B, such that the nanotubes can be chemically separated by chromatography by
charge, dipole moment, and conductivity. If this can be achieved, then the An-SWCNT-Bm would become
an ideal connector in UE.
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There is also a quantum limit [42]: if an electron is confined to a small dot—i.e., a two-dimensional
confined region, or quantum dot, of capacitance C (typically 1 fF)—then adding another electron will cost
a “charging energy” e2 / C. If (e2 / 2 C) < kB T (where kB is Boltzmann’s constant, and T is the absolute
temperature), then a Coulomb blockade occurs [42]: no more charges can be added, for a threshold voltage
VC B < (kB T / e). This causes a flat region of no current rise in the IV curve until V ≥ (kB T / e) (at 300
K, VC B = 0.026 Volts).

3.6 Rectifiers or Diodes

AR proposed [3] a D-σ -A molecular rectifier, with an electron donor moiety (D), bonded to an electron
acceptor moiety (A) through an insulating saturated “σ ” bridge; the current, small at negative bias, becomes
large at and beyond a threshold positive bias, because at that bias HOMOs and LUMOs and Fermi levels
of the two electrodes start to allow electron transfer to the electrodes, the first highly polar electronic
excited state D+ −σ -A−gets populated, andwill decay to the less polar ground state D0 −σ -A0by inelastic
tunneling through the molecule [3]. This decay may be enhanced by some intramolecular charge transfer
(ICT) or intervalence transfer (IVT) mixing of the donor and acceptor states—i.e., the existence of an extra
ICT or IVT absorption band. If the two moieties are too far apart (the σ bridge is too long), they will not
communicate, and no rectification will occur. If they are too close, then a new single mixed ground-state
will form, and the molecule will not rectify. What is the right length for σ ? One might guess that σ should
have between two and six C atoms or their equivalent.

Will the de-excitation of the excited molecule D+−σ -A−occur without radiation (i.e., releasing heat), or
with photon emission? The latter process is more desirable since a molecular device that must dispense with
about 2 eV of heat (equivalent to a local “temperature” of 16,000 K) will likely melt or burn. Inorganic
transistors will face a similar burden, at design rules below 10 nm, since their decay must be thermal:
molecules will possess an advantage if and only if they can emit light as they relax. However, it is a truism
that when an electric field is present, the decay by photon emission may be curtailed in favor of radiationless
(i.e., thermal) processes. If this holds true for AR rectifiers, there will be no advantages for UE!

Three distinct processes exist for asymmetrical conduction (i.e., rectification) in metal–organic–metal
(MOM) assemblies. The first is due to Schottky barriers [7] at the metal–organic interface(s): the “S” (for
Schottky) rectifiers [22,43].

The second process arises if the “chromophore” (i.e., the part of the molecule whose molecular orbital
must be accessed during conduction) is placed asymmetrically within a metal–molecule–metal sandwich,
for example, because of the presence of a long alkyl “tail” [44,45]. We shall call molecules that rectify by
this process “A” (for “asymmetric”) rectifiers [46]. The inclusion of LB tails causes an A contribution.

The third process occurs when the current passing through a molecule, or monolayer of molecules,
involves electron transfers between molecular orbitals, whose significant probability amplitudes are asym-
metrically placed within the chromophore: this third process may be true “unimolecular rectification,” or
“U” (for unimolecular) rectification [44]; these U rectifiers are our goal.

The requirements for assembling organic molecules between two inorganic metal electrodes may result
in a combination of A, S, and U effects. Pure U rectifiers are rare [45].

The electron transport from metal to organic material to metal has received theoretical attention [44,47].
First, asymmetries in current-voltage plots (often ascribed to rectification) also occur if a chromophore is
placed asymmetrically within the electrode gap [44] (A rectifiers). This has been seen by STM [48]. Second,
elastic electron transfer between a metal and a single molecular orbital of a molecule can be expressed by
[47,49]:

I = I0{ tan−1[θ(E 0 + peV)] − tan−1[θ(E 0 − (1 − p)eV)]} (3.7)

where E0 is the molecular orbital energy (typically a LUMO or HOMO), V is the applied potential, and
p is the fractional distance of the molecule from, say, the left electrode. If the molecule is centered in the
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gap, then p = 1/2. Tunneling across molecules is expected to be approximately exponential to some power
of the potential, so a sigmoidal curve is usually seen symmetrical about I = 0 and V = 0.

Rectification has a figure of merit, the rectification ratio (RR), defined as the current at a positive bias
V divided by the absolute value of the current at the corresponding negative bias −V:

R R(V) = I (V)/|I (−V)| (3.8)

Commercial doped Si, Ge, or GaAs pn junction rectifiers have RR between 10 and 100.
Between 1982 and 1997, we studied many D-σ -A molecules as potential rectifiers [50–84], but could

not reliably measure their IV properties. Between 1986 and 1993, Sambles developed reliable techniques
for studying rectification by LB multilayers and even monolayers by sandwiching them between electrodes
of different work functions: Mg on one side, to minimize damage to the film, and noble metals (Ag, Pt)
on the other side [22,43,85]. To avoid difficulties with potentially asymmetric Schottky barriers, and to
bypass the thorny issue of how electron transport occurs between adjacent layers in an LB multilayer, we
studied almost exclusively single LB or LS monolayers, and used the same metal (first Al, then Au) on both
sides of the monolayer. Since 1997, we have identified nine unimolecular rectifiers (structures 8–16 in
Figure 3.2) as LB or LS monolayers, either between Al electrodes [23,87,88], or between Au electrodes
[25,26,29], [87–96]. As shown in Figure 3.2, the structures have D and A moieties and all, except for 15
and 16 have pendant alkyl groups for organizing the molecules as monolayers. The evaporation of a metal
electrode (Al or Au) onto glass, quartz, or very flat Si substrates was routine, as was the transfer of an LB
monolayer atop the metal electrode. But depositing the second metal electrode atop the delicate LS or LB
monolayer was not routine: a liquid-nitrogen-cooled sample stage in the vacuum evaporator was enough
to cool Al vapor upon contact with the cold organic monolayer (at least 50% of the metal–organic–metal
“pads” were not electrically shorted) [88]. For Au, this was not enough, so the “cold gold” technique was
implemented (cooling the Au vapor atoms to room temperature by multiple collisions with Ar vapor)
[24–26] (see Figure 3.3). Most molecules were studied at room temperature in a Faraday cage, but 8 was
also studied for its rectification for 105 K < T < 370 K [87]. Characteristic IV curves for them at room
temperature are shown in Figure 3.4. Most of these compounds were also studied for their spectroscopic
properties (V-UV, IR, grazing-angle IR, spectroscopic ellipsometry, XPS, EPR of their radical ions, surface
plasmon resonance, small-angle x-ray scattering) [23,97–99]. Efforts were made to identify the molecular
mechanisms for the rectification, and to buttress them through theoretical calculations [23,44,47,100].
The direction of larger electron flow (forward direction) is shown by arrows in Figure 3.4, and is in the
direction from the electron donor D to the electron acceptor A, as expected. Not all compounds tested
rectified [101–103], because of their chemical structure and/or monolayer assembly. Table 3.1 summarizes

TABLE 3.1 Summary Data for Nine Unimolecular Rectifiers 8 thru 16

Transf. Press. LB or RR # Survives U, A,

Str. Type (mN/m) LS? Eq. (9) pads cycling ? or S? Refs.

8 D+ − π-A− 20 LB 2-27 16 no U,A [26]
9 D+ − π-A− 28 LB 3-64 3 no U,A [95]
10 D+ iodide 22 LB 8-60 24 no A [89]
11 D-σ -A 22 LB 2 1 no A [29]
12 D-σ -A 23 LS 2-16 9 yes A [91]
13 D-σ -A 32 LB 2-5 4 yes U,A [92]
14 D-σ -A 35 LB 28 1 yes U,A [92]
15 D-σ -A 35 LS 3 1 no U [94]
16 D-σ -A 20 LS 6 20 yes U [96]

All compounds were measured at room temperature in air between Au electrodes inside a Faraday
cage (8 was also measured earlier between Al electrodes at 300 K [23], and also between 105 K and
370 K [87]). The column “# pads” lists how many independent typical MOM pads were discussed in
each publication as rectifying (out of hundreds measured).
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FIGURE 3.2 Nine unimolecular rectifiers (structures 8 to 16).

the characteristics of the measured rectifiers. By popular demand, this work has been reviewed almost too
often [104–141].

Before discussing our results in detail, we mention some recent and very valuable contributions of other
research groups: (1) Bryce, Petty, and co-workers studied a new DσA compound, inspired by our older
effort [51,52] containing the D = TTF and the A = TCNQ. This TTFσTCNQ ester gave strong PL films
at the air-water interface. But the TCNQ group lies flat, rather than end-on, on the water surface; the
LB multilayers were Y-type, rather than Z-type, and rectification could not be observed [142]. (2) Bryce,
Heath, and co-workers found a rectifier in an analog of 15 [143]; (3) Ashwell and co-workers studied
several zwitterionic systems by scanning tunneling spectroscopy (STS), starting with 8 [144]. For 8, and
for several other zwitterionic systems, the addition of acid could stop, or reverse, the rectification; many
new impressive rectifiers were studied, including some bound to the electrode by ionic forces [145–155].
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FIGURE 3.3 (a) Edwards E308 evaporator, with Au source, two quartz crystal thickness monitors (one, QCM1,
pointed to an Au source to monitor Au vapor deposition on the chamber walls; the other, QCM2, monitored Au film
thickness deposited through a shadow mask atop the organic layer). (b and c) The geometry of MOM Au–organic
monolayer–Au pads.
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FIGURE 3.4 The rectification of MOM sandwiches consisting of three elements: (1) a macroscopic bottom Au or Al
electrode, (2) a 0.3 mm2 top Al or “cold Au” electrode pad, and, between them, (3) (a) an LB monolayer of 8 [26]; (b)
an LB monolayer of 9 [95]; (c) an LB monolayer of 10 [89]; (d) an LB monolayer of 11 [29]; (e) an LS monolayer of
12 [91]; (f) an LB monolayer of 13 [92]; (g) an LS monolayer of 14 [92]; (h) an LS monolayer of 15 [94].
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(4) Yu and co-workers reported rectification by STS, which could be reversed by protonation [156].
(5) Weber, Mayor, and co-workers linked bithiols between mechanically controlled Au break junctions:
rectification (RRs scattered between 2 and 10) was seen if the molecule consisted of one tetrafluorophenyl
group at one end, and a plain phenyl group at the other end, but no rectification was seen if the ends were
chemically symmetrical [157].

The first confirmed rectifier, hexadecylquinolinium tricyanoquinodimethanide 8 [23,25,26,85–87] is
a ground-state zwitterion D+-π-A−, connected by a twisted “pi” bridge (not a “sigma” bridge): it is
sparingly soluble in polar solvents, and has a ground-state static electric dipole moment of 8 of μG S

= 43 ± 8 Debyes at infinite dilution in CH2Cl2 [23]. The absorption spectrum in solution shows a
hypsochromic band, peaked between 600 and 900 nm. This is an intervalence transfer (IVT) or internal
charge–transfer band [23,97], which fluoresces in the near IR [97]. The excited-state dipole moment is
μE S = 3 to 9 Debyes [97]. Since the molecule is hypsochromic, the ground state must be D+-π-A−, and
the first electronically excited state must be D0-π-A0; the finite twist angle between the quinolinium ring
and the tricyanoquinodimethanide ring allows for an intense IVT band between the D+ and A− ends
of the molecule. There is an intermolecular aggregate peak at 570 nm [23] polarized in the plane of an
LB multilayer [95] (which was believed to be the IVT peak [23]), and the “real” IVT peak, polarized
perpendicular to the monolayer, at 535 nm [95]. A second, transient peak can appear at the air-water
interface at 670 nm [158]. Molecule 8 forms amphiphilic Pockels–Langmuir monolayers at the air–water
interface, with a collapse pressure of 34 mN m−1 and collapse areas of 50 Å2 at 20◦C [23], that transfers
on the upstroke, with transfer ratios around 100% onto hydrophilic glass, quartz, aluminum [23,83],
or fresh hydrophilic Au [25,26], but transfers poorly on the downstroke onto graphite, with a transfer
ratio of about 50% [83]. The LB monolayer thickness of 8 is 23 Å [23] or 29 Å [26] by x-ray diffraction,
23 Å by spectroscopic ellipsometry [26], 22 Å by surface plasmon resonance [23,98], and 25 Å by x-ray
photoelectron spectrometry (XPS) [98]. With an averaged monolayer thickness of 23 Å and a calculated
molecular length of 33 Å, the molecule on Al or Au has a tilt angle of 46◦ from the surface normal [23].
The XPS spectrum of one monolayer of 8 on Au displays two N(1s) peaks [98]. An angle-resolved XPS
spectrum shows that the N atoms of the CN group are closer to the Au substrate, than the quinolinium N
[98]. The valence-band portion of the XPS spectrum agrees roughly with the density of molecular energy
states [97]. The contact angle of a drop of water on fresh hydrophilic Au is 40◦ (it should be 0◦ if the gold
is perfectly hydrophilic). This angle is 92◦ above a monolayer of 8 deposited on fresh hydrophilic Au (this
exposes the nonpolar tail to water) [98]. The orientation of 8 is confirmed by a grazing-angle FTIR study
of 8 on Al [23] or on Au [98].
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LB monolayers and multilayers of 8 were sandwiched between macroscopic Al electrodes [23], and
later, using the “cold gold” technique [24], between Au electrodes [25,26]. Between Al electrodes (with
their inevitable patchy and defect-ridden covering of oxide), the monolayer has a dramatically asymmetric
current. For 8, RR = 26 at 1.5 Volts [23]. Assuming a molecular area of 50 Å2, the current at 1.5 Volts
corresponds to 0.33 electrons molecule−1 s−1 [23]. The RRs vary from pad to pad, as does the current,
because these are all two-probe measurements, with all electrical resistances (Al, Ga/In, or Ag paste, wires,
etc.) in series. As high potentials are scanned repeatedly, the IV curves become less asymmetric; the RRs
decrease gradually with repeated cycling of the bias across the monolayer. In the range 105 K < T < 390 K,
the onset of rectification of 8 between Al electrodes showed no temperature dependence [87].

With oxide-free Au electrodes, the current through the “Au–monolayer of 8–Au” pads increased dramat-
ically, as expected, but the asymmetry persisted: the highest current was 90,400 electrons molecule−1 s−1

[25,26]. The best RR was 27.53 at 2.2 Volts [26]. Figure 3.4(a) shows how the rectification ratio decreases
from cycles 1 to 6. For some cells, the current increases until breakdown occurs, while in some cells this
happens at 5.0 Volts (i.e., the cells suffer dielectric breakdown only at a field close to 2 GV m−1) [26].

Ashwell and co-workers confirmed that Z-type 30-layer films of 8 rectify between Au electrodes [158].
The currents [158] were three orders of magnitude smaller than those reported for the monolayer [26].

A tetrafluoro analog of 8 (i.e., molecule 9) also rectifies, Figure 3.4(b) [95].
The unwelcome gradual decreases in the electrical conductivity and in the RR of an LB monolayer

of 8 (from an initial value of 27 [23,26] to close to 1 upon repeated cycling) led to combining the LB
and SAM techniques, by measuring thioacetyl variants of 8, which could bind strongly to Au electrodes
[90,93]. These variants were synthesized [90,93] with the aim of preparing molecules that (1) form good
Langmuir (or Pockels–Langmuir) monolayers at the air–water interface, then (2) bind covalently to an Au
substrate after either LB or LS transfer. The good ordering, afforded by the LB technique, should combine
with a very sturdy chemical bond to the Au substrate (SAM formation) after LB transfer. The variant
of 8 [90] with an undecyl tail followed by a thioacetyl termination (C11 thioacetyl) gave disappointing
results. The pressure-area isotherm indicated that the Pockels–Langmuir film collapsed at relatively low
surface pressures, compared to 8, and yielded disordered LB monolayers, with competition between
strong physisorption by the dicyanomethide end of the molecule and Au-to-thiolate chemisorption. The
monolayer rectified in either direction, depending on where in the LB monolayer (i.e., on which molecule,
“right side up” or “upside down”) the STM tip was probing [90]. Longer variants (C14 and C16 thioacetyl
derivatives) did much better [93].

2,6-Di[dibutylamino-phenylvinyl]-1-butylpyridinium iodide, 10, forms a Pockels–Langmuir film at
the air–water interface, and transfers to hydrophilic substrates as a Z-type multilayer [89]. The monolayer
thickness was 0.7 nm by spectroscopic ellipsometry, 1.3 nm by x-ray diffraction, and 1.15 nm or 1.18 nm by
surface plasmon resonance at λ = 532 nm and 632.8 nm, respectively [89]. The films exhibit an absorption
maximum at 490 nm (which is slightly hypsochromic in solution), attributable to iodide-to-pyridinium
back-charge-transfer, and a second harmonic signal χ (2) = 50 pm V−1 at normal incidence (λ = 1064
nm) and 150 pm V−1 at 45◦ [89]. The rectification shows a decrease of rectification upon successive cycles
(Figure 3.4[c]). Some cells have initial RRs as high as 60. The favored direction of electron flow is from
the gegenion to the pyridinium ion (i.e., in the direction of back-charge-transfer). The rectification in 2
may be attributed to an interionic electron transfer, or to an intramolecular electron transfer [89].

Dimethylaminophenylazafullerene, 11, is a moderate rectifier, but can also exhibit a tremendous but
spurious apparent rectification ratio (as high as 20,000) [29], which is probably due to a partial penetra-
tion (“electromigration”) of Au stalagmites [29]. The azafullerene 11 consists of a weak electron donor
(dimethylaniline) bonded to a moderate electron acceptor (N-capped C60), with an IVT peak at 720 nm
[29]. The Langmuir film is very rigid—i.e., the slope of the isotherm is relatively large. However, the
molecular areas are 70 Å2 at extrapolated zero pressure, and 50 Å2 at the chosen LB film transfer pressure
of 22 mN m−1 [29], whereas the true molecular area of C60 is close to 100Å2. Therefore, it is thought that
the molecules 3, transferred onto Au on the upstroke, are somewhat staggered, as is shown in the insert
of Figure 3.4(d), with the more hydrophilic dimethylamino group closer to the bottom Au electrode. The
film thickness is 2.2 nm by XPS [29]. Angle-resolved N(1s) XPS spectra confirm that the two N atoms are
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closer to the bottom Au electrode than is the C60 cage [29]. One must ignore the IV plots that show large
currents due to electromigration. Some cells show a much smaller current, which is slightly rectifying in
the forward direction, with RR ≈ 2 (Figure 3.4[d]) [29].

Very sturdy rectification was seen in a Langmuir–Schaefer (LS monolayer of fullerene-bis-[4-diphenyl-
amino-4]-[N-ethyl-N-2])-hydroxyethylamino-1,4-diphenyl-1,3-butadiene malonate 12 between Au elec-
trodes [91]. Molecule 12 is based on two triphenylamines (two one-electron donors) and a single fullerene
(weak one-electron acceptor): a Langmuir–Schaefer monolayer of 12 rectifies (Figure 3.4[e]); RR does not
decrease at all upon successive cycling. The monolayer is probably very dense and stiff. So stiff, in fact, it
cannot be transferred onto an Au substrate by the vertical LB process, and adheres to Au if it is transferred
by the horizontal, or Langmuir–Schaefer, process [91].

N-(10-nonadecyl)-N-(1-pyrenylmethyl)perylene-3,4,9,10-bis(dicarboximide), 13, is a D-σ -A molecule,
based on the moderate pyrene donor D, a one-carbon bridge, and the moderate perylenebisimide acceptor
A [92]. It has a persistent RR (Figure 3.4[f]) [92].

N-(10-nonadecyl)-N-(2-ferrocenylethyl)perylene-3,4,9,10-bis(dicarboximide), 14, is a D-σ -A molecule,
based on the moderate ferrocene donor D, a two-carbon bridge, and the moderate perylenebisimide
acceptor A [92]. It has an IVT band that peaks at 595 nm [92]. Its Pockels–Langmuir isotherm shows that
14 can be transferred as a monolayer at the fairly high surface pressure of 35 mN m−1, and forms a rectifier
with RR between 25 and 35, which does not change much upon cycling (Figure 3.4[g]) [92].

4,5-Dipentyl-5’-methyltetrathiafulvalen-4’-methyloxy 2,4,5-trinitro-9-dicyanomethylene-fluorene-7-
(3-sulfonylpropionate), 15, is also a D-σ -A molecule, based on D = tetrathiafulvalene, and A = di-
cyanomethylenetrinitrofluorene. It has an IVT band maximum at 1220 nm, and was transferred to a fresh
hydrophilic Au substrate at a surface pressure of 21 mN/m−1 [o57]: its IV curves (Figure 3.4[h]) show
that the RRs decrease upon cycling, and become unity after about 9 cycles of measurement [94]. Similar
results were reported for a very closely related molecule [143].

Fullerene-bis-[ethylthio-tetrakis(3,4-dibutyl-2-thiophene-5-ethenyl)-5-bromo-3,4-dibutyl-2-thio-
phene] malonate, 16, when studied as an LS monolayer between Au electrodes at room temperature, has
not one but two rectification regimes. At about 0.8 Volts it rectifies because the LUMO of 16 comes into
resonance with the Fermi level of the Au electrode (Figure 3.5[a]) [96]. Beyond 2.5 Volts, however, it recti-
fies in the opposite direction because now both the HOMO and LUMO of the molecule become accessible
from the electrodes (Figure 3.5[b])—i.e., 16 starts to behave as an Aviram–Ratner D-σ -A rectifier [96]. It
also rectifies at low bias as an LS monolayer between Al and superconducting Pb electrodes at 4.2 K [96]
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(IV curve not shown here). We developed an IETS spectrometer (Figure 3.6), and obtained for a cast film
of benzoic acid between Pb and Al electrodes at 4.2 K the expected and often recorded IETS spectrum.
We next measured the IETS spectrum of an LS monolayer of 16 between Pb and Al electrodes at 4.2 K for
the bias range corresponding to molecular vibrations (Figure 3.7). The most prominent peak is that due
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to the CH2 vibration [96]. For a much wider bias range, the IETS spectrum (Figure 3.8) exhibited (1) the
most prominent CH2 vibrational peak at 0.36 Volts; (2) a well-known “zero-bias anomaly” (ZBA) close to
0 Volts, due to Al-O and Pb-O vibrations, and of no interest here; (3) some electronic artifacts labeled “X,”
and, most importantly, (4) a very broad peak at positive bias due to resonance between the LUMO of 16
and the Pb electrode, at the same bias (0.65 V) at which enhanced current was observed in the IV curve.
This peak, previously dubbed “orbital mediated tunneling” [159,160] is broad because several crystallites
of Pb, with different Miller indices for the exposed faces, have slightly different work functions (± 0.2 eV),
and enter into resonance successively [96]. At negative bias, the OMT goes away because the LUMO is
asymmetric in the gap [96]. This OMT peak is what we have sought for a long time: proof that the current
indeed must be going through the molecule.

3.7 Switches

Switches require bi-stability. A crystal with bulk bi-stability is CuTCNQ, which is metastable between its
neutral form Cu0TCNQ0and its ionic form, Cu+TCNQ−: this allowed for high- and low-voltage con-
ductivities [161], but despite much work, many publications and patents, it did not become a practical
device. An LB monolayer of a bistable [3]catenane closed-loop molecule, with a naphthalene group as one
“station,” and tetrathiafulvalene as the second “station,” and a tetracationic catenane hexafluorophospate
salt traveling on the catenane, like a “train” on a closed track, was deposited on poly-Si as one electrode,
and topped by a 5-nm Ti layer and a 100-nm Al electrode. The current-voltage plot is asymmetric as a
function of bias (which may move the train on the track), and a succession of read-write cycles shows
that the resistance changes stepwise, as the train(s) move from the lower-conductivity station(s) to the
higher-conductivity station(s) [162]. Infrared spectroscopy showed that depositing Ti atop the catenane
does indeed lead to chemical reaction of Ti with the “top” of the monolayer, but preserves the “working
part” of the molecular switch [163].

3.8 Capacitors

Bi-stable molecules and unimolecular rectifiers could also be used as capacitors, but this possibility has
not received much attention so far.
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3.9 Future Flash Memories

A flash memory device has a middle electrode that is not in electrical contact with the outside circuit, so
after a polarization pulse, charges can be stored for a long time (but not forever) on this middle electrode.
Two monolayers of unimolecular rectifiers, separated by a middle “floating” electrode, could be used as
flash memory devices, but this has never been tested.

3.10 Field-Effect Transistors

A field-effect transistor (FET) requires a semiconducting channel connecting source and drain electrodes
whose “thickness” can be modified by an applied bias on the gate electrode. For this, any semiconductor
will do. Present integrated circuits use FETs preferentially over BJTs because of their ease of fabrication.
FET behavior was observed for LB monolayers and multilayers some time ago [164]. FET behavior has
been observed by STM for a single-walled carbon nanotube curled over parallel Au lines, with the STM
acting as a gate electrode [165], and much work has since been devoted to these FETs. The difficulty of
ordering the nanotubes has so far prevented practical use.

3.11 Negative Differential Resistance Devices

Using a “nanopore” technique, molecules of 2’-amino-4-ethynylphenyl-4’-ethynylphenyl-5’-nitro-benzene-
1-thiolate, attached to Au on one side and topped by a Ti electrode on the other, exhibit negative differential
resistance (NDR) [166]. This molecule, when studied by STM, shows time-dependent oscillations in con-
ductance, presumably due to a change in tilt angle of the organothiolate with respect to the Au substrate
[167]. However, if the second “top” metal is deposited at room temperature, then evidence of chemical
reactions at the open surface of alkoxyorganothiolates (Al, Cu, Ag, and especially the very reactive Ti) or of
interpenetration to the bottom of the SAM close to the Au-S interface (Au) has been presented [27,168].

3.12 Coulomb Blockade Device and Single-Electron Transistor

The organometallic equivalent of a no-gain organometallic single-electron transistor (SET)—i.e., a
Coulomb blockade device—was realized at 0.1 K with a Co(II) complex, using two electromigrated Au
electrodes covalently bonded to the molecule, and a Si gate electrode at 30 nm from the molecule [169].

3.13 Future Unimolecular Amplifiers

A three-sided molecule, designed to control the current pathway within it by the judicious choice of
three moieties with different electron affinities and/or ionization potentials, when covalently bonded to
three metal electrodes 3 nm apart, should be the unimolecular equivalent of a bipolar junction transistor
[127,129,135,137]. Many suitable molecules can be designed, with end-groups designed for SAM formation
with two or three dissimilar metal electrodes, but at present it is highly nontrivial to fabricate, even by
electromigration, three electrodes 3 nm apart.

3.14 Future Organic Interconnects

One a sufficient set of resistors, capacitors, rectifiers, and amplifiers have been demonstrated to work
with conventional metal electrodes, one can initiate a new project, of assembling all-organic polymeric
electrodes to replace the inorganic metals. This would lead to the all-organic computer! The controlled
electrochemical growth of conducting oligomer filaments has already been demonstrated [170].
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4.1 Introduction

Since carbon allotropes take on a diversity of structures and properties, carbon-based materials have
attracted much interest in the areas of basic science and practical materials development. The carbon
chemical bond is characterized by the s and p hybridized orbitals—carbyne with the sp hybridized
orbital, graphite with the sp2 hybridized orbital, and diamond with the sp3 hybridized orbital are one-,
two-, and three-dimensionally stretched, respectively. This leads to the generation of a vast variety of
carbon derivatives given that 90% of 13 million kinds of terrestrial materials are carbon-filled organic
compounds. The diamond (an insulator) is known to be the hardest material, while graphite (a conduc-
tor) is one of the softest crystals. On the other hand, newly discovered fullerenes [1,2], as well as carbon
nanotubes [3,4], have both soccer ball–like and cylindrical structures with diameters of approximately 1 to
1-50 nm, which are zero- and one-dimensionally stretched, respectively. They are pure nanoscale allotropes
of carbon formed in the sp2 hybridized graphite structure, but that incorporate five-membered rings, as
well as the normal hexagon rings, in order to bend the lattice and form a closed carbon cage. Their
chemical/electric/magnetic/optical properties have been investigated in many different areas of chemistry,
physics, biology, medicine, and engineering. The fullerenes and carbon nanotubes are expected to be
candidates for key materials in bottom-up nanotechnology, given that top-down nanotechnology, which
prevails mainly in the Si semiconductor industries, is approaching an inevitable limit regarding processing
in nanoscale, because the electronic and mechanical properties combined with their small dimensions
make them very suitable for constructing nanoscale electronic devices.
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Furthermore, both of them can be modified internally and externally by incorporating other kinds of
atoms and molecules, yielding a variety of unusually structured and functional carbon derivatives. Here,
material processes, resultant derivatives, and their properties relating to nano- and molecular electronics
are taken up, with an emphasis on inner nanospace control of carbon fullerenes and nanotubes.

4.2 Nano-Electronics Oriented Carbon Fullerenes

4.2.1 Cutting Edge Background

The encapsulation of atoms inside hollow cages of fullerenes has proved a fascinating task ever since its
discovery. Endohedral fullerenes (“endo” meaning within) are molecules where one or more atoms are
captured inside the carbon cage. These were given the appealing designation M@Cn(n = 60, 70, and so
on). Among the elements of the periodic table, electropositive metals such as cations, noble gas atoms,
and group-V atoms have so far been encapsulated mainly by adding appropriate materials during the
formation of the fullerenes in arc discharge and laser vaporization processes, applying high temperatures
and high pressures to rare gas atoms, and other alternative methods such as atomic collisions in beams
and ion implantation. However, group III-atoms (metals such as Sc, Y, La, Gd, etc.) have exclusively been
encapsulated, not in C60, but in higher fullerenes such as C82, C84, etc. [5,6]. Since C60 has the highest
productivity among all the fullerenes, Cn, when using the normal fullerene-production methods, it is
an urgent issue today to develop an efficient method for synthesizing the endohedral C60 (M@C60) with
high yields. When the production of M@C60 in large quantities is realized, many more experiments will
be feasible and exciting results can be expected, leading to the development of innovative applications
relating to nano- and molecular electronics.

Before describing any experimental details, let’s briefly discuss the historical development of electron-
based electronics and information technology in order to understand the meaning of endofullerene-based
nanoelectronics (see Figure 4.1). Electrons in atoms have both charge and spin, which have aided the
technology of the semiconductor and magnetic materials fields, respectively. By simultaneously exploiting
both, a key science was launched: semiconductor spintronics. Here, endofullerene-based nanoelectronics
is claimed, where an atom-encapsulated fullerene is regarded as a pseudo atom. In the case of endohedral
metallofullerene, charge transfer between atom and fullerene cage may result in the appearance of, for
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FIGURE 4.1 The historical meaning of endofullerene-based nanoelectronics.



Carbon Derivatives 4-3

example, high-temperature superconductivity and high efficiency of solar cells. Since the ionization energy
of alkali metals such as Na, Cs, and so on is minimum and the most electropositive among all the elements,
the alkali metal is predominantly taken up in the present context as a typical charge-transfer element
in M@C60 [7,8,9]. On the other hand, with a certain specified-atom encapsulated fullerene as one of
the gaseous atom encapsulated fullerenes, phenomena such as a long spin lifetime and sharp resonance
take place [10,11]. In this respect, the most unusual member of the various endohedral fullerenes is
atomic nitrogen in C60 (N@C60). The enclosed nitrogen atom is uncharged, unbound, and has a very long
relaxation time in the quartet ground state (4S3/2) in the center of the fullerene at ambient conditions.
Thus, potential applications, such as storing quantum information or quantum computations due to long
spin lifetime and sharp resonance [12,13], have been proposed. Therefore, N@C60 is also taken up in the
present context as a spin-exploited endohedral fullerene. Furthermore, when a ferromagnetic element
such as Fe is encapsulated, a magnetic semiconductor M@C60 is expected to be synthesized, which may
contribute to the development of nano semiconductor spintronics. However, it is not taken up in the
present context.

4.2.2 Alkali ------ Metal Encapsulated Fullerenes

In order to produce macroscopic amounts of endohedral fullerenes. the arc discharge method for pristine
(empty) fullerene production is usually employed by using metal or metal oxide doped graphite rods
instead of pure ones, where the metal is trapped in the carbon cage, thus closing the fullerene network [6].
Another method of synthesizing endohedral fullerenes was developed by the author’s group after gas phase
ion-neutral collision experiments [7]. This method adopts a plasma consisting of positively and negatively
charged particles, with an equal density to insert alkali ions into fullerenes [8]. A similar method, based on
ion implantation in the absence of negatively charged particles was also developed by Cambell et al. [9].

Regarding the plasma method, the experiment is performed using a cylindrical vacuum chamber
(10 cm diameter, 100 cm long), as shown in Figure 4.2(a). A plasma of electrons and positive-alkali
ions (A+) is produced by the contact ionization of alkali atoms on a 2.0 cm-diameter tungsten plate heated
to 2000◦C, where Li, Na, K, and Cs are individually used as alkali metals (A). The background gas pressure
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is P = (1 ∼ 3) × 10−4 Pa. The plasma, with a density of n p = (0.5 ∼ 5) × 109 cm−3 and an electron
temperature of Te ≈ 0.2 eV ≥ T+(positive ion temperature), diffuses along a uniform magnetic field
B = 0.3 T and passes through a copper cylinder (6.0 cm diameter, 20 cm long) near the tungsten plate.
A copper oven is used for C60 sublimation, and has a small hole for C60 injection. The oven temperature,
T0, is set at 250 to 550◦C, and the cylinder temperature is maintained around 450◦C. C60− ions appear as
a result of electron attachment (e + C60 → C60− ), generating an alkali-fullerene plasma which consists
of positive alkali-metal ions (A+) and negative ions (C60− ) [14]. Plasma parameters and spatial profiles
of the C60− ions are measured using Langmuir and ion-sensitive probes. As shown in Figure 4.2(a), an
endplate consisting of three circular concentric segmented electrodes (plates 1, 2, 3) as substrates is mainly
used, which are located at radial positions of |r| = 0 to 0.7, 0.9 to 1.6, and 1.8 to 2.5 cm, respectively. The
radial density profile of C−

60 is hollow with a broad peak at |r| = 1.0 to 1.7 cm, whereas the A+ density is
higher at |r| = 0 to 0.3 cm, and decreases uniformly with increasing |r|. DC bias voltages of φap1, φap2,
and φap3are applied to each circular electrode with respect to the grounded tungsten plate. Here, �φap is
defined as the difference (φap − φs ) between φapand the plasma potential φs [Figure 4.2(b)]. Deposition
time is 60 minutes, and the thickness of the thin films formed is between 1.0 to 1.5 μm. The mass analysis
of the thin films is performed using a reflection-type laser-desorption time-of-flight mass spectrometer
(LD-TOF MS).

According to typical mass analysis results of thin films accumulated on the substrate (plate–2) in the
alkali-fullerene plasmas, the spectra show clear peaks corresponding to the Li-, Na-, and K-endohedral
fullerenes Li@C60, Li2@C60, Na@C60, and K@C60 only when the DC bias voltages are slightly positive with
respect to the plasma potential, i.e., �φap > 0 (dimetallofullerene Li2@C60 : fullerene containing two Li
atoms in the cage). In this case, initially faster A+ and slower C−

60 ions are decelerated and accelerated just
in front of the substrate (in a plasma-sheath region), respectively, and their relative velocity approaches
zero, resulting in a strong Coulomb interaction between them (see the left of Figure 4.2[b]). However,
no such spectrum-peaks are observed when the negative DC bisases are applied (�φap < 0), where C−

60

ions are reflected before arriving at the substrate and A+ ions are accelerated by the sheath potential drop,
impinging upon it with higher energies of −e�φap (see the right of Figure 4.2[b]). Figure 4.3 gives the
bias dependence of the relative production ratios of Li@C60, Na@C60, K@C60, and Cs@C60 to C60, which
are Li+-C−

60: ∼ 0.6; Na+-C−
60: ∼ 1.0; K+-C−

60: ∼ 0.1; and Cs+-C−
60: 0, respectively. Here the production ratio

of A@C60 to C60 is estimated by each intensity ratio of the mass spectrum-peaks. The production ratio of
A@C60/C60 is almost inversely proportional to the diameter of the alkali–metal ions except for the Li@C60

case, where the plasma density is lower than in the other alkali–fullerene plasmas due to a difference of
Li ionization potential and boiling point from the other alkali metals. The bias voltage for the maximum
production ratio increases in proportion to the diameter of the alkali–metal ions. Since the diameter
(≈ 3.4 Å) of the Cs+ ion is very large compared with other alkali ions (Li+: 1.2 ∼ 1.8 Å; Na+: 1.9 ∼ 2.32
Å[comparable to the average diameter, ∼ 2.48 Å, of the C60 six-membered ring]; and K+: 2.66 ∼ 3.04 Å),
even a high DC bias voltage of �φap ≈ 50 V equivalent to the relative energy of C−

60 and Cs+, ≈ 50 eV or
greater, does not yield the production of Cs@C60[15].

These results suggest that Coulomb interactions, originating from the acceleration and deceleration of
A+ and C−

60 ions controlled by the substrate bias voltage, have a significant effect on encapsulating atoms in
C60 cages at extremely low energies. According to ab initio molecular dynamics simulations for collisions
between C−

60and Li+ (or Na+) ions [16], Li atom is easily encapsulated in C60 when Li+ ions hit with kinetic
energy of 5 eV to the center of the six-membered ring in the C60 cage. However, when Li+ ions hit with
5 eV near the center of a C-C bond in C60, the C60 cage distorts. Therefore, it is likely that an increase in
approach probability due to Coulomb interactions causes distortion of the C60 cage.

In the case of ion implantation without background electrons, on the other hand, a schematic picture
of the apparatus is shown in Figure 4.4 [17]. Alkali ions are generated from a thermal source, accelerated
to the desired energy and deposited on a rotating metal cylinder. This situation is similar to the plasma
experiment described in the right of Figure 4.2(b), i.e., �φap < 0. Fullerenes are deposited simultaneously
from an oven at a temperature of approximately 450◦C. The oven temperature, fullerene deposition rate,
and speed of rotation of the metal cylinder are controlled to ensure that one monolayer of fullerenes is
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deposited on each full rotation. The deposition and irradiation is continued until films of typically up to
a few hundred-nm thickness are formed. For ease of extraction of the endohedral fullerene material, the
fullerenes are deposited on aluminum foil wrapped around the cylinder.

The yield of endohedral species, as a function of ion implantation energy, as determined by measuring
the mass peaks in LD-TOF MS spectra, is plotted in Figure 4.5 for the different alkali metals [17]. The
endohedral yield has been compared with the result in gas phase collision experiments [18]. The distri-
butions coincide very nicely. In particular, the energetic thresholds are in good agreement, as well as the
widths of the energetic window within which endohedral fullerene formation is possible.

It is to be noted that a conflicting A+-acceleration condition for the endohedral–fullerene synthesis
emerges in comparison with the experimental results of plasma and ion implantation methods. A+ ions
are not accelerated, but C−

60 ions are slightly accelerated (a few eV) in the former, while only A+ ions are
strongly accelerated (several tens of eV) in the latter. According to a recent experiment of plasma method,
A@C60 is also produced in the range of �φap < 0 (a situation similar to the ion-implantation method)
for certain experimental parameters. To solve this kind of experimental paradox, it’s expected to achieve
the goal of the high-yield production of alkali–metal endofullerenes.

4.2.3 Atomic-Nitrogen Encapsulated Fullerenes

N@C60 belonging to the new category of endohedrals has so far been produced basically by ion implantation
process—that is, ion bombardment where ions are prepared by a Kaufmann ion source [10] or simple
glow discharge plasmas [11,19]. In any case, these methods parameters for the ion irradiation to C60 are
not actively changed, and the effects of ion bombardment on the N@C60 synthesis have been unclear.
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Thus, since the production ratio of N@C60 to C60 has been restricted to the order of 10−6 to 10−4, further
studies on N@C60 are forced to be delayed. Therefore, a new method is urgently needed that allows the
production of N@C60 in large quantities. On the other hand, one of the other nitrogen-C60 compounds,
the azaheterofullerene C59N, has been investigated independently of N@C60 in conjunction with organic
semiconductor devices in molecular electronics, in which a carbon atom of the cage is replaced with a
nitrogen atom. It has mostly been produced by a complex and inefficient chemical reaction [20]. Therefore,
it is of the utmost importance today to investigate the effects of irradiated energies on the formation of
nitrogen-C60 compounds by generating atomic-nitrogen ions with controlled kinetic energies.

The synthesis of nitrogen-C60 compounds requires a plasma containing a considerable amount of N+

as a nitrogen ion source. To generate N+ from nitrogen gas (N2), a desorption/ionization energy of 24.3 eV
should be supplied to N2 by energy transfer from electrons. Here, an electron cyclotron resonance (ECR)
discharge in a mirror magnetic field is adopted, which leads to the energization of electrons and the effective
resultant dissociation and ionization of N2. The experimental setup is schematically shown in Figure 4.6,
where a microwave is launched into a stainless steel chamber 11 cm in diameter through waveguides by a
microwave generator (2.45 GHz, 800 W) [21]. N2 (1 × 10−2 Pa) is fed to the chamber and ionized using
the microwave. Since electrons in the ECR region are trapped in the mirror magnetic field and accelerated
owing to ECR at the bottom of the mirror well (Bz = 875 G), a number of N+ ions are expected to be
generated as a result of the effective dissociation and ionization of N2 gas, which is confirmed by optical
emission spectroscopy. The ECR plasma containing the nitrogen ions diffuses toward the process region
through the separation grid. C60 particles sublimated from an oven are deposited continuously on a DC-
voltage-applied (φap) substrate. The nitrogen ions arriving in front of the substrate are accelerated by the
potential difference �φap(< 0) and irradiated to a C60 thin film with energy Ei (= −e�φap) throughout
the period of C60 deposition. The typical plasma density and electron temperature in the process region
are 1 × 109 cm−3 and 0.5 eV, respectively.

The compound after ion irradiation is dissolved in toluene and filtered to divide it into a residue and
a solution, which is analyzed by TOF-MS and electron spin resonance (ESR). Figure 4.7 shows an ESR
spectrum, where the g value (magnitude of electron Zeeman factor for unpaired electron spin density)
is found to be 2.00213 and hyperfine splitting constants are found to be 0.568 and 0.570 mT. Since
the hyperfine splitting constants of free nitrogen and N@C60 are predicted to be 0.38 and 0.5665 mT,
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respectively [22], the hyperfine splitting constant shown in Figure 4.7 agrees with that of N@C60, demon-
strating that N@C60 exists in the solution. The amount of N@C60 in the solution can be estimated from
the ESR spectrum of the sample compared with that of a standard sample. When high-performance liquid
chromatography (HPLC) is used in combination with ESR [23] to separate very low purity N@C60 from
C60, the initial purity of N@C60 in C60 in the sample (about 10−3to 10−2% ) is increased up to about 5%.
Figure 4.8(a) gives a mass spectrum of the 5% purity sample analyzed by TOF-MS, the peak at the mass
number 734 indicating N@C60 is clearly observed, in addition to that at 720 of C60, where the peaks at the
mass numbers 721 and 722 are owing to the existence of isotopes. According to the TOF-MS analysis of
residue including polymerized C60 and various impurities, the azaheterofullerene C59N is found to exist
in large quantities as demonstrated by a distinct spectrum-peak at the mass number 722 in Figure 4.8(b).
The results described previously show that N@C60 and C59N are produced under the same conditions and
are successively separated by solvent extraction.

Figure 4.9 presents the dependences of the C59N and N@C60 syntheses on ion irradiation energy, where
closed circles and open squares denote the mass peak ratio of C59N (722) to C60 (720) in the residue and
the purity of N@C60 in C60 in the solution, respectively. The optimum ion energy is found to be about
40 to 50 eV for C59N synthesis and almost no C59N is synthesized for E i > 50 eV. It is conjectured that
the optimum ion energy for C59N synthesis is determined by the desorption energy of a carbon atom (C)
from C60 (26.6 to 37.8 eV) [24] and the binding energy of C-N (3.03 eV). When a N+ ion with a kinetic
energy E i higher than 26.6 eV collides with C60 on the substrate, C is dissociated from C60 and replaced
with N, resulting in the formation of C59N. However, when the energy of N remains higher than 9.09 eV
after C59N formation, a Natom with a C-N bond is considered to leave the C60 cage again because the
energy is higher than the binding energy of the N atom in C59N. Thus, the optimum ion energy for C59N
synthesis is roughly estimated to be approximately 26.6 to 46.9 eV, which corresponds to the experimental
result.

On the other hand, the N@C60 purity is almost constant in a wide ion-irradiation energy range. However,
the purity markedly decreases for an ion irradiation energy less than 20 eV. The energy barrier for the
kinetic penetration of the N atom through the fullerene framework has been estimated to be about 20 eV
[25]. Therefore, a N+ ion with an energy larger than 20 eV appears to penetrate into the C60 cage, leading
to the synthesis of N@C60. By taking into account the fact that the dependence of N@C60 on ion energy is
different from that of C59N, both nitrogen-C60 compounds can possibly be simultaneously or selectively
produced under certain conditions by this method, which is important in realizing the application of C60

derivatives to nano- and molecular electronics.
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FIGURE 4.8 Mass spectra of (a) solution after solvent extraction using α-cyano-4-hydroxy cinnamic acid as a matrix
(purity of N@C60 in C60: about 5%), and (b) the residue after solvent extraction (C59N at the mass number 722)
obtained by TOF-MS analysis.
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4.3 Alignment-Controlled Pristine Carbon Nanotubes

4.3.1 Motivation Background

Since the discovery of carbon nanotubes (CNTs) in 1991 by Iijima [3], they have attracted a great deal
of attention in a wide range of application fields. Single-walled carbon nanotubes (SWNTs) [4], which
consist of only one graphen layer, are especially expected to be a primal candidate for developing a
nanoelectronics application due to their scaling advantage and unprecedented electrical characteristics.
The electrical characteristics of SWNTs are fairly sensitive to an environment around the carbon shells, and
hence the inner and outer spaces of SWNTs have huge potential to modify their electrical features, which is
inevitable to construct sophisticated electrical circuits for future applications. Based on this background,
several remarkable techniques for the diversification of SWNT electrical properties have been developed,
such as C60 encapsulation with vacuum heating, alkali metal doping on the outer surface of SWNTs, and
so on. The author’s group also tackles this problem with a unique plasma method. Figure 4.10 shows an
inclusive concept of nanoscopic plasma processing proposed by the author. A basic plasma technology
is able to create a special situation, where sources of desired CNTs and materials to be encapsulated in
them are independently prepared. In the latter source area, almost all of the atoms and molecules are
positively or negatively charged to form different-polarity ion plasmas, and therefore can be selectively
accelerated toward the former source area with an externally applied electrostatic force between the two
sources inserted into the end-cap opened CNTs. In order to effectively realize inner space modifications
of SWNTs with this method, well-organized SWNTs must be used as a target for accelerated ions, because
all of the materials to be encapsulated are forced to pass through only from the edge of SWNTs into their
inner hollow region—i.e., almost all of SWNTs have to stand individually.

As just mentioned, how to organize the as-grown state of individual SWNTs is one of the most important
issues, not only for the modification of electrical characteristics but also the integration of them in electrical
circuits for a practical application. In this chapter, several outstanding techniques for the alignment control

Ion injection via plasma
+

+

+

+

+

+

+

+

+

+
+

+

−

− −

−

−

−

−

−
−

−

−

−

Diffusion plasma CVD growth

Nanoscopic plasma process

One-dimensional nanoelectronics devices
with individually-vertically-aligned SWNTs

(diode, superconductor, magnetic semiconductor, illuminant, ...) 

FIGURE 4.10 Nanoscopic plasma processing.
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of individual SWNTs are introduced with a simple history of their development. Before touching ground
it is convenient in this context to briefly note a significance of individual SWNTs in the following. Individ-
ual SWNTs have gathered much attention since the discovery of their outstanding electrical and optical
characteristics, which are much superior to those of bundle-forming SWNTs. Their remarkable structures,
with their high aspect ratio and extraordinary flexibility, can also provide a great number of opportunities
to be used in wide application fields. For instance, field effect transistors, nanoprobes, sensors, wiring, field
emission displays, and so on. Unfortunately, however, those structural features strongly limit a practical
manipulation of the individual SWNTs, which cause a critical and huge barrier against fruitfully utilizing
their potential abilities in industrial application fields. This background has motivated a large number of re-
searchers to focus upon the ultimate aim, “perfect manipulation of the individual SWNTs” in the last decade.

4.3.2 Parallel-Direction Grown Carbon Nanotubes

The direct growth of individual SWNTs on a substrate was first reported by Cassell et al. in 1999 [26]. When
the SWNTs’ growth is performed using a thermal chemical vapor deposition (CVD) method with specially
patterned substrates, they found that SWNTs are suspended bridges grown from a catalyst material placed
on the top of regularly patterned silicon tower structures. In an area containing towers under a square
configuration, a square of suspended nanotube bridges is obtained (Figure 4.11[a]). Directionality of the
suspended tubes is simply a result of the designed substrate. During the CVD growth, nanotubes emanate
from the top of the towers. Nanotubes growing toward adjacent towers become suspended, whereas tubes
growing toward other directions fall onto the sidewalls of the towers.

After the results of suspending growth, a new concept, “control of the growth direction,” was first
introduced in the field of individual SWNTs. One of the most promising technique about the alignment
control is the one applying an electrical force during the SWNTs’ growth [27]. When the electric force is
applied between two electrodes, SWNTs start to grow along with a line of electric force (Figure 4.11[b]).

A force of gas flow can also control the growth direction [28,29]. When SWNTs grow quite long using the
thermal CVD method, it was found the growth direction corresponded completely with the flow direction
of carbon source gas, as described in Figure 4.12(a). Interestingly, when the two-step SWNTs’ growth
is performed with the same substrate, it is possible to fabricate well-defined cross-network structures of
SWNTs on a large scale by adjusting the gas flow direction. (Figure 4.12[b]).

The other method attracting strong attention as a novel technique to control the individual SWNTs
growth direction is the one using a crystal structure of a substrate surface [30]. As shown in Figure 4.12(c),

(a) (b)

10 nm
2 μm 10 μm

20 VDC, 0.5 V/μm

FIGURE 4.11 (a) A scanning electron microscope (SEM) image of a square of suspended SWNT bridges. Inset: A
high magnification transmission electron microscope (TEM) image showing the structure of a synthesized SWNT.
(From Cassell, A. M. et al. J. Am. Chem. Soc., 121, 7975, 1999.) (b) SEM images of suspended SWNTs grown in electric
fields. (From Zhang, Y. et al. Appl. Phys. Lett., 79, 3155, 2001.)
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FIGURE 4.12 (See color insert following page 5-6) (a) SEM image of horizontally aligned SWNTs compared with
the direction of gas flow. (From S. Huang et al. J. Am. Chem. Soc., 125, 5636, 2003.) (b) SEM image of the cross-
network SWNTs fabricated by two-step growth process. The substrate angle is changed 90◦ after the first process.
(From S. Huang et al. Adv. Mater., 15, 1651, 2003.) (c) AFM amplitude image of kinked SWNTs growing along the
[112−0] direction (blue) with short segments along the [101−0] direction (red), and occasionally [21−1−0] (yellow)
and [011−0] (green; image size: 5 mm). The short arrows in the respective color point to a few such segments. (d)
Illustration of a (10,0)-(6,6)-(10,0) kinked nanotube along [112−0]-[101−0]-[112−0]. (e) Model of a 1-nm-diameter
SWNT along a [112−0] atomic step. The color gradient represents an estimated SWNT-step electrostatic interaction
energy per unit of nanotube length as a function of SWNT axis position, U(x,z). This was calculated from the force
exerted on a polarizable body by an inhomogeneous field, F = (αE�∇) E. Averaging the potential along the direction
of the step and the SWNT (y) gives U(x,z) = −1/2αxx E2(x,z), where αxx is the transverse polarizability of the SWNT
per length and E(x,z) is the local field. The latter was derived from the unreconstructed atomic step, by summation
of Coulomb potentials from bulk Mulliken charges, averaged along the y axis and corrected for slab edge effects by
subtracting a similar potential without the step. (The blue-to-red scale is 0–750 eVnm−1.) (From A. Ismach et al.
Angew. Chem. Int. Ed., 43, 6140, 2004.)

the individual SWNTs grow in accordance with a certain crystal’s orientation, something first developed
by Ismach et al. in 2004. Several similar works have also been reported after their study [31,32]. These
precise alignment control techniques could open the door to a wide range of industrial applications for
individual SWNTs, including nano-electronics.

4.3.3 Individually Vertically-Aligned Carbon Nanotubes

As just described, these outstanding techniques enable individual SWNTs to be grown in optional direc-
tions. Noticeably, however, all of the reported methods have only achieved alignment control in directions
parallel to substrate surfaces. To successfully integrate large arrays of devices—such as field effect tran-
sistors, nanoprobes, sensors, wiring, and field emission displays—the tube alignment control in both the
parallel and perpendicular directions on a substrate surface must be effectively addressed.

Plasma-enhanced chemical vapor deposition (PECVD) is one of the well-known methods of forming
nanotubes, and has outstanding benefits for the vertical growth of individual multiwalled carbon nanotubes
[33–36]. Although this PECVD method has a strong potential to solve the aforementioned problem in
one synthesis step for individual SWNTs (i.e., the vertical growth of isolated SWNTs), high-energy ions
causing significant damage to tube structure have greatly restricted PECVD from being fruitfully applied to
the nanotube growth. In order to utilize these advantages of plasma technology in industrial applications
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FIGURE 4.13 Experimental setup of the diffusion plasma process.

of SWNTs, a damage-free plasma process urgently needs to be developed. From this point of view, the
author’s group was greatly interested in a diffusion plasma process, which is considered to lead to the
nanotube growth without significant damage even under a strong electric field in a plasma sheath. The
diffusion plasma can be generated with a simple planer type radio frequency (RF, 13.56 MHz) plasma unit,
as shown in Figure 4.13. An RF power (PR F ) is supplied to an upper planer electrode through an RF power
supply system consisting of a power generator, a matching box (M.B.), and a blocking condenser (B.C.).
A mesh-type grid is utilized as an anode on purpose to promote the diffusion of plasmas. In the diffusion
area, electron temperature can be drastically decreased (∼ 0.1 eV) with an increase in diffusion distance.
Since the value of electron temperature is directly related to the energy of ions that flow into a substrate,
ion-damage-free plasma processes can be realized using this diffusion PECVD method. With the diffusion
plasma process, the author’s group previously succeeded for the first time in forming SWNTs within the
framework of the PECVD method, as well as synthesizing freestanding SWNTs based on plasma sheath
effects [37–41].

Figure 4.14(a) is a low-magnification SEM image of produced materials with the diffusion PECVD
method. The detailed SEM observations reveal that large amounts of filament shaped materials grow on
the substrate surface. Surprisingly, these materials are often observed in a freestanding form, as described
in Figure 4.14(b).

Based on meticulous and intensive TEM observations, it has been found that almost all of the materials
grown are SWNTs. Furthermore, individually standing SWNTs can often be observed, as shown in Figure
4.14(c). Because the sample pre-treatment was carried out for TEM observations (softly peeling off from
the substrate surface without any dispersion process), it is difficult to discuss the as-grown state of the
produced materials from these results. However, when the results of SEM observations are combined with
those of TEM observations, it can be concluded that the individually vertically aligned (freestanding)
SWNTs are produced with the diffusion PECVD method.

Figure 4.14(d) describes a typical Raman scattering spectrum. A tangential stretching (TS) mode can
clearly be observed to sharply split into the G+ band (1590 cm−1) and the G− band (1557 cm−1). This
result also supports the belief that the material produced is SWNTs. Despite the sharp TS mode, any clear
radial breathing mode (RBM) associated with tube diameters cannot be detected in the general RBM
region (150 to 300 cm−1). As shown in Figure 4.14(e), the results of TEM observations tell us that the main
diameter of the produced SWNTs is about 3 nm. Following this result, it is possible to suppose that the
reason for the absence of RBM in the 150 to 300 cm−1 region is related to the unique diameter distribution
of the freestanding SWNTs produced here.

As demonstrated previously, our diffusion plasma method is capable of producing freestanding SWNTs
on flat substrates, which are expected to contribute to the creation of a novel three-dimensional architecture
in a nanoelectronics device field. Furthermore, these perfectly isolated SWNTs are extraordinarily suitable
for inner- and outer-surface modifications, which can bring out the superior characteristics of SWNTs
drastically.
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FIGURE 4.14 Typical low (a) and high (b) magnification SEM images of freestanding SWNTs, respectively. (c) A TEM
image of freestanding individual SWNTs. (d) A Raman scattering spectrum of SWNTs. (e) A diameter distribution of
SWNTs measured by TEM.

4.4 Nano-Electronic Oriented Carbon Nanotubes

4.4.1 Atomic/Molecule Encapsulated Carbon Nanotubes

As already mentioned, pristine CNTs have shown great potential as components of nanoscale electronic
devices and sensors because of their novel structure, unique conducting properties, and high thermal
capacity. Recently, modification of such pristine CNTs with other foreign materials is recognized to be an
attractive ideal for the purpose of controlling their electronic properties through interaction with electron
donors or acceptors. Although various methods have been explored up till now, compared with surface
modification such as substitution and attachment, intercalation or encapsulation of CNTs with foreign
atoms or molecules is considered to be a more fascinating way (in a relative sense) of easily and accurately
controlling the physical properties of CNTs. Up until today, various atoms such as alkali–metals [42] and
magnetic metals [43,44], molecules such as Br2, I2 [45,46], and various compounds [47,48] have been
filled in multiwalled carbon nanotubes (MWNTs), SWNTs, or double-walled carbon nanotubes (DWNTs).
The first doping reactions by K and Rb are performed on MWNTs prepared by an arc discharge method
[49]. The first molecule ever reported in the case of SWNTs is fullerene C60 [50] and the insertion of C60

into their inner nanospace is realized by a pulse laser vapor method. On the other hand, the plasma ion-
irradiation method described in Figure 4.10 (see Section 4.3.1) is found to be efficient for the insertion
of metal atoms or molecules into nanotubes. When the alkali–fullerene plasma is exemplified for that
purpose, different-polarity ions can selectively be accelerated toward a substrate coated with pristine
SWNTs or DWNTs, in this case by adjusting its bias voltages, as previously shown in Figure 4.2 (see
Section 4.2.2).
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FIGURE 4.15 The plasma irradiation process.

In more detail, the controllable ion irradiation can be realized when largely positive or negative biases
are applied to the substrate, as schematically described in Figure 4.15: φap >> 0 for C−

60, φap << 0 for A+.
First, SWNTs or DWNTs start to be oriented along the plasma sheath electric field. Then, their structural
modifications such as tube deflection, tube kink, tube cutting, and end-cap opening are observed to be
caused, resulting in the formation of atom or molecule encapsulated carbon nanotubes [51–54].

Figure 4.16 gives the TEM images for (a) C60 encapsulated SWNT (C60@SWNT) and (b) Cs encapsu-
lated SWNT (Cs@SWNT), respectively [55]. The observations evidently reveal that the foreign materials
have been filled inside SWNTs. In the case of DWNTs, owing to their large diameter only amorphous
C60 molecules are observed inside DWNT, as shown in Figure 4.17(a), compared with the chain-like
C60molecules encapsulated SWNTs. In the case of Cs encapsulation, worm-like Cs clusters can clearly be
observed within DWNT, as indicated in Figure 4.17(b) [56], which is somewhat similar to the morpholo-
gies of Cs@SWNTs. In addition to the C60 fullerene, metallofullerenes can also be filled inside SWNTs,
which has been realized by Sato et al. [57] by means of a vapor reaction method. Figure 4.18 shows the TEM
images of two Gd@C82molecules aligned inside SWNTs, and black arrows indicate the Gd ions. Moreover,
by using the vapor reaction method, organic compounds have been doped into SWNTs, and the charge
transfer between SWNTs and various organic molecules have been investigated by Takenobu et al. [58].
Figure 4.19 shows the typical X-ray diffraction profiles for pristine and TCNQ-encapsulated SWNT ma-
terials. The most obvious difference between doped and undoped SWNTs is the strong reduction of peak
intensity at approximately Q ∼ 0.4 (Å

−1
). Such a behavior provides direct evidence for the encapsulation

of organic molecules inside SWNTs.
According to a recent simulation work [59], one of the fascinating routes toward novel functional

materials is to inject magnetic metals such as Fe, Co, or Ni into SWNTs or DWNTs, where both the

2 nm

(a) (b)

2 nm

FIGURE 4.16 Typical TEM images of (a) C60 encapsulated SWNT and (b) Cs encapsulated SWNT.
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FIGURE 4.17 Typical TEM images of (a) C60 encapsulated DWNT and (b) Cs encapsulated DWNT.

12 s 15 s 25 s0 s

FIGURE 4.18 TEM images of a Gd@C82 encapsulated SWNT scale bar: 1 nm. (From Sato, Y. et al. Phys. Rev. B, 73,
233409, 2006.)
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FIGURE 4.19 (a) A TCNQ molecule and (b) observed X-ray diffraction profiles of pristine and TCNQ encapsulated
SWNTs. (From Takenobu, T. et al. Nature Mater., 2, 683, 2003.)
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FIGURE 4.20 TEM images of (a) ferrocene encapsulated SWNT and (b) Fe encapsulated SWNT.
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charge and spin of electrons may be allowed to be used for transport phenomena. Ferromagnetism
and semiconducting properties are expected to coexist in a SWNTs-based semiconductor by encapsu-
lating magnetic elements. One of the possible methods is carried out to fill magnetic metals in SWNTs
(or DWNTs) using ferrocene as a starting substance. During the first step, ferrocene molecules are filled
in SWNTs (or DWNTs) by a vapor reaction method [60,61]. Figure 4.20(a) shows the TEM image for fer-
rocene molecules encapsulated inside SWNT [61]. In the second step, samples of ferrocene-filled SWNTs
(or DWNTs) are further annealed in a vacuum with an aim to release Fe atoms inside nanotubes. In Figure
4.20(b), several dark spots distributed in SWNT can clearly be identified. These dark spots with a diameter
of about 0.5 to 0.7 nm suggest that each of them contains only several Fe atoms [61]. The preceding
method is simple, and easily scalable for the mass production of Fe encapsulated SWNTs (Fe@SWNTs)
and DWNTs (Fe@DWNTs).

4.4.2 Electronic Properties of Encapsulated Nanotubes

Due to their ideal one-dimensional structure and unique electronic properties, a lot of studies have been
devoted to the transport properties of modified SWNTs and DWNTs, in which nano devices are fabricated
using SWNTs and DWNTs as the channels of field-effect transistors (FETs). In the present case, an FET
substrate typically consists of two Au electrodes (thickness of 150 nm) placed on a SiO2 insulating layer
(thickness of 500 nm), as schematically depicted in Figure 4.21(a). The Au electrodes are used as source
and drain electrodes with a gap length of 500 nm between the two electrodes. A heavily Si-doped substrate
is used as a back gate, which is prepared by Al evaporation. Pristine semiconducting SWNTs show only
the well-known p-type semiconducting property at room temperature, as indicated by a source-drain
current IDS versus gate voltage VG characteristic in Figure 4.21(b), while C60@SWNTs are confirmed to
maintain their p-type behavior due to the electron–acceptor quality of C60 [62]. By doping the alkali atom
K around the outside surface of SWNTs, high-performance n-type semiconducting SWNTs have even been
obtained by Dai et al. [63]. In their case, the on/off ratio for n-type SWNTs is about 106 with no ambipolar
p-channel conductance.

On the other hand, in the case of encapsulating alkali atoms inside pristine SWNT or DWNTs, their
electronic transport properties of SWNTs or DWNTs can be gradually modified by changing the doping
time in the plasma irradiation method. Figure 4.22 presents an evolution of electronic properties of Cs
encapsulated SWNTs created by varying the plasma ion-irradiation time from 15 min to 60 min, where
(a), (b), (c), and (d) show the IDS − VG characteristics of Cs@SWNTs measured with a source-drain
voltage of VDS = 1 V in a vacuum [64]. The samples are prepared by the Cs ion irradiation process, during
which the concentration of Cs+ is about 2.2 × 104, 4.3 × 104, 6.5 × 104, and 8.6 × 104 Cs ions per nm2,
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FIGURE 4.21 (a) A SWNT-FET device and (b) p-type semiconducting behavior of a pristine SWNT.
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FIGURE 4.22 IDS − VG characteristics of Cs@SWNTs measured at VDS = 1 V in a vacuum by varying the Cs ion
irradiation time: (a) p-type, (b) ambipolar, (c) and (d) n-type behavior.

respectively. Starting with the pure p-type conductance, ambipolar properties appear in the range of the
low doping level. A threshold gate voltage for p-type conductance tends to shift more negatively from −22.2
to −35.6 V and the conductance region of n-type gradually increases as the total amount of irradiated
Cs atoms increases. Finally, Cs@SWNTs change to show the complete n-type behavior, as described in
Figure 4.22(d).

In general, the obtained nanotube FET transistors are very sensitive to the presence of air. Therefore,
how to realize the air-stable nanotube-FET transistors is becoming an important topic. Recently, n-type
FETs stabilized in air by polymer functionalization have been reported[65]. In addition, air stable n-type
semiconducting SWNTs can be obtained by Cs encapsulation via the plasma method. Figure 4.23 shows
an n-type Cs@SWNT-FET before (solid line) and after exposure to air (dashed line), and the characteristic
indicates that the n-type behavior of Cs@SWNT remains even in air [64]. Thus, it is demonstrated that
the reactive Cs atoms are protected against oxidation by the carbon layers because the Cs atoms are
encapsulated inside SWNTs.

Compared with p-type pristine SWNTs, pristine semiconducting DWNTs exhibit amibipolar behav-
ior due to their narrow bandgap of about 0.2 eV, as shown in Figure 4.24(a), which is similar to the
semiconducting properties of SWNTs with a large diameter over 3 nm [66].

After the Cs encapsulation, Cs@DWNTs can clearly exhibit n-type transport behavior (as shown in
Figure 4.24[b]) similar to the case of SWNTs, suggesting the occurrence of charge transfer. By comparison,
it is found that n-type DWNTs exhibit high performance such as a high on/off ratio and mobility in
contrast to those of Cs@SWNTs during the measurements [56]. The possible reason for the preceding
difference is that the Cs encapsulation is accompanied by much more structural or chemical defects in the
case of SWNTs, as compared with DWNTs and their novel structural merits.

Interestingly, strong resonant tunneling characteristics are found for C60-encapsulated metallic DWNTs.
Figure 4.25(a) illustrates a series of IDS − VG curves when VDS is increased from 0 to 6 V. The obtained
data indicate that the measured current linearly increases at first for VDS ≤ 3 V, becoming gradually
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FIGURE 4.23 IDS − VG characteristics of Cs@SWNTs in a vacuum (solid line) and in air (dashed line), measured at
room temperature.

unstable when VDS is larger than 3 V. At VDS = 6 V, the current is encountered with an unexpected sharp
decrease and the Coulomb blockade behavior appears. Figure 4.25(b) presents the source-drain current
versus voltage curve measured at room temperature using this C60@DWNT transistor. The measured curve
at a gate voltage of VG = −20 V exhibits unique negative differential resistance (NDR) characteristics
at high bias voltages of both ∼ 6 V and −6 V, namely, an initial rise of the current followed by a sharp
decrease instead of the linear increase expected from Ohm’s law when the voltage is progressively increased,
indicating a typical feature for resonance tunneling devices. The distinct NDR feature with a peak-to-valley
current ratio (PVCR = IP /IV ) of up to 1300 is surprisingly observed at room temperature, providing strong
evidence of the super resonance tunneling phenomenon [67].

Furthermore, SWNTs also hold considerable promise for applications in the field of electron spin, in
addition to the aforementioned charge-dominated phenomena, due to their one-dimensional structure
and ballistic transport properties. Spin-polarized transport properties of SWNTs have been investigated
by connecting them with two ferromagnetic electrodes in magnetic fields [68]. By injecting ferromagnetic
elements such as Fe, Co, or Ni into nonferromagnetic SWNTs, both the charge and spin of electrons
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FIGURE 4.24 Electronic transport properties of (a) ambipolar behavior of pristine DWNTs and (b) n-type
Cs@DWNTs.
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can be used in SWNTs. Recent work demonstrates that high-performance unipolar n-type characteristics
are observed for Fe encapsulated SWNTs. Figure 4.26(a) displays the current versus voltage IDS − VG

characteristics for n-type Fe@SWNTs measured at room temperature [69]. Figure 4.26(b) shows the
magnetic characterization of Fe@SWNTs, suggesting they exhibit a ferromagnetic property [70]. Therefore,
the present measurements demonstrate it is possible to create ferromagnetic semiconducting SWNTs by
Fe encapsulation.

Additionally, in the case of the metallofullerene-encapsulated SWNTs, electronic properties are found
to be significantly changed from those of pristine SWNTs, such as the shift of the Fermi level. Lee et al. have
investigated the bandgap modulation of SWNTs by encapsulating a metal Gd in C82 (metallofullerene:
Gd@C82) [71]. Their studies using a scanning tunneling microscope (STM) demonstrate that the bandgap
is narrowed due to encapsulation of metallofullerenes. Figure 4.27(a) shows the bandgap modulation of a
Gd@C82 encapsulated SWNT. The original bandgap of 0.43 eV of SWNT is narrowed down to 0.17 eV when
Gd@C82 molecules are encapsulated, which can be explained as the contribution of the elastic strain and the
electron transfer to the Au substrate and to C82. The modified conduction band of a different shape is shown
in Figure 4.27(b). Various shapes of the modified energy band reflect the variation of local elastic strain
and charge transfer or other physical quantities. Shimada et al. have reported related electronic properties
of metallofullerene (Gd@C82) encapsulated SWNTs [72]. According to their work given in Figure 4.28, the
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FIGURE 4.26 (see color insert) (a) IDS − VG curves for n-type Fe@SWNTs measured at room temperature and (b) a
magnetization curve of Fe@SWNTs measured at 5 K.
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FIGURE 4.27 (see color insert) Bandgap modulation of (a) a 10.2-nm-long Gd@C82 encapsulated SWNT and (b) a
7.3-nm-long Gd@C82 encapsulated SWNT. (From Lee, J. et al. Nature, 415, 1005, 2002.)

metallofullerene encapsulated SWNTs show ambipolar, both p- and n-type, characteristics, being different
from the C60 encapsulated SWNTs only exhibiting unipolar p-type characteristics as already mentioned in
the beginning of this section. The difference in transport behavior can be explained in terms of a bandgap
change depending on different dopants.

Since SWNTs belong to a microscopic system, their conduction is predicted to be suppressed at low
temperatures because of the charging energy by a single electron, which leads to the appearance of some
singular phenomena like Coulomb blockade at low temperatures. Here we can gain further insight into an
encapsulated profile of alkali–metals inside SWNTs, because it is possible to estimate a quantum dot size
made due to the potential barrier by observing Coulomb oscillations. Figure 4.29(a) shows the IDS − VG
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FIGURE 4.28 Electrical transport properties of Gd@C82 encapsulated SWNTs, indicating ambipolar properties.
(From Shimada, T. et al. Appl. Phys. Lett., 81, 4067, 2002.)
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FIGURE 4.29 Coulomb oscillation characteristics measured at 11.5 K for (a) Cs@SWNTs and (b) C60@SWNTs.

characteristic of Cs@SWNTs measured with VDS = 10 mV at 11.5 K [64]. The Coulomb oscillation
phenomenon is clearly observed, which indicates that the system evidently consists of multiple quantum
dots. It is natural that Cs ion irradiation possibly causes some defects on SWNTs, which may lead to the
forming of quantum dots between potential barriers. In order to elucidate which mechanism is dominant
in the present situation, the same measurement is performed for the case of C60 encapsulated SWNTs
(C60@SWNT-FET), as shown in Figure 4.29(b). A clear difference between their gate-voltage periods
(�VG ) is observed even under the same condition concerned with ion irradiation effect on the defect
of SWNTs. The observed �VG for Cs@SWNTs is much smaller than that in the case of C60@SWNTs,
suggesting that the observed Coulomb oscillation transport behavior of SWNTs is possibly due to the
encapsulation profile inside SWNTs.

4.4.3 The Possibility of Nano pn-Junction Formation

In an ambient environment, semiconducting SWNTs generally show unipolar p-type behavior, as repeat-
edly explained. By selectively doping on the outside surface of a semiconducting SWNT, as schematically
shown in Figure 4.30(a), Dai et al. have realized the formation of a p-n junction in a nanotube [73]. In
their work, the nanotube can be doped in the form of n-type for half of its length, and p-type for the other
half. Figure 4.30(b) gives the electrical transport properties on gate voltage versus source-drain current
for p-n junctions in SWNTs, being different from the results of simple p-type or n-type nanotubes, which
should exhibit a monotonic decrease or increase of conductance by positively increasing the gate bias [73].
Instead, a hump feature with substantial conductance is surprisingly observed, which can be explained
as a result of the formation of the p-n junction with electron and hole concentrations controlled by the
backgate.

Instead of using the individual SWNT, Zhou et al. have fabricated p-n diodes based on the network of
SWNTs [74]. When the channel is exposed to air or coated by poly methyl methacrylate (PMMA), the
transistor operates in the unipolar p mode. By spin-coating the polymer polyethylenimine (PEI) on the
channel region, the transistor can be switched to operate in the unipolar nmode. Patterning the exposure
of a single channel to PMMA and PEI yields a p-n diode, as illustrated in Figure 4.31(a). This same coating
procedure can be applied selectively to different parts of the channel of a single device to build complex
devices. Figure 4.31(b) shows the output characteristics of the p-n diode made from an originally p-type
device [74]. When a forward bias or positive bias voltage on the p-side is applied, the current increases
rapidly as the voltage increases. However, for the reverse bias, no current flows until a breakdown voltage
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FIGURE 4.30 (a) A SWNT p-n junction device and (b) electrical properties of the K-doped half of SWNT. (From
Zhou, C. et al. Science, 290, 1552, 2000.)

of 9 V is reached. The current–voltage characteristics can qualitatively be explained by the p-n junction
with series resistance effect.

On the other hand, the author’s group has pointed out that a p-n junction can be formed by partially
encapsulating Cs inside SWNTs through the plasma ion-irradiation method [53]. The Cs ions are evidently
observed inside SWNTsby the Z-contrast method in scanning transmission electron microscopy (STEM).
Figure 4.32 demonstrates the formation of alkali–metal encapsulated SWNTs, where Cs atoms (indicated
by an arrow) are partially filled in an individual nanotube [53]. The preceding result can also be confirmed
by the STM observation under the collaboration with Y. Kuk of Seoul National University, as shown in
Figure 4.33(a). From the STM image, the bright and dark regions are found to reveal the parts where Cs
is filled and unfilled, respectively. The density of state (DOS) for an unfilled and Cs-partially filled regime
is measured using scanning tunneling spectroscopy (STS/STM), as illustrated in Figure 4.33(b). The DOS
shift in the nanotube enables us to make an internally doped nanotube junction, which is predicated to
behave as a nanodiode. Figure 4.33(c) shows the calculated DOS for a pure SWNT (10, 10), together with
two cases of light and heavy doping of Cs atoms, respectively. The results indicate the formation of one and

80

40

0I d
s (

μA
)

−40
−10 −5 0

Vds (V)

(b)

PEI

Source

Nanotube stripes

Drain

n-type p-type PMMA

(a)

Vg = 0 V

Vbi

5 10

FIGURE 4.31 (a) A p-n diode by patterning PEI on half of the channel region and (b) the output characteristic of a
gated p-n diode at zero gate voltage. (From Zhou, C. et al. Nano Lett., 4, 2031, 2004.)
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FIGURE 4.34 A SWNT p-n junction formation by filling (a) alkali–metals and C60 molecules, and (b) alkali–metals
and halogen atoms.
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two nearly flat bands for the cases of light and heavy doping, respectively, within the conduction bands of
the tube.

Compared with encapsulating only one kind of dopant in SWNTs, a better way to create the p-n
junction is to fill both the electron acceptor and electron donor in a nanotube, as schematically shown
in Figures 4.34(a) and (b), respectively. Alkali–metals like Cs are good electron donors [62], while C60

molecules and halogen atoms such as iodine (I) can operate as electron acceptors. In the case of the alkali–
fullerene combination, a subsequent bias application with different polarity in the situation of Figure 4.15
is predicated to form a p-n junction, as shown in Figure 4.34(a). Besides, when the connection of rows
of alkali–metal and halogen atoms inside SWNTs is attained, a resultant p-n junction is expected to yield
rectifying properties predicted by the recent theoretical simulation [75]. With this aim, an alkali–halogen
plasma source consisting of alkali positive ions and halogen negative ions is developed [76], which is suitable
for a substrate-bias control in the encapsulation process. The alkali–halogen plasma is generated by a dc
magnetron discharge under a uniform magnetic (B) field, as schematically shown in Figure 4.35. Spiral
and linear cathodes of tungsten wire heated by resistive heating are set at the central axis of a grounded
cylinder, and are negatively biased to form an electric field E perpendicular to B field lines. Alkali-salt
vapor is introduced from an oven, filling the cylinder. Thermal electrons drift in the azimuthal (E × B)
direction, and the electrons collide with alkali salt, dissociating and ionizing it. As a result of this process,
alkali positive ions, halogen negative ions, and electrons are produced. The electrons can be removed from
the processing region by a magnetic filter effect. The dissociation and the ionization can be controlled by
only the E field under a constant B field. Therefore, different kinds of ions can selectively be filled inside
SWNTs through the preceding procedure, leading to the formation of p-n junctions in SWNTs.

4.5 Molecular Electronics Oriented Carbon Nanotubes

4.5.1 Biomolecule Encapsulated Carbon Nanotubes

The inside modification methods of SWNTs have been mentioned in the previous section, where the ther-
mal diffusion and plasma ion irradiation methods are mainly introduced and proved to provide materials
encapsulated SWNTs with high yields. In these procedures, the encapsulation process is performed in the
gas phase. Therefore, the encapsulated materials are limited to atoms and simple molecules, which have a
high thermal tolerance and sublimation property. Structural-complicated molecules such as biomolecules
have more various properties—in other words, functionalities, compared with atoms, and simple molecules
in general. Since they cannot exist in a structural-stable state in the gas phase, a novel concept or method
is required to achieve functional materials in combination with SWNTs, such as biomolecule encapsu-
lated SWNTs. Biomolecules, including DNA, behave as ions in the presence of counter ions in solution
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(in optimized pH, ion concentration, and temperature), forming a sort of electrolyte plasma. Then, the
ion irradiation is predicted to be possibly performed even in solution.

Here, a novel method for forming DNA encapsulated SWNTs is introduced. This method is an extension
of concept of the plasma ion irradiation method in the gas phase. DNA consists of four kinds of base
(adenine, thymine, cytosine, and guanine), sugar ring, and phosphoric acid part. The phosphoric acid has
a negative charge and the other part is electrically neutral. Each base has a different electronic property
[77], and a base sequence has come to be easily controlled recently. Since the bases are oriented at intervals
of every 0.34 nm in the DNA molecule under the assumption that they form a helical conformation, the
length of the DNA molecule can be estimated from the number of bases. Therefore, the control of electronic
properties on a nanometer scale can be performed by selecting a base sequence. Since DNA is a typical
polyelectrolyte and forms a negatively charged long molecule, the behavior of DNA negative ions can be
understood by Debye and Huckel’s theory on the electrolyte plasma [78] in the same manner as that in
gaseous plasmas in consideration of valence of the DNA ion and its diameter. In general, the conformation
of chain molecules takes on a random-coiled shape due to Brownian motion. When this ion irradiation
method is applied, it is indispensable to take into account the apparent diameter of the ion in solution,
which can be estimated by a three-dimensional random walk theory. This theory is represented by RN ∝
N1/2 under the assumption that the volume of the components is not taken into account, where RN is the
apparent diameter and N is the number of bonds in a DNA molecule. According to the TEM observation,
the average diameter of SWNTs used at present, which is produced by an arc discharge method and purified
[79], is determined to be about 1.5 nm, while it is difficult to determine RN exactly. Then RN is roughly
estimated to be larger than the diameter of SWNTs when more than 15 bases are included in one DNA
molecule. In the performance of the ion irradiation method, the conformation of the DNA ion has to be
changed in solution. A radio frequency (RF) electric field is known to be effective in changing the DNA
conformation [80,81].

Figure 4.36 shows the schematic of an experimental apparatus for DNA negative-ion irradiation in
solution. A direct current (DC) voltage VDC is applied to a substrate covered with end-opened pristine
SWNTs, and an RF voltage VR F is superimposed on VDC . The DNA negative-ion conformation can be
changed from a random coiled to a stretched form by the RF electric field, and be moved to the substrate
of anode electrode by the DC electric field generated for VDC > 0 with respect to an oppositely situated
cathode in this system [82]. A gap distance between the anode and cathode is set in the range of 1 mm.

After the DNA ion irradiation, intensive observations of SWNTs are performed by TEM (in which the
acceleration voltage is 200 kV) to identify the conformation of the encapsulated DNA. The DNA-irradiated

DNA solution SWNTs

VRF

1 mm

Cathode Anode

VDC

FIGURE 4.36 An experimental apparatus of DNA negative-ion irradiation used to form the DNA encapsulated
SWNTs.
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FIGURE 4.37 TEM images of SWNTs after DNA irradiation. (a) and (b): A15, VDC = 10 V, and VR F = 20 V. (c):
A30, VDC = 10 V and VR F = 150 V. Bottom images indicate encapsulated DNA molecules schematically.

SWNTs are washed by water and dried in air. Then, they are sonicated in ethanol for several hours. The
SWNT suspension is dropped onto a cupper grid, dried in air again, and its observation is started using this
grid. The notation of DNA is as follows: four kinds of base are represented by A, C, T, and G, respectively.
In addition, the numbers of bases are represented by subscripts of A, C, T, and G. For example, for DNA
consisting of 15 adenines, the DNA molecule is represented by A15. Figures 4.37(a) and (b) present the TEM
images of SWNTs after DNA irradiation at VDC = 10 V and VR F = 20 V using A15. The one-dimensional
materials appear to be encapsulated in SWNTs; the bottom images are schematic ones. The length of
all the encapsulated materials is about 5 nm, which corresponds to that of the DNA used, indicating
that the formation of DNA encapsulated SWNTs (DNA@SWNTs) is realized for the first time. However,
it is difficult to control the number of encapsulated DNA molecules, thus far, since its DNA-molecule
number is different even under the same condition. For example, only one DNA molecule is observed to
be encapsulated, such as that shown in Figure 4.37(a), and sometimes, the plural number of DNA can
be inserted [Figure 4.37(b)]. It is believed an optimized condition, such as the orientation of DNA and
SWNTs, allows high-yield insertion, and that the encapsulation process will be precisely controlled to
some extent using highly oriented SWNTs in the near future. Individual vertically aligned SWNTs grown
by the diffusion plasma CVD (see Section 4.3) could be a candidate for such high-quality pristine SWNTs.
In the case of using A30 (Figure 4.37[c]), where the DNA irradiation conditions are VDC = 10 V and
VR F = 150 V, the encapsulation is also verified and its length is estimated to be about 10 nm. In addition,
A30 is found to form a helical conformation inside SWNTs and seems to be adsorbed onto the inner wall.
On the basis of TEM observations, it is likely that the bases (the hydrophobic part of the DNA) taking up
a certain DNA length tend to be adsorbed onto the inner wall and to form the helical conformation in
SWNTs, respectively [83,84].

Since the DNA irradiation method described here utilizes not the base sequence but the negative charge
of the DNA molecules and the stretching of the DNA molecules is caused by the interaction between the
permittivity of DNA and the applied external RF electric field, the effectiveness of irradiation and stretching
is independent of the length of the DNA molecules. Therefore, this formation method for DNA@SWNTs
can be applied to not only a specific DNA base sequence—for example, that consisting of only adenines—
but also other base sequences. Actually, in the case that guanine contained DNA is encapsulated, Raman
spectra imply possibilities of the charge transfer between encapsulated DNA and the surrounding SWNT
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FIGURE 4.38 Raman spectra of DNA@SWNTs. Both the VDC and VR F are applied to the substrate in DNA solution.

or bandgap modulation of SWNT. Figure 4.38 shows Raman spectra of DNA@SWNTs in the region of
radial breathing mode. The spectrum shape of AG30 (AGAG. . . ) is different compared with the other
case, especially the intensity of a peak around 160 cm−1 (indicated by the arrow) is largely decreased. This
phenomenon indicates an indirect evidence of the electronic interaction between SWNT and guanine
contained DNA to result in a resonance condition change of DNA@SWNTs.

Concerning DNA insertion into SWNTs, a simulation study is reported [85]. In this paper, Gao et al.
mentioned that DNA molecules could be spontaneously inserted into SWNTs in a water solute environ-
ment, as illustrated in Figure 4.39. In addition, the encapsulated DNA is stable and the van der Waals
interaction plays an important role in the insertion process. A similar situation can exist in the present ex-
perimental case, where the RF electric field affects DNA in the sense of not moving but stretching the DNA
ion. Namely, when this stretched DNA ion is located near opened SWNTs for any reason, a part of
DNA seems to start to be inhaled in any case [82–84]. Based on these two researches, it is attributed that
DNA can be encapsulated into SWNTs without applying specified external forces whenever it is stretched
to some extent, and DNA insertion can strongly be enhanced by applying the superimposed external forces
such as stretching RF and accelerating DC electric fields.

Generally, the sizes of biomolecules such as amino acid, polysaccharide, and protein are too large
to be encapsulated into SWNTs. Therefore, it is most likely impossible to encapsulate them into SWNTs.
However, among them, one-dimensional materials such as carotenoids, which are one of important natural
pigments, are possible to be encapsulated. They have also been used extensively as a model system in the

0 ps

100 ps

30 ps

500 ps

FIGURE 4.39 (see color insert) Simulation snapshots of a DNA insertion process at 0 to 500 psec. Water molecules
are not displayed for clarity. (From Gao, H. et al. Nano Lett., 3, 471, 2003.)
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study of π-conjugated polyene molecules. Yanagi et al. focused on β-carotene as an encapsulated material,
which holds the possibility of optical applications [86]. They reported that the encapsulation process is
performed not in water but in a liquid state of organic solvents. As a result, although it takes several hours,
they achieved a high encapsulation yield of β-carotene into SWNTs even in the absence of applying any
external force.

4.5.2 Molecule-Wrapped Carbon Nanotubes

Since the van der Waals interaction of SWNTs is very strong, it is very difficult to obtain each individual
SWNT in general. As mentioned earlier, although the individual SWNT can be obtained by the plasma
CVD or other methods, these are still a little complicated and tricky. Actually, when SWNTs are prepared
by an arc discharge or laser ablation methods, which can produce high quality ones, it has been difficult
to obtain the individual SWNT. Thus, a certain modification method is required to obtain the individual
SWNT independently of the SWNT-production methods.

Modification techniques of SWNTs are often used in order to obtain individual SWNTs, one of which is
a wrapping method. Since various SWNTs with different chirality are mingled together in general because
CNTs easily form bundles due to their strong van der Waals interaction, it has been difficult to investigate
physical, chemical, and optical properties of specific SWNTs. Here, a SWNT dispersion method using
surfactants is introduced from the point of view of outside functionalization—the so-called wrapping
of SWNTs. It is reported that surfactants are good reagents to obtain isolated CNTs [87–89], and hence
SWNTs are dissolved into sodium dodecyl sulfate (SDS) solution. After that, the dispersion is sonicated
and centrifuged, yielding isolated SWNTs as shown in Figure 4.40, where the hydrophobic part of SDS
is attached onto the sidewall of SWNTs and the hydrophilic part of SDS faces away from SWNTs. This
isolation method plays an important role in the investigation of optical properties of SWNTs under the
circumstance that the optical transition is limited to only the nonradiative process in the case of SWNT
bundles. Eventually, the distinct electronic absorption and emission transition of semiconducting SWNTs
have been revealed using the isolation method, as mapped in Figure 4.41 [87]. At pH less than 5, the
absorption and emission spectra of individual nanotubes show evidence of bandgap–selective protonation
of the sidewalls of the tube. This protonation is readily reversed by treatment with base or ultraviolet light.
Of course, many kinds of surfactants are reported to be available to the SWNTs dispersion [90].

On the other hand, two groups, Zheng et al. and Nakashima et al., have reported almost simultaneously
that DNA is also an effective reagent to disperse SWNTs [91,92]. Since DNA has both the hydrophilic
and hydrophobic parts in its structure, it is possible to dissolve SWNTs in water in the same way as
SDS. Zheng et al. revealed the appearance of DNA wrapped SWNTs that are observed by atomic force
microscopy (AFM). In the case of using single-stranded DNA, which contains both guanine and thymine,
the AFM measurement shows that a single-stranded DNA-SWNT complex has a much more uniform
periodic structure, with a regular pitch of about 18 nm. Furthermore, the dispersion of SWNTs is found

FIGURE 4.40 SWNT dispersion by SDS.
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FIGURE 4.41 (see color insert) Photoluminescence of SWNTs, which are dispersed in SDS solution. (From Bachilo,
S. M. et al. Science, 298, 2361, 2002.)

to depend on the pH and base sequence. Then, the separation of metallic and semiconductive SWNTs can
be performed using anion exchange chromatography [91–94].

Understanding of the interaction between SWNTs and DNA develops the potential of their application
to novel electronics and optics. Lu et al. studied a simulation related to the interaction between DNA
and SWNTs by constructing the DNA-SWNT combined system and calculating the density of state. As a
result, they suggest the possibilities of electron transfer in the system, as well as the application to not only
electronic devices but also ultrafast DNA sequencing [95]. Furthermore, an interesting potential of the
DNA-SWNT complex is delivered by Strano’s group—that is, DNA hybridization could be detected from
fluorescence of SWNTs [96]. They demonstrate the optical detection of DNA hybridization on the surface
of SWNTs through fluorescence modulation, as shown in Figure 4.42. The energy shift of the fluorescence
is modeled by correlating the surface coverage of wrapped DNA on SWNT to the exciton binding energy.
In this paper, a new technique is used to suspend SWNTs using UV-Vis absorption spectroscopy and the
subsequent removal of excess DNA from solution. They mentioned that optical detection of specific DNA
sequences might have an application in the life science and medical fields as detectors of oligonucleotides.

4.5.3 Molecule-Attached Carbon Nanotubes

Since the sidewall of SWNTs is graphite, organic chemical synthetic techniques can be applied to the SWNTs.
The reactivity of the edge of the graphite is so high that the position of the outside modification by chemical
synthesis was mainly focused on the end or defect part of SWNTs in general. After attaching diazonium
reagents, Strano et al. found that metallic SWNTs attain highly chemoselective reactions in contrast to the
semiconducting nanotubes [97], which can be used to realize the separation of semiconducting SWNTs
from metallic nanotubes. The change of band structure indicates that the extent of electron transfer is
dependent on the density of states in that electron density near Fermi level.

The sidewall modification of SWNTs using biomolecules was reported by Williams et al. [98]. Peptide
nucleotide acid (PNA) is covalently attached onto SWNT and this PNA-SWNT complex can recognize the
DNA base sequence. Dwyer et al. reported a synthesis method of attaching DNA to the end of SWNTs.
They opened the end of SWNTs by oxidation to make an active site and SWNTs tended to react with
amine-terminated DNA [99]. Baker et al. reported another synthesis method, and also oxidized SWNTs
at first to make an active site at not only the end but also at the sidewall of SWNTs. After several steps, they
synthesized DNA linked to the end and sidewall of SWNTs by thiol termination [100]. Among biomolecules,
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FIGURE 4.42 (see color insert) (a) SWNT decorated with ss-DNA as a sensor of the selective detection of DNA
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fluorescence peak while there is negligible energy change with noncomplementary DNA (nDNA). (c) Sample spectra
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proteins can also be attached onto SWNTs. Huang et al. reported functionalization of SWNTs/MWNTs
by proteins via diimide-activated amidation [101]. It is to be noted that complexes are shown to be highly
water-soluble, and over 90% maintain bioactivity.

Next, we shall mention other adducts from the point of view of the solubilization of SWNTs. The
improvement in solubility of SWNTs is important in performing various procedures in liquid phase and
getting high yields. Although SDS, DNA, and other surfactants can dissolve SWNTs in water (as mentioned
in the previous section), it is significant in the development of other functionalization methods for a variety
of applications in the biomedical fields. Bianco et al. demonstrated the solubilization in aqueous media
of sidewall modified CNTs and their derivatization with N-protected amino acid. Their functionalization
method is based on the 1,3-dipolar cycloaddition reaction to the outside of CNTs. Then, it was demonstrated
for the first time that functionalized CNTs are able to cross the cell membrane [102]. Figure 4.43 depicts
the typical functionalized CNTs used in a series of their studies. According to their report, it clearly
appears that CNTs are a very promising carrier system for future applications in drug delivery systems and
targeting therapy. It is important to remember that CNTs can cross cell membranes and accumulate in the
cytoplasm or reach the nucleus without being toxic even for primary cells belonging to the immune system
[103] under the optimized condition, demonstrating the possibility of gene delivery systems using these
functionalized SWNTs. The functionalized SWNTs have positive charges due to the end of the amino group,
which is attached onto the sidewall of SWNTs. Based on several analyses, their results indicate that these
cationic SWNTs are able to condense DNA to a varying degree, and both the surface area of SWNTs and
charge density are critical parameters that determine the interaction and electrostatic complex formation
between functionalized SWNTs and negatively charged DNA. Therefore, the functionalized SWNTs form
supramolecular complexes with DNA through ionic interactions. Moreover, this complex can bind to, and
also penetrate within, cells [104,105].

Thus, molecule-attached CNT derivatives have a broadening potential for applications ranging from
molecular electronics to nanobiotechnology.
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D. et al. Chem. Comm., 16, 2004; Dumortier, H. et al. Nano Lett., 6, 1522, 2006.)

4.6 Summary and Outlook

A special remark is focused from the viewpoint of nano- and molecular electronics on the develop-
ment of novel-structured and new-functional carbon derivatives based on fullerenes and nanotubes
among a variety of carbon allotropes, which is pioneered mainly using nanoscopic plasma processing
technology.

First, the production of charge-exploited alkali-metal and spin-exploited atomic-nitrogen encapsulated
C60 fullerenes in large quantities is challenged in order to sprout endofullerene-based nanoelectronics.
Second, individually isolated and vertically aligned single-walled carbon nanotubes (SWNTs) are produced
on a flat-surface substrate, making further inroads toward inner nanospace control.

Third, not only alkali-metal, fullerene, and ferromagnetic-atom encapsulated SWNTs but also double-
walled carbon nanotubes (DWNTs) are created, and their electronic properties are found to be appealing
as nanoelectronics elements in high-performance air-stable n-type semiconductors, magnetic semicon-
ductor nanotubes, high-performance resonance tunneling nano FET, etc. Furthermore, the formation of
nano pn-junction is challenged using “alkali–metal/fullerene” and “alkali–metal/halogen–atom” junctions
encapsulated SWNTs or DWNTs.

Fourth, SWNTs encapsulating biomolecules such as DNA and carotene are created, while the modifi-
cation of carbon nanotubes is extensively performed by externally wrapping and attaching various kinds
of molecules through chemical reaction processes. Such a process is also available for DWNTs. Their
electronic and biochemical properties are expected to be applied to electronic devices, biosensors, gene
delivery, nano medical-tubing, etc. as nano- and molecular electronics.
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Abstract
This chapter describes in detail system designs and system simulations for electronic nanocomputers
that are integrated on the molecular scale. Here, these systems are considered as consisting primarily
of the combination of two component subsystems: nanomemories and nanoprocessors. Challenges are
enumerated for the design and development of both of these ultra-densely integrated components. Various
system-level designs or architectures are presented that have been proposed to meet these challenges.
Detailed consideration is given for both nanomemories and nanoprocessors to system designs based upon
arrays of crossed nanowires. In each case, a system simulation is performed to assess and help optimize
the prospective performance of the system component in advance of its fabrication. In the ongoing
development of crossbar nanocomputer systems, these simulations have been integral to the refinement
of designs because they assist in reducing the time and cost of such development.

5-1



5-2 Nano and Molecular Electronics Handbook

5.1 Introduction

Much progress has been made recently in the field of molecular electronics. In particular, dramatic successes
in the demonstration of nanoelectronic devices and simple molecular-scale circuits [1–11] suggest that soon
we may be able to design, fabricate, and demonstrate an entire, ultra-dense nanoelectronic computer that
is integrated on the molecular scale. In fact, development of such nanoelectronic computer systems already
is underway. Despite significant challenges, this effort has produced functioning prototype nanomemories
[12–14] and is likely to produce functioning prototype nanoprocessors within a few years [2,8,15–18].

In this chapter, we describe system designs [16,19,20] and system simulations [21,22] that have been
and continue to be integral to those advances in nanoelectronic system hardware development. That
design and simulation work has focused on approaches for novel, ultra-dense nanoelectronic circuits and
systems that use crossed nanowire arrays [8,23–25] as their underlying circuit structures. Such arrays
may be fabricated either from patterned nanowires [8,24,25] or from self-assembled nanowires [23]. It is
expected that operational nanomemory and nanoprocessor systems based upon such crossed-nanowire
array structures can achieve integration densities in excess of 1011 devices per square centimeter [26].
This is well beyond the densities presently envisioned [27] for electronic computer systems that use
circuits based upon complementary metal-oxide-semiconductor (CMOS) devices, as do conventional
microelectronic computers. Thus, higher-density nanomemory and nanoprocessor systems designed and
fabricated from crossed nanowires might even be used to enhance CMOS-based electronics in a post-
CMOS era. Here, however, we focus on the design and simulation of “pure” or “true” nanomemory and
nanoprocessor systems that incorporate only nanometer-scale devices, such as crossed nanowires and
molecules.

The process of developing such true nanocomputers opens up an entirely new frontier of systems ob-
jectives and issues that require research and development, beyond that in the much more numerous inves-
tigations that presently are being conducted upon isolated nanodevices and small nanocircuits [28–32].
Thus, in addition to describing our specific design and simulation investigations of crossed-nanowire
nanocomputer systems, we also discuss the broader range of system issues encountered at this new fron-
tier. Further, we survey some of the other device and system design approaches [33–46] being advanced
to help address the problem of building entire nanomemory and nanoprocessor systems integrated on the
molecular scale.

By integration on the molecular scale, we mean the basic switching devices, as well as the wire widths
and pitch dimensions (i.e., spacing between the centers of neighboring wires), all will measure only a few
nanometers — the size of a small molecule — in the computer systems of interest here. Such systems may
function using only one or a few molecules within their basic devices [4,5,8,10,12,14,47]. On the other
hand, the systems may not use molecules at all, employing instead solid-state quantum dots [35,38,48–50]
and/or patterned or self-assembled nanowires [8,23,24,51,52], as mentioned above.

Consideration of the range of topics described previously in this section proceeds below as follows:

� In Section 5.2 of this work, we discuss the electrical behaviors required of molecular-scale de-
vices in order to develop extended nanoelectronic systems. We describe the presently-available
nanoelectronic devices that exhibit and yield the types of behavior necessary for computation.� Section 5.3 considers the prospective performance of a crossbar-based nanomemory system that
utilizes some of the nanoelectronic devices described in Section 5.2. An overview is given of the
architecture and operational principles of this system. Then, metrics and a simulation methodol-
ogy for the evaluation of system performance are described. This unique, bottom-up simulation
methodology facilitates the detailed prediction of the performance of entire systems integrated on
the molecular scale. Specific system simulation results are provided, followed by a discussion of the
implications of these results for the construction of extended nanomemory systems.� Building upon this analysis of nanomemories, Section 5.4 considers the more complex problem of
nanoprocessor design. It begins with a review of the difficulties facing the design of nanoprocessor
architectures and surveys the various system architecture approaches that have been proposed.
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Detailed consideration is given to one promising system-level design approach, a crossed-nanowire
approach by DeHon and Wilson [19]. Section 5.4 concludes by describing a detailed simulation of
key circuits of a notional nanoprocessor based upon the DeHon–Wilson design approach.

The simulations described here are intended to illustrate in a very specific manner the types of issues that
will be encountered in building and operating a nanocomputer. It is significant that these simulations can
be and have been conducted well before an entire system of this type actually is fabricated and integrated
on the molecular scale. As the research community attempts to move forward with detailed designs for an
entire nanocomputer, system simulation can illuminate the detailed consequences of both the architecture-
level design choices and the a priori device-level constraints. Still further, the results of the simulation serve
to provide focus for nanodevice and nanofabrication research, showing where it may be necessary to push
back on the limits of these technologies, and where such efforts can have the most benefit for the ultimate
objective of building a nanocomputer.

5.2 Molecular Scale Devices in Device-Driven Nanocomputer
Design1

Whether one considers the design, simulation, or fabrication of an entire computer system, there is a
hierarchy of structure and function. In the usual approach of modern electrical engineering, this hierarchy
is taken to start at the highest level of abstraction, the architecture level. Then it descends down to the level
of its component circuits, and finally, proceeds down to the level of the component switch and interconnect
devices [53]. To a great extent, this viewpoint mirrors the “top-down” approach used in the design and
fabrication of microprocessors, in which the robust performance of the devices and the ability to tune
precisely the structure and performance of those devices (i.e., microelectronic transistors) is somewhat
taken for granted. Architectures often are optimized to suit first the high-level, system objectives, such as
computational latency and throughput, then the circuits, and finally, the behavior of the devices may be
adjusted to suit particular needs of the architecture.

At present, the situation is different when one sets out to design, simulate, or fabricate an entire
nanocomputer system integrated on the molecular scale. The ability to tune the performance of nanodevices
still is limited. This is partly because these molecular-scale devices are so new. Thus, the experiments
[54–58] and the theory [59–66] necessary to understand them, design them, and make them to order still
are very much in development. In addition, the ability to tune precisely the structure and performance of
nanometer-scale devices may be limited inherently by the quantization of those structures and properties,
which is ubiquitous on that tiny scale.

Further, designs for nanoelectronic circuits and systems are constrained by the very small size and
small total currents associated with molecular-scale switches. This is coupled with the difficulty of making
contact with them using structures and materials that are large and conductive enough to provide sufficient
current and signal strength to serve an entire nanocomputer system. Such a system would be at least tens
of square micrometers, if not tens of square millimeters, in extent, which is millions or trillions of times
larger than the molecular-scale devices themselves.

Regardless of whether all these limitations are temporary or fundamental, for now they constrain both
the circuits and architectures achievable in the relatively near term. Further, these limitations force us to
begin consideration of the design and simulation of nanocomputer systems at the bottom-most level of
the hierarchy, the device level.

As is true in most experiments on the electrical properties of molecules [3,55,56,67,68], for the purposes
of discussing circuits and systems, a molecular-scale device consists of a junction between two metal

1Some of the material in this section has appeared previously in Das et al., “Architectures and simulations for
nanoprocessor systems integrated on the molecular scale,” Lect. Notes Phys., vol. 680, pp. 479–513, 2005.
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FIGURE 5.1 “Crossbar” array of nanowires with molecular devices at junctions.

or semiconductor surfaces with a molecular-scale structure sandwiched between. This molecular-scale
structure may be one or a few molecules, as depicted in Figure 5.1. Or else, it may be a layer of molecules
or atoms only a few nanometers thick, as in the nanowire junction diode depicted in Figure 5.2(a). While
many electrical properties may be very important (especially capacitance), the electrical behavior of such
junction nanoswitches is characterized primarily by the current response I to an applied voltage V, a
so-called I-V curve, such as that shown in Figure 5.2(b).

I-V behaviors of such junctions include simple resistance at low voltage [69], rectification [57,70],
negative differential resistance (NDR) [6], and hysteresis [69]. A variety of such junction nanodevices have
been realized that might be useful for building extended nanoelectronic systems. The hysteretic behavior
illustrated in Figure 5.2 is particularly valuable, as it allows the “programming” of a junction into one of
two states. Such bistable switches are essential components of any computing system.

Development of molecular-scale switches with appropriate I-V behaviors is essential to constructing
functional circuits that can be used to build up computer systems. For the logic components of such
systems (i.e., nanoprocessors), it is of particular importance to have nanoscale switches that can be used
to produce signal restoration and gain. These two features are essential in maintaining electrical signals as
they move through multiple levels of logic. Nanoscale switches that produce signal restoration and gain

(a) (b)

I

“On” state

“Off” state

V0

FIGURE 5.2 Illustrations of (a) a rectifying junction switch made of crossed nanowires that sandwich a molecule or
layer of molecules or atoms and (b) a representative I-V characteristic for a hysteretic, rectifying device. Hysteresis is
indicated by the multiple conductance states. The high-conductance “on” state and low-conductance “off” state are
depicted, and the voltage thresholds at which the device switches between states are labeled with arrows. Rectification
is indicated by the unequal responses to positive and negative voltages.
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FIGURE 5.3 Illustrations of (a) a crossed-nanowire p-channel field effect transistor (PFET) and (b) a model of the
I-V characteristic for this device. The experimental basis for this model was obtained from Huang et al. [7]. For this
transistor, the threshold voltage, at which the device produces essentially zero current and turns “off,” is observed to
be approximately +1.4 V.

likely would be implemented using nanotransistors, although small circuits, e.g., latches incorporating
molecular diodes, also can produce signal restoration [11]. Nanotransistors have been fabricated using
carbon nanotubes (CNTs) [9,71–74], although it remains very difficult to use them in building extended
systems. There also have been some suggestions for fabricating transistors from smaller molecules [57,75].
A few individual molecular transistors have been demonstrated based on small molecules, but only in very
sensitive experiments under cryogenic conditions [76,77]. On the other hand, robust nanoscale transistors
built from crossed nanowires have been demonstrated in a number of experiments at room temperature
[7].2 A diagram of such a nanowire nanotransistor is displayed alongside models of its I-V curves in
Figure 5.3.

In addition to obtaining gain and signal restoration, other I-V behaviors, such as rectification from two-
terminal nanodevices, are very important. Simulations show that even when using devices that provide
good gain, rectification is necessary to ensure that signals do not take unintended and undesirable paths
through circuits, especially in crossbar arrays. A strong rectifier can fulfill this role by permitting current
to pass only in one direction in the circuit at the designed operating voltages.

The molecular-scale electronics community is just beginning to succeed in taking the key steps required
for actually building and operating an extended nanocomputer system that integrates two-terminal junc-
tion nanodevices, such as rectifiers, as well as three-terminal nanotransistors. These steps form a hierarchy
from the device to the system level, as follows: (a) development of nanofabrication approaches to build
large numbers of the requisite junction nanodevices with precision and regularity, (b) development of
interconnect and circuit design approaches that can incorporate such junction structures into extended
circuit systems, and (c) determination of architectural approaches that include the aforementioned circuit

2Note that this transistor is not a junction nanoswitch since, ideally, no current flows between the nanowires. Rather,
the top nanowire serves as a gate for the bottom “channel” nanowire, and the two are isolated from each other by a
dielectric layer. This is in contrast to the nanowire diode shown in Figure 5.2, which is a junction nanoswitch.
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designs and that can accommodate the limitations imposed by the constrained I-V behaviors available in
present-day molecular electronic devices.

Challenges exist at each level of this hierarchy. However, these challenges may be mitigated by considering
the development of a nanocomputer system separately for each of its two primary component systems,
nanomemories and nanoprocessors. Nanomemory systems present fewer challenges by virtue of their less
complex system architecture. Also, the lessons learned in designing and simulating nanomemory systems,
as discussed in the next section, provide a foundation for addressing in Section 5.4 the more numerous
and severe challenges of nanoprocessor design and simulation.

5.3 Crossbar-Based Design for Nanomemory Systems3

5.3.1 Overview

The crossbar architecture [10,12,14,16,25,69,78] is the most prevalent framework or approach now being
employed for the design and fabrication of nanomemory systems integrated on the molecular scale. The
basic crossbar architecture consists of the combination of planes of parallel wires laid out in orthogonal
directions, such as is shown in Figure 5.1. The fundamental devices for memory storage are the molecular-
scale junction switches formed at the crosspoints of the wires. For the purposes of this work, it is assumed
that one bit is stored in each such fundamental crosspoint device.

A nanomemory system design based upon this architecture consists of three major subsystems: a
nanowire crossbar memory array and two decoders, one for the array rows and one for the columns.
Ultra-dense arrays of crossed nanowires are fabricated using specialized techniques such as nanoimprinting
[8,24] and flow-based alignment [23]. Reasonably large memory arrays have been constructed using these
techniques [12,14].

Figure 5.4 shows a system diagram and a corresponding circuit schematic of a notional 10 × 10 nano-
memory based on the architectural design by DeHon [79]. In Figure 5.4, the nanowires forming the crossbar
array are represented by thin black lines, as are the nanowires in the decoders. The decoders also contain
much longer and much thicker micrometer-scale wires or “microwires” of the type used in conventional
microelectronics. These are represented by thick gray lines. The crossbar array stores the data, whereas the
decoders serve as an interface to this nanomemory array. The decoders permit an external microelectronic
system to access a unique crossbar junction within the densely-integrated array. In addition, each decoder
is connected to a microwire that supplies power to the system. These power supply lines are represented
by thick black lines. They also serve to read or write a bit to the individual nanowire junction selected by
the decoders, by imposing a voltage upon it.

Variations have been proposed for the nanomemory system design depicted in Figure 5.4. For example,
Strukov and Likharev propose a “hybrid” nanomemory architecture [80] that utilizes nanowire crossbars
for storage, but places these crossbars on top of a decoder structure that is fabricated entirely in conventional
CMOS circuitry. Another example is provided by Nantero Corporation, which has demonstrated prototype
nanomemories using an altogether different crossbar composition [13,81]. In the Nantero crossbar, one
plane of wires is constructed using CMOS technology, while the other, orthogonal plane is created from a
mesh of carbon nanotubes.

Several switch options have been proposed to store individual memory bits at the crosspoints of the
ultra-dense nanowire arrays. For example, in the Lieber–DeHon nanomemory system [78], each nanowire-
nanowire crosspoint in the crossbar array forms a bi-stable, nonvolatile nanowire (NVNW) diode, as
depicted in Figure 5.2. In the Heath nanomemory system [10], a monolayer of bi-stable rotaxane molecules
serves as an electronically rewritable memory bit [5]. Similarly, the system design of the Hewlett-Packard

3Some of the material in this section has appeared previously in Ziegler et al., “Scalability simulations for nano-
memory systems integrated on the molecular scale,” Ann. N.Y. Acad. Sci., vol. 1006, pp. 312–330, 2003.
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FIGURE 5.4 A sketch of (a) the structure and (b) a circuit schematic for a nanomemory design. This design consists
of a crossbar nanowire memory array composed of nonvolatile nanowire diodes, plus two decoders composed of
top-gated nanowire field-effect transistors.
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corporation relies on a monolayer of 100 to 1000 organic molecules sandwiched between the inorganic
contacts at each crosspoint [82]. The hybrid nanomemory proposed by Strukov and Likharev would employ
single-electron latching switches [83]. In the Nantero nanomemory architecture, the carbon nanotubes
that form part of the crossed-wire array also serve as the fundamental devices — individual memory bits
are stored electromechanically by introducing reversible deflections or “kinks” at the desired crosspoints
in the nanomemory.

A different set of molecular-scale devices is required to synthesize the decoder circuits that provide the
interface to this storage array [84]. The Lieber–DeHon [85] and Heath [86] nanomemory architectures
employ transistors that utilize semiconducting nanowires as their channels. Microwires, which gate these
channels, are used to connect to the nanomemory from the microscale. Alternatively, Hewlett-Packard
proposes a scheme in which the nanowire-microwire interface is generated stochastically by the random
deposition of gold colloidal nanodots between the microwires and nanowires [87]. Through proper control
of the deposition process, decoding of each of the individual nanowires in the nanomemory can be
achieved with high probability. In contrast to the Lieber–DeHon and Hewlett-Packard approaches, the
hybrid systems of Strukov and Likharev [80] and of Nantero Corporation [13,81] employ conventional
CMOS in the decoder circuits.

For any of these nanomemory designs, it is costly, time-consuming, and difficult experimentally to
determine whether such a nanomemory system will function correctly. In fact, for most of the architectures
proposed for nanomemory systems, fabrication and physical testing have yet to be carried out. Thus,
to shorten the design cycle and reduce costs, it is desirable to conduct full-system simulation of these
nanomemory system designs before they are fabricated.

5.3.2 Simulation of an Example Nanomemory System

In this section, we describe simulations of a notional nanomemory system based upon the Lieber–
DeHon architecture [79]. The fundamental devices [51,52,88] and small prototype circuits [23,85] of
this nanomemory already have been demonstrated experimentally. Here, we utilize computer simulation
to evaluate how extended system prototypes might perform if built using the same devices.

In the system simulation described here, the nanomemory storage array consists of nanowire diodes.
Within the decoders, the microwire-nanowire crosspoints form field-effect transistors. These transistors
permit the selection, or “addressing,” of individual rows and columns in the memory array. The transistors
are organized in a “2-hot” coding scheme [79]. The 2-hot scheme requires asserting a voltage on exactly
two microwires in a decoder in order to select a unique nanomemory location, no matter the size of the
storage array. This coding scheme differs from the binary schemes typically used in CMOS circuitry [53].
Binary coding would require asserting log2 N microwires to select a unique wire from a set of N wires. The
2-hot addressing scheme is chosen for its additional defect tolerance. With 2-hot addressing, any failure
of a single microwire impacts significantly fewer bits than a comparable failure in a binary scheme [79].
In addition, the 2-hot coding scheme requires the selected nanowire encounter exactly two transistors in
series, regardless of the size of the array, whereas binary coding would meet log2 N transistors in series.
Reducing the number of transistors in series is beneficial because it ensures an ample amount of the supply
voltage reaches the selected crossbar junction, rather than being dissipated by the decoders.

5.3.3 Nanomemory System Evaluation Metrics

First and foremost, we evaluate the ability of a nanomemory to read and write information accurately,
with strong signals that are not easily lost in circuit noise or prone to other sources of error. To evaluate
read operations, we focus on the output current differences (�Iout ) between reading logic “1” and reading
logic “0.” This current difference is evaluated for the worst-case memory configuration (i.e., the worst-case
pattern of “1”s and “0”s in the array) in order to ensure that a logic “1” can be distinguished from a logic
“0” for each bit in every configuration of the entire nanomemory array. For write operations, we examine
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the voltage applied to the desired crossbar junction in order to verify that sufficient voltage is being applied.
At the same time, we verify that no other junction receives enough voltage to alter its logical state.

Consideration also is given here to the nanomemory speed and power consumption. Output current
switching times are analyzed, and methods are suggested to improve speed and reduce power.

5.3.4 Simulation Methodology and Device Modeling

The simulation of devices and complex circuit systems can be performed at a number of different levels of
design abstraction [53]. The appropriate level of abstraction is determined by the goals of the simulation
and by the ability of the simulation tools to handle complexity. Often, it is necessary to neglect levels
involving fine details in order to capture the important overall behaviors of complex systems.

Three categories of electronic design abstraction exist: the device level, the circuit level, and the
architectural level. The device level focuses on a single device (e.g., a diode or transistor) in great detail.
Simulations at this level provide information about the operation and physics of individual devices, but
generally do not consider the interactions among distinct devices in a circuit. In contrast, the architectural
level considers very large systems, but typically does not include the physics or the behavior of individual
devices. The circuit level bridges these two approaches and considers relatively large systems (on the order
of tens of thousands of devices), while still retaining a connection to the underlying physical behavior. The
simulations described here take place at this level.

Many concepts and techniques from conventional microelectronics are borrowed here for use in simu-
lating nanoelectronic memories. For example, the commonly-utilized commercial Cadence Spectre VLSI
CAD software tool [89] is our primary simulation program. One reason for applying such commercial
off-the-shelf software tools from the microelectronics industry is the obvious timesaving and reliability
associated with the use of readily available, well-tested software. This software also incorporates powerful
features, such as modeling languages and graphics, developed specifically for the flexible modeling of
extended circuitry. Finally, the use of conventional VLSI tools provides a seamless approach to the design
and simulation of the nanomemory together with the peripheral microelectronic circuitry required for
operation and communication with the outside world [90,91].

The work presented here also relies heavily on the conventional microelectronic concept of the device
model, which captures the essential properties and response behavior of a circuit element. Models of
experimentally observed behavior are required for all of the devices utilized in the nanomemory. In
particular, the current-voltage transfer characteristics (I-V curves) are necessary for the simulation of
steady-state behavior, and the capacitance-voltage transfer characteristics (C-V curves) are required for
time-varying, or transient, simulation.

Typical models for microelectronic devices consist of compact equations based upon the well-understood,
underlying physics of such devices. However, this physics-based approach is not workable, at present, for
simulations involving molecular-scale devices, because the fundamental physics of most molecular-scale
devices is not well understood. Thus, in this work, we utilize empirical models based on measured device
characteristics.

Incorporating new models into conventional circuit simulators can be difficult. The addition of a new
model often can require modifying proprietary source code. Open-source simulators do exist, such as
SPICE3 [92], but adding new device models to these simulators is tedious [93]. Furthermore, these open-
source simulators lack the robustness and simulation speed necessary to model large circuit systems and
found in many commercial simulators.

Thus, to develop and simulate efficiently models for molecular-scale devices, we utilized the commercial
Cadence Spectre simulator. This software permits the description of the empirical behavior of devices
using the analog hardware description language (analog HDL) Verilog-A. This modeling approach is
similar to one described elsewhere [94–96], except that the empirical equations derived in this work were
tailored to the devices employed in the Lieber–DeHon nanomemory system. These empirical equations
were incorporated into the Spectre circuit simulator, which supports co-simulation of both Verilog-A
components and conventional SPICE-level devices.
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FIGURE 5.5 A sketch of a circuit schematic for the nonvolatile nanowire diode shown in Figure 5.2(a). The device
model consists of two conventional diodes in parallel with a capacitor. The two individual diodes model the high
current state (on-state) and low current state (off-state), respectively.

Simulations of the crossbar nanomemory system required three device models. The first two are models
of nanowire devices: the nonvolatile nanowire (NVNW) diodes used in the storage array and the top-gated
nanowire field-effect transistors (TGNW-FETs) used in the decoders. The third is a model of the nanowire
interconnects of the nanomemory system.

5.3.4.1 Nonvolatile Nanowire (NVNW) Diode Model

Figure 5.5 shows a schematic diagram of a circuit that models the behavior of the NVNW diodes developed
at Harvard University [78]. The model consists of two conventional, non-hysteretic diodes connected in
parallel with a capacitor (Cjdiode). The model can be switched between a high current state (on-state) and
a low current state (off-state) by switching which diode is connected to the circuit. This reproduces the
hysteretic I-V behavior seen in the experimental device. The measured I-V characteristics of the actual
NVNW diodes and the corresponding model I-V curve are shown in Figure 5.6. The measured I-V curves
were fitted to empirical equations to produce the model. The apparatus used to collect the experimental
data shown in Figure 5.6 was limited to measuring currents of up to 1000 nA, a limit that the device attains
at a bias voltage of approximately 3 V. In the model, values for the current passing through the diode at
bias voltages greater than 3 V were extrapolated from the available data.
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FIGURE 5.6 Hysteretic I-V curve for the nonvolatile nanowire diode. (a) The measured I-V curve for an exper-
imentally fabricated nonvolatile nanowire diode. (b) The simulated I-V curve for the nonvolatile nanowire diode
model.
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The NVNW diode switches from the on-state to the off-state when a reverse bias voltage more negative
than Vthr es O F F is applied across the device. In a similar fashion, a bias voltage greater (i.e., more positive)
than Vthr es O N switches the device from the off-state to the on-state. Device threshold values for the
experimental diodes are −2.75 V and 3.80 V for Vthr es O F F and Vthr es O N , respectively. One issue for this
simulation research is whether device characteristics, such as the threshold voltages, are optimal from
the perspective of designing and building an extended memory circuit system, and whether this device
behavior might be improved for that purpose. This question is addressed in Section 5.3.5.

Although this diode switch appears to exhibit relatively simple behavior, the hysteretic I-V curve creates
a complicated device modeling task. A smooth transition between curves occurs when switching from the
on-state to the off-state at Vthr es O F F , but the device experiences an abrupt jump in current when switching
from the off-state to the on-state at Vthr es O N . This discontinuity in the current requires special provisions
in the mathematical models used in the simulation. We avoid any possible difficulties at the discontinuity
by simply recording when Vthr es O N has been surpassed, without actually changing the underlying state
of the device. This is sufficient for the purposes of the work described here, because the memory array
is simulated for only one configuration at a time. Thus, it is necessary only to determine which of its
constituent diodes has crossed its switching threshold. Subsequent analysis of the nanomemory system
with the diodes in the switched state is not required.

This technique is not suitable in all situations. Multiconfiguration simulations, such as those that calcu-
late power consumption during write-read combinations, require simulation of diode transitions between
the ON and OFF states. This cannot be modeled with the methodology described here. Nevertheless, the
single-configuration simulations presented here are sufficient to determine whether the proposed memory
system can be made to operate if constructed from presently available devices.

For time-varying simulation, information concerning the device capacitance is needed in addition to the
I-V behavior. Ideally, we would obtain a transfer curve relating capacitance to voltage in a manner similar
to that of obtaining the curve describing the I-V behavior. However, sufficiently detailed experimental data
is not yet available to describe the change in capacitance versus voltage. Instead, we used a constant value
of 1 aF for the NWNV diode junction capacitance (C j ) [78]. In the absence of detailed data, this first-order
estimate must suffice for use in simulating overall memory performance. Nonetheless, the simulations
developed in this work can incorporate more detailed capacitance characteristics as they are measured.

5.3.4.2 Top-Gated Nanowire Field Effect Transistor (TGNW-FET) Model

The decoders are composed of TGNW-FETs that are constructed by crossing a microscale wire over a
nanowire covered with silicon dioxide. The silicon dioxide isolates the microwire from the nanowire
and allows the device to behave like a field-effect transistor, with the microscale wire acting as the gate.
Changing the voltage on the microwire gate controls the current flow through the nanowire channel.
These field-effect devices are similar to the crossed nanowire FETs (cNWFETs) described by Huang et al.
[7]. An illustration of a TGNW-FET and a circuit schematic of the device model are shown in Figure 5.7.
The experimental I-V characteristics for p-type silicon nanowires coated with silicon dioxide and the

S

D

G

Nanowire

Microwire
top-gate

Silicon-oxide
coating

CjFET/2 CjFET/2

(a) (b)

FIGURE 5.7 A sketch of (a) the structure and (b) a circuit schematic for a top-gated nanowire FET formed by
depositing a microwire over a silicon-dioxide coated nanowire. The device model consists of a PFET transistor and
two capacitors.
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FIGURE 5.8 I-V curves for the top-gated nanowire FETs as a function of gate voltage. (a) Measured I-V curves for a
p-silicon top-gated nanowire FET. (b) Simulated I-V curves for the top-gated nanowire transistor model.

corresponding TGNW-FET simulation model are shown in Figure 5.8. The device behaves as a p-channel
MOSFET (PFET), where applying a positive voltage to the gate reduces the conductivity of the channel
[53]. The I-V equations for the model are modified versions of first-order MOSFET I-V equations. The
modifications to the MOSFET equations involve scaling the input voltages and adding an error correction
term. These modifications are empirical in nature and remove any direct connection to the underlying
physics. However, this is sufficient for the simulations presented here. It is not necessary to represent the
underlying physics of the device, only to mimic its experimental behavior.

In addition, a capacitance between the nanowire and microwire is present in the model (CjFET). We
assume this capacitance is similar to that of the NVNW-diode junction (i.e., we set CjFET = Cjdiode). This
is a safe assumption, especially for large nanomemory arrays, because in these arrays CjFET is dominated
by Cjdiode.

5.3.4.3 Nanowire Interconnect Model

In conventional microelectronics, there is a clear-cut distinction between the devices and the wires that
connect them. This distinction does not exist in the crossbar nanomemory considered here. Nanowires in
the nanomemory form the devices and also connect these devices to one another. For simulation purposes,
these two roles were divided artificially into separate models. The device behavior was captured in the
models described in Sections 5.3.4.1 and 5.3.4.2. The interconnect behavior was captured in a third model.

Figure 5.9 shows an illustration and a circuit schematic of the interconnect model. This is a � model [53]
composed of a resistor and two capacitors. The figure details a unit crossbar (i.e., two crossing nanowires),
each the length of the nanowire pitch. The resistance of the unit crossbar determines the values of the
resistances (RNW) in Figure 5.9, whereas the capacitors (C NWs ub) model the capacitances to the substrate
below.

The interconnect model shown in Figure 5.9 optionally may incorporate a contact resistance Rc . This
resistance models the contact between the microwire power supply lines and the nanowires. Its value is
approximately 1 M� in present devices [52]. This value of Rc is dominant in comparison to the nanowire
resistance RNW . Thus, we assume that RNW is negligible in our simulations. Although RNW is not employed
in the simulations presented in this paper, including it in the interconnect model provides the capability
to account for the nanowire resistance when improvements in the fabrication techniques reduce Rc to a
value where the two resistances are comparable.
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FIGURE 5.9 A sketch of (a) the structure and (b) a circuit schematic for the nanowire interconnect model, which
consists of networks of resistors and capacitors.

The experimental value of the capacitance C NWs ub can be altered by changing the separation distance
between the nanomemory array and the substrate or by changing the insulating dielectric between the
array and the substrate. Thus, within simulations, C NWs ub is treated as a variable parameter. Its value has
an important influence on system performance, as shown in Section 5.3.5.

Two additional parasitic influences were not included in the interconnect model, but may play a role in
nanoscale systems. These are crosstalk capacitance between neighboring wires and parasitic inductances
along the wires. These two effects may manifest themselves in systems with small wire pitches or in systems
with long and narrow wires operating at high frequencies, respectively. However, these effects should not
influence strongly the functionality of a low-speed, low-frequency prototype nanomemory, such as is
considered here. That is, although these two parasitics may impact the speed and energy efficiency of the
nanomemory, they will not affect whether or not the system can be made to operate.

5.3.5 Nanomemory Simulation and Analysis

The nanomemory is accessed by providing an address to the row and column decoders and then adjusting
the supply voltages to force either a read or write operation. The decoders assert a row and a column by
turning on the TGNW-FETs in the selected row and column, while turning off at least one TGNW-FET in
each nonselected row and column. This procedure isolates a unique point or address in the nanomemory
array.

When the TGNW-FETs are turned off, they create an open circuit and leave the voltage upon the non-
selected rows and columns “floating,” in the absence of a connection to a strong power supply. Allowing
the rows and columns to float in this manner risks having nonselected diode junctions inadvertently repro-
grammed if these diodes are subjected to voltages from elsewhere in the array that exceed programming
thresholds. To help control the voltages across the nonselected rows and columns, a precharge signaling
scheme is used. The precharge places a fixed charge on all of the nonselected diodes prior to evaluation.
This limits the voltage difference across them.

Each operation is thereby divided into a precharge phase and an evaluation phase. Figure 5.10 shows
the waveforms of the input and output signals of these two phases for a read operation on the 10 × 10
nanomemory shown in Figure 5.4. The simulation first reads diode (8,8) — that is, the diode in row 8
and column 8 — followed by a read of diode (9,9). It is of particular importance to be able to simulate the
reading of diode (9,9) because it is the worst-case diode for both read and write operations — that is, it is
the farthest from the power supplies. Simulation of the reading of diode (8,8) provides an example of the
precharge scheme over successive memory accesses. In principle, any address location would do.
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FIGURE 5.10 Input and output waveforms for the precharge and evaluation phases of two sequential read operations.
The left half of the figure shows the input signals for a read of diode (8,8) followed by a read of diode (9,9). The voltage
biases across the selected diodes, (8,8) and (9,9), their neighboring diodes, (8,9) and (9,8), and the memory’s output
current are shown in the right half of the figure.

The precharge phase asserts all address lines and places a voltage on all the rows and columns. Then,
during the evaluation phase, only the selected row and column are asserted. The junction and parasitic
capacitances on the nonselected lines hold the precharge voltage while they are isolated from the rest of
the circuit. During the evaluation phase, at least one TGNW-FET in each nonselected row and column is
turned off, leaving the only path between the row supply and column supply through the selected diode,
enabling the reading or writing of a single bit.

When reading a bit from memory, voltages are placed on the row and column supplies such that the
selected diode is forward biased, allowing the output current of the nanomemory to reflect the resistance
of the selected diode. It is particularly important to choose operating voltages that forward bias only the
selected diode. Forward biasing nonselected diodes will cause them to contribute, inadvertently, to the
overall output current. In the worst-case memory configuration for reading a logic “0” bit (i.e., when
the selected diode is in the off-state and the rest of the diodes are in the on-state), even a slight forward
biasing of the nonselected junctions may make the state of the selected diode unreadable. This problem
increases with the size of the array since there are more nonselected diodes that can contribute to the overall
current.

To avoid this interference from nonselected diodes, we choose precharge and evaluation voltages for
reading the memory that force nonselected diodes into a reverse bias or near zero bias. This strategy
prevents nonselected diodes from contributing to the output current. The right half of Figure 5.10 shows
simulation results for the strategy described here. The memory configuration is set to the worst case for
reading logic “0”. The worst-case diode, that is, diode (9,9), is set to logic “0” and the rest of the diodes
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FIGURE 5.11 Plot of �Iout versus time. T = 0 corresponds to the beginning of the evaluation phase. The time it
takes for �Iout to reach its maximum value has implications on the speed of the memory. The simulations here have
zero capacitance between the nanowires and the substrate.

are set to logic “1”. The top four waveforms are the voltage biases across the diodes being read and two
neighboring diodes. The simulation results show that the diodes in nonselected rows and columns are
either reverse biased or have a very small forward bias during the evaluation phase.

Although placing nonselected diodes under a reverse bias is effective for reducing unwanted current
contributions to the output current, this scheme does run the risk of inadvertently programming on-state
devices to off-state devices if the reverse bias exceeds Vthr es O F F . Therefore, it is necessary to use supply
voltages that are small enough to ensure Vthr es O F F is not surpassed. This, in turn, limits the bias that can
be placed across the selected diode.

Nevertheless, in the simulation it is possible to achieve excellent ON/OFF current differences for a
variety of different memory arrays, as is shown in Figure 5.11. Similarly, Table 5.1 provides details of
the output currents Iout for worst-case read operations for both logic “1” and logic “0”, as well as the
current difference �Iout and “1”/“0” current ratio between them. These differences are sufficient to
read each memory successfully. Furthermore, the high current ratios suggest that read operations can
be performed successfully in memory arrays that have been scaled up to include even more rows and
columns.

Data is written to the nanomemory by subjecting the selected diode to a bias exceeding the switch-
ing threshold. As discussed in Section 5.3.4.1, a diode in the on-state is switched to the off-state at
Vthr es O F F ≈ −2.75 V and a diode in the off-state is switched to the on-state at Vthr es O N ≈ 3.8 V. As with
the read operations, care must be taken to avoid inadvertently programming nonselected diodes. However,

TABLE 5.1 Simulation Results for a Read Operation Performed
on the Nanomemory Shown in Figure 5.4

Nanomemory Iout (nA) “1”/“0”
Array Size logic “1” logic “0” �Iout (nA) Current Ratio

3 × 3 134 0.8 133 168
10 × 10 134 0.9 133 149
15 × 15 134 1.1 133 122
21 × 21 134 1.6 132 84
45 × 45 134 16.7 117 8

Note: The simulations are performed with zero capacitance to ground
and the reported values occur 10 nsec after the evaluation phase begins
(see text for details).
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FIGURE 5.12 Same as Figure 5.11 except that the simulations have 1 aF of capacitance between the nanowires and
the substrate. These simulations show that a small amount of capacitance produces shorter �Iout settling times.

simulations performed in this work suggest it is feasible to write either logic value to the memory. It was
always possible to identify operating conditions that programmed the selected diode without subjecting
nonselected diodes to voltages that exceeded thresholds.

The simulations shown in Figure 5.11 and Table 5.1 assume no capacitance between the nanowires and
the substrate, that is, C NWs ub1 = C NWs ub2 = 0. This is a reasonable approximation that can be realized
experimentally by raising the crossbar nanomemory sufficiently high above the substrate or by using a
low-k dielectric between the nanomemory and substrate. Likewise, it should be possible to add a controlled
amount of capacitance to the nanowires by reducing the height above the substrate or by employing an
alternative dielectric. Recent experiments have shown that the capacitances between the memory cell of
interest and the substrate may be estimated to be approximately 1aF. Thus, the simulations previously
described above were repeated with this small capacitance to ground added to each unit crossbar in the
nanowire interconnect model — that is, C NWs ub1 = C NWs ub2 = 1 aF. As shown in Figure 5.12, adding
capacitance to ground reduces the �Iout settling times, particularly for the larger arrays. This reduction
in settling times occurs because the capacitance to ground provides a better environment for holding the
precharge. Without capacitance to ground, the junction capacitance dominates and capacitive coupling
to crossing wires can reduce the effectiveness of the precharge.

The simulations developed in this work also can evaluate the effects of varying design parameters on
specific aspects of nanomemory performance or evaluate the trade-offs between traditionally disparate
design goals, such as high speed versus low power. For example, the output current difference �Iout

can be improved either by shifting Vthr es O F F to a lower voltage (more negative voltage) or by increasing
Vthr es O N . Increasing �Iout should lead to increased speed and array size. However, altering the program-
ming threshold in this manner requires more energy during write operations. This, of course, increases
power consumption. Simulation is an effective way to examine these trade-offs in a quantitative manner.
It can be used to identify optimal operating parameters for specific design goals. For all of the simulations
performed to date, the voltage swing for the input signals is relatively large, requiring the address lines to
vary by 5 V, while the row supply and column supply vary by 2.75 V and 1.75 V, respectively. These large
voltage swings most likely will consume significant dynamic power and require level shifting circuits to
interface with conventional electronics. Thus, reducing the signal swing should be an experimental goal.
This will reduce power consumption and ease integration with conventional circuits. However, achiev-
ing this goal may require smaller diode thresholds. This may reduce the memory speed and could affect
functionality. Additional simulations that explicitly incorporate external CMOS circuits are required to
explore this issue more fully.

Nevertheless, the simulation results, thus far, suggest that a 45 × 45 nanomemory would function
correctly if built using the Lieber–DeHon architecture and devices. The general trends of these results



System-Level Design and Simulation of Nanomemories and Nanoprocessors 5-17

suggest that larger memories will be functional as well. Furthermore, as shown in Section 5.3.6, the ability
to assemble 45×45 nanomemories could be of considerable utility, because their use in a banked topology
provides a route to realizing even larger nanomemories.

Although the simulations to date have suggested that the memory is scalable and will function under
present device and design parameters, other factors should be considered in future simulations. For
example, as the size of the nanomemory array grows, so does the capacitance and resistance of the rows
and columns, which can hamper memory performance. Figure 5.11 shows the time dependence of �Iout

for simulations of four different memory sizes. The figure shows that increasing the size of the memory
also increases the time needed for �Iout to reach its maximum value. This settling time may reduce the
speed of the memory. However, detailed information and models for the connection of the nanomemory
to conventional microscale CMOS circuitry (in this case, signal amplifiers) are necessary for any realistic
estimation of the memory speed.

5.3.6 Banking Topologies and Area Estimates

Increasing the size of a single nanomemory array may not be the most effective approach for producing
memories with very high bit counts. As the size of a memory array increases, so do the resistances and
capacitances associated with the array, which increase delay and power consumption. Ultimately, this may
threaten functionality.

Further, large memory arrays are more susceptible to fabrication defects, since a single defect in a wire
can render all the memory cells along it unusable. Reducing the vulnerability of nanomemories to defects
is important. This is because, based on statistical and thermodynamic arguments, it is anticipated that the
hierarchical self-assembly strategies being pursued for molecular-scale electronic circuits may produce a
significant fraction of defective devices, or devices that are imprecisely positioned [97].

To increase defect and fault tolerance, instead of using a single large array to achieve a high bit count,
banks of smaller memories might be employed. Figure 5.13 illustrates the notion of banking by showing
how a one-kilobit memory array can be represented as a single 32 × 32 array or four 16 × 16 arrays. This
strategy allows for the same level of defect tolerance with less redundancy, since any single defect impacts
a smaller number of individual memory bits. Generally speaking, as the degree of banking increases, the
amount of required redundancy should decrease, since smaller arrays pay a lower price per defect.

Adopting a banking strategy also increases the overall data throughput for the memory. First, the
lower resistances and capacitances of the shorter nanowires in the smaller arrays allow faster access times.
Second, banked arrays can be accessed in parallel (i.e., a bit can be accessed from each bank simultaneously)

32 × 32 × 1 16 × 16 × 4
(a) (b)

FIGURE 5.13 Illustration of two different topologies for realizing a 1-kilobit memory. (a) A single array. (b) A bank
of four arrays with an equivalent number of bits.
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FIGURE 5.14 Plot of estimated area per usable bit versus the nanowire pitch for four memory arrangements. The
calculations assume that 16 kilobits of data can be accessed and the remaining memory locations are reserved for
redundancy. The microwire pitch is set at 100 nm for all four arrays.

significantly increasing memory performance. Although banked architectures can create more complex
fabrication patterns, the regularity of the banks would seem to provide a feasible route to nanomemory
assembly. For one example, Harvard University already has made significant progress in the parallel
fabrication of multiple arrays in a tiled pattern [17].

The one significant trade-off generally associated with employing a banking strategy is an increase in
area per usable bit. This occurs because each additional bank requires additional wires for encoding and
decoding the memory array. Although some of these wires can be shared among the banks (see Figure 5.13),
banking always results in an increase in the number of address wires. Thus, an optimal banking strategy
will employ moderately sized arrays that not only take advantage of the coding scheme to increase density,
but also achieve the requisite degree of defect tolerance, parallel access, and other design goals.

Despite the various banking topologies possible for producing a given extended nanomemory system,
first-order area calculations suggest that the target nanowire pitch should be similar for a variety of
topologies. Figure 5.14 shows the estimated bit density for three different banking strategies as a function
of nanowire pitch. We also consider two different amounts of redundancy for a single array implementation.
To compare these various strategies, these area estimations are premised on a goal of providing 16 kilobits
of accessible memory, where any additional memory locations are assumed to be used only as replacements
for faulty bits. In other words, the area per usable bit is calculated by dividing the total area for each topology
by 16,000, regardless of the actual number of bits. The microwire pitch was set to 100 nm for all of the
area calculations. Details of these four memory arrangements are given in Table 5.2.

TABLE 5.2 Estimated Area for Four Different Memory Arrangements Targeting a 16-Kilobit
Nanomemory

Total Area (sq. μm)Memory Total Percent
Arrangement Locations Redundancy 20 nm pitch 15 nm pitch 10 nm pitch

136 × 136–1 array 18,496 15.6% 16.6 11.1 6.5
153 × 153–1 array 23,409 46.3% 20.4 13.5 7.8
66 × 66–4 arrays 17,424 8.9% 19.6 13.4 8.1
45 × 45–8 arrays 16,200 1.3% 20.9 14.4 8.8
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The four different memory arrangements described in Figure 5.14 and in Table 5.2 all reach a density
of 1011 bits/cm2 when the nanowire pitch is approximately 15 nm. However, a more appropriate measure
of the nanotechnology employed in the fabrication of the nanomemory might ignore the area occupied
by the microwires and just consider the area occupied by the nanowires. In that case, a nanowire pitch of
approximately 30 nm would suffice to achieve this density. Clearly, a variety of topological strategies will
be viable to fabricate functional, extended nanomemory systems.

5.3.7 Summary of Nanomemory System Simulation

Simulations performed on a crossbar nanomemory system based upon the work of Lieber and DeHon
[78,79] suggest that if such a system were built, it would operate. The simulation results suggest that a
45 × 45 nanomemory array would function properly if constructed from presently fabricated experimental
devices. Furthermore, such arrays could be banked to build more extended nanomemory systems, such as
a 16-kilobit molecular-scale electronic nanomemory with a bit density of 1011 bits/cm2.

The favorable results from these simulations are encouraging for ongoing and future experiments in the
fabrication and prototyping of post-CMOS, crossed-nanowire nanomemory systems. In addition, these
results suggest that more complex, extended nanoprocessing systems also could be made to operate using
crossed-nanowire architectures that build upon those described here for nanomemories. Thus, the next
section of this paper addresses the additional challenges that must be faced in the design of nanoprocessor
systems.

5.4 Beyond Nanomemories: Design of Nanoprocessors
Integrated on the Molecular Scale4

5.4.1 Challenges for Developing Nanoprocessors

Many challenges must be faced at all levels of design and fabrication in order to utilize recent advances in
molecular-scale devices and circuits to build extended nanoprocessor systems. Foremost, the structure and
ultra-high density of novel molecular-scale devices make these devices difficult to employ in conventional
microprocessor architectures. This motivates fundamental departures in the design of system architectures,
which in turn necessitates the development of new circuits, interconnection strategies, and fabrication
methods. The following sections discuss some of the challenges posed by the use of conventional electronic
processor architectures, as well as the new difficulties that arise in using novel architectures.

5.4.1.1 Challenges Posed by the Use of Conventional Microprocessor Architectures

The principal challenge of using conventional architectures [98] for the development of nanoprocessor
systems is that such architectures have too much heterogeneity and complexity for existing nanofabrication
methods. Conventional processor architectures are heterogeneous at every level of the design hierarchy. At
the top level, a modern microprocessor consists of logic, cache memory, and an input/output interface. In
conventional microscale integration, these three architectural components may be designed using differ-
ent circuit styles or even different fabrication methods. The logic component itself consists of arithmetic
and control subcomponents, both of which require circuits that may be either combinational (e.g., AND,
OR, XOR gates) or sequential (i.e., clocked elements such as registers) [98]. Further still, the synthesis
of the aforementioned combinational logic gates requires multiple kinds of devices for optimal perfor-
mance [53]. This differentiation into a wide variety of devices, circuits, and subsystems is an advantageous
structural feature provided by the sophistication of modern microfabrication techniques. Providing such

4Some of the material in this section has appeared previously in Das et al., “Architectures and simulations for
nanoprocessor systems integrated on the molecular scale,” Lect. Notes Phys., vol. 680, pp. 479–513, 2005.
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differentiation is beyond the reach of present nanofabrication techniques. As a result, nanoelectronics
research has targeted the development of architectures for nanoprocessors that provide comparable func-
tion while avoiding as much as possible the introduction of structural heterogeneity at the hardware level.

5.4.1.2 Challenges in the Development of Novel Nanoprocessing Architectures

Most of the nanoprocessor architectures presently proposed [19,35–44,46,83,97,99–101] are essentially
homogeneous at the hardware level and introduce diversification at the programming stage. In this way,
they are able to do without the complexity of fabrication characteristic of conventional microprocessors.

Many of these nanoprocessor architectures inherit their design characteristics from microscale pro-
grammable logic [102], especially field-programmable gate arrays (FPGAs) [103] and programmable
logic arrays (PLAs) [104]. As described in detail below in Section 5.4.3, FPGAs and PLAs are regular arrays
of logic gates whose inter-gate wiring can be reconfigured. Software is used to configure FPGAs and PLAs
to compute particular logic functions. In contrast, the logic functions in conventional microprocessors
are hard-wired during construction. Thus, in FPGAs and PLAs, the use of software to “complete” the
hardware construction allows the hardware design to be simplified to a homogeneous form.

Although these physically homogeneous architectures simplify fabrication, they do introduce a new
set of challenges. For nanoprocessing, these challenges may be illustrated by considering the example of a
nanoscale crossbar switch array. As discussed in Section 5.3, this is a homogeneous approach that combines
a high degree of scalability with some of the smallest circuit structures demonstrated to date [8,10]. A
number of architectural proposals for nanoprocessors have been put forth that involve the tiling of crossbar
subarrays to form programmable fabrics, including the design shown in Figure 5.15 [18,19,43,79].

Configurable logic block
(nanoscale crossbar)

Global interconnect
(lithographic wires)

Configurable logic tile

FIGURE 5.15 A programmable fabric incorporates molecular-scale devices into the crossbar structures shown in
Figure 5.1. The fabric builds from them an extended structure of molecules or molecular devices, crossed nanowires,
and microwires, such as is shown here. This can provide a platform for realizing a nanoprocessor [79].
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Among the reasons why these regular crossbar structures are attractive is because it is possible to as-
semble them using presently available nanofabrication techniques. However, the structural regularity can
increase the complexity of realizing logic at nearly every other level of the design hierarchy. One pays
a penalty in the use of area and time in order to program topologically-irregular logic circuits into a
physically homogeneous crossbar architecture. For example, programmable microscale circuits such as
FPGAs incur approximately a 20 to 50-fold area penalty [105] and a 15-fold delay penalty [106] when
compared to heterogeneous, custom-designed solutions. Thus, one significant challenge for nanoprocess-
ing lies in developing programming algorithms that can produce area- and time-efficient realizations of
heterogeneous logic using relatively homogeneous regular structures.

Furthermore, microscale PLAs and FPGAs are “mostly” regular, but some irregularity often is intro-
duced at the lowest levels of the hardware hierarchy in order to promote more efficient utilization of
physical resources [103]. Likewise, the ability to provide even a limited amount of irregularity with future
nanofabrication methods might have a large, beneficial impact on the overall density and performance of
a nanoprocessor.

In addition to the challenges enumerated earlier, the task of designing and developing novel nano-
processor architectures must confront further difficulties in the circuit and device domains. Some of these
challenges also are faced in the development of nanomemories, but for nanoprocessing, such issues are
compounded. For example, in nanomemories, the use of two-terminal devices without gain imposes
system-level constraints due to requirements for signal restoration. In nanoprocessors, requirements for
signal restoration are more stringent, because the signals may need to traverse larger portions of nanoscale
circuitry without the aid of the microscale amplifier circuits proposed for use with nanomemories [107].
Also, wires and the signals they carry must fan out in order to construct the complex logic required
for processing, such as arithmetic functions. Still further, there are issues of signal integrity due to the
signal coupling that arises when devices and interconnects are as densely packed as is proposed for nano-
processors. The high density of devices also makes it difficult to maintain low enough power density that
system temperature can be controlled [108].

A challenge for nanoprocessing that does not arise in nanomemories is that sequential (clocked) elements
will be required. Such elements can be inefficient to realize using the combinational logic that is most readily
available using crossbars that incorporate molecular-scale resistors and rectifiers. Specialized nanocircuits
have been proposed to serve as sequential elements [44,109–112]. These circuits operate using Goto pairs
[113] in implementations that were used previously in solid-state nanoelectronic circuit designs [114,115].
In crossbars, these circuits may be built by incorporating NDR molecules [6].

One virtue of using Goto-pair-based circuits for nanoelectronic systems is that they can provide restora-
tion using only two-terminal devices. In effect, these circuits can provide some of the gain required to
restore logic signals, thus reducing gain requirements for other circuits in the system. Such circuits might
be able to limit, and possibly even eliminate, the need for nanotransistors. However, a potential drawback
is that, unlike transistor-based circuits, Goto-pair circuits may require additional components in order to
provide electrical isolation between logic stages. Such isolation might be provided by distinct nanodevices
such as rectifiers. However, with or without such additional devices for isolation, localized insertion and
placement of Goto-pair-based clocked elements into a crossbar array probably would require introducing
a degree of heterogeneity into an otherwise regular nanofabric.

The need for heterogeneity might be reduced by using the crossbar latch designed by the Hewlett-Packard
Corporation [11,116]. This latch has been demonstrated to produce signal restoration and inversion using
only molecular two-terminal devices. It is a clocked element designed to be fabricated using junction
molecular devices within the same homogeneous crossed-nanowire molecular-scale circuit systems (see
Figure 5.15) that have been used to fabricate nanomemories [10,16,69,117]. Such latches could be intro-
duced into nanoprocessor systems based on crossbars, without requiring a heterogeneous set of devices.
Furthermore, as with the Goto-pair circuits, the use of these crossbar latches in a nanoelectronic system
might reduce gain requirements for other circuits in the system, even to the point where nanotransistors
may not be required. Nanoprocessor system architectures based on these latches are under development
[118,119].
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For all approaches to nanoprocessor system design based upon molecular switches, it is well understood
that many device-level challenges also must be addressed [15,97]. Impedance matching between bulk
solid contacts and molecular-scale devices, precise characterization of device behaviors, variability, and
the yield of devices are among the chief examples. These challenges will be discussed further in connec-
tion with the nanoprocessor simulations described in Section 5.4.4. Such challenges must be managed
either by improving fabrication capabilities or by introducing defect and variation tolerance into system
architectures.

5.4.2 A Brief Survey of Nanoprocessor System Architectures

Section 5.4.1 discussed some of the challenges facing the design and fabrication of future nanoprocessors
based on novel nanodevices and new nanofabrication techniques. In this section, we survey the major
architectural approaches that have been proposed to address these challenges. Some of these approaches rely
on new architectural paradigms that are very different from those applied in conventional microprocessors.
Others borrow heavily from these microprocessor architectures. However, all of these nanoscale approaches
attempt to harness molecules or molecular-scale structures to build up electronic circuits and systems.
These approaches and the nanoelectronic systems that will be developed in accordance with them have
the potential to utilize effectively the much higher device densities possible at the nanoscale. Further,
because they take advantage of potentially inexpensive, novel nanofabrication techniques, it may be possible
to address the issue of exponentially rising costs that presently plagues the microelectronics industry
[120,121].

Substantial progress also continues to be made in the scaling of CMOS-based conventional micro-
processors. Thus, some nanocomputer architects propose to leverage the substantial knowledge and in-
frastructure available in CMOS technology. Rather than devise new or modified architectures to accom-
modate the properties of novel nanodevices, these architects attempt to use them to augment the CMOS
devices employed in conventional microprocessors. For the most part, such efforts retain conventional
microprocessor architectural designs.

In the following sections, both the scaling of conventional architectures and the development of
novel approaches are discussed. First, in Section 5.4.2.1, the aggressive miniaturization of conventional
architectures to the molecular scale is described. Second, in Section 5.4.2.2, alternatives to conventional
architectures are detailed for cases in which recent nanodevice and nanofabrication developments have
made such architectures especially relevant.

5.4.2.1 Migration of Conventional Processor Architectures to the Molecular Scale

Virtually all conventional microprocessor architectures use CMOS to implement a basic architectural
design originally due to von Neumann, Mauchly, and Eckert [122–124]. First described in the 1940s, this
architecture divides a computer into four main “organs”: arithmetic, control, memory, and input/output.
Present examples of such CMOS-based processors include the well-known Intel Pentium� 4 and the AMD
OpteronTM chips. As Figure 5.16 shows for the AMD Opteron, the organ structure still is evident.

Because of its long-term investment, industry places a high premium on maintaining these architec-
tures as it seeks to achieve ultra-dense integration on the nanometer scale. The primary industry approach
today to building nanoprocessors is the aggressive scaling of CMOS technology to nanometer dimen-
sions.5 However, for a number of years, industry investigators and others have examined the likely limits
of CMOS technology [126–128,130,131] and the possibility that it might not be cost-effective to use
it to build commercial systems with devices scaled down to a few tens of nanometers. This is one of
the reasons new architectural ideas inspired by nanotechnology and molecular-scale electronics are so
compelling.

5This topic has been reviewed and discussed extensively elsewhere [27,126–129]. We include a brief discussion of it
here both for completeness and to provide a reference point for the other, more novel approaches we discuss.
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Clock generator

FIGURE 5.16 AMD OpteronTM die photo with annotated block structure [125].

An alternative to the straightforward, two-dimensional, aggressive scaling of CMOS is to expand silicon
technology into a third dimension [130]. Three-dimensional integration, or 3D CMOS [132,133], refers
to any of several methods that take conventional, “flat” CMOS wafers and stack them together with an
inter-wafer interconnect [134–139]. For microprocessors, it has been shown that 3D integration allows for
a substantial improvement in performance, and, furthermore, that this improvement increases as device
and interconnect dimensions decrease [140]. Therefore, 3D architectures may have particular utility in
combination with novel molecular-scale devices, such as might be implemented using a 3D crossbar array.

So-called “hybrid” approaches that incorporate novel nanostructures into CMOS devices constitute a
third avenue by which conventional processor architectures may be migrated toward the molecular scale.
Major industrial research laboratories have begun to explore how nanowires and CNTs might be employed
to enhance CMOS and CMOS-like structures. For example, some of the Intel Corporation’s designs for
future transistors call for the incorporation of nanowire-like silicon channels to increase current density
and control short-channel effects [141]. Similarly, work at IBM has examined the increased current that
results from the use of CNTs in field-effect transistor channels [73,142].

Another hybrid approach involves the use of self-assembled monolayers (SAMs) of redox-active
molecules to enhance the function of traditional silicon devices. Thresholds and conductances of the
underlying silicon substrate can be altered by the incorporation of these monolayers. In addition, new
and novel devices might be enabled. For example, the redox states of the molecules in the SAMs may be
used to form multilevel bits (i.e., n-ary digits) [33,34]. Such so-called molecular FETs, or MoleFETs, which
employ NDR molecules or charge-storage porphyrin molecules on silicon, might be used to implement
multilevel memories or logic. It appears that molecules and molecular layers can be inserted into CMOS
production processes for this purpose. For example, the porphyrin molecules proposed for some of these
hybrid devices have been shown to be able to survive the 400◦C processing temperature used for conven-
tional CMOS components [143]. Also, as mentioned in Section 5.3, Nantero Corporation is succeeding in
introducing novel carbon nanotube–based devices and circuits into a CMOS production line [13,81,144].



5-24 Nano and Molecular Electronics Handbook

Hybridization also may be employed at the architectural level. An example of such a hybrid design is
the CMOL architecture [83,145]. CMOL circuits combine CMOS with crossed nanowires and molecular
devices. Specifically, CMOL circuits are to be fabricated in two layers, with one layer consisting of CMOS
blocks, or “cells,” and the other layer containing an array of crossed nanowires employed as interconnects
between the CMOS cells. As with many other crossbar architectures, the nanowire crosspoints are designed
to contain programmable molecular devices. These devices should permit reconfiguration of the nanowire-
based connections between the CMOS cells. Therefore, if physical experiments confirm the designers’
preliminary analyses [83,100,145], it is likely CMOL may be used to implement any architecture based
upon programmable interconnects. Thus far, quantitative analyses of the CMOL designs seem promising,
but no fabrication experiments have been completed to build and test CMOL circuits.

In general, hybridization at device, circuit, or architectural levels may allow the semiconductor
industry to leverage the best features of both conventional CMOS and novel nanostructures. However, this
combination does introduce additional challenges. One potential difficulty lies in designing the interface
between CMOS and nanoscale components. For systems built solely from nanodevices, such an interface
is required only at a relatively small number of points at the periphery of the nanoelectronic circuit system.
In contrast, hybrid architectures necessitate many interfaces and problematic contacts to achieve tighter
and denser integration of the many, many individual CMOS components and nanostructures within the
circuit system.

For example, the CMOL approach proposes novel interface pins to accomplish this task [83]. However,
such pins must be manufactured to tight, sublithographic tolerances. Also, to contact these pins, precise
linear and angular alignment of the nanowire array is likely to be required.

A more fundamental difficulty introduced by combining CMOS with nanostructures is that overall
scalability may be limited by the scalability of CMOS technology. Such technology is almost certain to hit
physical barriers to further scaling. Thus, new processor architectures must be devised that can operate
solely with novel nanodevices.

5.4.2.2 Overview of Novel Architectures for Nanoelectronics

A set of clever, yet profound architectural concepts underlies the prototype nanomemory and nano-
processor circuit systems just now emerging [19,35,37,40,42,79,97]. These architectural innovations seek
to take advantage of the strengths of novel nanodevices (especially, high device density and nonvolatile,
low-power operation), as well as to ameliorate some of the limitations discussed in Section 5.4.1 in the
techniques presently available for fabrication and assembly at the nanoscale (e.g., the inability to place
nanostructures precisely or to make them readily with arbitrary shape or complexity). At the highest level,
one may view these architectural innovations as falling into two classes, as discussed below.

1. Radical Departures from Microelectronic Architectures One broad class of architectures has
been devised strictly by taking demonstrated nanodevices and considering how to combine them
into circuits or circuit-like structures that may then be fashioned into complex systems. This
bottom-up style of nanoprocessor design has resulted in a number of architectural approaches that
differ drastically from conventional architectures. These novel approaches, which are considered in
detail elsewhere, include quantum cellular automata (QCA) [35–39], nanoscale neural networks
[40,83], nanocells [41,42,47], and biologically inspired electronic system structures such as the virus
nanoblock (VNB) [146,147]. Each of these encompasses important ideas and has virtues either in
ease of fabrication or in ultra-low power consumption.

The QCA approach [35–39] seeks to use electric fields, rather than currents, to set bits and
propagate signals by moving the charge distributions in arrays of multi-quantum-dot structures
termed quantum-dot cells. The primary virtue of this approach is that it is predicted to have ultra-
low power dissipation, which is highly desirable in a very dense array of nanostructures. Also, the
tiny size of molecular quantum dots may permit this scheme to operate at room temperature,
in contrast to solid-state QCA approaches that require cryogenic operation. However, a circuit
employing a molecular QCA approach has not yet been demonstrated experimentally.
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The nanocell architecture [41,42,47] employs an array of nanoparticles randomly distributed
and randomly connected by self-assembled molecules that typically exhibit negative differential
resistance and voltage-dependent switching. No attempt is made to control the placement of the
molecules that make up the individual interconnects; rather, the designer takes advantage of the
molecules’ switching characteristics to program the nanocell after it has been assembled. Input and
output connections are fabricated on the lithographic scale using conventional techniques. This
permits relative ease in manufacturing nanocells, as well as in connecting them to form higher-
order circuits. As such, high-level designs may be possible that are similar to today’s Very Large
Scale Integrated (VLSI) circuits [41].

The nanocell architecture avoids potential difficulties in precise nanoscale fabrication. Instead,
the desired connectivity is established by intensive post-fabrication testing and programming.
Because of its random assembly and post-fabrication programming, the nanocell approach is
inherently defect and fault tolerant [41]. Experimental nanocell memories recently have been
fabricated [47] and logic gates have been simulated, but not yet demonstrated.

These architectures, which depart significantly in their operational and organizational principles
from those of present-day computers, may make important contributions over the long term.
However, their differences from present industry architectures mean they cannot easily harness the
significant infrastructure developed by the existing electronics industry. Thus, at the moment, they
have more hurdles to overcome and appear to be further from being applied to build extended
nanoprocessing systems than the regular array structures discussed below.

2. Regular Array Architectures Derived from Microelectronics This second class of novel nano-
electronic architectures is derived via the adaptation and ultra-miniaturization of microelectronic
FPGAs and PLAs so they can be implemented with novel nanodevices and new nanofabrication
techniques. For the purposes of achieving some near-term successes in developing and operating
prototype nanoprocessors, these regular arrays occupy an important middle ground between the
radical departures discussed above and the very inhomogeneous architectures used in conven-
tional microprocessors. Nanoarray architectures have an appealing structural simplicity that takes
advantage of a number of the strengths of novel nanodevices and nanofabrication techniques. Thus,
physical prototypes of extended nanoarray processors are approaching realization based upon much
systematic effort [8,10,17–19,25,69], including the detailed simulations described in Section 5.4.4.

There have been criticisms of the use of PLAs to develop nanoprocessors [83]. Some of these
criticisms are premised on the assumption that nanoPLAs will not incorporate gain-producing
or restoration-producing nanodevices. However, this is not necessarily the case. For example, the
nanoPLA architecture due to DeHon and Wilson [19] does incorporate gain-producing nanowire-
based nanotransistors, as is described in detail in Section 5.4.3.2. Other criticisms focus on the
issue of heat dissipation. This is a valid concern, due to the high density of current-based devices.
However, circuit techniques, such as the use of dynamic instead of static logic, may alleviate this
problem [19].

Thus, because the path to the realization of these novel nanoelectronic architectures seems clearer
and nearer at hand, the rest of this chapter will focus on a discussion of the operational principles,
advantages, and trade-offs of FPGA- and PLA-type nanoarray processor architectures.

5.4.3 Principles of Nanoprocessor Architectures Based on FPGAs and PLAs

Having provided a brief survey earlier of various architectural approaches for nanoprocessors, we now
focus our attention exclusively on regular arrays such as FPGAs and PLAs. Until recently, the use of
such regular arrays in general-purpose, microscale computation has been disfavored relative to the use of
conventional, heterogeneous architectures. Thus, to understand how regular arrays may be leveraged for
nanoprocessing, it is important to review their use in conventional processing systems and to illustrate the
benefits and challenges. Following this brief review, a specific regular array architecture for a nanoprocessor
will be explored, the DeHon–Wilson PLA.
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FIGURE 5.17 Schematic illustrations of (a) a single PLA and (b) an extended system architecture based on an
array of PLAs. A single PLA consists of a plane of AND gates followed by a plane of OR gates. The interconnections
between these gates are reconfigurable after fabrication. In this example, output F1 is programmed to compute
(A AN D B AN D (N OT D)) O R ((N OT B) AN D D), based on the configured connections shown by the black
dots. More complex, hierarchical logic can be constructed using an array of PLAs like that shown in part (b). Here,
outputs such as F1 and F2 can be used as inputs to other PLAs in the array.

5.4.3.1 Description of Regular Arrays, FPGAs, and PLAs: Advantages and Challenges

A regular array is a homogeneous two- or three-dimensional grid of configurable logic elements (such
as four-input logic tables) interconnected by wires with embedded programmable switches (i.e., “pro-
grammable wires”) [103]. The array is configured by programming the individual logic elements and
switches to define a hardware implementation of a desired logic function. Thus, regular arrays attempt to
eliminate heterogeneity at the hardware level, introducing it at the software level, instead. Present fabrica-
tion methods for nanoelectronics, which rely on bottom-up- self-assembly approaches, can produce such
homogeneous systems of nanostructures [8,17,25].

In conventional microelectronics, regular structures are employed for special-purpose applications in
the form of circuits such as FPGAs and PLAs. A schematic diagram of a PLA is given in Figure 5.17(a).
Figure 5.17(b) shows an extended system architecture based on PLAs. This system structure is similar to
that used for FPGAs. (See Section 5.4.1.2 for a brief description of FPGAs.)

Because of the underlying homogeneity of such structures, thus far they have been outperformed
by classical microprocessor architectures in carrying out general-purpose computation. For example, in
a given application, an FPGA may be programmed to outperform a general-purpose microprocessor.
However, a key capability of general-purpose microprocessors is their ability to switch rapidly between
various applications. If the FPGA is configured to provide an equal amount of so-called “context switching”
capability, the FPGA implementation usually lags in performance [105].

This is because the general class of functions that can be computed by a conventional processor is
quite large, and the best way to compute the whole class of functions on an FPGA has been to program
the FPGA as a conventional processor. This is inefficient. However, this inefficiency is not believed to
be fundamental. It may be the case that migration to the nanoscale will address this problem. At the
nanoscale, it is conceivable that a system may operate with many trillions of devices per processor.
With so many devices, it may be possible to implement simultaneously all the required functions that
make up a given set of programs [148]. Similarly, the existence of programmable nanoscale interconnects
may improve the efficiency of array-based implementations, since the area overhead of each switch can
be reduced.

Thus, due to the large number of available devices and the inherent regularity produced by several
nanofabrication methods, array architectures have become prominent in nanocomputation research. In
the next section, we will describe one such promising architecture, due to DeHon and Wilson [19].
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5.4.3.2 The DeHon---Wilson PLA Architecture

A detailed example of a nanoarray architecture that utilizes nanowires in readily realizable crossbar struc-
tures is the DeHon–Wilson PLA architecture [19,79,149,150]. A high-level diagram of this architecture
is shown in Figure 5.15 and Figure 5.17(b), while Figure 5.18 provides a detailed view of the low-level
implementation. As with microelectronic PLA-based designs [104], the large-scale architecture of this
nanoprocessor combines a number of PLAs into still larger arrays.

In general, a PLA consists of a programmable AND plane (with a number of AND gates in parallel)
followed by a programmable OR plane (with a number of OR gates in parallel), as shown in Figure 5.17(a).
Inverters also are available for all inputs. Since any combinational logic function can be written as the OR
of some number of AND terms, any such function can be synthesized using a PLA, assuming the PLA is
large enough to contain all the logic terms [53].

In the DeHon–Wilson design, a crossbar subarray is used to provide the logical equivalents of the AND
and OR planes of the PLA, as shown in Figure 5.18(a). The system is extended by tiling crossbar subarrays,
as illustrated in Figure 5.15. Figure 5.18(a) shows the four major subsystems of the DeHon–Wilson PLA
implementation: an array of crossed-nanowire diodes used as a programmable OR plane, one inverting
subarray of crossed nanowire transistors, a similar buffering subarray, plus an input/output decoder. The
inverting and buffering subarrays each are used to regenerate signals and maintain their strengths.

In this PLA scheme, the AND planes are replaced by logically-equivalent pairs of inverting subarrays and
OR planes. Figure 5.18(b) shows a more detailed circuit-level characterization of the left-hand side of the
system in Figure 5.18(a). In the bottom half of the subarray shown in Figure 5.18(b), all the crossed-wire
junctions are taken to contain switchable or “programmable” diodes. By programmable, we mean that
the diode can be set to either a high (“on”) or low (“off”) conductance state in the conductive direction.
Where the diodes are not shown, they are taken to be always off, so that the block depicted produces the
desired function.

The DeHon–Wilson architecture is notable because it is designed explicitly to tolerate shortcomings in
present-day nanofabrication. Within the crossbars of the DeHon–Wilson architecture, redundant wires
are used to overcome potential failures due to misalignment or physical defects. A stochastic scheme is
used to connect to and thereby address specific wires so that unique addressing can be nearly guaranteed
without the need to pick and place individual wires [149]. Also, the inverter and buffer arrays can function
in two modes, static and dynamic [19]. In dynamic mode, static power consumption is reduced [53]. This
ameliorates the potential problem [83] of heat dissipation in ultra-dense, current-based designs.

Efforts are underway to implement the DeHon–Wilson architecture. Prior to its actual fabrication,
there are parameters that remain to be tuned and assumptions that remain to be verified. The most cost-
effective method for doing this is the use of nanoprocessor system simulation, as has been demonstrated
convincingly in the development of conventional microprocessors [151] and as is discussed further below.

5.4.4 Sample Simulation of a Circuit Architecture for a Nanowire-Based
Programmable Logic Array

As stated earlier, system simulation can produce an integrated, multilevel view of the performance of a
candidate nanocomputer architecture. This view considers optimization at the device level simultaneously
with the problems of designing the system at the circuit and architecture levels. At this early stage of
nanocomputer development, it is possible to provide useful insights and guidance to device developers, as
well as system architects, by simulating even small component circuits and subsystems. Here, we describe
such a simulation and analysis of the DeHon–Wilson PLA [19].

5.4.4.1 Device Models for System Simulation of the DeHon---Wilson NanoPLA

Construction of a nanoprocessor according to the DeHon–Wilson nanowire-based PLA architecture
requires four distinct nanodevices, each of which requires a distinct I-V behavior model within the system
simulation. All four of these devices are represented, for example, in the schematic in Figure 5.18(b).
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Three of these devices also are employed in the construction of nanomemory prototypes and are de-
scribed in Section 5.3.4. These are the nonvolatile nanowire (NVNW) diode, the microwire top-gated FET
(TGNW-FET), and the nanowire interconnects.

The fourth device and device model required for the nanoPLA is the crossed-nanowire FET (cNWFET)
[17,23,51,52], which acts as the input transistor for the restoration blocks. The cNWFETs are constructed by
crossing a nanowire over another nanowire that is coated with silicon dioxide, as depicted in Figure 5.3(a)
[23]. The oxide isolates the coated nanowire and allows it to act as the channel of a field-effect transistor,
while the uncoated nanowire serves as the gate. Figure 5.3(b) shows an I-V behavior model that has
been developed for this device and incorporated into the simulations. This model reproduces published
experimental I-V characteristics [7], although some extrapolation beyond the measured voltages was
necessary.

One important observation from the I-V characteristics of the cNWFETs is that the experimentally
observed threshold voltage (VT ) of the p-channel FETs (PFETs) ranges into positive values. In contrast,
conventional microelectronic circuits employ PFETs that have a negative threshold [53]. Some circuits,
including the ones we explore here, can be made to function correctly using PFETs with positive thresholds.
However, such operation is disadvantageous. In static mode, these circuits consume a great deal of power
and usually are not capable of providing adequate signal restoration. Thus, dynamic-mode operation would
be preferable. However, for the dynamic operation of the circuits we examine, the PFET VT threshold must
be negative.

Recent experimental results suggest that nanowire p-channel transistors can be fabricated with the
desired negative thresholds [51] and that the value of this threshold can be controlled [52]. Based on these
experimental results, we have extrapolated a cNWFET model with a reasonable negative value for the
PFET threshold voltage. Use of this model permits simulation of these circuits in dynamic mode.

With the device models developed for all required devices, as described above, system simulations were
conducted in accordance with the proposed architecture or system design shown in Figure 5.18. Parasitic
behaviors of the nanowire arrays, such as coupling capacitance, also were incorporated.

5.4.4.2 Simulations and Analyses of the NanoPLA

The simulations described here consider primarily the performance of a 64-bit PLA. This is represented
by an 8×8 OR plane driven by eight inverting stages, as shown in Figure 5.18(b). The PLA is programmed
with the pattern of diodes depicted there and described in Section 5.4.3.2. The input vectors to the PLA
are given in Table 5.3.

The generally accepted method for determining the viability of a circuit system is to assess its operation
under the least favorable circumstances. Thus, analysis is performed here by examining the worst-case high
and low output voltages. The signal OUT03, which is labeled in Figure 5.18(b) and is the inversion of the
G 0 input, is likely to produce the worst-case measurements. This is because, given the switch configuration
shown, the length of wire traversed for this output is greatest, which results in the largest parasitic resistance
and capacitances.

Functionality of the circuit can be determined by providing a specific input waveform and programmed
function, then simulating the output waveform to determine if the function is realized. Such a simulation
is illustrated in Figure 5.19, which shows an output waveform for OUT03 when the circuit in Figure 5.18(b)
is programmed to implement the inversion of G 0. Also shown is the clocking scheme (i.e., the precharge
and evaluate signals) for operating the inverting block in dynamic mode. To understand this scheme, it is

TABLE 5.3 PLA Input Vectors

A0 B0 C0 D0 E 0 F0 G 0 H0

1 1 1 1 1 1 0 1 High Output
0 0 0 0 0 0 1 0 Low Output
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FIGURE 5.19 Waveforms describing how the circuit in Figure 5.18(b) inverts input signal G 0 to produce output
signal OUT03. See discussion in text.

first necessary to appreciate that the circuit operates in dynamic mode by storing charge on the wires and
the terminals of the devices. Thus, the precharge signals serve to set the charge state of all these elements
(e.g., to a charge state that produces a low voltage equivalent to logic “0”). Then, the evaluate signal is
used to change the charge state appropriately on some of the wires and terminals (e.g., those for which the
correct logic value would be “1”).

The dynamic precharge-evaluate cycle first begins when the precharge signal goes high. This has the
effect of switching on the n-channel FETs at the right of Figure 5.18(b) to discharge the outputs of the
inverting block to a low voltage. After the precharge is completed, the evaluate signal transitions to a low
voltage, which turns on the evaluate PFETs at the top of Figure 5.18(b) in order to produce the desired
output signal on OUT03. As can be seen in Figure 5.19, the OUT03 waveform will continue to be pulled
to a high voltage until the evaluate signal is turned back high. After the evaluate transistors turn off, the
signal begins to drop, due primarily to leakage through the transistors.

Analyses based upon simulations of this type allow the determination of system behavior and limits. For
example, by setting a priori the levels for the minimum logic “1” voltage and maximum logic “0” voltage, a
minimum operating frequency may be calculated from the signal decay data shown in the bottom graph of
Figure 5.19. Thus, these simulations can help characterize how transistor leakage impacts the performance
of the system.

Alternative simulations can examine still other effects. For example, diode loading can affect system
operation. Simulations suggest there is a limit to the number of diodes that may be turned on and
permitted to load a single input column of the inverting stage. For one such simulation, Figure 5.20 shows
the output-voltage dependence of the number of diodes programmed in the “on” state along the G ′

0

column [see Figure 5.18(b)], which drives the OUT03 output row. The high output voltage, and thus the
voltage swing, is reduced as more diodes are programmed “on” and load the driving column. This is a
result of current being divided among multiple outputs.
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From another simulation for which results are plotted in the bottom curve of Figure 5.20, it is seen that
the low or “0” output voltage signal remains relatively constant as the number of “on” diodes is increased.
This is because the input vector shown in Table 5.3, and used in this simulation for the low output, drives
all the row wires in Figure 5.18(b) except OUT03 to logic “1.” This has the effect of reverse-biasing all the
diodes on the G ′

0 column that connect to rows other than OUT03. Thus, little current will flow through
the diodes into those rows.

While these results show that the circuits can function correctly, they also suggest a limit to the number
of “on” diodes that can load the restoring columns. The simulations suggest the maximum number of
diodes that can load each column (i.e., the fan-out) is approximately five. Otherwise, it is found that
the voltages representing “1” and “0” get so close together they cannot be distinguished by the gates
in the downstream logic stages. Thus, there is a limit on the number of functions that may use the
same input.

This limit can be increased in a number of ways. One way is to reduce leakage through the nanowire
transistors. This requires that difficult experiments be carried out in order to alter device performance
appropriately. Another way to increase the limit would be to increase the capacitance at each output.
However, this increased capacitance, which takes longer to discharge, also takes longer to charge. This
reduces the maximum operating speed of the system. Still a third way would be to introduce duplicate
columns, where the input transistors are driven by the same row nanowire.

Also, the restoration-producing portions of the nanoPLA array are likely to be particularly sensitive to
variability in the nanodevices. In simulations we have performed on the buffering subarrays, it is seen
that a buffer can fail to restore signals adequately if the control signals that would derive from other logic
subsystems vary outside of a small acceptable range. A likely source of control signal variation is variation
in the structures of devices.

Specific results and design guidance, such as those described in the previous examples, illustrate that
system simulation is an effective way to extrapolate from device experiments to consider and improve
various nanoelectronic system design options.
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5.4.5 Further Implications and Issues for System Simulations

Although the results shown earlier are derived from simulations of a particular nanoprocessor system
design, the implications are significant for a wide variety of potential designs and architectures. Any
system based on electronic currents flowing through densely-packed circuits must consider issues such
as signal integrity, power density, fan-in, fan-out, and gain. For example, we have shown explicitly in
Section 5.4.4.2 how the design of such systems must consider fan-out, which in the DeHon–Wilson
architecture is the number of diode-connected rows a single inverting column can drive. Fan-out is an
important issue for the design of any nanoscale architecture, in that greater fan-out capability aids in
reducing the number of logic levels and the area required when implementing complex functions. Several
of the nanoscale architectures proposed to date are based on PLAs, much like that envisioned in the
DeHon–Wilson architecture [19,43,79,97,99]. As such architectures move toward realization, it will be up
to device and circuit designers to find ways to address issues like fan-out for the purpose of optimizing
system robustness.

It is important to note that the simulations presented here represent only the first steps toward detailed,
extensive simulations of complete nanocomputer architectures. Further issues must be explored for the
DeHon–Wilson architecture and other architectures. These issues include system impacts of crosstalk,
transistor leakage, and power density. Crosstalk, the loss of signal through coupling capacitances between
neighboring wires, can impair significantly the performance of any system consisting of closely-packed
wires. Understanding the extent of crosstalk, and devising means for controlling it, can provide design
flexibility to improve signal integrity, while possibly reducing power density. Leakage current is another
factor that contributes to increased power consumption and to signal degradation. Preliminary experi-
mental data suggest that leakage currents can be relatively large for many of the devices used in this
architecture. This would result in increased static power consumption and decreased output voltage-
level stability. While it probably will be feasible to reduce the leakage, this will require further careful
experimentation.

5.5 Conclusion

In this chapter, we have examined potential approaches to the system-level design and simulation of an
extended nanocomputer system that is integrated on the molecular scale. We have considered such systems
to be the union of two component subsystems: nanomemories and nanoprocessors.

For each of these components, we have focused upon ultra-dense, array-based system-level design
strategies or architectures that offer significant promise for the fabrication and demonstration of extended
system prototypes in the near term. In the case of nanomemory systems, recent research in nanoelectronic
devices and in the nanofabrication of prototype nanomemory arrays [12,14] has provided evidence of the
efficacy of the crossbar array architecture. For nanoprocessor systems, we have surveyed a range of possible
architectural approaches. Following this survey, we have focused upon crossbar-based architectures that
occupy an important middle ground between conventional microelectronic architectures and a set of more
radical nanoelectronic architectures.

To explore the prospective performance of nanocomputer systems based upon these crossbar-based
architectures, we have adapted the simulation tools and techniques used widely by the microelectron-
ics industry. In so doing, we are attempting to bridge the gap between the present realm of pure re-
search in nanoelectronics and the application of the resultant innovations in functional, manufacturable
systems.

Using detailed simulations of the circuits and subsystems embodied in these architectures for nano-
memory and nanoprocessor systems, we have examined some of the trade-offs that affect nanoelectronic
systems built from molecular-scale devices. Many of these trade-offs apply to almost any nanocomputer
architecture that might be adopted to harness molecules or molecular-scale devices in ultra-dense electronic
computing structures. System simulations such as we have described in this chapter can indicate the
extent to which enhancements in devices might improve system performance. If such improvements are
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significant, it becomes worthwhile for experimentalists to invest in enhancing designs for nanodevices and
techniques for fabricating them.

Thus, work of the type described here translates the hard-won results of difficult experiments upon
nanodevices and small circuits into insights that illuminate the new frontier of nanocomputer systems
development. Innovative system design and simulation strategies, coupled closely with device and system
experiments, may both speed the realization and optimize the performance of ultra-dense electronic
computers integrated on the molecular scale.
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Abstract
Solid-state microelectronics and complementary metal–oxide–semiconductor (CMOS) technology are
approaching the fundamental and technological limits. Innovative paradigms and technologies are emerg-
ing, promising to ensure revolutionary developments far beyond semiconductor devices and micro-
electronics scaling. Far-reaching developments are focused on three-dimensional (3D) biomolecular
processing platforms (BMPPs), as well as on solid and fluidic molecular electronics. Molecular electronics
encompasses novel 3D-topology molecular devices (Mdevice), 3D organizations, innovative architectures,
bottom-up fabrication, etc. The achievable volumetric dimensionality of solid molecular electronic devices
(MEdevice) is in the order of 1 × 1 × 1 nm. These multiterminal MEdevices can be synthesized and aggre-
gated within neuronal hypercells (ℵhypercell) forming functional molecular integrated circuits (MICs).
New device physics, innovative organizations, novel architectures, enabling capabilities/functionality, but
not the dimensionality, are the most essential features of molecular and nanoelectronics. Solid and flu-
idic Mdevices, as compared to semiconductor devices, are based on new device physics, exhibit exclusive
phenomena, provide enabling capabilities and possess unique functionality which should be utilized.
From the system-level consideration, MICs can be designed within novel 3D organizations and enabling
architectures which guarantee superior performance. The aforementioned device physics and system inno-
vations lead to unprecedented advantages and opportunities. At the same time, extraordinary fundamental
and technological challenges emerge at the device, module, and system levels. In particular, significant
challenges and unsolved problems exist in synthesis and design of Mdevices, molecular gates (Mgate),
ℵhypercells, and MICs. For Mdevices, a wide spectrum of fundamental, applied, and experimental issues
related to device physics, phenomena, and functionality are not sufficiently examined. At the system level,
design, optimization, aggregation, verification and other problems are formidable tasks. From fabrication
viewpoints, one can synthesize 3D topology solid MEdevices and aggregates, but the technology has not
matured enough to evaluate and characterize complex Mgates and ℵhypercells, not to mention MICs. This
chapter reports the fundamentals of molecular electronics and documents possible solutions to some of the
aforementioned problems. The device physics of novel solid and fluidic Mdevices is examined, and Mdevices
are studied in sufficient detail. Innovative concepts in the design of molecular processing platforms (MPP),
formed from MICs, are researched, applying and advancing a molecular architectronics (Marchitectronics)
paradigm. These MPPs can be designed within enabling hierarchic architectures (neuronal, processor-and-
memory, fused memory-in-processor, and others) utilizing the 3D organization of molecular processing
and memory hardware. Neuromorphological reconfigurable solid and fluidic MPPs are devised by utilizing
a 3Dnetworking-and-processing paradigm.
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6.1 Introduction

Though a progress in various applications of nanotechnology has been announced, many of those decla-
rations have been largely acquired from well-known theories and accomplished technologies of material
science, biology, chemistry, and other matured areas established in olden times and utilized for centuries.
Atoms and atomic structures were envisioned by Leucippus of Miletus and Democritus around 440 BC,
and the basic atomic theory was developed by John Dalton in 1803. The Periodic Table of Elements was
established by Dmitri Mendeleev in 1869, and the electron was discovered by Joseph Thomson in 1897. The
composition of atoms was discovered by Ernest Rutherford in 1910 using the experiments conducted under
his direction by Ernest Marsden in the scattering of α-particles. The quantum theory was largely developed
by Niels Bohr, Louis de Broglie, Werner Heisenberg, Max Planck, and other scientists at the beginning of
the 20th century. Those developments were advanced by Erwin Schrödinger in 1926. For many decades,
comprehensive editions of chemistry and physics handbooks coherently reported thousands of organic
and inorganic compounds, molecules, ring systems, purines, pyrimidines, nucleotides, oligonucleotides,
organic magnets, organic polymers, atomic complexes, and molecules with dimensionality on the order
of 1 nm. In the last 50 years, meaningful methods have been developed and commercially deployed to syn-
thesize a great variety of nucleotides and oligonucleotides with various linkers and spacers, bioconjugated
molecular aggregates, modified nucleosides, as well as other inorganic, organic, and bio molecules. The
aforementioned fundamental, applied, experimental and technological accomplishments have provided
essential foundations in many areas, including biochemistry, chemistry, physics, electronics, etc.

Microelectronics has achieved phenomenal accomplishments. For more than 50 years, the discovered
microelectronic devices, integrated circuits (ICs), and high-yield technologies have matured and pro-
gressed, ensuring high-performance electronics. Many electronics-preceding processes and materials were
advanced and fully utilized, as the following list of some past developments attests:

� Crystal growth, etching, thin-film deposition, coating, photolithography and other processes have
been known and used for centuries.� Etching was developed and performed by Daniel Hopfer from 1493 to 1536.� Modern electroplating (electrodeposition) was invented by Luigi Brugnatelli in 1805.� Photolithography was invented by Joseph Nicèphore Nièpce in 1822, and he made the first photo-
graph in 1826.� In 1837, Moritz Hermann von Jacobi introduced and demonstrated silver, copper, nickel, and
chrome electroplating.� In 1839, John Wright, George Elkington, and Henry Elkington discovered that potassium cyanide
can be used as an electrolyte for gold and silver electroplating. They patented this process, receiving
the British Patent 8447 in 1840.

In the fabrication of various art and jewelry products, as well as Christmas ornaments, these inventions
and technologies have been used for many centuries.

By advancing microfabrication technology, the feature size has been significantly reduced. The structural
features of solid-state semiconductor devices have been scaled down to tens of nanometers in dimension,
and the thickness of deposited thin films can be less than 1 nm. The epitaxy fabrication process (invented in
1960 by J. J. Kleimack, H. H. Loar, I. M. Ross, and H. C. Theuerer) led to the growing layer after layer of silicon
films identical in structure with the silicon wafer itself. Technological developments in epitaxy continued,
resulting in the possibility to deposit uniform multilayered semiconductors and insulators with precise
thicknesses in order to improve the ICs’ performance. Molecular beam epitaxy is the deposition of one or
more pure materials on a single crystal wafer, one layer of atoms at a time, under high vacuum, forming a
single-crystal epitaxial layer. Molecular beam epitaxy was originally developed in 1969 by J. R. Arthur and
A. Y. Cho. The thickness of the insulator layer (formed by silicon dioxide, silicon nitride, aluminum oxide,
zirconium oxide, or other high-k dielectrics) in field-effect transistors (FETs) was gradually reduced from
tens of nanometers to less than 1 nm.
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The aforementioned—as well as other meaningful, fundamental, and technological developments—
were not referred to as nanoscience, nanoengineering, and nanotechnology until just a few years ago.
Indeed, the use of the prefix nano in many cases recently has become an excessive attempt to associate
products, areas, technologies, and even theories with nano. Primarily focusing on atomic structures, exam-
ining atoms, and researching subatomic particles and studying molecules, biology, chemistry, physics, and
other disciplines have been using the term microscopic even though they have dealt with the atomic theory
of matter using pico- and femtometer atomic/subatomic dimensions, employing quantum physics, etc.

De Broglie’s postulate provides a foundation of the Schrödinger theory, which describes the behavior of
microscopic particles within the microscopic structure of matter composed from atoms. Atoms are composed
from nuclei and electrons, and a nucleus consists of neutrons and protons. The microscopic theory has
been used to examine microscopic systems (atoms and elementary particles), such as baryons, leptons,
muons, mesons, partons, photons, quarks, etc. The electron and π-meson (pion) have masses 9.1 × 10−31

kg and 2 × 10−28 kg, while their radii are 2.8 × 10−15 m and 2 × 10−15 m. For these subatomic particles,
the microscopic terminology has been used. The femtoscale dimensionality of subatomic particles has not
been a justification to define them to be “femtoscopic” particles or to classify these microscopic systems to
be “femtoscopic.”

Molecular electronics centers on the developed science and engineering fundamentals, while the progress
in chemistry and biotechnology can be utilized to accomplish bottom-up fabrication. The attempts to in-
vent appealing terminology for well-established theories and technologies has sometimes led to a broad
spectrum of newly originated terms and revised definitions. For example, well-established molecular, poly-
meric, supramolecular, and other motifs have been sometimes renamed to become such concepts as the
directed nanostructured self-assembly, controlled biomolecular nanoassembling, etc. Designer-controlled
self-replication (though performed in biosystems through complex and not fully comprehended mecha-
nisms) is a long-term target, many decades away, that may eventually be accomplished utilizing biochem-
istry and biotechnology. Many recently announced and appealing declarations (molecular building blocks,
molecular assembler, nanostructured synthesis, and others) are quite similar to aromatic compounds, chem-
istry of coordination compounds, modern materials, and other subjects covered in undergraduate biology,
biochemistry, and chemistry textbooks published decades ago. In those texts, different organic compounds,
ceramics, polymers, crystals, composites, and other materials, as well as distinct molecules, were discussed
in light of corresponding synthesis processes that had been known for decades or even centuries.

With the current focus on electronics, one may be interested in analyzing major trends [1–4] in the field,
as well as to define microelectronics and nanoelectronics. Microelectronics was well-established and ma-
tured with a more than 150-billion-dollar market per year. With the clarity on microelectronics [1], nano-
electronics should be defined stressing the underlined premises. The focus, objective, and major themes of
nanoelectronics are defined as the following: Nanoelectronics focuses on fundamental/applied/experimental
research and technological developments in devising and implementing novel high-performance enhanced-
functionality atomic/molecular devices, modules and platforms (systems), as well as high-yield bottom-up
fabrication.

Nano (molecular) electronics centers on:

1. Discovery of novel devices based on a new device physics
2. Utilization of exhibited unique phenomena and capabilities
3. The devising of enabling organizations and architectures
4. Bottom-up fabrication

Other features at the device, module, and system levels are emerging as subproducts of these four major
themes. Compared with the solid-state semiconductor (microelectronic) devices, Mdevices exhibit new
phenomena and offer unique capabilities that should be utilized at the module and system levels. In order
to avoid discussions in terminology and definitions, the term molecular—and not the prefix nano—is
mostly used in this chapter.

At the device level, IBM, Intel, Hewlett-Packard and other leading companies have been successfully con-
ducting pioneering research and pursuing technological developments in solid MEdevices, molecular wires,
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molecular interconnects, etc. Basic, applied, and experimental developments in solid molecular electronics
are reported in [5–10]. Unfortunately, it seems limited progress has been made in molecular electronics,
bottom-up fabrication, and technological developments. These revolutionary high-risk high-payoff areas
recently emerged, requiring time, readiness, commitment, acceptance, investment, infrastructure, innova-
tions, and market needs. Among the most promising directions, which will lead to revolutionary advances,
are the devising and designing of:� Molecular signal/data processing platforms� Molecular memory platforms� Integrated molecular processing-and-memory platforms� Molecular information processing platforms

Our ultimate objective is to contribute to the developments of a viable Marchitectronics paradigm in
order to radically increase the performance of processing (computing) and memory platforms. Molecular
electronics should guarantee information processing preeminence, computing superiority, and memory
supremacy.

In general, molecular electronics spans from new device physics to synthesis technologies and from
unique phenomena/capabilities/functionality to novel organizations and system architectures. We present
a unified synthesis taxonomy in the design of 3D MICs, which are envisioned to be utilized in processing
and memory platforms for a new generation of arrays, processors, computers, etc. The design of MICs
is accomplished by using a novel technology-centric concept based on the use of ℵhypercells consisting
of Mgates. These Mgates are comprised from interconnected multiterminal Mdevices. Some promising
Mdevices are examined in sufficient detail. Innovative approaches in the design of MPPs, formed from
MICs, are documented. Our major motivation is to further develop and apply a sound fundamental theory
coherently supported by enabling solutions and technologies. We expand the basic and applied research
towards technology-centric CAD-supported MICs design theory and practice. The advancements and
progress are ensured by using new sound solutions, and a need for a super-large-scale integration (SLSI)
is emphasized. The fabrication aspects are covered. The results reported further expand the horizon of
the molecular electronics theory and practice, information technology, the design of processing/memory
platforms, as well as that of molecular technologies (nanotechnology).

6.2 Data and Signal Processing Platforms

We have touched on a wide spectrum of challenges and problems. It seems that the devising of Mdevices,
bottom-up fabrication, the design of MICs, and technology-centric CAD developments are among the most
complex issues. However, before discussing Marchitectronics and its application, let’s look at its past and
then move on to its prospect and opportunities. The history of data retrieval and processing tools is traced
back thousands of years ago. To enter the data, retain it, and perform calculations, people used a mechanical
tool: the abacus. The early abacus, known as a counting board, was a piece of wood, stone, or metal with
carved grooves or painted lines between which movable beads, pebbles, or wood/bone/stone/metal disks
were arranged. When these beads were moved around, according to the “programming rules” memorized
by the user, some recording and arithmetic problems were solved and documented. The abacus was used
for counting, tracking data, and recording facts even before the concept of numbers was invented. The
oldest counting board, found in 1899 on the island of Salamis, was used by the Babylonians around 300
BC. As shown in Figure 6.1(a), the Salamis abacus is a slab of marble marked with two sets of 11 vertical
lines (ten columns), a blank space between them, a horizontal line crossing each set of lines, and Greek
symbols along the top and bottom. Another important invention around the same time was the astrolabe,
used for navigation.

In 1623, Wilhelm Schickard built his “calculating clock,” a six-digit machine that can add, subtract, and
indicate overflow by ringing a bell. Blaise Pascal is usually credited for building the first digital calculating
machine. He created it in 1642 to assist his father who was a tax collector. This machine was able to add
numbers entered with dials. Pascal also designed and built a “Pascaline” machine in 1644. These five- and
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(a) (b) (c) (d) (e) (f )

FIGURE 6.1 (see color insert following page 5-6) From the abacus (300 BC) to Thomas’ arithmometer (1820), from
the electronic numerical integrator and computer (1946) to the 1.5 × 1.5 cm 478-pin Intel Pentium 4 processor with
42 million transistors (2002), and onward toward 3D solid and fluidic molecular electronics and processing.

eight-digit machines used a different concept compared with the Schickard’s “calculating clock,” however.
In particular, rising and falling weights instead of a gear drive were used. The “Pascalian” machine can
be extended for more digits, but it cannot subtract. Pascal sold more than ten machines, and several of
them still exist. In 1674, Gottfried Wilhelm von Leibniz introduced a “stepped reckoner” using a movable
carriage to perform multiplications. Charles Xavier Thomas applied Leibniz’s ideas and in 1820 made
a mechanical calculator (see Figure 6.1[b]). In 1822, Charles Babbage built a six-digit calculator which
performed mathematical operations using gears. For many years, from 1834 to 1871, Babbage carried out
the Analytical Engine project. His design integrated the stored-program (memory) concept, envisioning
the memory may hold more than 100 numbers. The proposed machine had a read-only memory in the
form of punch cards. These cards were chained, and the motion of each chain could be reversed. Thus, the
machine was able to perform conditional manipulations and integrated coding features. The instructions
depended on the positioning of metal studs in a slotted barrel, called the control barrel. Babbage only
partially implemented his ideas in designing a proof-of-concept programmable calculator because his
innovative initiatives were far ahead of his era’s technological capabilities and theoretical foundations.
Nevertheless, the ideas and goals were set.

In 1926, Vannevar Bush proposed the product integraph, a semiautomatic machine for determining
the characteristics of electric circuits. International Business Machines introduced the IBM 601 in 1935,
a punch-card machine with an arithmetic unit based on relays that could perform an advanced multipli-
cation in one second. More than 1500 were made. In 1937, George Stibitz constructed a one-bit binary
adder using relays. In the same year, Alan Turing published a paper reporting “computable numbers,”
wherein he solved mathematical problems and proposed a mathematical model of computing known as
the Turing machine. The idea of electronic computers, however, can be traced back to the late 1920s. Major
breakthroughs appeared later. In his master thesis in 1937, Claude Shannon outlined the application of
relays, proposing an “electric adder to the base of two.” George Stibitz developed a binary circuit based
on Boolean algebra in the same year, eventually building and testing the proposed adding device in 1940.
John Atanasoff completed a prototype of a 16-bit adder using diode vacuum tubes in 1939. The same year,
Zuse and Schreyer examined the application of relay logic. Schreyer completed a prototype of the ten-bit
adder using vacuum tubes in 1940, and built memory using neon lamps. Zuse demonstrated the first
operational programmable calculator in 1940. The calculator had floating point numbers with a seven-bit
exponent, 14-bit mantissa, sign bit, 64 words of memory with 1400 relays, and arithmetic and control units
comprised of 1200 relays. Howard Aiken proposed a calculating machine which solved some problems
of relativistic physics, and so built the Automatic Sequence Controlled Calculator Mark I. The project
was finished in 1944, and the Mark I was used to calculate ballistics problems. This electromechanical
machine was 15 m long, weighed 5 tons, and had 750,000 parts (72 accumulators with arithmetic units
and mechanical registers with a capacity of 23 digits plus sign). The arithmetics were fixed-point, with a
plug-board determining the number of decimal places. The input–output unit included card readers, a
card puncher, paper tape readers, and typewriters. It had 60 sets of rotary switches, each of which could
be used as a constant register (e.g., a mechanical read-only memory). The program was read from a paper
tape, and data could be read from the other tapes, card readers, or constant registers. In 1943, the U.S.
government contracted John Mauchly and Presper Eckert to design the Electronic Numerical Integrator
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and Computer which likely was the first electronic digital computer ever built. It was completed in 1946
(see Figure 6.1[c]). This machine performed 5000 additions or 400 multiplications per second, showing an
enormous capability for that time. The Electronic Numerical Integrator and Computer weighed 30 tons,
consumed 150 kW, and had 18,000 diode vacuum tubes. John von Neumann and his colleagues built the
Electronic Discrete Variable Automatic Computer in 1945, using the so-called “von Neumann computer
architecture.”

Combinational and memory circuits are comprised from microelectronic devices, logic gates, and
modules. Microelectronics textbooks coherently document the developments starting from the discoveries
of semiconductor devices to the design of ICs. The major developments are reported next. Ferdinand Braun
invented the solid-state rectifier in 1874. The silicon diode was created and demonstrated by Pickard in
1906. The field-effect devices were patented by von Julius Lilienfeld and Oskar Heil in 1926 and 1935,
respectively. The functional solid-state bipolar junction transistor was built and tested on December 23,
1947 by John Bardeen and Walter Brattain. Gordon Teal made the first silicon transistor in 1948, and
William Shockley invented the unipolar field-effect transistor in 1952. The first ICs were designed by Kilby
and Moore in 1958.

Microelectronics has been utilized in signal processing and computing platforms. First-, second-, third-,
and fourth-generation computers emerged, and tremendous progress has been achieved. The Intel Pentium
4 processor, illustrated in Figure 6.1(d), and CoreT M Duo processor families were built using advanced
Intel microarchitectures. These high-performance processors are fabricated using 90- and 65-nm CMOS
technology nodes. The CMOS technology was matured to fabricate high-yield high-performance ICs with
trillions of transistors on a single die. The fifth generation of computers will utilize further scaled down
microelectronic devices and enhanced architectures. However, even more progress and developments are
needed. New solutions and novel enabling technologies are emerging.

The suggestion to utilize molecules as a molecular diode, which could be considered the simplest two-
terminal solid MEdevice, was introduced by M. Ratner and A. Aviram in 1974 [11]. This visionary idea has
been further expanded through meaningful theoretical, applied, and experimental developments [5–10].
Three-dimensional molecular electronics and MICs, designed within a 3D organization, were proposed
in [7]. These MICs are designed as aggregated ℵhypercells, comprised from Mgates engineered utilizing
3D-topology multi-terminal solid MEdevices (see Figure 6.1[e]).

The United States Patent 6,430,511 “Molecular Computer” was issued in 2002 to J. M. Tour, M. A.
Reed, J. M. Seminario, D. L. Allara, and P. S. Weiss. The inventors envisioned a molecular computer as
formed by establishing arrays of input and output pins, “injecting moleware,” and “allowing the moleware
to bridge the input and output pins.” The proposed “moleware includes molecular alligator clip-bearings
2-, 3-, and molecular 4-, or multiterminal wires, carbon nanotube wires, molecular resonant tunneling
diodes, molecular switches, molecular controllers that can be modulated via external electrical or magnetic
fields, massive interconnect stations based on single nanometer-sized particles, and dynamic and static
random access memory (DRAM and SRAM) components composed of molecular controller/nanoparticle
or fullerene hybrids.” Overall, one may find a great deal of motivating conceptual ideas, expecting funda-
mental soundness and technological feasibility.

The questions regarding the feasibility of molecular electronics and MPPs arise. There does not exist
conclusive evidence on the overall soundness of solid MICs, as there was no analog for the solid-state
microelectronics and ICs in the past. By contrast, BMPPs exist in nature. We briefly focus our attention on
the most primitive biosystems. Prokaryotic cells (bacteria) lack extensive intracellular organization and
do not have cytoplasmic organelles, while eukaryotic cells have well-defined nuclear membranes as well as
a variety of intracellular structures and organelles. However, even a 2-μm long single-cell Escherichia coli
(E.coli), Salmonella typhimurium, Helicobacter pylori, and other bacteria possess BMPPs, exhibiting superb
information and signal/data processing. These bacteria also have molecular sensors ∼ 50 × 50 × 50 nm
motors, as well as other numerous biomolecular devices and systems made from proteins. Though the
bacterial motors (largest devices) have been studied for decades, baseline operating mechanisms are still
unknown [12]. Biomolecular processing and memory mechanisms also have not been comprehended at
the device and system levels. The fundamentals of biomolecular processing, memories, and device physics
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are not well understood even regarding single-cell bacteria. The information processing, memory storage,
and memory retrieval are likely performed utilizing biophysical mechanisms involving ion (∼ 0.2 nm)
− biomolecule (∼ 1 nm) − protein (∼ 10 nm) electrochemomechanical interactions and transitions in
response to stimuli. The fluidic molecular processing and MPPs, which mimic BMPPs, were first proposed in
[7]. Figure 6.1(f) schematically illustrates the ion-biomolecule−protein complex. The electrochemome-
chanical interactions and transitions establish a possible device physics of biomolecular devices, ensuring
feasibility and soundness of synthetic and fluidic molecular electronics.

Having emphasized the device levels, it should be stressed again that superb biomolecular 3D organiza-
tions and architectures are not comprehended. Assume that in prokaryotic cells and neurons, processing
and memory storage are performed due to transitions in biomolecules such as folding transformations,
induced potential, charge variations, bonding changes, etc. These electrochemomechanical changes are
accomplished due to the binding/unbinding of ions and/or biomolecules, enzymatic activities, etc. The
experimental and analytic results show that protein folding is accomplished within nanoseconds and
requires ∼ 1 × 10−19 to ∼ 1×10−18 J of energy. Real-time 3D image processing is ordinarily accomplished
even by primitive insects and vertebrates that have less than one million neurons. To perform these and
other immense processing tasks, less than 1 μW is consumed. However, real-time 3D image processing
cannot be performed by even envisioned processors with trillions of transistors, a device switching speed
of ∼ 1 THz, a circuit speed of ∼ 10 GHz, a device switching energy of ∼ 1 × 10−16 J, a writing energy
of ∼ 1 × 10−16 J/bit, a read time of ∼ 10 nsec, etc. This is undisputable evidence of superb biomolecular
processing that cannot be surpassed by any envisioned microelectronics enhancements and innovations.

Remark
The nomenclature “biomolecular electronics” may not be well founded because it may not reflect the
baseline physics and phenomena. Thus, we introduced the term BMPP. Fluidic-centered molecular pro-
cessing and MPPs provide the ability to mimic BMPPs. Our terminology does not imply that fluidic and
biomolecular platforms are based or centered on the electron transport or only on electron-associated
transitions. However, synthetic and fluidic molecular devices/modules exhibit electrochemomechanical
transitions, and one uses electronic apparatuses to control these transitions. This provides the justification
of the terminology used.

6.3 Microelectronics and Nanoelectronics: Retrospect
and Prospect

To design and fabricate planar CMOS ICs, which consist of FETs and bipolar junction transistors (BJTs) as
major microelectronic devices, processes and design rules have been defined. Taking note of the topological
layout, the physical dimensions and area requirements can be estimated using the design rules, which
center on: (1) minimal feature size and minimum allowable separation in terms of absolute dimensional
constraints; (2) the lambda rule (defined using the length unit λ) which specifies the layout constraints,
taking note of nonlinear scaling, geometrical constraints, and minimum allowable dimensions (e.g., width,
spacing, separation, extension, overlap, width/length ratio, and so on). In general, λ is a function of
exposure wavelength, image resolution, depth of focus, processes, materials, device physics, topology, etc.
For different technology nodes, λ varies from ∼ 1/2 to 1 of the minimal feature size. For the current
front-edge 65-nm technology node, introduced in 2005 and deployed by some high-tech companies in
2006, the minimal feature size is 65 nm. It is expected that the feature size could decrease to 18 nm by 2018.
For n-channel MOSFETs (physical cell size is ∼ 10λ× 10λ) and BJTs (physical cell size is ∼ 50λ× 50λ), the
effective cell areas are in the range of hundreds and thousands of λ2, respectively. For MOSFETs, the gate
length is the distance between the active source and drain regions underneath the gate. This implies that
if the channel length is 30 nm, it does not mean the gate width or λ is 30 nm. For FETs, the ratio between
the effective cell size and minimum feature size will remain to be ∼ 20.

One cannot define and classify electronic, optical, electrochemomechanical, and other devices or ICs
only by taking note of their dimensions (length, area, or volume) or minimal feature size. The device
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dimensionality is an important feature primarily from the fabrication viewpoint. To classify devices and
systems, one examines the device physics, system organization/architecture and fabrication technologies,
assessing distinctive features, capabilities and phenomena utilized. Even if the dimension of CMOS transis-
tors will be scaled down to achieve a 100 × 100 nm effective cell size for FETs by late 2020, these solid-state
semiconductor devices may not be viewed as nanoelectronic devices because conventional phenomena
and evolved technologies are utilized. The fundamental limits on microelectronics and solid-state semi-
conductor devices were known and reported for many years [1]. Though significant progress has been
made, ensuring the high-yield fabrication of ICs, the basic physics of semiconductor devices has remained
virtually unchanged for decades. Three editions (1969, 1981, and 2007) of a classical textbook Physics of
Semiconductor Devices [13–15] coherently cover the device physics. The evolutionary technological devel-
opments will continue beyond the current 65-nm technology node. The 45-nm CMOS technology node
is expected to emerge in 2007. Assume that by 2018, the 18-nm technology node will be deployed with the
expected λ =∼ 18 nm and ∼ 7- to 8-nm effective channel length for FETs. This will lead to the estimated
footprint area of the interconnected FET to be in the range of tens of thousands of nm2 because the effective
cell area is at least ∼ 10λ× 10λ. Sometimes, a questionable size-centered definition of nanotechnology
surfaces, ambiguously picking the 100-nm dimensionality to be met. It is uncertain which dimensionality
should be used. Also, it is unclear why 100 nm is declared. Why not 1 nm or 999 nm? On the other hand,
why not use a volumetric measure such as 100 nm3?

An electric current is a flow of charged particles. The current in conductors, semiconductors and insu-
lators is due to the movement of electrons. In aqueous solutions, the current is due to the movement of
charged particles (e.g., ions, molecules, etc.). The devices have not been classified using the dimension of the
charged carriers (electrons, ions, or molecules). However, one may compare the device dimensionality with
the size of the particle which causes the current flow or transitions. For example, considering a protein as a
core component of a biomolecular device, and an ion as a charge carrier that affects the protein transitions,
the device/carrier dimensionality ratio would be ∼ 100. The classical electron radius r0, called the Compton
radius, is found by equating the electrostatic potential energy of a sphere with the charge e and radius r0 to
the relativistic rest energy of the electron which is me c 2. We have e2/(4πε0r0) = me c 2, where e is the charge
on the electron, e = 1.6022 × 10−19 C; ε0 is the permittivity of free space, ε0 = 8.8542 × 10−12 F/m; me is
the mass of the electron, me = 9.1095 × 10−31 kg; and c is the speed of light in a vacuum: 299792458 m/sec.
Thus, r0 = e2/(4πε0me c 2) = 2.81794 × 10−15 m. With the achievable volumetric dimensionality of solid
MEdevices on the order of 1 × 1 × 1 nm, one finds that the device is much larger than the carrier. Up to
1 × 1018 devices can be placed in 1 mm3. This upper-limit device density may not be achieved due to syn-
thesis constraints, technological challenges, expected inconsistency, aggregation/interconnect complexity,
and other problems. The effective volumetric dimensionality of interconnected solid MEdevices in MICs is
expected to be ∼ 10 × 10 × 10 nm. For solid MEdevices, quantum physics must be applied to examine the
processes, functionality, performance, characteristics, etc. The device physics of fluidic and solid Mdevices
is profoundly different. Emphasizing the major premises, nanoelectronics implies the use of:

1. Novel high-performance devices, devised and designed using new device physics, which exhibit
unique phenomena and capabilities to be exclusively utilized at the gate and system levels.

2. Enabling 3D organizations and advanced architectures which ensure superb performance and
superior capabilities. Those developments rely on the device-level solutions, technology-centric
SLSI design, etc.

3. Bottom-up fabrication.

To design MICs-comprised processing and memory platforms, one must apply novel paradigms and
pioneering developments utilizing 3D-topology Mdevices, enabling organizations/architectures, sound
bottom-up fabrication, etc. Tremendous progress has been accomplished within the last 60 years in
microelectronics—e.g., from inventions and demonstrations of functional solid-state transistors to the
fabrication of processors that comprise trillions of transistors on a single die. The current high-yield 65-nm
CMOS technology node ensures minimal features ∼ 65 nm, and FETs were scaled down to achieve the
channel length below 30 nm. Using this technology for the SRAM cells, ∼ 500,000 nm2 foot-print area was
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achieved by Intel. Optimistic predictions foresee that within 15 years the minimal feature of planar (two-
dimensional) solid-state CMOS-technology transistors may approach ∼ 10 nm, leading to the effective cell
size for FET ∼ 20λ× 20λ = 200 × 200 nm. However, the projected scaling trends are based on a number
of assumptions and foreseen enhancements [1]. Though the FET cell dimension can reach 200 nm, the
overall prospects in microelectronics (technology enhancements, device physics, device/circuits perfor-
mance, design complexity, cost, and other features) are troubling [1–4]. The near-absolute limits of the
CMOS-centered microelectronics can be reached by the next decade. The general trends, prospects and
projections are reported in the International Technology Roadmap for Semiconductors [1].

The device size- and switching energy–centered version of Moore’s first conjecture for high-yield room-
temperature mass-produced microelectronics is reported in Figure 6.2 for past, current (90 and 65 nm), and
foreseen (45 and 32 nm) CMOS technology nodes. For the switching energy, one uses eV or J, and 1 eV =
1.602176462 × 10−19 J. Intel expects to introduce 45-nm CMOS technology node in 2007. The envisioned
32-nm technology node is expected to emerge in 2010. The expected progress in the baseline characteristics,
key performance metrics, and scaling abilities has already slowed down due to fundamental and techno-
logical challenges and limitations. Correspondingly, new solutions and technologies have been sought and
assessed [1]. The performance and functionality at the device, module, and system levels can be significantly
improved by utilizing novel phenomena, employing innovative topological/organizational/architectural
solutions, enhancing device functionality, increasing density, improving utilization, increasing switch-
ing speed, etc. Molecular electronics (nanoelectronics) is expected to result in a departure from the first
and second of Moore’s conjectures. The second conjecture foresees that, in order to ensure the projected
microelectronics scaling trends, the cost of microelectronics facilities can reach hundreds of billion dol-
lars by 2020. High-yield affordable nanoelectronics is expected to ensure superior performance. Existing
superb bimolecular processing/memory platforms and progress in molecular electronics are assured ev-
idence of fundamental soundness and technological feasibility of molecular electronics and MPPs. Some
data and expected developments, reported in Figure 6.2, are subject to adjustments because it is difficult
to accurately foresee the fundamental developments and maturity of prospective technologies due to the
impact of many factors. However, the overall trends are obvious and likely cannot be rejected. Having
emphasized the emerging molecular (nano) electronics, it is obvious that solid-state microelectronics
is a core 21st-century technology. CMOS technology will continue to be a viable technology for many
decades, even as limits are reached and envisioned nanoelectronics mature. By 2030, core modules of
super-high-performance processing (computing) platforms may be implemented using MICs. However,
microelectronics and molecular electronics are complementary technologies, and MICs will not diminish
the use of ICs. Molecular electronics and MPPs are impetuous revolutionary (not evolutionary) changes
at the device, system, fundamental, and technological levels. The foreseen revolutionary changes towards
Mdevices are analogous to abrupt changes from the vacuum tube to a solid-state transistor.

The fundamental and technological limits are also imposed on molecular electronics and MPPs. Those
limits are defined by the device physics, circuit, system, CAD, and synthesis constraints. Some of these
limitations are reported in this chapter. However, there is no end to the progress, and one will evolve beyond
molecular electronics and processing. What lies beyond these innovations and frontiers? The hypothetical
answer is provided next. In 1993, the Dutch theoretical physicist G. Hooft proposed the Holographic
Principle, postulating that the information contained in some region of space can be represented as a
hologram that gives the bounded region of space, at most, one degree of freedom per the Planck unit
of area (λp = 1.616× 10−35 m). In this chapter, we will utilize the so-called standard model (particles
are considered to be points moving through space and coherently represented by mass, electric charge,
interaction, spin, etc.). The standard model is consistent within quantum mechanics and the special theory
of relativity. Other concepts have also been developed, some even utilizing string theory, with its various
aspects like string vibration, distinct forces, multidimensionality, etc. It is difficult to theorize which
far-reaching paradigms will emerge. Therefore, we will focus here on sound and practical paradigms.

Commercial high-yield high-performance molecular electronics is expected to come to the fore by 2015,
as shown in Figure 6.2. Molecular devices and MICs can operate due to electron tunneling, ion transport,
photon interaction, biomolecular interactions, state transitions, etc. For distinct classes of Mdevices, basic
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physics, phenomena exhibited, effects utilized, and fabrication technologies are profoundly different.
Molecular electronics can be classified using the following four major classes:� Solid organic/inorganic molecular electronics� Fluidic molecular electronics� Synthetic biomolecular electronics� Hybrid molecular electronics

Distinct subclasses and classifiers can be developed, taking into account the device physics and system
features. Biomolecular devices and platforms, which are not within the aforementioned classes, may be
classified as well. The dominating premises of molecular (nano) electronics and MPPs have a solid bio
association. There exists a great number of superb biomolecular systems and platforms. The device-level
biophysics and system-level fundamentals of biomolecular processing are not fully comprehended, but,
they are fluidic and molecule-centered.

For molecular electronics, theory, engineering practice, and technology are revolutionary advances com-
pared with microelectronic theory and CMOS technology. From a 3D-centered topology/organization/
architecture standpoint, solid and fluidic molecular electronics evolution mimics superb BMPPs. Informa-
tion processing, memory storage, and other relevant tasks performed by biosystems are a sound proving
ground of the proposed developments. Molecular electronics will lead to novel MPPs. Compared with
the most advanced CMOS processors, molecular platforms will greatly enhance functionality and pro-
cessing capabilities, radically decrease latency, power, and execution time, as well as drastically increase
device density, utilization, and memory capacity. Many difficult problems at the device and system lev-
els must be addressed, researched, and solved. For example, the following tasks should be carried-out:
design, analysis, optimization, aggregation, routing, reconfiguration, verification, evaluation, etc. Many
of the aforementioned problems have not even been addressed yet. Due to significant challenges, much
effort must be devoted to solving these problems. We address and propose solutions to some previously
mentioned fundamental and applied problems, thus establishing a Marchitectronics paradigm. A number
of baseline problems are examined, progressing from the system level consideration to the module/device
level and vice versa. Taking note of the diversity and magnitude of tasks under consideration, one cannot
formulate, examine, and solve all challenging problems. A gradual step-by-step approach is pursued rather
than attempting to solve abstract problems with a minimal chance of success. There is a need to stimulate
further developments and foster advanced research focusing on well-defined existing fundamentals and fu-
ture perspectives emphasizing the near-, medium- and long-term prospects, visions, problems, solutions,
and technologies.

6.4 Performance Estimates

The combination and memory MICs can be designed as aggregated ℵhypercells comprised from Mgates
and molecular memory cells [16]. At the device level, one examines functionality, studies characteristics,
and estimates performance of 3D-topology Mdevices. Device- and system-level performance measures are
of great interest. The experimental results indicate that protein folding is performed within 1 × 10−6 to
1 × 10−12 sec and requires ∼ 1 × 10−19 to 1×10−18 J of energy. These transition times and energy estimates
can be used for some fluidic and synthetic Mdevices. To analyze protein folding energetics, examine the
switching energy in solid-state microelectronic devices, estimate solid MEdevice energetics, and perform
other studies, distinct concepts have been applied. For solid-state microelectronic devices, the logic signal
energy is expected to fall to ∼ 1 × 10−16 J, and the energy dissipated is E = Pt = IVt = I 2 Rt=Q2 R/t,
where P is the power dissipation, I and V are the current and voltage along the discharge path, and R
and Q are the resistance and charge.

The term kB T has been used to solve distinct problems. Here, kB is the Boltzmann constant, kB =
1.3806× 10−23 J/K = 8.6174× 10−5 eV/K. For example, expression γ kB T (γ > 0) has been used to perform
energy estimates, and kB T ln(2) was applied to assess the lowest energy bound for a binary switching. The
applicability of distinct equations must be thoroughly examined and sound concepts must be applied.
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Statistical mechanics and entropy analysis coherently utilize term kB T within a specific content as reported
in the following, while for some other applications and problems, the use of kB T may be impractical.

Entropy and Its Application. For an ideal gas, the kinetic-molecular Newtonian model provides the
average translational kinetic energy of a gas molecule. In particular, 1

2 m(v2)av = 3
2 kB T . One concludes

that the average translational kinetic energy per gas molecule depends only on the temperature. The most
notable equation of statistical thermodynamics is the Boltzmann formula for entropy as a function only
of the system’s state—e.g.,

S = kB lnw , where w is the number of possible arrangements of atoms or molecules in the system.
Unlike energy, entropy is a quantitative measure of the system disorder in any specific state, and S is

not related to each individual atom or particle. At any temperature above absolute zero, the atoms acquire
energy, more arrangements become possible, and because w > 1, one has S > 0.

The entropy and energy are very different quantities. When the interaction between the system and
environment involves only reversible processes, the total entropy is constant, and �S = 0. When any
irreversible process occurs, the total entropy increases, and �S > 0. One may derive the entropy difference
between two distinct states in a system that undergoes a thermodynamic process that takes the system
from an initial macroscopic state 1 with w1 possible microscopic states to a final macroscopic state 2 with
w2 associated microscopic states. The change in entropy is then �S = S2– S1 = kB lnw2– kB lnw1 =
kB ln(w2/w1). Thus, the entropy difference between two macroscopic states depends on the ratio of the
number of possible microscopic states. The entropy change for any reversible isothermal process is given
using an infinitesimal quantity of heat �Q. For initial and final states 1 and 2, one has �S = ∫ 2

1
d Q
T .

Example 6.4.1

To heat 1 ykg (1 × 10−24 kg) of silicon from 0◦C to 100◦C using the constant specific heat capacity c = 702
J/kg · K over the temperature range, the change of entropy is

�S = S2 − S1 =
∫ 2

1

d Q

T

=
∫ T2

T1

mc
dT

T
= mc ln

T2

T1
= 1 × 10−24kg × 702

J

kg · K
× ln

373.15K

273.15K
= 2.19 × 10−22 J/K.

From �S = kB ln(w2/w1), one finds the ratio between microscopic states to bew2/w1. For the problem
under consideration, w2/w1 = 7.7078× 106.

If w2/w1 = 1, the total entropy is constant, and �S = 0.
The energy needed to heat 1 × 10−24 kg of silicon to �T = 100oC is Q = mc�T = 7.02 × 10−20 J.
To heat 1 g of silicon from 0◦C to 100◦C, one finds �S = S2 − S1 = mc ln T2

T1
= 0.219 J/K and Q =

mc�T = 70.2 J.
Taking note of equation �S = kB ln(w2/w1), it is impossible to derive the numerical value for w2/w1.
For a silicon atom, the covalent, atomic, and van der Waals radii are 117, 117, and 200 pm. The Si-Si and

Si-O covalent bonds are 232 and 151 pm, respectively. One can examine the thermodynamics using the
enthalpy, Gibbs function, entropy, and heat capacity of silicon in its solid and gas states. The atomic weight
of a silicon atom is 28.0855 amu, where amu stands for the atomic mass unit, 1 amu = 1.66054×10−27 kg.
Hence, the mass of a single Si atom is 28.0855 amu ×1.66054 × 10−27 kg/amu = 4.6637 × 10−26 kg.
Therefore, the number of silicon atoms in 1 × 10−24 kg of silicon is 1 × 10−24/4.6637 × 10−26 = 21.44.

Consider two silicon atoms to be heated from 0◦C to 100◦C. For m = 9.3274 × 10−26 kg, we have
�S = S2 − S1 = mc ln T2

T1
= 2.04× 10−23 J/K. One obtains an obscure result w2/w1 = 4.39.

It should be emphasized again that the entropy and macroscopic/microscopic states analysis are performed
for an ideal gas, assuming the accuracy of the kinetic-molecular Newtonian model. In general, to examine
the particle and molecule energetics, quantum physics must be applied.

For particular problems, using the results reported one may carry out a similar analysis for other atomic
complexes. For example, while carbon has not been widely used in microelectronics, organic molecular
electronics is carbon-centered. Therefore, some useful information is reported. For a carbon atom, the
covalent, atomic, and van der Waals radii are 77, 77, and 185 pm. Carbon can be in the solid (graphite or
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diamond) and gas states. Using the atomic weight of a carbon atom, which is 12.0107 amu, the mass of a
single carbon atom is 12.0107 amu × 1.66054 × 10−27 kg/amu = 1.9944× 10−26 kg. �

Example 6.4.2

If w = 2, the entropy is found to be S = kB ln2 = 9.57 × 10−24 J/K = 5.97 × 10−5 eV/K.
Having derived S, one cannot conclude that the minimal energy required to ensure the transition

(switching) between two microscopic states or to erase a bit of information (energy dissipation) is kB T ln2,
which for T = 300K gives kB T ln2 = 2.87 × 10−21 J = 0.0179 eV. In fact, under this reasoning, one
assumes the validity of the averaging kinetic-molecular Newtonian model and applies the assumptions of
distribution statistics at the same time, allowing only two distinct microscopic system’s states. The energy
estimates should be performed utilizing the quantum mechanics. �

6.4.1 Distribution Statistics

Statistical analysis is applicable only to systems with a large number of particles and energy states. The
fundamental assumption of statistical mechanics is that in thermal equilibrium every distinct state with
the same total energy is equally probable. Random thermal motions constantly change energy from one
particle to another and from one form of energy to another (kinetic, rotational, vibrational, etc.) obeying
the conservation of energy principle. The absolute temperature T has been used as a measure of the total
energy of a system in thermal equilibrium.

In semiconductor devices, an enormous number of particles (electrons) are considered using the elec-
trochemical potential μ(T). The Fermi–Dirac distribution function f (E ) = 1

1+e
E −μ(T)

kB T

gives the average

(probable) number of electrons of a system (device) in equilibrium at temperature T in a quantum state
of energy E .

The electrochemical potential at absolute zero is the Fermi energy E F , and μ(0) = E F . The occupation
probability that a particle would have the specific energy is not related to quantum indeterminacy. Electrons
in solids obey Fermi–Dirac statistics. The distribution of electrons, leptons, and baryons (identical fermions)
over a range of allowable energy levels at thermal equilibrium is expressed as f (E ) = 1

1+e
E −E F

kB T

, where T is

the equilibrium temperature of the system. Hence, the Fermi–Dirac distribution function f (E ) gives the
probability that an allowable energy state at energy E will be occupied by an electron at temperature T .

For distinguishable particles, one applies the Maxwell–Boltzmann statistics with a distribution function

f (E ) = e− E −E F
kB T .

The Bose–Einstein statistics are applied to identical bosons (photons, mesons, etc.). The Bose–Einstein
distribution function is given as f (E ) = 1

e
E −E F

kB T −1

.

As was emphasized, the distribution statistics are applicable to electronic devices which consist of a great
number of constituents where particle interactions can be simplified by deducing the system behavior from
the statistical consideration. Depending on the device physics, one must coherently apply the appropriate
baseline theories and concepts.

Example 6.4.3

For T = 100K and T = 300K, letting E F = 5 eV, the Fermi–Dirac distribution functions are reported in
Figure 6.3(a). Figure 6.3(b) documents the Maxwell–Boltzmann distribution functions f (E ). �

6.4.2 Energy Levels

In Mdevices, one can calculate the energy required to excite the electron, and the allowed energy levels are
quantized. In contrast, solids are characterized by energy band structures that define electric characteristics.
In semiconductors, the relatively small bandgaps allow excitation of electrons from the valance band to
the conduction band by thermal or optical energy. The application of quantum mechanics allows one to
derive the expression for the quantized energy.
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FIGURE 6.3 The Fermi–Dirac and Maxwell–Boltzmann distribution functions for T = 100 K and T = 300 K if
E F = 5 eV.

For a hydrogen atom, one has

E n = − me e4

32π2ε2
0h̄

2n2
,

where h̄ is the modified Planck constant,

h̄ = h/2π = 1.055 × 10−34 J-sec = 6.582 × 10−16 eV − sec.

The energy levels depend on the quantum number n. As n increases, the total energy of the quantum
state becomes less negative, and E n → 0 if n → ∞. The state of lowest total energy is the most stable state
for the electron, and the normal state of the electron for a hydrogen (one-electron atom) is at n = 1.

Thus, for the hydrogen atom, in the absence of a magnetic field B, the energy E n = − me e4

32π2ε2
0h̄

2n2 depends

only on the principle quantum number n. The conversion 1 eV = 1.602176462×10−19 J is commonly used,
and E n=1 = −2.17 × 10−18 J = −13.6 eV. For n = 2, n = 3, and n = 4, we have E n=2 = −5.45 × 10−19

J, E n=3 = −2.42 × 10−19 J and E n=4 = −1.36 × 10−19 J. When the electron and nucleus are separated by
an infinite distance (n → ∞), one has E n→∞ → 0.

The energy difference between the quantum states n1 and n2 is�E = E n1−E n2, and�E = E n1−E n2 =
me e4

32π2ε2
0h̄

2

(
1

n2
2
− 1

n2
1

)
, where me e4

32π2ε2
0h̄

2 = 2.17 × 10−18 J = 13.6 eV.

The excitation energy of an exited state n is the energy above the ground state—e.g., for the hydrogen
atom one has (E n−E n=1). The first exited state (n = 2) has excitation energy E n=2−E n=1 = −3.4+13.6 =
10.2 eV. In atoms, orbits are characterized by quantum numbers.

De Broglie conjecture relates the angular frequency v and energy E . In particular, v = E /h, where h
is the Planck constant, h = 6.626 × 10−34 J-sec = 4.136 × 10−15 eV-sec. The frequency of a photon of
electromagnetic radiation is found to be v = �E /h.

Example 6.4.4

Examine the meaning of �Ê . The energy difference between the quantum states �E is not the energy
uncertainty in the measurement of E , which is commonly denoted in the literature as �E . In this chapter,
reporting the Heisenberg uncertainty principle, to ensure consistency, we use the notation �Ê . In partic-
ular, Section 13.2 reports the energy-time uncertainty principle as σE σt ≥ 1

2h̄ or �t ≥ 1
2h̄, where σE and

σt are the standard deviations, and notations �Ê and �t are used to define the standard deviations as
uncertainties, �Ê =

√
〈Ê 2〉 − 〈Ê 〉2. �
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For many-electron atoms, an atom in its normal (electrically neutral) state has Z electrons and Z
protons. Here, Z is the atomic number, and for boron, carbon, and nitrogen, Z = 5, 6, and 7, respectively.
The total electric charge of atoms is zero because the neutron has no charge while the proton and electron
charges have the same magnitude but opposite sign. For the hydrogen atom, denoting the distance that
separates the electron and proton by r , the Coulomb potential is 	(r ) = −e2/(4πε0r ).

The radial attractive Coulomb potential felt by the single electron due to the nucleus having a charge
Ze is

	(r ) = −Z(r )e2/(4πε0r ),

where Z(r ) → Z as r → 0 and Z(r ) →1 as r → ∞.
By evaluating the average value for the radius of the shell, the effective nuclear charge Zeff is found. The

common approximation to calculate the total energy of an electron in the outermost populated shell is

E n = − me Z2
eff e4

32π2ε2
0h̄

2n2 , and E n = −2.17 × 10−18 Z2
eff

n2 J.

The effective nuclear charge Zeff is derived using the electron configuration. For boron, carbon, nitrogen,
silicon, and phosphorus, three commonly used Slater, Clementi, and Froese–Fischer Zeff are 2.6, 2.42, and
2.27 (for B); 3.25, 3.14, and 2.87 (for C); 3.9, 3.83, and 3.46 (for N); 4.13, 4.29, and 4.48 (for Si); 4.8, 4.89,
and 5.28 (for P).

Taking note of the electron configurations for the earlier mentioned atoms, one concludes that �E
could be on the order of ∼ 1 × 10−19 to 1 × 10−18 J. If one supplies the energy greater than E n to the
electron, the energy excess will appear as kinetic energy of the free electron. The transition energy should be
adequate to excite electrons. For different atoms and molecules with different exited states, as prospective
solid MEdevices, the transition (switching) energy can be estimated to be ∼ 1 × 10−18 to 1 × 10−19 J. This
energy estimate is valid for biomolecular and fluidic Mdevices.

The quantization of the orbital angular momentum of the electron leads to a quantization of the electron
total energy. The space quantization permits only quantized values of the angular momentum component
in a specific direction. The magnitude Lμ of the angular momentum of an electron in its orbital motion
around the center of an atom and the z component L z are

Lμ =
√

l(l + 1)h̄ and L z = mlh̄,

where l is the orbital quantum number, and ml is the magnetic quantum number, which is restricted to
integer values −l , −l + 1, . . . l − 1, l (e.g., |ml | ≤ l). If a magnetic field is applied, the energy of the atom
will depend on the alignment of its magnetic moment with the external magnetic field.

In the presence of a magnetic field B, the energy levels of the hydrogen atom are

E n = − me e4

32π2ε2
0h̄

2n2
− μL · B,

where μL is the orbital magnetic dipole moment, μL = − e
2me

L, L = r × p.

Let B = Bzz. One finds E n = − me e4

32π2ε2
0h̄

2n2 + e
2me

L·B = − me e4

32π2ε2
0h̄

2n2 + e
2me

Bz L z = − me e4

32π2ε2
0h̄

2n2 + e
2me

Bzmlh̄.

If the electron is in an l = 1 orbit, the orbital magnetic dipole moment is μL = eh̄
2me

= 9.3 × 10−24

J/T = 5.8 × 10−5 eV/T. Hence, if the magnetic field is changed by 1 T, an atomic energy level changes by
∼ 10−4 eV. The switching energy required to ensure the transitions between distinct microscopic states is
straightforwardly derived using the wave function and allowed discrete energies.

Example 6.4.5

Consider a 1,3-butadiene molecule

C=C
H

H H

C=C
H

H

H
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The four delocalized π-electrons are assumed to move freely over the four-carbon-atom framework.
Neglecting three-dimensional configuration, one may perform one-dimensional analysis. Solving the
Schrödinger equation for a particle in the box − h̄2

2me
∇2
(x) + 	(x)
(x) = E 
(x) with an infinite

square well potential

	(x) =
{

0 for 0 ≤ x ≤ L
∞ otherwise

,

the wave function
n(x) and allowed discrete energies are found [7]. In particular,
n(x) =
√

2
L sin

(
nπ
L x

)
and E n = h̄2π2

2me L 2 n2. The state of the lowest energy is called the ground state.
The C1 = C2, C2− C3, and C3 = C4 bond lengths are 0.1467, 0.1349, and 0.1467 nm, respectively. The

electron wave function extends beyond the terminal carbons. We add 1/2 bond length at each end. Hence,
L = 0.575 nm.

The π-electron density is concentrated between carbon atoms C1 and C2, as well as C3 and C4, because
the predominant structure of butadiene has double bonds between these two pairs C1 = C2 and C3 = C4.
Each double bond consists of a π-bond, in addition to the underlying σ -bond. One must also consider
the residual π-electron density between C2 and C3. Thus, butadiene should be described as a resonance
hybrid with two contributing structures CH2 = CH − CH = CH2 (dominant structure) and ◦CH2 =
CH − CH = CH◦

2 (secondary structure). The lowest unoccupied molecular orbital (LUMO) in butadiene
corresponds to the n = 3 particle-in-a-box state. Neglecting electron–electron interaction, the longest-
wavelength (lowest-energy) electronic transition occurs at n = 2 which is the highest occupied molecular
orbital (HOMO). This is visualized as

HOMO
LUMOn = 3

n = 2
n = 1 .

The HOMO→LUMO transition corresponds to n → (n + 1). The energy difference between HOMO
and LUMO is �E = E 3 − E 2 = h̄2π2

2me L 2 (32 −22) = h2

8me L 2 (32 −22) = 9.11×10−19 J. From �E = hc/λ, one
finds the Compton wavelength λ = 218 nm. Performing the experiments, it is found that the maximum
of the first electronic absorption band occurs at 210 nm. Hence, the use of quantum theory provides one
with accurate results.

To enhance the accuracy, consider a rectangular L x × L y × L z 3D infinite-well box with

	(x , y, z) =
{

0 for 0 ≤ x ≤ L x , 0 ≤ y ≤ L y , 0 ≤ z ≤ L z

∞ otherwise
.

One solves a time-independent Schrödinger equation

− h̄2

2me
∇2
(x , y, z) + 	(x , y, z)
(x , y, z) = E 
(x , y, z).

We apply the separation of variables concept expressing the wave function as


(x , y, z) = X(x)Y (y)Z(z) and E = E x + E y + E z .

One has − h̄2

2me

d2 X
dx2 = E x X , − h̄2

2me

d2Y
dy2 = E y Y and − h̄2

2me

d2 Z
dz2 = E z Z.

The general solutions are X(x) = Ax sin kx x + Bx cos kx x , Y (y) = Ay sin ky y + By cos ky y, and
Z(z) = Az sin kz z + Bz cos kz z. Here, k2

x = 2me

h̄2 E x , k2
y = 2me

h̄2 E y , and k2
z = 2me

h̄2 E z .
Taking note of the boundary conditions, one finds Bx = By = Bz = 0 and kx L x = nxπ , ky L y =

nyπ , and kz L z = nzπ . Normalizing the wave function, we obtain three-dimensional eigenfunctions as


nx ,ny ,nz (x , y, z) =
√

8
L x L y L z

sin( nx π
L x

x) sin( nyπ

L y
y) sin( nzπ

L z
z), nx , ny , nz = 1, 2, 3, . . .
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The allowed energies are found to be

E nx ,ny ,nz = h2

8me

(
n2

x

L 2
x

+ n2
y

L 2
y

+ n2
z

L 2
z

)
= h̄2π2

2me

(
n2

x

L 2
x

+ n2
y

L 2
y

+ n2
z

L 2
z

)
= h̄2k2

2me
,

where k is the magnitude of the wave vector k, k = (kx , ky , kz), kx = nxπ/L x , ky = nyπ/L y , and
kz = nzπ/L z . Taking note of the wave vector, we conclude that each state occupies a volume π3/L x L y L z =
π3/V of a k-space.

Suppose a system consists of N atoms, and each atom contributes M free electrons. The electrons are
identical fermions that satisfy the Pauli exclusion principle. Thus, only two electrons can occupy any given
state. Furthermore, electrons fill one octant of a sphere in k-space, whose radius is kR = (3NMπ2/V)1/3 =
(3ρπ2)1/3. The expression for kR is derived taking note of 1

8
4
3 πk3

R = 1
2 N M π3

V . Here, ρ is the free electron
density ρ = NM/V (e.g., ρ is the number of free electrons per unit volume). The boundary separation
of occupied and unoccupied states in k-space is called the Fermi surface, and the Fermi energy for a free
electron gas is E F = h̄2

2me
(3ρπ2)2/3. The total energy of a free electron gas is

E t = h̄2

2me

V

π2

∫ kR

0

k4dk = h̄2V

10meπ2
k5

R = h̄2(3π2 N M)5/3

10meπ2
V−2/3.

The expression for E t is found by taking note of the number of electron states in the shell

2
(

1
2 πk2dk

)
π3/V

= V

π2
k2dk

and the energy of the shell

d E = h̄2k2

2me

V

π2
k2dk

(each state carries the energy h̄2k2

2me
).

The analytic solutions exist for ellipsoidal, spherical, and other 3D wells for infinite, and some finite,
potentials. The numerical solutions can be found for complex potential wells and barriers, as reported in
Section 6.20. �

6.4.3 Device Switching Speed

The transition (switching) speed of Mdevices largely depends on the device physics, phenomena utilized,
and other factors. One examines dynamic evolutions and transitions by applying the molecular dynamics
theory, the Schrödinger equation, the time-dependent perturbation theory, numerical methods, and other
concepts. The analysis of state transitions and interactions allows one to coherently study the controlled
device behavior, evolution, and dynamics. The simplified steady-state analysis is also applied to obtain
estimates. Considering the electron transport, one may assess the device features using the number of
electrons. For example, for 1 nA current, the number of electrons that cross the molecule per second is
1 × 10−9/1.6022 × 10−19 = 6.24 × 109, which is related to the device state transitions.

The maximum carrier velocity places an upper limit on the frequency response of semiconductor and
molecular devices. The state transitions can be accomplished by a single photon or electron. Using the Bohr
postulates, the average velocity of an optically exited electron is v = Ze2

4πε0h̄n . Taking note that for all atoms

Z/n ≈ 1s, one finds the orbital velocity of an optically exited electron to be v = 2.2 × 106 m/sec, and
v/c ≈ 0.01. Considering an electron as a not relativistic particle, taking note of E = mv2/2, we obtain the

particle velocity as a function of energy as v(E ) =
√

2E
m . Letting E = 0.1 eV = 0.16 × 10−19 J, one finds

v = 1.88×105 m/sec. Assuming 1 nm path length, the traversal (transit) time isτ = L/v = 5.33×10−15 sec.
Hence, Mdevices can operate at a high switching frequency. However, one may not conclude that the device
switching frequency to be utilized is f = 1/(2πτ ) due to device physics features (number of electrons,
heating, interference, potential, energy, noise, etc.), system-level functionality, circuit specifications, etc.
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Having estimated the v(E ) for Mdevices, the comparison to microelectronics devices is of interest. In
silicon, the electron and hole velocities reach up to 1 × 105 m/sec at a very high electric field with the
intensity 1 × 105 V/cm. The reported estimates indicate that particle velocity in Mdevices exceeds the
carriers’ saturated drift velocity in semiconductors.

6.4.4 Photon Absorption and Transition Energetics

Consider a rhodopsin, which is a highly specialized protein-coupled receptor that detects photons in the
rod photoreceptor cell. The first event in the monochrome vision process, after photon (light) hits the
rod cell, is the isomerization of the chromophore 11-cis-retinal to all-trans-retinal. When an atom or
molecule absorbs a photon, its electron can move to the higher-energy orbital, and the atom or molecule
makes a transition to a higher-energy state. In retinal, absorption of a photon promotes a π electron to a
higher-energy orbital (e.g., there is a π − π∗ excitation). This excitation breaks the π component of the
double bond allowing free rotation about the bond between carbon 11 and carbon 12. This isomerization,
which corresponds to switching, occurs in a picoseconds range.

The energy of a single photon is found as E = hc/λ, where λ is the wavelength. The maximum
absorbance for rhodopsin is 498 nm. For this wavelength, one finds E = 4 × 10−19 J. This energy is
sufficient to ensure transitions and functionality.

It is important to emphasize that the photochemical reaction changes the shape of the retinal, causing a
conformational change in the opsin protein, which consists of 348 amino acids covalently linked together
to form a single chain. The sensitivity of the eye photoreceptor is one photon, and the energy of a single
photon, which is E = 4 × 10−19 J, ensures the functionality of a molecular complex of ∼ 5000 atoms that
constitute 348 amino acids. We derived the excitation energy (signal energy) which is sufficient to ensure
state transitions and processing. This provides conclusive evidence that ∼ 1 × 10−19 to 1 × 10−18 J of
energy is required to guarantee the state transitions for complex molecular aggregates.

6.4.5 Processing Performance Estimates

Reporting the performance estimates, we focus on molecular electronics, basic physics and envisioned
solutions. The 3D-centered topology/organization of envisioned solid and fluidic devices and systems are
analogous to the topology/organization of BMPPs. Aggregated brain neurons perform superb information
processing, perception, learning, robust reconfigurable networking, memory storage, and other functions.
The number of neurons in the human brain is estimated to be ∼ 100 billions, mice and rats have ∼ 100
millions of neurons, while honeybees and ants have ∼ 1 million neurons. Bats use echolocation sensors
for navigation, obstacle avoidance, and hunting. By processing the sensory data, bats can detect 0.1%
frequency shifts caused by the Doppler effect. They distinguish echoes received ∼ 100 μsec apart. To
accomplish these, as well as to perform shift compensation and transmitter/receiver isolation, real-time
signal/data processing should be accomplished within at least microseconds. Flies accomplish a real-time
precisely coordinated motion due to remarkable actuation and an incredible visual system which maps the
relative motion using the retinal photodetector arrays. The information from the visual system and sensors
is transmitted and processed within the nanoseconds range requiring μW of power. The dimension of the
brain neuron is ∼ 10 μm, and the density of neurons is ∼ 100000 neurons/mm3. The review of electrical
excitability of neurons is reported in [17].

The biophysics and mechanisms of biomolecular information and signal/data processing are not fully
comprehended. Biomolecular state transitions are accomplished with a different rate. The electrochemo-
mechanical biomolecular transformations (propagation of biomolecules and ions through the synaptic
cleft and membrane channels, protein folding, binding/unbinding, etc.) could require microseconds. In
contrast, photon- and electron-induced transitions can be performed within femtoseconds. The energy
estimates were documented obtaining the transition energy ∼ 1 × 10−19 to 1 × 10−18 J.

Performing enormous information processing tasks with immense performance that are far beyond the
foreseen capabilities of envisioned parallel vector processors (which perform signal/data processing), the
human brain consumes merely ∼ 20 W. Only some of this power is required to accomplish information
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FIGURE 6.4 Toward molecular electronics and processing/memory platforms: (1) revolutionary advancements: from
2D microelectronics to 3D molecular electronics; (2) evolutionary developments: from BMPPs to solid and fluidic
molecular electronics and processing.

and signal/data processing. This contradicts some postulates of slow processing, immense delays, high
energy/power requirements, low switching speed, and other hypotheses reported in [18–21]. The human
retina has 125 million rod cells and 6 million cone cells, and an enormous amount of data, among other
tasks, is processed in real-time. Real-time 3D image processing, ordinarily accomplished even by primi-
tive vertebrates and insects that consume less than 1 μW to perform information processing, cannot be
performed by envisioned processors with trillions of transistors, a device switching speed of 1 THz, a
circuit speed of 10 GHz, device switching energy of 1 × 10−16 J, a writing energy of 1 × 10−16 J/bit, a read
time of 10 nsec, etc. Molecular devices can operate with the estimated transition energy ∼ 1 × 10−19 to
1 × 10−18 J, discrete energy levels (ensuring multiple-valued logics) and femtosecond transition dynamic-
sguaranteeing exceptional device performance. These 3D-topology Mdevices result in the ability to design
super-high-performance processing and memory platforms within 3D organizations, and enabling archi-
tectures ensuring unprecedented capabilities such as massive parallelism, robustness, reconfigurability, etc.

Distinct performance measures, estimates, and indexes are used. For profoundly different paradigms
(microelectronics versus molecular electronics, distinguished by distinct topologies, organizations, and ar-
chitectures), Figure 6.4 reports some baseline performance estimates—e.g., transition (switching) energy,
delay time, dimension, and number of modules/gates. It was emphasized that the device physics and
system organization/architecture are dominating features compared to the dimensionality or number of
devices. Due to limited basic/applied/experimental results, as well as attempts to use four performance
variables (reported in Figure 6.4), some performance measures and projected estimates are expected to
be refined. Molecular electronics and MICs can utilize diverse molecular primitives and devices that: (1)
Operate due to different physics, such as electron transport, electrostatic transitions, photon emission,
conformational changes, etc.; (2) Exhibit distinct phenomena and effects. Therefore, biomolecular systems
and fluidic and solid Mdevices will exhibit distinct performance. As demonstrated in Figure 6.4, advance-
ments are envisioned towards 3D solid molecular electronics departing from BMPPs by utilizing a familiar
solid-state microelectronics solution. In Figure 6.4, a 3D-topology neuron is represented as a biomolecular
information processing/memory module that may consist of Mdevices.
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6.5 Synthesis Taxonomy in Design of MICs and Processing
Platforms

Molecular architectronics is a paradigm in the devising and designing of preeminent MICs and MPPs. This
paradigm is based on:

� The discovery of novel topological/organizational/architectural solutions, as well as the utilization
of new phenomena and capabilities of 3D molecular electronics at the system and device levels.� The development and implementation of sound methods, technology-centric CAD, and SLSI design
concurrently associated with bottom-up fabrication.

In design of MICs, one faces a number of challenging tasks such as analysis, optimization, aggregation,
verification, reconfiguration, validation, evaluation, etc. Technology-centric synthesis and design at the
device and system levels must be addressed, researched, and solved by making use of the CAD-supported
SLSI design of super-complex MICs. Molecular electronics provides a unique ability to implement sig-
nal/data processing hardware within 3D organizations and enabling architectures. This guarantees massive
parallel distributed computations, reconfigurability and large-scale data manipulations, ensuring super-
high-performance computing and processing. The combinational and memory MICs should be designed
as aggregated ℵhypercells and molecular memories [16]. The device physics is reported in this chapter
for 3D-topology solid and fluidic molecular devices. Those Mdevices are aggregated as Mgates which must
guarantee the desired performance and functionality of ℵhypercells.

Various design tasks for 3D MICs are not analogous to the CMOS-centered design, planar layout, place-
ment, routing, interconnect, and other tasks that were successfully solved. Conventional VLSI/ULSI design
flow is based on the well-established system specifications, functional design, conventional architecture,
verification (functional, logic, circuit, and layout), as well as CMOS fabrication technology. The CMOS
technology utilizes the two-dimensional topology of conventional gates with FETs and BJTs. For MICs,
device- and system-level technology-centric design must be performed using novel methods. Figure 6.4
illustrates the proposed 3D molecular electronics departing from two-dimensional multilayer CMOS-
centered microelectronics. To synthesize MICs, we propose to utilize a unified top-down (system level) and
bottom-up (device/gate level) synthesis taxonomy within an x-domain flow map, as reported in Figure 6.5.
The core 3D design themes are integrated within four domains:

� Devising with validation� Analysis–evaluation� Design–optimization� Molecular fabrication

As reported in Figure 6.5, the synthesis and design of 3D MICs and MPPs should be performed by
utilizing a bidirectional flow-map. Novel design, analysis, and evaluation methods must be developed.
Design in 3D space is radically different compared with VLSI/ULSI due to novel 3D topology/organization,
enabling architectures, new phenomena utilized, enhanced functionality, enabling capabilities, complexity,
technology-dependence, etc. The unified top-down/bottom-up synthesis taxonomy should be coherently
supported by developing innovative solutions to carry out a number of major tasks such as:� Devising and designing Mdevices, Mgates, ℵhypercells, and networked ℵhypercells aggregates that

form MICs� Developing new methods in design and verification of MICs� Analyzing and evaluating performance characteristics� Developing technology-centric CAD to concurrently support design at the system and device/gate
levels
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FIGURE 6.5 Top-down and bottom-up synthesis taxonomy within an x-domain flow-map.

The reported unified synthesis taxonomy integrates:� Top-Down Synthesis: Devise super-high-performance molecular processing and memory platforms
implemented by designed MICs within 3D organizations and enabling architectures. These 3D MICs
are implemented as aggregated ℵhypercells composed from Mgates engineered from Mdevices (see
Figures 6.6[a] and 6.6[b]).� Bottom-Up Synthesis: Engineer functional 3D-topology Mdevices that compose Mgates in order to
form ℵhypercells (for example, multiterminal solid MEdevices are engineered as molecules arranged
from atoms).

The proposed synthesis taxonomy utilizes a number of innovations at the system and device levels. In
particular, (1) innovative architecture, organization, topology, aggregation and networking in 3D; (2) novel
enhanced-functionality Mdevices that form Mgates, ℵhypercells, and MICs; (3) Unique phenomena, effects,
and solutions (tunneling, parallelism, etc.); (4) bottom-up fabrication; (5) CAD-supported technology-
centric SLSI design.

Super-high-performance molecular processing and memory platforms can be synthesized using
ℵhypercells Di j k within 3D topology/organization, which are analogous to the 3D topology/organization
of biomolecules and their aggregates. A vertebrate brain is of the most interest. However, not only verte-
brates, but also single-cell bacteria, possess superb 3D BMPPs. We focus major efforts on solid molecular
electronics due to a limited knowledge of the baseline processes, effects, mechanisms, and functionality of
BMPPs. Insufficient knowledge makes it virtually impossible to comprehend and prototype biomolecular
devices that operate utilizing different phenomena and concepts, compared to solid MEdevices. Perfor-
mance and baseline characteristics of solid MEdevices are drastically affected by the molecular structures,
aggregation, bonds, atomic orbitals, electron affinity, ionization potential, arrangement, sequence, assem-
bly, folding, side groups, and other features. Molecular devices and Mgates must ensure desired transitions,
switching, logics, electronic characteristics, performance, etc. Enhanced functionality, high switching fre-
quency, superior density, expanded utilization, low power, low voltage, desired I–V characteristics, noise
immunity, robustness, integration and other characteristics can be ensured through a coherent design.
In Mdevices, performance and characteristics can be changed and optimized by utilizing and controlling
distinct transitions, states and parameters. For solid MEdevices, the number of quantum wells/barriers,
their width, energy profile, tunneling length, dielectric constant, and other key features can be adjusted
and optimized by engineering molecules with specific atomic sequences, bonds, side groups, etc. The goal
is to ensure optimal achievable performance at the device, module, and system levels. The performance
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should be assessed by using the quantitative and qualitative performance measures, indexes, and metrics.
The reported interactive synthesis taxonomy is coherently integrated within all tasks, including devising
Mdevices, discovering 3D organization, synthesizing enabling architectures, designing MICs, etc.

6.6 Neuroscience: Information Processing
and Memory Postulates

Biosystems detect various stimuli, and the information is processed through complex electrochemo-
mechanical phenomena and mechanisms at the molecular and cellular levels. Biosystems accomplish
cognition, learning, perception, knowledge generation, storing, computing, coding, transmission, com-
munication, adaptation, and other tasks related to the information processing. Appreciating neuroscience,
neurophysiology, cellular biology, and other disciplines, this section addresses open-ended problems from
engineering and technology standpoints, reflecting some author’s inclinations. Due to a lack of con-
clusive evidence, no agreement exists regarding baseline mechanisms and phenomena (electrochemical,
optochemical, electromechanical, thermodynamic, and other), which ultimately result in signal/data and
information processing in biosystems.

The human brain is a complex network of ∼ 1 × 1011 aggregated neurons with more than 1 × 1014

synapses. Action potentials, and likely, other information-containing signals, are transmitted to other
neurons by means of very complex and not fully comprehended axo-dendritic, dendro-axonic, axo-axonic,
and dendro-dendritic interactions utilizing axonic and dendritic structures. It is the authors’ beliefs that a
neuron, as a complex system, performs information processing, memory storage, and other tasks utilizing
electrochemomechanically-induced interactions and transitions. For example, biomolecules (neurotrans-
mitters and enzymes) and ions propagate in the synaptic cleft, membrane channels, and cytoplasm.
This controlled propagation of information carriers result in charge distribution, interaction, release,
binding, unbinding, bonding, switching, folding and other state transitions and events. The electrochemo-
mechanical transitions and interactions of information carriers under electrostatic, magnetic, hydrodynamic,
thermal and other fields (forces) were examined in [22]. Debates are ongoing concerning system- and
device-level considerations, and neuronal aggregation, as well as fundamental phenomena observed, uti-
lized, embedded, and exhibited by neurons and their organelles. There is no agreement on whether or
not a neuron is a device (according to a conventional neuroscience postulate) or a system, or on how the
information is processed, encoded, controlled, transmitted, routed, etc. The information processing and
storage are far more complicated problems compared to data transmission, routing, communication, etc.
Under these uncertainties, new theories, paradigms, and concepts have emerged.

By applying the possessed knowledge, it is a question of whether it is possible to accomplish a coherent
biomimetics (bioprototyping) and devise (discover - and - design) man-made bio-identical or bio-centered pro-
cessing and memory platforms. Unfortunately, even for signal/data processing platforms, it seems unlikely
these objectives will be achieved in the near future. A great number of unsolved fundamental, applied, and
technological problems remain. To some extent, a number of problems can be approached by examin-
ing and utilizing different biomolecular-centered processing postulates, concepts, and solutions. General
and application-centric foundations are needed that do not rely on hypotheses, postulates, assumptions,
and exclusive solutions that depend upon specific technologies, hardware, and fundamentals. Achievable
technology-centric solid and fluidic molecular electronics are prioritized in this chapter due to not yet
understood cellular phenomena and mechanisms in BMPPs. Some postulates, concepts, and new solutions
are reported.

The anatomist Heinrich Wilhelm Gottfried Waldeyer-Hartz found that the nervous system consists of
nerve cells in which there are no mechanical joints in between. In 1891, he used the word neuron. The cell
body of a typical vertebrate neuron consists of the nucleus (soma) and other cellular organelles. Neuron
branched projections (axons and dendrites) are packed with ∼ 25 nm diameter microtubules which
may play a significant role in signal/data transmission, communication, processing, and storage. The
cylindrical wall of each microtubule is formed by 13 longitudinal protofilaments of tubuline molecules
(e.g., altering α and β heterodimers). The cross-sectional representation of a microtubule is a ring of
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FIGURE 6.7 (see color insert) Gamma-aminobutyric acid and dopamine neurotransmitters.

13 distinct subunits. Numerous and extensively branched dendrite structures are believed to transmit
information towards the cell body. The information is transmitted from the cell body through axon
structures. The axon originates from the cell body and ends in numerous terminal branches. Each axon
terminal branch may have thousands of synaptic axon terminals. These presynaptic axon terminals and
postsynaptic dendrites establish the biomolecular-centered interface between neurons or between a neuron
and target cells. Specifically, various neurotransmitters are released into the synaptic cleft and propagate
to the postsynaptic membrane. It also should be emphasized that within a complex microtubule network
are nucleus-associated-microtubules.

Neurotransmitter molecules are (1) synthesized (reprocessed) and stored into vesicles in the presynaptic
cell; (2) released from the presynaptic cell, propagate, and bind to receptors on one or more postsynaptic
cells; (3) removed and/or degraded. More than 100 known neurotransmitters were studied, while the
total number of neurotransmitters is unknown. Neurotransmitters are classified as small-molecule neuro-
transmitters and neuropeptides (composed from 3 to 36 amino acids). It is reported that small-molecule
neurotransmitters mediate rapid synaptic actions, while neuropeptides tend to modulate slower ongoing
synaptic functions. As an example, the structure and 3D configuration of the gamma-aminobutyric acid
(GABA) and dopamine neurotransmitters are illustrated in Figures 6.7(a) and (b).

Conventional neuroscience theory postulates that in neurons the information is transmitted by action
potentials, which result due to ionic fluxes that are controlled by complex cellular mechanisms. The
ionic channels are opened and closed by the binding and unbinding of neurotransmitters released from
the synaptic vesicles (located at the presynaptic axon sites). Neurotransmitters propagate through the
synaptic cleft to the receptors at the postsynaptic dendrite, see Figure 6.8. According to conventional
theories, the binding/unbinding of neurotransmitters in multiple synaptic terminals results in the selective
opening/closing of membrane ionic channels, and the flux of ions causes the action potential which is
believed to contain and carry out information. At the cellular level, a wide spectrum of phenomena and
mechanisms are not sufficiently studied or remain unknown. For example, the production, activation,
reprocessing, binding, unbinding, and propagation of neurotransmitters, even though they have been
studied for decades, are not adequately comprehended. Debates abound on the role of microtubules and
microtubule associated proteins. With limited knowledge on signal transmission and communication
in neurons, in addition to the action potential, other stimuli of different origin may exist and should
be examined. Unfortunately, no sound explanation, justification, and validation exists for information
processing, memory storage, and other related tasks.

The binding and unbinding of neurotransmitters and ions cause electrochemomechanically induced
transitions at the molecular and cellular levels due to charge variation, force generation, moment trans-
formation, potential change, orbital overlap variation, vibration, resonance, folding, and other effects. For
neurons and envisioned synthetic fluidic devices/modules, these transitions ultimately can result in infor-
mation processing (with other directly related tasks) and memory storage. For example, a biomolecule
(protein) can be used as a biomolecular electrochemomechanical switch utilizing the conformational changes,
or as a biomolecular electronic switch using the charge changes. Axo-dendritic organelles with microtubules
and microtubule-associated proteins (MAPs), as well as the propagating ions and neurotransmitters in
a synapse, are schematically depicted in Figure 6.8. There are axonic and dendritic microtubules, MAPs,
synapse-associated proteins (SAPs), endocytic proteins, etc. Distinct pre- and post-synaptic SAPs have
been identified and examined. Large multidomain scaffold proteins, including SAP and MAP families,
form the framework of the presynaptic active zones (AZ), postsynaptic density (PSD), endocytic zone
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FIGURE 6.8 (see color insert) Schematic representation of the axo-dendritic organelles with AZ and PSD protein
assemblies: (1) binding and unbinding of the information carriers (biomolecules, neurotransmitters, and ions) result
in the state transitions leading to information processing and memory storage; (2) the 3D-topology lattice of SAPs and
microtubules with MAPs ensures reconfigurable 3D organization utilizing routing carriers.

(EnZ), and exocytic zone (ExZ) assemblies. Numerous protein interactions occur between AZ, PSD, EnX,
and ExZ proteins. With a high degree of confidence, one may conclude that these are the processing- and
memory-associated state transitions in 3D extracellular and intracellular protein assemblies.

In a microtubule, each tubulin dimer (∼ 8 × 4 × 4 nm) consists of positively and negatively charged
α-tubulin and β-tubulin (see Figure 6.8). Each heterodimer made from ∼ 450 amino acids, and each
amino acid contains ∼ 15 to 20 atoms. Tubulin molecules exhibit different geometrical conformations
(states). The tubulin dimer subunits are arranged in a hexagonal lattice with different chirality. The inter-
acting negatively charged C–termini extend outward from each monomer (protrude perpendicularly to the
microtubule surface), attracting positive ions from the cytoplasm. The intra-tubulin dielectric constant is
εr = 2, while outside the microtubule εr = 80. The MAPs are proteins that interact with the microtubules
of the cellular cytoskeleton. A large variety of MAPs have been identified. These MAPs accomplish differ-
ent functions such as stabilizing/destabilizing microtubules, guiding microtubules towards specific cellular
locations, interconnecting microtubules and proteins, etc. Microtubule-associated proteins bind directly
to the tubulin monomers. Usually, the carboxyl-terminus -COOH (C-terminal domain) of the MAP inter-
acts with tubulin, while the amine-terminus -NH2 (N-terminal domain) binds to organelles, intermediate
filaments, and other microtubules. Microtubule-MAPs binding is regulated by phosphorylation. This is
accomplished through the function of the microtubule-affinity-regulating-kinase protein. Phosphoryla-
tion of the MAP by the microtubule-affinity-regulating-kinase protein causes the MAP to detach from any
bound microtubules. MAP1a and MAP1b, found in axons and dendrites, bind to microtubules differently
than other MAPs, utilizing the charge-induced interactions. While the C-terminals of MAPs bind the
microtubules, the N-terminals bind other parts of the cytoskeleton or the plasma membrane. MAP2 is
found mostly in dendrites, while the tau-MAP is located in the axon. These MAPs have a C-terminal
microtubule-binding domain and variable N-terminal domains projecting outwards interacting with
other proteins. In addition to MAPs, many other proteins affect microtubule behavior. These proteins
are not considered to be MAPs, however, because they do not bind directly to tubulin monomers, but
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affect the functionality of microtubules and MAPs. The mechanism of the so-called synaptic plasticity and
the role of proteins, neurotransmitters, and ions, which likely affect learning and memory, are not fully
comprehended.

An innovative hypothesis of microtubule-assisted quantum information processing is reported in [23].
The authors consider microtubules as assemblies of oriented dipoles and postulate that [23]: (1) Con-
formational states of individual tubulins within neuronal microtubules are determined by mechanical
London forces within the tubulin interiors, which can induce a conformational quantum superposi-
tion; (2) In superposition, tubulins communicate/compute with entangled tubulins in the same micro-
tubule, with other microtubules in the same neuron, with microtubules in neighboring neurons, and
through macroscopic regions of the brain by tunneling through gap junctions; (3) Quantum states of
tubulins/microtubules are isolated from environmental decoherence by biological mechanisms, such as
quantum isolation, ordered water, Debye layering, coherent pumping, and quantum error correction;
(4) Microtubule quantum computations/superpositions are tuned by MAPs during a classical liquid phase
which alternates with a quantum solid-state phase of actin gelation; (5) Following periods of precon-
scious quantum computation, tubulin superpositions reduce or collapse by Penrose quantum gravity
objective reduction; (6) The output states which result from the objective reduction process is nonalgorith-
mic (noncomputable) and governs neural events such as the binding of MAPs, and regulating synapses
and membrane functions; (7) The reduction or self-collapse in the orchestrated objective reduction model
is a conscious moment, connected to Penrose’s quantum gravity mechanism, which relates the process to
fundamental space-time geometry. The results reported in [23] suggest that tubulins can exist in quantum
superposition of two or more possible states until the threshold for quantum state reduction (quantum
gravity mediated by objective reduction) is reached. A double-well potential, according to [23], enables
the inter-well quantum tunneling of a single electron and spin states because the energy is greater than
the thermal fluctuations. Debates continue on the soundness of this concept, examining the feasibility of
utilization of quantum effects in tubulin dimers, the relatively high width of the well (the separation is
∼ 1.5 nm), decoherence, noise, etc.

In neurons, biomolecules (neurotransmitters and enzymes) and ions can be the information (pro-
cessing) and routing carriers. Publications [22,24] suggest that signal and data processing (computing,
logics, coding, and other tasks), memory storage, memory retrieval, and information processing could
(potentially) be accomplished by using neurotransmitters and ions as the information carriers. There are
distinct information carriers e.g., activating, regulating, and executing.

Control of released specific neurotransmitters (information carriers) in a particular synapse and their
binding to the receptors results in state transitions, ensuring cellular-level signal/data/information pro-
cessing and memory mechanisms. The processing and memory may be robustly reconfigured utilizing
routing carriers that potentially ensure networking. We thus state the following original major postulates:� Certain biomolecules and ions are the activating, regulating, and executing information carriers that

interact with SAPs, MAPs, and other cellular proteins. The controlled binding/unbinding of infor-
mation carriers leads to biomolecular-assisted electrochemomechanical state transitions (folding,
bonding, etc.), affecting the processing- and memory-associated transitions in protein assemblies.
This ultimately results in processing and memory storage. Typifying examples include the follow-
ing: (1) the binding/unbinding of information carriers ensures a combinational logics equivalent to
on and off switching analogous to the AND- and OR-centered logics (see Figure 6.20); (2) charge
change is analogous to the functionality of the molecular storage capacitor (see Figure 6.16).� Specific biomolecules and ions are the routing carriers that interact with SAPs, MAPs, and other
proteins. The binding and unbinding of routing carriers results in electromechanical state transi-
tions, ensuring robust reconfiguration, networking, adaptation, and interconnect.� Information processing and memories may be accomplished on a high radix by means of
electromechanically-induced transitions/interactions/events in specific neuronal protein complexes.� Presynaptic AZ and PSD (comprised from SAPs, MAPs, and other proteins), as well as microtubules,
form a biomolecular 3D-assembly (organization) within a reconfigurable processing-and-memory
neuronal architecture.
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FIGURE 6.9 Input–output representation of (n+ 1) aggregated neurons with axo–dendritic inputs and dendro–axonic
outputs.

A biomolecular processing includes various tasks, such as communication, signaling, routing, recon-
figuration, coding, etc. Consider biomolecular processing between neurons using the axo-dendritic inputs
and dendro-axonic outputs. We do not specify the information-containing signals (action potential, polar-
ization vector, phase shifting, folding modulation, vibration, switching, etc.) with possible corresponding
cellular mechanisms which are due to complex biomolecular interactions and phenomena. The reported
transitions can be examined using the axo-dendritic input vectors xi (see Figure 6.9). For example, the
inputs to neuron N0 are x0,1, . . . , x0,m, and x0 = [x0,1, . . . , x0,m]. The first neuron N0 has m inputs (vector
x0) and z outputs (vector y0). Spatially distributed y0 = [y0,1, . . . , y0,z] furnish the inputs to neurons
N1, N2,. . . , Nn−1, Nn. The aggregated neurons N0, N1,. . . , Nn−1, Nn process the information by cellular
transitions and mechanisms. The output vector y is y = f (x), where f is the nonlinear function, and, for
example, in the logic design of ICs, f is the switching function. To ensure robustness, reconfigurability,
and adaptiveness, we consider the feedback vector u. Hence, the output of the neuron N0 is a nonlinear
function of the input vector x0 and feedback vector u = [u0, u1,. . . , un−1, un], e.g., y0 = f (x0,u). As the
information is processed by N0, it is fed to a neuronal aggregate N1, N2, . . . , Nn−1, Nn. The neurotrans-
mitters release—performed by all neurons—the dendro-axonic output yi . As earlier emphasized, neurons
have a branched dendritic tree with ending axo-dendritic synapses. The fan-out per neuron reaches 10,000.
Figure 6.9 illustrates the 3D aggregation of (n + 1) neurons with the resulting input–output maps yi =
f (xi ,u). Dendrites may form dendro–dendritic interconnects, while in axo–axonic connects, one axon may
terminate on the terminal of another axon and modify its neurotransmitter release.

Neurons, which perform various processing and memory tasks, are examined designing neuronal and
integrated processor-and-memory bioinspired MPPs. Taking note of the axo–dendritic input and dendro–
axonic output vectors x and y, the input–output mapping is schematically represented in Figure 6.10 for
biomolecular, fluidic and solid molecular electronics. Taking note of the feedback vector u, which is a very
important feature for robust reconfigurable (adaptive) processing, we have y = f (x,u).

MIC
Output y

Neuron

y = f (x)

Input x

Neuron 2

Neuron 1
Axon

Dendrites

Processing
primitive 

FIGURE 6.10 Input–output representation of aggregated neurons, processing molecular primitive and MIC.



Three-Dimensional Molecular Electronics and Integrated Circuits 6-29

6.7 Biomolecules and Ion Transport: Communication Energetics
Estimates

Kinetic energy is the energy of motion, while the stored energy is called potential energy. Thermal energy
is the energy associated with the random motion of molecules and ions, and therefore can be examined in
terms of kinetic energy. Chemical reaction energy changes are expressed in calories, and 1 cal = 4.184 J.
In cells, the directional motion of biomolecules and ions results in active and passive transport. For years,
the analysis of neuronal activities has been largely focused on action potential.

Conventional neuroscience postulates that the neuronal communication is established by means of
action potentials. A potential difference exists across the axonal membrane, and the resting potential
is V0 = −0.07 V. The voltage-gated sodium and potassium channels in the membrane result in the
propagation of action potential with a speed of ∼ 100 m/sec, and the membrane potential changes from
V0 = −0.07 V to VA = +0.03 V. The ATP-driven pump restores the Na+ and K+ concentration to their
initial values within ∼ 1 × 10−3 sec, making the neuron ready to fire again, if triggered. Neurons can
fire more than 1 × 103 times per second. Consider a membrane with the uniform thickness h. For the
voltage differential, �V = (VA − V0) across the membrane, the surface charge density ±ρS inside/outside
membrane is ρS = εE . Here, ε is the membrane permittivity, ε = ε0εr , while E is the electric field
intensity, E = �V/h. The total active surface area is estimated as A = πd L A, where d is the diameter,
and L A is the active length. The total number of ions that should propagate to ensure a single action
potential is

nI = AρS

qI
= πd L Aε0εr (VA − V0)

qI h
,

where qI is the ionic charge. Here, one recalls that for parallel-plate capacitors, the capacitance is
C = ε0εr A/h, and the number of ions which flow per action potential is nI = Q/qI , where Q = C�V .

Example 6.7.1

Let d = 1 × 10−5 m, L A = 1 × 10−4 m, εr = 2, VA = 0.03 V, V0 = −0.07 V and h = 8 × 10−9 m. For
Na+ ions, qNa = e . We have nNa = 4.34 × 105. Thus, 4.34 × 105 ions are needed to ensure �V = 0.1 V.
The synapses separation is ∼ 1μm, and taking note that the single sodium pump maximum transport
rate is ∼ 200 Na+ ions/sec and ∼ 100 K+ ions/sec, one may find that for the use L A, the firing rate is ∼ 1
spike/sec. �

The masses, diffusion coefficients (at 370C), and ionic radii of Na+, Cl−, K+, and Ca2+ ions are mNa =
3.81 × 10−26 kg, mCl = 5.89 × 10−26 kg, mK = 6.49 × 10−26 kg, mCa = 6.66 × 10−26 kg, r Na =
0.95×10−10 m, rCl = 1.81×10−10 m, r K = 1.33×10−10 m, rCa = 1×10−10 m, DNa = 1.33×10−9 m2/s,
DCl = 2 × 10−9 m2/s, DK = 1.96 × 10−9 m2/s, and DCa = 0.71 × 10−9 m2/s.

The instantaneous power is P = dW/dt, and using the force F and liner velocity v , one finds P = F v .
The output power can be found using the kinetic energy � = 1/2 mv2, and W = ��.

Consider a spherical particle with radius r that moves at velocity v in the liquid with viscosity μ. For
the laminar flow, the Stokes’s law gives the viscous friction (drag) force as Fv = ηv , where η is the viscous
friction (drag) coefficient, which is η = 6πμr. The inverse of the drag coefficient is called the mobility,
μB = 1/η = 1/(6πμr).

The diffusion constant of a particle D is related to the mobility and the absolute temperature by the
Einstein fluctuation dissipation theorem, which is given as D = kB TμB . Using the ionic radii of Na+ and
K+ ions, for μ = 9.5 × 10−4 N-s/m2 at 37◦C (T = 310.15 K), one calculates DNa = 2.52 × 10−9 m2/s
and DK = 1.8 × 10−9 m2/s, which agree with the experimental values DNa = 1.33 × 10−9 m2/s and
DK = 1.96 × 10−9 m2/s.

By regulating the ionic channels, the cell controls the ionic flow across the membrane. The membrane
conductance g has been experimentally measured using an expression I = g V . It is found that for the
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sodium and potassium open channels, the conductance is in the range of g = 2 × 10−11 A/V. The current
through the channel is estimated as I = qI J I Ac , where J I is the ionic flux, J I = cv ; c is the ionic
concentration; and Ac is the channel cross-sectional area.

The average velocity of an ion under the electrostatic field is estimated using the mobility and force as
v = μB F = μB qI E = μB qI V/x . Hence, one has v = D

kB T qI
V
x . One finds the values for the velocity,

force, and power. To transport a single ion, using the data reported, the estimated power is ∼ 1 × 10−13

W. Taking note of the number of ions required to produce and amplify the action potential for the firing
rate 100 spike/sec, and letting the instantaneous neuron utilization be 1%, hundreds of W are required to
ensure communication only. It must be emphasized that binding/unbinding, production (reprocessing)
of biomolecules, controlled propagation, and other cellular mechanisms require additional power.

The neuron energetics is covered in [25]. Using the longitudinal current, the intracellular longitudinal
resistivity is found to be from 1 × 103 to 3 × 103 ohm-mm, while the channel conductance is 25 pS or
g = 2.5×10−11 A/V. For a 100-μm segment with a 2-μm radius, the longitudinal resistance is found to be
8×106 ohm [25]. The membrane resistivity is 1 ×106 ohm-mm2. To cross the ionic channel, the energy is
qI V . Taking note of the number of ions to generate a spike, the switching energy of a neuron is estimated to
be ∼ 1 × 10−14 J/spike. The cellular energetics is reported, taking note of the conventional consideration.
The action potentials, ionic transport, spike generation, and other cellular mechanisms exist, guaranteeing
the functionality and specificity of cellular processes. However, the role and specificity of some phenomena,
effects, and mechanisms may be revisited and coherently examined from the communication energetics
and other perspectives. Recently, the research in synaptic plasticity has culminated in meaningful results
departing from the past oversimplified analysis. However, the complexity of the processes and mechanisms
is overwhelming.

6.8 Applied Information Theory and Information Estimates with
Applications to Biomolecular Processing and Communication

Considering a neuron as a switching device, which could be an oversimplified hypothesis, the inter-
connected neurons are postulated to be exited only by the action potentials Ii . Neurons are modeled as a
spatio-temporal lattice of aggregated processing elements (neurons) by the second-order linear differential
equation [19,20]

1

ab

(
d2xi

dt2
+ (a + b)

dxi

dt
+ abxi

)
=

N∑
j �=i

[
w1i j Q(x j , q j ) + w2i j f j (t, Q(x j , q j ))

]+ Ii (t),

i = 1, 2, . . . , N − 1, N,

Q(x , q) =
{

q
(

1 − e− ex −1
q

)
if x > ln

[
1 − q ln(1 + q−1)

]
−1 if x < ln

[
1 − q ln(1 + q−1)

] ,

where a , b, and q are the constants; and w1 and w2 are the topological maps. This model, according to
[19,20], is an extension of the results reported in [26,27] by taking into consideration the independent
dynamics of the dendrites’ wave density and the pulse density for the parallel axons’ action.

Examining action potentials, synaptic transmission has been researched by studying the activity of
the pre- and postsynaptic neurons [28–30] with attempts to study communication, learning, cognition,
perception, knowledge generation, etc. Paper [31] proposes the learning equation for a synaptic adaptive
weight z(t) associated with a long-term memory as dz

dt = f (x) [−Az + g (y)], where x is the activity of
a presynaptic (postsynaptic) cell; y is the activity of a postsynaptic (presynaptic) cell; f (x) and g (y) are
the nonlinear functions; and A is the matrix. Papers [28–30] suggest that matching the action potential
generation in the pre- and postsynaptic neurons equivalent to the condition of associative (Hebbian)
learning results in a dynamic change in synaptic efficacy. The excitatory postsynaptic potential results due
to presynaptic action potentials. After matching, the excitatory postsynaptic potential changes. Neurons
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are firing irregularly at distinct frequencies. The changes in the dynamics of synaptic connections, result-
ing from Hebbian-type pairing, lead to significant modification of the temporal structure of excitatory
postsynaptic potentials generated by irregular presynaptic action potentials [25]. The changes which occur
in synaptic efficacy due to the Hebbian pairing of pre- and postsynaptic activity substantially change the
dynamics of the synaptic connection. The long-term changes in synaptic efficacy (long-term potentiation
or long-term depression) is believed to be dependent on the relative timing of the onset of the excitatory
postsynaptic potential generated by the pre- and post-synaptic action potentials [28–30]. The previously
reported, as well as other numerous concepts, have caused a lot of debates. The cellular mechanisms which
are responsible for the induction of long-term potentiation or long-term depression are not known.

Analysis of distinct cellular mechanisms and even unverified hypotheses that exhibit sound merits
have a direct application to molecular electronics, envisioned bioinspired processing, etc. For example, the
design of processing and memory platforms may be performed by examining and comprehending baseline
fundamentals at the device and system levels, making use of prototyping/mimicking cellular organization,
phenomena, and mechanisms. Based upon the inherent phenomena and mechanisms, distinct networking
and interconnect of the fluidic and solid electronics can be envisioned. This interconnect, however, most
likely cannot be based on the semiconductor-centered interfacing reported in [32]. Biomolecular versus
envisioned solid/fluidic MPPs can be profoundly different from the device and system-level standpoints.

Intelligent biosystems exhibit goal-driven behavior, evolutionary intelligence, learning, perception and
knowledge generation functioning in a non-Gaussian, nonstationary rapidly changing dynamic environ-
ment. No generally accepted concept exists for a great number of key open problems such as biocentered
processing, memory, coding, etc. Attempts have been pursued to perform bioinspired symbolic, ana-
log, and both digital (discrete-state and discrete-time) and hybrid processing by applying stochastic and
deterministic concepts. To date, those attempts have not been culminated in feasible and sound solutions.
At the device/module level, utilizing biomolecules as the information carriers, novel devices and modules
have been proposed for the envisioned fluidic molecular electronics [22,24]. The results were applied to
control of the information carriers (intra- and outer-cellular ions and biomolecules) in cytoplasm, synaptic
cleft, membrane channels, etc. The information processing platforms should be capable of mapping stimuli
and capturing the goal-relevant information into the cognitive information processing, perception, learn-
ing, and knowledge generation [33]. For example, in bioinspired fluidic devices, to ensure processing one
should control propagation, production, activation, and the binding/unbinding of biomolecules in active,
available, reprocessing, and other states. Unfortunately, a significant gap exists between basic, applied, and
experimental research, as well as consequent engineering practices and technologies. Due to technological
and fundamental challenges and limits, this gap may not be overcome in the near future.

Neurons in the brain—among various information processing and memory tasks—code and generate
signals (stimuli) that are transmitted to other neurons trough axon–synapse–dendrite channels. Unfortu-
nately, we may not be able to coherently answer fundamental questions including how neurons process
(compute, store, code, extract, filter, execute, retrieve, exchange, etc.) information. Even the commu-
nication in neurons is a disputed topic. The central assumption is that the information is transmitted
and possibly processed by means of action potential—the spikes mechanism. Unsolved problems exist in
other critical areas, including information theory. Consider a series connection of processing elements
(an MEdevice, biomolecule, or protein). The input signal is denoted as x , while the outputs of the first
and second processing elements are y1 and y2. Even simplifying the data processing to a Markov chain
x → y1(x) → y2(y1(x)), the information measures used in communication theory can be applied
only to a very limited class of problems. One may not be able to explicitly, quantitatively, and qualitatively
examine the information-theoretic measures beyond communication and coding problems. Furthermore,
the information-theoretic estimates in neurons and molecular aggregates (shown in Figure 6.10) can be
applied to the communication-centered analysis, assuming the availability of a great number of relevant
data. Performing the communication and coding analysis, one examines the entropies of the variables xi

and y, denoted as H(xi ) and H(y). The probability distribution functions, conditional entropies H(y|xi )
and H(xi |y), relative information I (y|xi ) and I (xi |y), mutual information I (y,xi ), as well as joint entropy
H(y,xi ) could be of interest.
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In a neuron and its intracellular structures and organelles, baseline processes, mechanisms, and phe-
nomena are not explicitly comprehended. The lack of ability to soundly examine and coherently explain
the basic phenomena and processes has resulted in numerous hypotheses and postulates. From the sig-
nal/data processing standpoints, neurons are commonly studied as switching devices, while networked
neuron ensembles have been considered, assuming stimulus-induced, connection-induced, adaptive, and
othercorrelations. Conventional neuroscience postulates that networked neurons transmit data, perform
information processing, accomplish communication as well as perform other functions by means of a
sequence of spikes that are the propagating time-varying action potentials. Consider communication and
coding in networked neurons assuming the validity of conventional hypotheses. Each neuron usually
receives inputs from many neurons. Depending on whether input produces a spike (excitatory or in-
hibitory) and on how the neuron processes inputs determine the neuron’s functionality. Excitatory inputs
cause spikes, while inhibitory inputs suppress them. The rate at which spikes occur is believed to change
due to stimulus variations. Though the spike waveform (magnitude, width, and profile) vary, these changes
are usually considered to be irrelevant. In addition, the probability distribution function of the interspike
intervals varies. Thus, input stimuli, as processed through a sequence of complex processes, result in out-
puts that are encoded as the pattern of action potentials (spikes). The spike duration is ∼ 1 msec, and
the spike rate varies from one to thousands of spikes per second. The premise that the spike occurrence,
timing, frequency, and its probability distribution encode the information has been extensively studied. It
is found that the same stimulus does not result in the same pattern, and debates continue with an alarming
number of recently proposed hypotheses.

Let us discuss the relevant issues applying the information-theoretic approach. In general, one cannot
determine if a signal (neuronal spike, voltage pulse in ICs, electromagnetic wave, etc.) is carrying infor-
mation or not. There are no coherent information measures and concepts beyond communication- and
coding-centered analysis. One of the open problems is to qualitatively and quantitatively define what the
information is. It is not fully comprehended how neurons perform signal/data processing, not to mention
information processing, but it is obvious that networked neurons are not analogous to combinational and
memory ICs. Most importantly, by examining any signal, it is impossible to determine if it is carrying
information or not, as well as to coherently assess the signal/data processing, information processing, cod-
ing, or communication features. It is evident that there exists a need to further develop the information
theory. Those meaningful developments, as succeeded, can be applied in the analysis of neurophysiological
signal/data and information processing.

The entropy, which is the Shannon quantity of information, measures the complexity of the set—e.g.,
sets having larger entropies require more bits to represent them. For M objects (symbols) Xi that have
probability distribution functions p(Xi ), the entropy is given as

H(X) = −
M∑

i=1

p(Xi ) log2 p(Xi ), i = 1.2, . . . , M − 1, M.

Here, H ≥ 0, and, hence, the number of bits required by the Source Coding Theorem is positive.
Examining analog action potentials and considering spike trains, a differential entropy can be applied. For
a continuous-time random variable X , the differential entropy is

H(X) = −
∫

pX (x) log2 pX (x)dx ,

where pX (x) is a one-dimensional probability distribution function of x ,
∫

pX (x)dx = 1.
However, the differential entropy can be negative. For example, the differential entropy of a Gaussian

random variable is H(X) = 0.5 ln(2πeσ 2), and H(X) can be positive, negative, or zero depending
on the variance. Furthermore, differential entropy depends on scaling. For example, if Z = k X , one has
H(Z) = H(X)+ log2 |k|, where k is the scaling constant. To avoid the aforementioned problems, from the
entropy analysis standpoints, continuous signals are discretized. Let Xn denotes a discretized continuous
random variable with a binwidth �T . Thus, we have lim�T→0 H(Xn) + log2 �T = H(X). The problem
though is to identify the information carrying signals for which �Tshould be obtained.
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One may use the a-order Renyi entropy measure as given by [34]

Ra (X) = 1

1 − a
log2

∫
pa

X (x)dx ,

where a is the integer, a ≥ 1. The first-order Renyi information (a = 1) leads to the Shannon quantity of
information. However, Shannon’s and Renyi’s quantities measure the complexity of the set, and, even for
this specific problem, the unknown probability distribution function should be obtained.

The Fisher information IF = ∫
(dp(x)/dx)2

p(x) dx is a metric for the estimations and measurements. In
particular, IF measures an adequate change in knowledge about the parameter of interest.

The entropy does not measure the complexity of a random variable which could be voltage pulses in
ICs, neuron inputs or outputs (response) such as spikes, or any other signals. The entropy can be used to
determine whether random variables are statistically independent or not. Having a set of random variables
denoted by X = {X1, X2, . . . , XM−1, XM}, the entropy of their joint probability function equals the sum
of their individual entropies H(X) = ∑M

i=1 H(Xi ) only if they are statistically independent.
One may examine the mutual information between the stimulus and the response in order to measure

how similar the input and output are. We have

I (X, Y ) = H(X) + H(Y ) − H(X, Y )

I (X, Y ) =
∫

pX,Y (x , y) log2

pX,Y (x , y)

pX (x)pY (y)
dxdy =

∫
p Y |X ( y| x) pX (x) log2

p Y |X ( y| x)

pY (y)
dxdy.

Thus, I (X, Y ) = 0 when pX,Y (x , y) = pX (x)pY (y) or pY |X (y|x) = pY (y). For example, I (X, Y ) = 0
when the input and output are statistically independent random variables of each other. When the output
depends on the input, one has I (X, Y ) > 0. The more the output reflects the input, the greater the
mutual information. The maximum (infinity) occurs when Y = X . From a communications viewpoint,
the mutual information expresses how much the output resembles the input. Taking note that for discrete
random variables I (X, Y ) = H(X) + H(Y ) − H(X, Y ) or I (X, Y ) = H(Y ) − H(Y |X), one may utilize
the conditional entropy H( Y | X) = −∑

x ,y pX,Y (x , y) log2 p Y |X ( y| x). Here, H(Y |X) measures how
random the conditional probability distribution of the output is, on average, given a specific input. The
more random it is, the larger the entropy, thus reducing the mutual information and I (X ,Y ) ≤ H(X),
because H(Y |X) ≥0. The less random it is, the smaller the entropy until it equals zero when Y = X . The
maximum value of mutual information is the entropy of the input (stimulus).

The channel capacity is found by maximizing the mutual information subject to the input probabilities,
e.g., C = maxpX (·) I (X, Y ) [bit/symbol].

Thus, the analysis of mutual information results in the estimation of the channel capacity C which
depends on pY |X (y|x), which defines how the output changes with the input. In general, it is very difficult
to obtain or estimate the probability distribution functions.

Using conventional neuroscience hypotheses, the neuronal communication to some extent is equi-
valent to the communication in the point process channel [35]. The instantaneous rate at which spikes
occur cannot be lower than the rmin and greater than the rmax related to the discharge rate. Let the
average sustainable spike rate be r0. For a Poisson process, the channel capacity of the point processes, if
rmin ≤ r ≤ rmax is derived in [35] as

C = rmin

[
e−1

(
1 + rmax − rmin

rmin

) 1+rmin
rmax−rmin −

(
1 + rmin

rmax − rmin

)
ln

(
1 + rmax − rmin

rmin

)]
,

which can be expressed in the following form [36]:

C =

⎧⎪⎨⎪⎩
rmin

ln 2

(
e−1

(
rmax

rmin

) rmax
rmax−rmin − ln

(
rmax

rmin

) rmax
rmax−rmin

)
, r0 > e−1rmin

(
rmax

rmin

) rmax
rmax−rmin

1
ln 2

(
(r0 − rmin) ln

(
rmax

rmin

) rmax
rmax−rmin − r0 ln

(
r0

rmin

))
, r0 < e−1rmin

(
rmax

rmin

) rmax
rmax−rmin

.
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FIGURE 6.11 (see color insert) Channel capacity.

Let the minimum rate be zero. For rmin = 0, the expression for a channel capacity is simplified to be

C =
{

rmax

e ln 2 , r0 > rmax

e

r0

ln 2 ln
(

rmax

r0

)
, r0 < rmax

e

.

Example 6.8.2

Assume that the maximum rate varies from 300 to 1000 pulse/sec (or spike/sec), and the average rate
changes from 1 to 100 pulse/sec. Taking note of rmax/e = 0.3679rmax, one obtains r0 < rmax/e , and
the channel capacity is given as C = r0

ln 2 ln
(

rmax

r0

)
. The channel capacitance C(r0,rmax) is documented in

Figure 6.11. For r0 = 100 and rmax = 1000, one finds C = 332.2 bits, or C = 3.32 bits/pulse.
The entropy is a function of the window size T and the time binwidth �T. For �T = 3 × 10−3 sec and

18 × 10−3 < T < 60 × 10−3 sec, the entropy limit is reported to be 157 ± 3 bit/sec [37]. For the spike
rate, r0 = 40 spike/sec, �T = 3 × 10−3 sec and T = 0.1 sec, the entropy is 17.8 bits [38]. This data agrees
with the previous calculations for the capacity of the point process channel (see Figure 6.11).

For r0 = 100 and rmax = 1000, one finds that C = 332.2 bits (C = 3.32 bit/pulse). However, this does
not mean that each pulse (spike) represents 3.32 bits or any other number of bits of information. In fact,
the capacity is derived for digital communication. In particular, for a Poisson process, using rmin, rmax, and
r0, we found specific rates with which digital signals (data) can be sent by a point process channel without
incurring massive transmission errors. �

For analog channels, the channel capacity is C = limT→∞ 1
T maxpX (·) I (X, Y ) [bit/sec], where T is the

time interval during which communication occurs. In general, analog communication cannot be achieved
through a noisy channel without incurring error. Furthermore, the probability distribution functions and
the distortion function must be known to perform the analysis. Probability distributions and distortion
functions are not available, and processes are non-Poisson. Correspondingly, only some estimates may
be made using a great number of assumptions. The focus can be directed rather on the application of
biomimetics using sound fundamentals and technologies gained.

Other critical assumptions commonly applied in the attempt to analyze bioprocessing features are a
binary-centered hypothesis. Binary logics has a radix of two, meaning that it has two logic levels—e.g., 0
and 1. The radix r can be increased by utilizing r states (logic levels). Three- and four-valued logics are called
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ternary and quaternary [39]. The number of unique permutations of the truth table for r -valued logic is r r 2
.

Hence for two-, three-, and four-valued logic, we have 24 (16), 39 (19,683), and 416 (4,294,967,296) unique
permutations, respectively. The use of multiple-valued logic significantly reduces circuitry complexity,
device number, and power dissipation, and improves interconnect, efficiency, speed, latency, packaging,
and other features. However, sensitivity, robustness, noise immunity, and other challenging problems
arise. A r -valued system has r possible outputs for r possible input values, and one obtains r r outputs of a
single r -valued variable [39]. For the radix r = 2 (binary logic), the number of possible output functions
is 22 = 4 for a single variable x . In particular, for x = 0 or x = 1, the output f can be 0 or 1—e.g.,
the output can be the same as the input (identity function), reversed (complement) or constant (either
0 or 1). With a radix of r = 4 for quaternary logic, the number of output functions is 44 = 256. The
number of functions of two r -valued variables is r r 2

, and for the two-valued case 222 = 16. The larger
the radix, the smaller the number of digits necessary to express a given quantity. The radix (base) number
can be derived from optimization standpoints. For example, mechanical calculators, including Babbage’s
calculator, mainly utilize ten-valued design. Though the design of multiple-valued memories is similar to
the binary systems, multistate elements are used. A T-gate can be viewed as a universal primitive. It has
(r + 1) inputs, one of which is an r -valued control input whose value determines which of the other r
(r -valued) inputs is selected for output. Due to quantum phenomena in solid MEdevices, or controlled
release-and-binding/unbinding of specific information carriers in the fluidic Mdevices, it is possible to
employ enabling multiple-valued logics and memories.

6.9 Fluidic Molecular Platforms

The activity of brain neurons has been extensively studied using single microelectrodes as well as micro-
electrode arrays to probe and attempt to influence the activity of a single neuron or assembly of neurons in
brain and neural culture. The integration of neurons and microelectronics has been studied in [32,40–42].
Motivated by a biological-centered hypothesis that a neuron is a processing module (system) which pro-
cesses and stores the information, we propose a fluidic molecular processing device/module. This module
emulates a brain neuron [22], and cultured neurons can be potentially utilized in implementation of
3D processing and memory platforms. Signal/data processing and memory storage can be accomplished
through release, propagation, and the binding/unbinding of molecules. The binding of molecules and
ions results in the state transitions to be utilized. Due to fundamental complexity and technological limits,
one may not coherently mimic and prototype bioinformation processing. Therefore, we propose to em-
ulate 3D topologies and organizations of biosystems and utilize distinct molecules, thereby ensuring a
multiple-valued hardware solution. These innovations imply novel synthesis, design, aggregation, utiliza-
tion, functionalization, and other features. Using molecules and ions as information and routing carriers,
we propose a novel solution to solve signal, and potentially, information processing problems. We utilize
3D topology/organization inherently exhibited by biomolecular platforms. The proposed fluidic molec-
ular platforms can be designed within a processing-and-memory architecture. The information carriers
are used as logic and memory inputs which lead to the state transitions. Utilizing routing carriers, persis-
tent and robust morphology reconfiguration and reconfigurable networking are achieved. One may use
distinct membranes and membrane lattices with highly selective channels, and different carriers can be
employed. Computing, processing, and memory storage can be performed on the high radix. This ensures
multiple-valued logics and memory.

Multiple routing carriers are steered in the fluidic cavity to the binding sites, resulting in the bind-
ing/unbinding of routers to the stationary molecules. The binding/unbinding events lead to a recon-
figurable networking. Independent control of information and routing carriers cannot be accomplished
through preassigned steady-state conditional logics, synchronization, timing protocols, and other conven-
tional concepts. The motion and dynamics of the carrier release, propagation, binding/unbinding, and
other events should be examined.

A 3D-topology synthetic fluidic device/module is illustrated in Figure 6.12. The silicon inner enclosure
can be made of proteins, porous silicon, or polymers to form membranes with fluidic channels that should
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FIGURE 6.12 Asynthetic fluidic molecular processing module.

ensure the selectivity. The information and routing carriers are encapsulated in the outer enclosure. The
release and steering are controlled by the control apparatus.

The proposed device/module prototypes a neuron with synapses, membranes, channels, cytoplasm, and
other components. Specific ions, molecules, and enzymes can pass through the porous membranes. These
passed molecules (information and routing carriers) bind to the specific receptor sites, while enzymes free
molecules from binding sites. The binding and unbinding of molecules result in the state transitions. The
carriers that pass through selective fluidic channels and propagate through the cavity are controlled by
changing the electrostatic potential or thermal gradient [22]. The goal is to achieve a controlled Brownian
motion of carriers. Distinct control mechanisms (electrostatic, electromagnetic, thermal, hydrodynamic,
etc.) allow one to uniquely utilize selective control ensuring super-high performance and enabling func-
tionality.

The controlled Brownian dynamics of molecules and ions in the fluidic cavity and channels was examined
in [22]. The nonlinear stochastic dynamics of Brownian particles is of particular importance in cellular
transport, molecular assembling, etc. It is feasible to control the propagation (motion) of carriers by
changing the force Fn(t,r,u) or varying the asymmetric potential Vk(r,u). The high-fidelity mathematical
model is given as:

mi
d2ri

dt2
= −Fvi

(
dri

dt

)
+
∑
i, j,n

Fn(t, ri j , u) +
∑

i,k

qi
∂Vk(ri , u)

∂ri
+
∑
i, j,k

∂Vk(ri j , u)

∂ri j
+ fr (t, r, q) + ξr i ,

dqi

dt
= fq (t, r, q) + ξqi , i = 1, 2, . . . , N − 1, N,

where ri and qi are the displacement and extended state vectors; u is the control vector; ξ r (t) and ξ q (t)
are the Gaussian white noise vectors; Fv is the viscous friction force; mi and qi are the mass and charge;
and fr (t,r,q) and fq (t,r,q) are the nonlinear maps.

The Brownian particle velocity vector v is v = dr/dt. The Lorenz force on a Brownian particle possessing
the charge q is F = q(E+v×B), while using the surface charge density ρv , one obtains F = ρv (E+v×B).
The released carriers propagate in the fluidic cavity and are controlled by a control apparatus varying
Fn(t, r, u) and Vk(r, u) [22]. This apparatus is comprised of polypeptide or molecular circuits which
change the temperature gradient or the electric field intensity. The state transitions occur in the anchored
processing polypeptide as information and routing carriers bind and unbind. For example, conformational
switching, charge changes, electron transport and other phenomena can be utilized. The settling time
of electronic, photoelectric, and electrochemomechanical state transitions is from pico to microseconds.
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In general, it is possible to design, and potentially synthesize, aggregated 3D networks of high-performance
reconfigurable fluidic modules. These modules can be characterized in terms of input/output activity. The
reported fluidic module, which emulates neurons, guarantees superior co-design features.

6.10 Neuromorphological Reconfigurable Molecular
Processing Platforms

A

B
AB
AB

B

FIGURE 6.13 Gate schematic.

Consider a gate with binary inputs A and B. Given the outputs are
generated by the universal logic gate, one has the following 16 functions:
0, 1, A, B, Ā, B̄, A + B, A+B̄, Ā + B, Ā + B̄, AB, AB̄, ĀB, ĀB̄, AB̄ + ĀB,
and AB + ĀB̄. The standard logic primitives (AND, NAND, NOT, OR,
and other) can be implemented using a Fredkin gate which performs
conditional permutations. Consider a gate with a switched input A and
a control input B. As illustrated in Figure 6.13, the input A is routed to
one of two outputs, conditional on the state of B. The routing events change the output switching function,
which is AB or AB̄.

Utilizing the proposed fluidic molecular processing paradigm, routable molecular universal logic gates
(MULG) can be designed and implemented. We define a MULG as a reconfigurable combinational gate
that can be reconfigured to realize specified functions of its input variables. The use of specific multi-input
MULGs is defined by the technology soundness, requirements and achievable performance. These MULGs
can realize logic functions using multi-input variables with the same delay as a two-input Mgate. Logic
functions can be efficiently factored and decomposed using MULGs.

Figure 6.14 schematically depicts the proposed routing concepts for a reconfigurable logics. The typi-
fied 3D-topologically reconfigurable routing is accomplished through the binding/unbinding of routing
carriers to the stationary molecules. For illustrative purposes, Figure 6.14 documents the reconfiguration
of five Mgates depicting a reconfigurable networking-and-processing in 3D. The information carriers are
represented as the signals x1, x2, x3, x4, x5, and x6. The routing carriers ensure a reconfigurable routing
and networking of M gates and hypercells uniquely enhancing and complementing the ℵhypercell design.
In general, one may not be able to route any output of any gate/hypercell/module to any input of any other
gate/hypercell/module. Synthesis constraints, selectivity limits, complexity to control the spatial motion
of routers, and other limits should be integrated in the design.

It was documented that the proposed fluidic module can perform computations, implement complex
logics, ensure memory storage, guarantee memory retrieval, etc. Sequences of conditional aggregation,
carriers steering, 3D-directed routing, and spatial networking events form the basis of the logic gates and
memory retrieval in the proposed neuromorphological reconfigurable fluidic MPPs. In Section 6.7, we
documented how to integrate Brownian dynamics into the performance analysis and design. The transit
time of information and routing carriers depends on the steering mechanism, control apparatus, particles
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FIGURE 6.14 Reconfigurable routing and networking.
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used, sizing features, etc. From the design prospective, one applies the state-space paradigm using the
processing and routing transition functions F p and Fr that map previous states to the resulting new states
in [t, t+], t+> t. The output evolution is y(t+) = Fi [t, x(t), y(t), u(t)], where x and u are the state and
control vectors. For example, u leads to the release and steering of the routing carriers with the resulting
networking transitions. The reconfigurable system is modeled as P ⊂ X × Y × U , where X , Y, and U are
the input, output, and control sets.

The proposed neuromorphological reconfigurable fluidic MPPs, which to some degree prototype
BMPPs, can emulate any existing ICs surpassing the overall performance, functionality, and capabilities of
envisioned microelectronic solutions. However, the theoretical and technological foundations of neuro-
morphological reconfigurable 3Dnetworking-processing-and-memory MPPs remain to be developed and
implemented.

6.11 Toward Cognitive Information Processing Platforms

Information (I) causes changes either in the whole system (S) that receives information or in an informa-
tion processing logical subsystem (S I ) of this system. Different types of information measures, estimates,
and indexes exist. For example, potential or prospective measures of information should determine (re-
flect) what changes may be caused by I in S. Existential or synchronic measures of information should
determine (reflect) what changes S experiences during a fixed time interval after receiving I . Actual or
retrospective measures of information should determine (reflect) what changes were actually caused by
I in S. For example, synchronic measures reflect changes in the short-term memory, while retrospective
measures represent transformations in long-term memory. Consider the system mapping tuple (S,L ,E ),
where E denotes the environment; L represents the linkages between S and E . The three structural types
of information measurement are internal, integral, and external. The internal information measure should
reflect the extent of inner changes in S caused by I . The integral information measure should reflect the
extent of changes caused by I on S due to the L between S and E . Finally, the external information
measure should reflect the extent of outer changes in E caused by I and S. the three constructive types
of information measurement are abstract, realistic, and experiential. The abstract information measure
should be determined theoretically under general assumptions, while a realistic information measure must
be determined theoretically, subject to realistic conditions applying sound information-theoretic concepts.
Finally, the experiential information measure should be obtained through experiments. The information
can be measured, estimated, or evaluated only for simple systems examining a limited number of prob-
lems (communication and coding) for which the information measures exist. Any S has many quantities,
parameters, stimuli, states, events, and outputs that evolve. In general, different measures are needed to
be used in order to reflect variations, functionality, performance, capabilities, efficiency, etc. It seems that
currently the prospect of finding and using a universal information measure is unrealistic. The structural-
attributive interpretation of information does not represent information itself but may relate I to the
information measures (for some problems), events, information carriers, and communication in S. In
contrast, the functional-cybernetic consideration is aimed to explicitly or implicitly examine information
from the functional viewpoint descriptively studying state transitions in systems that include information
processing logical subsystems.

Cognitive systems are envisioned to be designed by accomplishing information processing, integrat-
ing knowledge generation, perception, learning, etc. By integrating interactive cognition tasks, there is a
need to expand signal/data processing (primarily centered on binary computing, coding, manipulation,
mining, and other tasks) to information processing. The information theory must be enhanced to ex-
plicitly evaluate knowledge generation, perception, and learning by developing an information-theoretic
framework of information representation and processing. The information processing at the system and
device levels must be evaluated using the cognition measures examining how systems represent and pro-
cess the information. It is known that information processing depends on the statistical and deterministic
structure of stimuli and data. These statistics may be utilized to attain statistical knowledge generation,
learning, adaptation, robustness, and self-awareness. The information-theoretic measures, estimates and
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limits of cognition, knowledge generation, perception, and learning in S must be found and examined
to approach fundamental limits and benchmarks. Cognizance has been widely studied from an artificial
intelligence standpoint. However, limited progress has been achieved in basic theory, design, applications,
and technology developments. New theoretical foundations, software, and hardware to support cognitive
systems design must be developed. Simple increases in computational power and memory capacity will not
result in cognizance and/or intelligence due to entirely distinct functionality, capabilities, measures, and
design paradigms. From the fundamental, computational, and technological standpoints, the problems to
be solved are far beyond conventional information theory, signal/data processing, and memory solutions.

Consider a data information set, which is a global knowledge with Σ states. By using the observed data D,
the system gains and learns certain knowledge, but not all Σ. Before the observations, the system possesses
some states from distribution p(Σ) with the information measure M(Σ). This M(Σ) must be explicitly
defined, which is an open problem. Once the system observes some particular data D, the enhanced
perception of Σ is described by the reciprocal measure estimate M(Σ|D), and M(Σ|D) ≤ M(Σ). The
uncertainty about Σ reduces through observations, learning, perception, etc. We identify this process as
the information gain that the system learned about Σ. Some data D< ∈ D will increase the uncertainty
about Σs resulting in knowledge reduction. For this regret D<, one finds M(Σ|D<), and the information
reduction is expressed as I< = f [M(Σ),M(Σ|D<)]. With the goal to achieve cognition and learning
by gaining the information (on average) I D→� , one should derive I using the information measures and
estimates. By observing the data, the system cannot learn more about the global knowledge than M(Σ).
In particular, M(Σ) may represent the number of possible states in which the knowledge is mapped, and
M(Σ) indicates the constrained system ability to gain knowledge due to the lack of possibilities in Σ.
The system cannot learn more than the information measure that characterizes the data. In particular,
the M of observations limits how much the system can learn. In general, M defines the capacity of the
data D to provide or convey information. The information that the system can gain has upper and lower
bounds defined by the M limits, while M bounds depend on the statistical properties, structure, and other
characteristics of the observable data as well as the system S abilities. Consider a cognitive information
processing primitive P S implemented as a multi-terminal molecule. Utilizing the continuous information-
carrying inputs x = [x1,x2,x3,x4] ∈ X , P S generates a continuous output y(t), y ∈ Y with distinguished
states, as shown in Figure 6.15. Hence, the multiple-valued inputs x are observed and processed by P S with
a transfer function F (x,y). The cognitive learning can be formulated as utilization and optimization of
information measures through the S perception, knowledge generation, and reconfiguration. In general, S
integrates subsystems S S, modules M S, and primitives (gate/devices level) P S. The primitive P S statistical
model can be described by M(x,y), as generated through learning and perception using observed x =
[x1, x2, . . . , xn−1, xn] ∈ X and y = [y1, y2, . . . , ym−1, ym] ∈ Y .

6.12 Molecular Electronics and Gates: Device
and Circuits Prospective

Distinct Mgates and ℵhypercells can be used to perform logic functions. To store the data, the memory cells
are used. A systematic arrangement of memory cells and peripheral MICs (to address and write the data
into the cells as well as to delete data stored in the cells) constitute the memory. The Mdevices can be used to
implement static and dynamic random access memory (RAM) as well as programmable and alterable read-
only memory (ROM). Here, RAM is the read-write memory in which each individual molecular primitive
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FIGURE 6.16 Dynamic RAM cell with MEdevice and storage molecular capacitor MCs .

can be addressed at any time, while ROM is commonly used to store instructions of a system’s operating
system. The static RAM may consist of a basic flip-flop Mdevice with stable states (for example, 0 and 1). In
contrast, the dynamic RAM, which can be implemented using one Mdevice and a storage capacitor, stores
one bit of information charging the capacitor. As an example, the dynamic RAM cell is documented in
Figure 6.16. The binary information is stored as the charge on the molecular storage capacitor MCs (logic
0 or 1). This RAM cell is addressed by switching on the access MEdevice via the worldline signal, resulting
in the charge transferring into and out of MCs on the dataline. The capacitor MCs is isolated from the rest
of the circuitry when the MEdevice is off. However, the leakage current through the MEdevice may require
the RAM cell refreshment to restore the original signal. Dynamic shift registers can be implemented using
transmission Mgates and Minverters, flip-flops can be synthesized by cross-coupling NOR Mgates, while
delay flip-flops can be built using transmission Mgates and feedback Minverters.

Among the specific characteristics under consideration are the read/write speed, memory density, power
dissipation, volatility (data should be maintained in the memory array when the power is off), etc. The
address, data, and control lines are connected to the memory array. The control lines define the function
to be performed or the status of the memory system. The address and data lines ensure data manipulation
and provide addresses into or out of the memory array. The address lines are connected to an address row
decoder which selects a row of cells from an array of memory cells. A RAM organization, as documented
in Figure 6.16, consists of an array (matrix) of storage cells arranged in 2n columns (bitlines) and 2m rows
(wordlines). To read the data stored in the array, a row address is supplied to the row decoder, which
selects a specific wordline. All cells along this wordline are activated and the contents of each cell are placed
onto their corresponding bitlines. The storage cells can store one (or more) bit of information. The signal
available on the bitlines is directed to a decoder. As reported in Figure 6.16, a binary (or high-radix) cell
stores binary information utilizing a MEdevice at the intersection of the wordline and bitline. The ROM
cell can be implemented as (1) a parallel molecular NOR (MNOR) array of cells; (2) a series molecular
NAND (MNAND) array of cells requiring a single Mdevice per storage cell. The ROM cell is programmed
by either connecting or disconnecting the Mdevice output (drain for FETs) from the bitline. Though a
parallel MNOR array is faster, a series MNAND array ensures compacts and implementation feasibility.

In Figure 9.16, the multi-terminal MEdevice is denoted as . There is a need to design Mdevices whose
robustly controllable dynamics results in a sequence of quantum, quantum-induced, or not quantum state
transitions that correspond to a sequence of computational, logic, or memory states. This is guaranteed
even for quantum Mdevices because quantum dynamics is deterministic, and the nondeterminism of
quantum mechanics arises when a device interacts with an uncontrolled outside environment or leaks
information to an environment. In Mdevices, the global state evolutions (state transitions) should be
deterministic, predictable, and controllable. The bounds posed by the Heisenberg uncertainty principle
restrict observability and do not impose limits on both the device physics and device performance.

The logic device physics defines the mechanism of physical encoding of the logical states in the device.
Quantum computing concepts emerged, proposing to utilize the quantum spins of electrons or atoms
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FIGURE 6.17 Logical states and energy barriers.

to store information. In fact, a spin is a discrete two-state composition allowing a bit encoding. One can
encode information using electromagnetic waves and cavity oscillations in optical devices. The information
is encoded by DNA. The feasibility of different state encoding concepts depends on the ability to maintain
the logical state for a required period. The stored information must be reliable—e.g., the probability of the
spontaneous changing of the stored logical state to another value should be small. One can utilize energy
barriers and wells in the controllable energy space for a set of physical states encoding a given logical state. In
order for the device to change the logical state, it must pass the energy barrier. To prevent this, the quantum
tunneling can be suppressed by using high and wide potential barriers, minimizing excitation and noise,
etc. To change the logical state, one varies the energy barrier as illustrated in Figure 6.17. Examining the
logical transition processes, the logical states can be retained reliably by potential energy barriers which
separate the physical states. The logical state is changed by varying the energy surface barriers (as illustrated
in Figure 6.17) for a one-dimensional case. The adiabatic transitions between logical states located at stable
or meta-stable local energy minima result.

In VLSI design, resistor-transistor logic (RTL), diode-transistor logic (DTL), transistor-transistor logic
(TTL), emitter-coupled logic (ECL), integrated-injection logic (IIL), merged-transistor logic (MTL), and
other logic families have been used. All logic families and subfamilies (TTL includes Schottky, low-power
Schottky, advanced Schottky, and others) have advantages and drawbacks. Molecular electronics offer
unprecedented capabilities compared with microelectronics. Correspondingly, some logic families that
ensure marginal performance using solid-state devices provide superior performance as Mdevices are
utilized. The MNOR gate, realized using the molecular resistor-transistor logic (MRTL), is documented in
Figure 6.18(a). In electronics, NAND is one of the most important gates. The MNAND gate, designed by
applying the molecular diode-transistor logic (MDTL), is reported in Figure 6.18(b). In Figures 6.18(a)
and 6.18(b), we use different symbols to designate molecular resistors (Mr ), molecular diodes

(Md), and molecular transistors (M T). It will be documented below that a term M T may be
used with great caution due to the distinct device physics of molecular and semiconductor devices. In
order to introduce the subject, we use this incoherent terminology temporarily because M T may ensure
characteristics similar to FETs and BJTs. However, the device physics of conventional three-, four-, and
many-terminal FETs and BJTs is entirely different compared even with solid MEdevices. Therefore, we
depart from a conventional terminology. Even a three-terminal solid MEdevice with the controlled I –V
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FIGURE 6.18 Circuit schematics: (a) a two-input MNOR gate; (b) two-input MNAND gates.
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characteristics may not be referenced as a transistor. New terminology can be developed in the observable
future reflecting the device physics of Mdevices.

The MNAND gate, as implemented within a MDTL logic family, is illustrated within the ℵhypercell
primitive schematics in Figure 6.19(a). We emphasized the need for developing a new symbols for molecular
electronic devices. Quantum phenomena (quantum interaction, interference, tunneling, resonance, etc.)
can be uniquely utilized. In Figure 6.19(b), a multi-terminal MEdevice (ME D) is illustrated as . Using the
proposed ME D schematics, the illustrated ME D may have six input, control, and output terminals (ports)
with corresponding molecular bonds for the interconnect. As an illustration, a 3D ℵhypercell primitive
implementing a logic function f (x1,x2,x3) is shown in Figure 6.19(b). Two-terminal molecular devices

(Md and Mr ) are shown. The input signals (x1, x2, and x3) and output switching function f
are documented in Figure 6.19(b).

Molecular gates (MAND and MNAND), designed within the molecular multi-terminal MED–MED logic
family, are documented in Figure 6.20. Here, three-terminal cyclic molecules are utilized as MEdevices, the
physics of which is based on the quantum interaction and controlled electron tunneling. The input signals
are VA and VB , and are supplied to the input terminals, while the output signal is Vout . These Mgates are
designed using cyclic molecules within the carbon interconnecting framework, as shown in Figure 6.20.
The details of synthesis, device physics, and phenomena utilized are reported in Sections 6.19, 6.20, and
6.21. A coherent design should be performed in order to ensure the desired performance, functionality,
characteristics, aggregability, topology, and other features. Complex Mgates can be synthesized implement-
ing ℵhypercells, which form MICs. The MAND and MNAND gates are documented in Figure 6.20, and
Section 6.21 reports the device physics of the multi-terminal MEdevices.

Vin
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VG

Vout

Vin

VA
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VG
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FIGURE 6.20 (see color insert) MAND and MNAND gates designed within the molecular ME D–ME D logic family.
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6.13 Decision Diagrams and Logic Design of MICs

Innovative solutions to perform the system-level logic design for 3D MICs should be examined. One needs
to depart from 2D logic design (VLSI, ULSI, and postULSI) as well as from planar ICs topologies and
organizations. We propose the SLSI design of MICs which mimics hierarchical 3D bioprocessing platforms
prototyping topologies and organizations observed in nature. This sound solution complies with the
envisioned device-level outlook and fabrication technologies. In particular, when using Mdevices one may
implement ℵhypercells that form MICs. The use of ℵhypercells as baseline primitives in the design of MICs
and processing/memory platforms results in a technology-centric solution.

For 2D CMOS ICs, the decision diagram (unique canonical structure) is derived as a reduced decision tree
by using topological operators. In contrast, for 3D ICs, a new class of decision diagrams and design methods
must be developed to handle the complexity and 3D features. The design concept of a linear decision dia-
gram, mapped by 3D ℵhypercells, was proposed in [43]. In general, hypercell (cube, pyramid, hexagonal, or
other 3D topological aggregates) is a unique canonical structure that is a reduced decision tree. Hypercells
are synthesized by using topological operators (deleting and splitting nodes). Optimal and suboptimal
technology-centric topology mappings of complex switching functions can be accomplished and analyzed.
The major optimization criteria are (1) the minimization of decision diagram nodes and circuit terminals;
(2) the simplification of topological structures (linear arithmetic leads to the simple synthesis and straight-
forward embedding of linear decision diagrams into 3D topologies); (3) the minimization of pathlength in
decision diagrams; (4) routing simplification; and (5) verification and evaluation. The optimal topology
mapping results in power dissipation reduction, evaluation simplicity, testability enhancement, and other
important features. For example, the switching power is not only a function of devices/gates/switches, but
also a function of circuit topology, organization, design methods, routing, dynamics, switching activities,
and other factors that can be optimized. In general, a novel CAD-supported SLSI should be developed
to perform the optimal technology-centric design of high-performance molecular platforms. Through a
concurrent design, the designer should be able to perform the following major tasks:

� The logic design of MICs utilizing novel representations of data structures.� The design and aggregation of ℵhypercells in functional MICs.� The design of multiple-valued and binary decision diagrams.� CAD developments to concurrently support design tasks.

SLSI utilizes a coherent top-down/bottom-up synthesis taxonomy as an important part of a
Marchitectronics paradigm. The design complexity should be emphasized. Current CAD-supported
postULSI design does not allow one to design ICs with a number of gates more than 1,000,000. For
MICs, the design complexity significantly increases, and novel methods are sought. The binary decision
diagrams (BDDs) for representing Boolean functions use state-of-the-art techniques in high-level logic
design [43]. The reduced-order and optimized BDDs ensure large-scale data manipulations and are used to
perform logic design and circuitry mapping utilizing hardware description languages. The design scheme is

Function(Circuit) ↔ BDDModel ↔ Optimization ↔ Mapping ↔ Realization.

The dimension of a decision diagram (the number of nodes) is a function of the number of variables
and the variables’ ordering. In general, the design complexity is O(n3). This enormous design complexity
significantly limits the designer’s abilities to design complex ICs without partitioning and decomposition.
Commonly used word-level decision diagrams further increase the complexity due to the processing of
data in word-level format. Therefore, novel and sound software-supported design approaches are needed.
Innovative methods in data structure representation and data structure manipulation are developed and
applied to ensure the design specifications and objectives. We synthesize 3D MICs utilizing the linear
word-level decision diagrams (LWDDs) that allow one to perform the compact representation of logic
circuits using linear arithmetical polynomials (LP) [43,44]. The design complexity becomes O(n). The
proposed concept ensures compact representation of circuits compared with other formats and methods.



6-44 Nano and Molecular Electronics Handbook

The following design algorithm guarantees a compact circuit representation:

Function(Circuit) ↔ BDDModel ↔ LWDDModel ↔ Realization.

The LWDD is embedded in 3D ℵhypercells that represent circuits in a 3D space. The polynomial
representation of logical functions ensures the description of multi-output functions in a word-level
format. The expression of a Boolean function f of n variables (x1, x2, . . . , xn−1, xn) is

L P = a0 + a1x1 + a2x2 + · · · + an−1xn−1 + anxn = a0 +
n∑

j=1

a j x j .

To perform a design in 3D, the mapping LWDD(a0, a1, a2, . . . , an−1, an) ↔LP is used. The nodes of
LP correspond to a Davio expansion. The LWDD is used to represent any m-level circuit with levels L i ,
i = 1, 2, . . . , m − 1, m with elements of the molecular primitive library. Two data structures are defined
in the algebraic form by a set of LPs as

L =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L 1 : inputs x j ; outputs y1k

L 2 : inputs y1k ; outputs y2l

...................................

L m−1 : inputs ym−2,t ; outputsym−1,w

L m : inputs ym−1,w ; outputsym,n

that corresponds to L P1 = a1
0 +∑n1

j=1 a1
j x j , ..., L Pm = an

0 +∑nm

j=1 an
j ym−1, j , or in the graphic form by

a set of LWDDs as

L W D D1

(
a1

0 , ..., a1
n1

) ↔ L P1, ..., L W D Dm

(
an

0 , ..., an
nm

) ↔ L Pm.

The use of LWDDs is a departure from existing logic design tools. This concept is compatible with the
existing software, algorithms, and circuit representation formats. Circuit transformation, format transfor-
mation, modular organization/architecture, library functions over primitives, and other features can be
accomplished. All combinational circuits can be represented by LWDDs. The format transformation can
be performed for circuits defined in Electronic Data Interchange Format (EDIF), Berkeley Logic Inter-
change Format (BLIF), International Symposium on Circuits and Systems Format (ISCAS), Verilog, etc.
The library functions may have a library of LWDDs for multi-input gates, as well as libraries of Mdevices
and Mgates. The important feature is that these primitives are realized (through logic design) and syn-
thesized as primitive aggregates within ℵhypercells. The reported LWDD simplifies analysis, verification,
evaluation, and other tasks.

Arithmetic expressions underlying the design of LWDDs are canonical representations of logic func-
tions. They are alternatives of the sum-of-product, product-of-sum, Reed-Muller, and other forms of
representation of Boolean functions. Linear word-level decision diagrams are obtained by mapping LPs,
where the nodes correspond to the Davio expansion, and functionalizing vertices to the coefficients of the
LPs. The design algorithms are given as

Function(Circuit) ↔ LPModel ↔ LWDDModel ↔ Realization.

Any m-level logic circuits with a fixed order of elements are uniquely represented by a system of mLWDDs.
The proposed concept is verified by designing 3D ICs representing Boolean functions by hypercells. The
CAD tools for logic design must be based on the principles of 3D realization of logic functions with a
library of primitives. Linear word-level decision diagrams are extended by embedding the decision tree
into the hypercell structure. For two graphs G = (V ,E ) and H = (W,F ), we embed the graph G into
the graph H . The information in the resulting ℵhypercells is subdivided according to the new structural
properties of the cell and the type of the embedded tree. The embedding of a guest graph G into a host
graph H is a one-to-one mapping MG V :V(G) → V(H), along with the mapping M that maps an edge
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(u;v) ∈ E (G) to a path between MG V (u) and MG V (v) in H . Thus, the embedding of G into H is a
one-to-one mapping of the nodes in G to the nodes in H .

In SLSI design, decision diagrams and decision trees are used. The information estimates can be evaluated
[43]. Decision trees are designed using the Shannon and Davio expansions. The best variable and expansion
for any node of the decision tree in terms of information estimates must be found in order to optimize
the design and synthesize optimal MICs. The optimization algorithm should generate the optimal paths
in a decision tree with respect to the design criteria. The decision tree is designed by arbitrarily choosing
variables using either Shannon (S), positive Davio (pD), or negative Davio (nD) expansions for each
node. The decision tree design process is a recursive decomposition of a switching function. This recursive
decomposition corresponds to the expansion of switching function f with respect to the variable x . The
variable xcarries information that influences f . The initial and final state of the expansion σ ∈ {S, pD, nD}
can be characterized by the performance estimates. The information-centered optimization of MICs design
is performed in order to design optimal decision diagrams. A path in the decision tree starts from a node
and finishes in a terminal node. Each path corresponds to a term in the final expression for f . For the
benchmark c17 circuit, implemented using 3D NAND Mgates (MNAND) as reported in Figure 6.21, Davio
expansions ensure optimal design as compared with the Shannon expansion [43].

The software-supported logic design of proof-of-concept 3D MICs is successfully accomplished for
complex benchmarking ICs in order to verify and examine the method proposed [43]. The size of LWDDs
is compared with the best results received by other decision diagram packages developed for 2D VLSI
design. Both the method reported and the software algorithms were tested and validated. The number
of nodes, number of levels, and CPU time (in seconds) required to design decision diagrams for 3D
MICs are examined. In addition, volumetric size, topological parameters, and other performance variables
are analyzed. We assume (1) a feedforward neural networked topology with no feedback; (2) threshold
Mgates as the processing primitives; (3) aggregated ℵhypercells comprised from Mgates; and (4) multilevel
combinational circuits over the library of NAND, NOR, and EXOR Mgates implemented using three-
terminal MEdevices.

Experiments were conducted for a variety of ICs, and some results are reported in Table 6.1 [43]. The
space size is given by X , Y , and Z that result in the volumetric quantity V = X × Y × Z. The topological
characteristics are analyzed using the total number of terminals (NT ) and intermediate (NI ) nodes. For
example, c880 is an eight-bit arithmetic logic unit (ALU). The core of this circuit is in the form of the eight-
bit 74283 adder, which has 60 inputs and 26 outputs. A planar design leads to 383 gates. By contrast, 3D
design results in 294 Mgates. A 3D nine-bit ALU (c5315) with 178 inputs and 123 outputs is implemented
using 1413 Mgates, while a c6288 multiplier (32 inputs and 32 outputs) has 2327 Mgates. Molecular gates
are aggregated, networked, and grouped in 3D within ℵhypercell aggregates. The number of incompletely
specified ℵhypercells was minimized. The ℵhypercells in the i th layer were connected to the corresponding
ℵhypercells in (i−1)th and (i+1)th layers. The number of terminal nodes and intermediate nodes are 3750
and 2813 for a nine-bit ALU, while for a multiplier we have 9248 and 6916 nodes. To combine all layers,
more than 10,000 connections were generated. The design in 3D was performed within 0.36 seconds for
nine-bit ALU. The studied nine-bit ALU performs arithmetic and logic operations simultaneously on two
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TABLE 6.1 Design Results for 3D MICs

Space Size Nodes and Connections

Circuit I/O #G #X #Y #Z #NT #NI CPU Time (sec)

c432 36/7 126 66 64 66 2022 1896 < 0.032
8-bit ALU c880 60/26 294 70 72 70 612 482 < 0.047
9-bit ALU c5315 178/123 1413 138 132 126 3750 2813 < 0.36
16 × 16 Multiplier
c6288 32/32 2327 248 248 244 9246 6916 < 0.47

nine-bit input data words, as well as computes the parity of the results. Conventional 2D logic design
for c5315 with 178 inputs and 123 outputs results in 2406 gates. In contrast, the proposed design, as
performed using a proof-of-concept SLSI software, leads to 1413 Mgates networked and aggregated in
3D. In addition to conventional parameters (diameter, dilation cost, expansion, load, etc.), we use the
number of variables in the logic function described by ℵhypercells, the number of links, the fan-out of the
intermediate nodes, statistics, and others to perform the evaluation. To ensure the similarity to 2D design,
binary three-terminal MEdevices were used. The use of multiple-valued multi-terminal MEdevices results
in superior performance.

The representative proof-of-concept CAD tools and software solutions were developed in order to
demonstrate the 3D design feasibility for combinational MICs. The compatibility with hardware
description languages is important. Three netlist formats (EDIF, ISCAS, and BLIF) are used and embedded
in a proof-of-concept SLSI software that features [43]:

FIGURE 6.22 The design of 3D MICs using a proof-of-concept SLSI software.
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� A new design concept for 3D MICs� Synthesis and partitioning linear decision diagrams for given functions or circuits� A spectral representation of logic functions� Circuit testability and verification� A compact format ensuring robustness and rapid-prototyping� A compressed optimal representation of complex MICs

For 3D MICs, the results of the design are shown in Figure 6.22, which displays the data in the
Command Window—in particular, the c17 circuit and eight-bit ALU (c880) designs.

The software and CAD developments in 3D logic design performed by Drs. S. Yanushkevich and
V. Shmerko [43] are deeply appreciated and acknowledged.

6.14 Hypercell Design

The binary tree is a networked description that carries information about the dual connections of each
node. The binary tree also carries information about the functionality of the logic circuit and its topology.
The nodes of the binary tree are associated with the Shannon and Davio expansions, with respect to each
variable and coordinate in 3D. A node in the binary decision tree realizes the Shannon decomposition
f = xi f0 ⊕ xi f1, where f0 = f |xi =0 and f1 = f |xi =1 for all variables in f . Thus, each node realizes the
Shannon expansion, and the nodes are distributed over levels. The classical hypercube contains 2n nodes,
while the ℵhypercell has 2n +∑n

i=0 2n−1C m
i nodes in order to ensure a technology-centric design of MICs.

The ℵhypercell consists of terminal nodes, intermediate nodes, and roots. This ensures a straightforward
hypercell implementation, for example, by using the molecular multiplexer. The design steps are

Step 1: Connect the terminal node with the intermediate nodes.
Step 2: Connect the root with two intermediate nodes located symmetrically on the opposite faces.
Step 3: Pattern the terminal and intermediate nodes on the opposite faces and connect them through

the root.

Figure 6.23(a) reports a 3D ℵhypercell implemented using two-to-one molecular multiplexers.
Several methods are used for representing logic functions, and a hypercell solution is utilized. In gen-

eral, a ℵhypercell is a homogeneous aggregated assembly for massive super-high-performance parallel
computing. We apply the enhanced switching theory integrated with a novel logic design concept. In
the design, the graph-based data structures and 3D topology are utilized. The ℵhypercell is a topological
representation of a switching function in an n-dimensional graph. In particular, the switching function
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FIGURE 6.23 Multiplexer-based ℵhypercells: (a) a ℵhypercell with molecular multiplexers; (b) implementation of a
switching function f = x̄1x2 ∨ x1 x̄2 ∨ x1x2x3.
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f is given as

f Switching Function ⇒ L2n−1
i=0
⇑

Operation

Coefficient
⇓
Ki

(
xi1

1 ... xin
n

) ⇒ f F
Form of Switching Function.

The data structure is described in matrix form using the truth vector F of a given switching function
f , as well as the vector of coefficients K. The logic operations are represented by L. ℵHypercells compute
f , and Figure 6.23(b) reports a ℵhypercell to implement f = x̄1x2 ∨ x1 x̄2 ∨ x1x2x3.

From the technology-centric viewpoints, we propose a concept that employs Mgates coherently mapping
the device/module/system-level and data structure solutions by using ℵhypercells. Aggregated ℵhypercells
can implement switching functions f of arbitrary complexity. The logic design in spatial dimensions is
based on the advanced methods and enhanced data structures in order to satisfy the requirements of 3D
topology. The appropriate data structure of logic functions and the methods of embedding this structure
into ℵhypercells are developed. The algorithm in a logic functions manipulation needed to change the in-
formation carrier from the algebraic form (logic equation) to the hypercell structure consists of three steps:

Step 1: The logic function is transformed into the appropriate algebraic form (Reed-Muller, arithmetic
or word-level in a matrix or algebraic representation).

Step 2: The derived algebraic form is converted to the graphical form (decision tree or decision diagram).
Step 3: The obtained graphical form is embedded and technologically implemented by ℵhypercells. The

ℵhypercell aggregates form MICs.

The design is expressed as

LogicFunction
Step1

⇔ Graph
Step2

⇔ Hypercell/MICs
Step3

.

The proposed procedure results in:

� Algebraic representations and robust manipulations of complex switching logic functions.� Matrix representations and manipulations providing a consistency of logic relationships for vari-
ables and functions from the spectral theory viewpoint.� Graph-based representations using decision trees.� The direct mapping of decision diagrams into logical networks, as demonstrated for multiplexer-
based ℵhypercells.� The robust embedding of data structures into ℵhypercells.

From the synthesis viewpoint, the complexity of the molecular interconnect corresponds to the com-
plexity of MEdevices. We introduce a 3D directly interconnected molecular electronics (3DDIME) concept
in order to reduce the synthesis complexity, minimize delays, ensure robustness, enhance reliability, etc.
This solution minimizes the interconnect, utilizing a direct atomic bonding of input, control, and output
Mdevices terminals (ports) by means of direct device-to-device aggregation. We have documented that
MEdevices and Mgates are engineered and implemented using cyclic molecules within a carbon framework,
see Figure 6.20 and Section 12. For example, the output terminal of the MEdevice is directly connected to
the input terminal of another MEdevice. This ensures synthesis feasibility, the compact implementation of
ℵhypercells, the applicability of Mprimitives, etc.

6.15 Three-Dimensional Molecular Signal/Data Processing
and Memory Platforms

Advanced computer architectures (beyond von Neumann architecture) [43,45,46] can be devised and
implemented to guarantee superior processing, communication, reconfigurability, robustness, networking,
etc. In von Neumann computer architecture, the central processing unit (CPU) executes sequences of
instructions and operands, which are fetched by the program control unit (PCU), executed by the data
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FIGURE 6.24 Computer architecture.

processing unit (DPU), and then placed in memory. In particular, caches (high-speed memory where
data is copied when it is retrieved from random access memory, thus improving the overall performance
by reducing the average memory access time) are used. The instructions and data form instruction and
data streams which flow to and from the processor. The CPU may have more than one processor and
coprocessor, with various execution units, multi-level instruction, and data caches. These processors can
share, or have their own, caches. The datapath contains ICs to perform arithmetic and logical operations
on words such as fixed- or floating-point numbers. The CPU design involves a trade-off between hardware,
speed, and affordability. The CPU is usually partitioned on the control and datapath units. The control
unit selects and sequences the data-processing operations. The core interface unit is a switch that can be
implemented as autonomous cache controllers operating concurrently and feeding the specified number
(64 or 128) of bytes of data per cycle. This core interface unit connects all controllers to the data or
instruction caches of processors. Additionally, the core interface unit accepts and sequences information
from the processors. A control unit is responsible for controlling the data flow between controllers, thus
regulating in and out information flows. An interface to the input/output devices is also available. On-chip
debuging, error detection, sequencing logic, self-test, monitoring, and other units must be integrated
to control a pipelined computer. The computer performance depends on the architecture and hardware
components, and Figure 6.24 illustrates a conventional computer architecture.

Consider signal/data and information processing between nerve cells. The key to understand process-
ing, memory, learning, intelligence, adaptation, control, hierarchy, and other system-level basics lies in the
ability to comprehend the phenomena exhibited, the organization utilized, and the architecture possessed
by the central nervous system, neurons, and their organelles. Unfortunately, many problems have not
been resolved. Each neuron in the brain that performs processing and memory storage has thousands
of synapses with binding sites, membrane channels, microtubule- and synapse associated proteins, etc.
The information carriers accomplish transitions performing and carrying out various information pro-
cessing, memory, communication and other tasks. The information processing and memories are recon-
figurable and constantly adapt. Neurons function within a 3D hierarchically distributed, robust, adaptive,
parallel and networked organization. Making use of the existing knowledge, Figure 6.25 documents a 3D
MPP. A processor executes sequences of instructions and operands, which are fetched (by the control unit)
and placed in memory. The instructions and data form instruction and data streams which flow to and
from the processor. The processor may have subprocessors with shared caches. The core interface unit
concurrently controls operations and data retrieval. This interface unit interfaces all controllers to the data
or processor instruction caches. The interface unit accepts and sequences information from the processors.
A control unit is responsible for controlling data flow, thus regulating the in and out information flows.
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The integrated processor-and-memory architecture which accomplishes the processing tasks is reported
in Figure 6.25.

More study is needed of hierarchical distributed computing and nervous systems which process, store,
code, compress, manipulate, route, and network the information in the optimal manner. Figure 6.26
shows the principle of organization of a nervous system similar to the MPP reported in Figure 6.25. The
distributed central nervous system adaptively reconfigures based upon information processing, mem-
ory storage, communication, and control (instruction) parallelisms. This principle can be effectively
used in the design of various processing and memory platforms within 3D organization and enabling
architectures.

The envisioned implementation of MPPs primarily depends on the progress in device physics, system
organization/architecture, molecular hardware and SLSI design. The critical problems in the design are the
development, optimization, and utilization of hardware and software. The current status of fundamental
and technology developments suggests that the MPPs will likely be designed utilizing a digital paradigm.
Numbers in binary digital processors and memories are represented as a string of zeros and ones, and
circuits perform Boolean operations. Arithmetic operations are performed based on a hierarchy built
upon simple operations. The methods to compute, and the algorithms used, are different. Therefore,
speed, robustness, accuracy, and other performance characteristics vary. The information is represented
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as a string of bits (zeros and ones). The number of bits depends on the length of the word (the quantity of
bits on which the hardware is capable of operating). The operations are thus performed over the string of
bits. Certain rules associate a numerical value Xwith the corresponding bit string x = {x0, x1, . . . , xn−2,
xn−1}, xi ∈ 0, 1. The associated word (string of bits) is nbits long. If for every value Xthere exists one, and
only one, corresponding bit string x , the number system is nonredundant. If it’s possible to have more
than one x representing the same value X , the number system is redundant. A weighted number system
is used, and a numerical value is associated with the bit string x as x = ∑n−1

i=0 xi wi , w0 = 1, . . . , wi =
(wi − 1)(ri − 1), where ri is the radix integer. By making use of the multiplicity of instruction and data
streams, the following classification can be applied:

1. Single instruction stream / single data stream — conventional word-sequential architecture includ-
ing pipelined computing platforms with parallel arithmetic logic unit (ALU).

2. Single instruction stream / multiple data stream — multiple ALU architectures, e.g., parallel-array
processor (ALU can be either bit-serial or bit-parallel).

3. Multiple instruction stream / single data stream.
4. Multiple instruction stream / multiple data stream — the multiprocessor system with multiple

control units.

In biosystems, multiple instruction stream / multiple data stream are observed. No evidence exists that
technology will provide the abilities to synthesize biomolecular processors, not to mention biocomputers,
in the near future. Therefore, we shall concentrate here on computing platforms designed using solid molec-
ular electronics that ensure soundness and technological feasibility. Performance estimates are reported
in this chapter. Three-dimensional topologies and organizations significantly improve the performance of
computing platforms guaranteeing, for example, massive parallelism and optimal utilization. Using the
number of instructions executed (N), the number of cycles per instruction (C P I ), and clock frequency
( fclock), the program execution time is Tex = NCP I / fclock . In general, circuit hardware determines the
clock frequency fclock , software affects the number of instructions executed N, while architecture de-
fines the number of cycles per instruction C P I . Computing platforms integrate functional controlled
hardware units and systems which perform processing, storage, execution, etc. The MPP accepts dig-
ital or analog input information, processes and manipulates it according to a list of internally stored
machine instructions, stores the information, and produces the resulting output. The list of instruc-
tions is called a program, and internal storage is called memory. A memory unit integrates different
memories. The processor accesses (reads or loads) the data from the memory systems, performs com-
putations, and stores (writes) the data back to memory. The memory system is a collection of stor-
age locations. Each storage location (memory word) has an address. A collection of storage locations
forms an address space. Figure 6.27 documents the data flow and its control, representing how a pro-
cessor is connected to a memory system via address, control, and data interfaces. High-performance
memory systems should be capable of serving multiple requests simultaneously, particularly for vector
processors.

When a processor attempts to load or read the data from the memory location, the request is issued, and
the processor stalls while the request returns. While MPPs can operate with overlapping memory requests,

Processor (CPU)

Address

Data

Control Memory
system

Instructions

FIGURE 6.27 A memory–processor interface.
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the data cannot be optimally manipulated if there are long memory delays. Therefore, a key performance
parameter in the design is the effective memory speed. The following limitations are imposed on any
memory systems: the memory cannot be infinitely large, cannot contain an arbitrarily large amount of
information, and cannot operate infinitely fast. Hence, the major characteristics are speed and capacity.
The memory system performance is characterized by the latency (τ l ) and bandwidth (Bw ). The memory
latency is the delay as the processor first requests a word from memory until that word arrives and is
available for use by the processor. The bandwidth is the rate at which information can be transferred from
the memory system. Taking note of the number of requests the memory can service concurrently Nr eques t ,
we have Bw = Nr eques t /τ l . Using 3D MICs, it becomes feasible to design and build superior memory
systems with superior capacity, low latency and high bandwidth approaching physical and technological
limits. Furthermore, it becomes possible to match the memory and processor performance characteristics
and capabilities.

Memory hierarchies ensure decreased latency and reduced bandwidth requirements, whereas parallel
memories provide higher bandwidth. The MPP architectures can utilize a 3D-organization with a fast
memory located in front of a large but relatively slow memory. This significantly improves speed and
enhances memory capacity. However, this solution results in the application of registers in the processor
unit, and the most commonly accessed variables should be allocated at registers. A variety of techniques,
employing either hardware, software, or a combination of hardware and software, must be employed to
ensure that most references to memory are fed by the faster memory. The locality principle is based on the
fact that some memory locations are referenced more often than others. The implementation of spatial
locality, due to the sequential access, provides one with the property that an access to a given memory
location increases the probability that neighboring locations will soon be accessed. Making use of the
frequency of program looping behavior, temporal locality ensures the access to a given memory location,
thus increasing the probability that the same location will be accessed again soon. If a variable has not
been referenced in a while, it is unlikely the variable will be needed in the near future.

The performance parameter, which can be used to quantitatively examine different memory systems,
is the effective latency τ e f . We have τ e f = τ hi t Rhit + τmis s (1 – Rhit ), where τ hi t and τmis s are the hit and
miss latencies; Rhit is the hit ratio, Rhit < 1. If the needed word is found in a level of the hierarchy, it is
called a hit. Correspondingly, if a request must be sent to the next lower level, the request is said to be
a miss. The miss ratio is given as Rmis s = (1 – Rhit ). These Rhit and Rmis s are affected by the program
being executed and influenced by the high/low-level memory capacity ratio. The access efficiency E e f

of multiple-level memory (i– 1 and i) is found using the access time, hit and miss ratios. In particular,

E e f = (
taccess time i−1

taccess time i
Rmis s + Rhit

)−1
.

The hardware can dynamically allocate parts of the cache memory for addresses likely to be accessed
soon. The cache contains only redundant copies of the address space. The cache memory can be associative
or content-addressable. In an associative memory, the address of a memory location is stored along with
its content. Rather than reading data directly from a memory location, the cache is given an address and
responds by providing data which might or might not be the data requested. When a cache miss occurs,
the memory access is then performed from the main memory, and the cache is updated to include the new
data. The cache should hold the most active portions of the memory, and the hardware dynamically selects
portions of the main memory to store in the cache. When the cache is full, some data must be transferred
to the main memory or deleted. A strategy for cache memory management is therefore needed. These
cache management strategies are based on the locality principle. In particular, spatial (selection of what
is brought into the cache) and temporal (selection of what must be removed) localities are embedded.
When a cache miss occurs, hardware copies a contiguous block of memory into the cache, which includes
the word requested. This fixed-size memory block can be small, medium, or large. Caches can require all
fixed-size memory blocks to be aligned. When a fixed-size memory block is brought into the cache, it is
likely another fixed-size memory block must be removed. The selection of the removed fixed-size memory
block is based on efforts to capture temporal locality.

The cache can integrate the data memory and the tag memory. The address of each cache line contained
in the data memory is stored in the tag memory. The state can also track which cache line is modified. Each
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line contained in the data memory is allocated by a corresponding entry in the tag memory to indicate the
full address of the cache line. The requirement that the cache memory be associative (content-addressable)
complicates the design because addressing data by content is more complex than by its address (all tags must
be compared concurrently). The cache can be simplified by embedding a mapping of memory locations
to cache cells. This mapping limits the number of possible cells in which a particular line may reside.
Each memory location can be mapped to a single location in the cache through direct mapping. There is
no choice of where the line resides and which line must be replaced, however, poor utilization results. In
contrast, a two-way set-associative cache maps each memory location into either of two locations in the
cache. Hence, this mapping can be viewed as two identical directly mapped caches. In fact, both caches
must be searched at each memory access, and the appropriate data selected and multiplexed on a tag
match-hit and on a miss. Then, a choice must be made between two possible cache lines as to which is to
be replaced. A single least-recently-used bit can be saved for each such pair of lines in order to remember
which line has been accessed more recently. This bit must be toggled to the current state each time. To
this end, an M-way associative cache maps each memory location into M memory locations in the cache.
Therefore, this cache map can be constructed from M identical direct-mapped caches. The problem of
maintaining the least-recently-used ordering of Mcache lines is primarily due to the fact that there are M!
possible orderings. In fact, it takes at least log2 M! bits to store the ordering. In general, a multi-associative
cache may be implemented.

Multiple memory banks, formed by MICs, can be integrated together to form a parallel main memory
system. Since each bank can service a request, a parallel main memory system with Nmbbanks can service
Nmb requests simultaneously, increasing the bandwidth of the memory system by Nmb times the bandwidth
of a single bank. The number of bank is a power of two, e.g., Nmb = 2p . An n-bit memory word address
is partitioned into two parts: a p-bit bank number and an m-bit address of a word within a bank. The
pbits used to select a bank number could be any pbits of the n-bit word address. Let us use the low-order
paddress bits to select the bank number. The higher order m = (n – p) bits of the word address is used to
access a word in the selected bank. Multiple memory banks can be connected using simple paralleling and
complex paralleling. Figure 6.28 shows the structure of a simple parallel memory system where m address
bits are simultaneously supplied to all memory banks. All banks are connected to the same read/write
control line. For a read operation, the banks perform the read operation and accumulate the data in the
latches. Data can then be read from the latches one by one by setting the switch appropriately. The banks
can be accessed again to carry out another read or write operation. For a write operation, the latches are
loaded one by one. When all latches have been written, their contents can be written into the memory banks
by supplying mbits of address. In a simple parallel memory, all banks are cycled simultaneously. Each bank
starts and completes its individual operations at the same time as every other bank, and a new memory cycle
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FIGURE 6.28 Simple and complex parallel main memory systems.
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starts for all banks once the previous cycle is complete. A complex parallel memory system is documented
in Figure 6.28. Each bank is set to operate on its own, independent of the operation of the other banks.
For example, i th bank performs a read operation on a particular memory address, while (i + 1)th bank
performs a write operation on a different and unrelated memory address. Complex paralleling is achieved
using the address latch and a read/write command line for each bank. The memory controller handles
the operation of the complex parallel memory.The processing unit submits the memory request to the
memory controller, which determines which bank needs to be accessed. The controller then determines if
the bank is busy by monitoring a busy line for each bank. The controller holds the request if the bank is
busy, submitting it when the bank becomes available to accept the request. When the bank responds to a
read request, the switch is set by the controller to accept the request from the bank and forward it to the
processing unit. It can be foreseen that complex parallel main memory systems will be implemented as
molecular vector processors. If consecutive elements of a vector are present in different memory banks ,
then the memory system can sustain a bandwidth of one element per clock cycle. Memory systems in MPPs
can have thousands of banks with multiple memory controllers that allow multiple independent memory
requests at every clock cycle.

Pipelining is a technique to increase the processor throughput with limited hardware in order to im-
plement complex datapath (data processing) units (multipliers, floating-point adders, etc.). In general,
a pipeline processor integrates a sequence of idata-processing molecular primitives which cooperatively
perform a single operation on a stream of data operands passing through them. Design of pipelining MICs
involves deriving multistage balanced sequential algorithms to perform the given function. Fast buffer
registers are placed between the primitives to ensure the transfer of data between them without inter-
fering with one another. These buffers should be clocked at the maximum rate that still guarantees the
reliable data transfer between primitives. As illustrated in Figure 6.29, MPPs must be designed to guarantee
the robust execution of overlapped instructions using pipelining. Four basic steps (fetch Fi , decode Di ,
operate Oi , and write Wi ) and specific hardware units are needed to achieve these tasks. The execution
of the instructions can be overlapped. When the execution of some instruction Ii depends on the results
of a previous instruction Ii−1 which is not yet completed, instruction Ii must be delayed. The pipeline
is said to be stalled,waiting for the execution of instruction Ii−1 to be completed. While it is not possible
to eliminate such situations, it is important to minimize the probability of their occurrence. This is a key
consideration in the design of the instruction set, as well as in the design of the compilers that translate
high-level language programs into machine language.

The parallel execution capability (called superscalar processing), when added to pipelining of the
individual instructions, means that more than one instruction can be executed per basic step. Thus,
the execution rate can be increased. The rate RT of performing basic steps in the processor depends on the
processor clock rate. The use of multiprocessors speeds up the execution of large programs by executing
subtasks in parallel. The main difficulty in achieving this is the decomposition of a given task into its parallel
subtasks, and then ordering these subtasks to the individual processors in such a way that communication
among the subtasks are performed efficiently and robustly. Figure 6.30 documents a block diagram of a
multiprocessor system with the interconnection network needed for data sharing among the processors Pi .
Parallel paths are needed in this network in to parallel activity to proceed in the processors as they access
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FIGURE 6.30 Multiprocessor architecture.

the global memory space—as represented by the multiple memory units Mi . This is performed utilizing
3D organization.

6.16 Hierarchical Finite-State Machines and Their Use
in Hardware and Software Design

Simple register-level subsystems perform single data-processing operations—e.g., summation X :=
x1 + x2, subtraction X := x1 − x2, etc. To carry out complex data processing operations, multifunc-
tional register-level subsystems should be designed. These register-level subsystems are partitioned as a
data-processing unit (datapath) and a controlling unit (control unit). The control unit is responsible for
collecting and controlling the data-processing operations (actions) of the datapath. To design the register-
level subsystems, one studies a set of operations to be executed, and then designs MICs using a set of
register-level components that implement the desired functions. The ultimate goal is to achieve optimal
achievable performance under the constraints. It is difficult to impose meaningful mathematical struc-
tures on register-level behavior using Boolean algebra and conventional gate-level design. Due to these
difficulties, the heuristic synthesis is commonly accomplished using the following sequential algorithm:

1. Define the desired behavior as a set of sequences of register-transfer operations (each operation
can be implemented using the available components) comprising the algorithm to be executed.

2. Examine the algorithm to determine the types of components, and their number, to ensure the
required datapath.

3. Design a complete block diagram for the datapath using the components chosen.
4. Examine the algorithm and datapath in order to derive the control signals with the ultimate goal

of synthesizing the control unit for the found datapath that meets the algorithm’s requirements.
5. Test, verify, and evaluate the design performing analysis and simulation.

Let’s now design virtual control units that ensure extensibility, flexibility, adaptability, robustness, and
reusability. For the design, we shall use the hierarchic graphs (HGs). One significant problem is developing
straightforward algorithms that ensure implementation (nonrecursive and recursive calls) and utilize
hierarchical specifications. We will examine the behavior, perform logic design, and implement reusable
control units modeled as hierarchical finite-state machines with virtual states. The goal is to attain the top-
down sequential well-defined decomposition in order to develop a complex robust control algorithm step-
by-step. We consider datapath and control units. The datapath unit consists of memory and combinational
units. A control unit performs a set of instructions by generating the appropriate sequence of micro-
instructions that depend on intermediate logic conditions or on intermediate states of the datapath unit.
To describe the evolution of a control unit, behavioral models are developed. We use the direct-connected
HGs containing nodes. Each HG has an entry (Begin) and an output (End).Rectangular nodes contain
micro instructions, macro instructions, or both.

A micro instruction set Ui includes a subset of micro operations from the set U = {u1, u2, . . . , uu−1,
uu}. Micro-operations {u1, u2, . . . , uu−1, uu} control the specific actions in the datapath, as shown in
Figures 6.31 and 6.28. For example, one can specify that u1 sends the data in the local stack, u2 sends
the data in the output stack, u3 forms the address, u4 calculates the address, u5 forwards the data from
the local stack, u6 stores the data from the local stack in the register, u7 forwards the data from the
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FIGURE 6.31 A control algorithm represented by HGs Q1, Q2, . . . , Qi−1, Qi .

output stack to external output, etc. A micro-operation is the output causing an action in the datapath.
Any macro-instruction incorporates macro-operations from the set M ={m1, m2, . . . , mm−1, mm}. Each
macro-operation is described by another lower-level HG. Assume that each macro instruction includes
one macro operation. Each rhomboidal node contains one element from the set L ∪ G . Here, L =
{l1, l2, . . . , ll−1, ll} is the set of logic conditions, while G = {g1, g2, . . . , g g−1, g g} is the set of logic
functions. Using logic conditions as inputs, they are derived by examining predefined sets of sequential
steps described by a lower-level HG. Directed lines connect the inputs and outputs of the nodes. Consider a
set E = M∪ G ,E = {e1, e2, . . . , ee−1, ee}. All elements ei ∈ E have HGs, and each ei has a corresponding
HG Qi which specifies either an algorithm for performing ei (if ei ∈ M) or an algorithm for calculating
ei (if ei ∈ G). Assume that M(Qi ) is the subset of macro-operations and G(Qi ) is the subset of logic
functions that belong to the HG Qi . If M(Qi )∪ G(Qi ) = ∅, the well-known scheme results [45]. The
application of HGs enables one to gradually and sequentially synthesize complex control algorithms,
concentrating the efforts at each stage on a specified level of abstraction because specific elements of the
set E are used. Each component of the set E is simple and can be checked and debugged independently.
Figure 6.31 reports HGs Q1, Q2, . . . , Qi , which describe the control algorithm.

The execution of HGs is examined studying complex operations ei = m j ∈ M and ei = g j ∈ G . Each
complex operation ei that is described by a HG Qi must be replaced with a new subsequence of operators
that produces the result executing Qi . In the illustrative example, shown in Figure 6.32, Q1 is the first
HG at the first level Q1, the second level Q2 is formed by Q2, Q3, and Q4, etc. We consider the following
hierarchical sequence of HGs Q1(level 1) ⇒ Q2

(level 2) ⇒ · · · ⇒ Qq−1
(level q−1) ⇒ Qq

(level q). All Qi(level i) have
the corresponding HGs. For example, Q2 is a subset of the HGs used to describe elements from the set
M(Q1)∪ G(Q1) = ∅, while Q3 is a subset of the HGs employed to map elements from the sets ∪q∈Q2 M(q)
and ∪q∈Q2 G(q). In Figure 6.32, Q1 = {Q1}, Q2 = {Q2, Q3, Q4}, Q3 = {Q2, Q4,Q5}, etc.

Micro-operations u+ and u− are used to increment and decrement the stack pointer. The problem of
switching to various levels can be solved using a stack memory, see Figure 6.32. Consider an algorithm
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FIGURE 6.32 A stack memory with multiple-level sequential HGs, with an illustration of a recursive call.

for ei ∈ M(Q1) ∪ G(Q1) = ∅. The stack pointer is incremented by the micro operation u+, and a new
register of the stack memory is set as the current register. The previous register stores the state when it was
interrupted. New Qi becomes responsible for the control until terminated. After termination of Qi , the
micro operation u− is generated to return to the interrupted state. As a result, control is passed to the state
in which Q f is called. The design algorithm is formulated as: For a given control algorithm A, described
by the set of HGs, construct the finite-state machine that implements A. In general, the design includes
the following steps: (1) the transformation of the HGs to the state transition table; (2) state encoding;
(3) combinational logic optimization; (4) final structure design.

The first step is divided into three tasks as: (t1) Mark the HGs with labels b (see Figure 6.31); (t2) record
transitions between the labels in the extended state transition table; (t3) convert the extended table to
ordinary form. The labels b01 and b11 are assigned to the nodes Begin and End of the Q1. The label
b02, . . . , b0i , and b12, . . . , b1i are assigned to nodes Begin and End of Q2, . . . , Qi , respectively. The labels
b21, b22, . . . , b2 j are assigned to other nodes of HGs, and inputs and outputs of nodes with logic conditions,
etc. Repeating labels are not allowed. The labels are considered as the states. The extended state transition
table is designed using the state evolutions due to inputs (logic conditions) and logic functions, which
cause the transitions from x(t) to x(t + 1). All evolutions of the state vector x(t) are recorded, and the
state xk(t) has the label k. It should be emphasized that the table can be converted from the extended to
the ordinary form. To program the Code Converter, as shown in Figure 6.32, one records the transition
from the state x1 assigned to the Begin node of the HG Q1—e.g., x01 ⇒ x21(Q1). The transitions between
different HGs are recorded as xi j ⇒ xnm(Q j ). For all transitions, the data-transfer instructions are derived.
The hardware schematics are illustrated in Figure 6.33. Robust control algorithms are derived using the
HGs, and employing both hierarchical behavior specifications and top-down decomposition. The reported
method guarantees exceptional adaptation and reusability features through reconfigurable hardware and
reprogrammable software for complex ICs and 3D MICs.

6.17 Adaptive Defect-Tolerant Molecular
Processing-and-Memory Platforms

Some molecular fabrication processes, such as organic synthesis, self-assembly and others, have been shown
to be quite promising [5–10,47,48]. However, it is unlikely that near-future technologies will guarantee the
reasonable repeatable characteristics, affordable high-quality high-yield, satisfactory uniformity, desired
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failure tolerance, needed testability, and other important specifications imposed on Mdevices and MICs.
Therefore, the design of robust defect-tolerant adaptive (reconfigurable) architectures (hardware) and
software to accommodate failures, inconsistencies, variations, nonuniformity, and defects is critical.

For conventional ICs, the programmable gate arrays (PGAs) have been developed and utilized. These
PGAs lead one to the on-chip reconfigurable circuits. The reconfigurable logics can be utilized as a func-
tional unit in the datapath of the processor, having access to the processor register file and to on-chip
memory ports. Another approach is to integrate the reconfigurable part of the processor as a co-processor.
For this solution, the reconfigurable logic operates concurrently with the processor. Optimal design and
memory port assignments can guarantee the co-processor reconfigurability and concurrency. In gen-
eral, the reconfigurable architecture synthesis emphasizes a high-level design, rapid prototyping, and
reconfigurability in order to reduce time- and cost-improving performance. The goal is to design and fab-
ricate affordable high-performance high-yield MICs and application-specific MICs. These MICs should be
testable to detect the defects and faults. The design of the application-specific MICs involves mapping
application requirements into specifications implemented by MICs. The specifications are represented at
every level of abstraction including the system, behavior, structure, physical, and process domains. The
designer should be able to differently utilize MICs to meet the application requirements.

Reconfigurable MPPs should use reprogrammable logic units, such as PGAs, to implement a specialized
instruction set and arithmetic units to optimize the performance. Ideally, reconfigurable MPPs should
be reconfigured in real-time (runtime), enabling the existing hardware to be reused depending on its
interaction with external units, data dependencies, algorithm requirements, faults, etc. The basic PGAs
architecture is built using the programmable logic blocks (PLBs) and programmable interconnect blocks
(PIBs) (see Figure 6.34). The PLBs and PIBs then hold the current configuration setting until the adaptation
is accomplished. The PGA is programmed by downloading the information in the file through a serial
or parallel logic connection. The time required to configure a PGA is called the configuration time, and
PGAs can be configured in series or in parallel. Figure 6.34 illustrates the basic architectures from which
multiple PGAs architectures can be derived. For example, pipelined interfaced PGAs architecture fits for
functions that have streaming data at specific intervals, while an arrayed PGAs architecture is appropriate
for functions that require a systolic array. A hierarchy of configurability is different for the different
PGAs architectures, and the specifics of MICs impose emphasized constraints on the technology-centric
SLSI.
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The goal is to design reconfigurable MPP architectures with corresponding software to cope with less-
than-perfect, entirely or partially defective and faulty Mdevices, Mgates and MICs used in arithmetic,
logic, control, input-output, memory, and other units. To achieve our objectives, the redundant con-
cept can be applied. The redundancy level is determined by the MICs quality and software capabilities.
Hardware and software evolutionary learning, adaptability, and reconfigurability can be achieved through
decision-making, diagnostics, analysis and optimization of software, as well as the reconfiguring, pipelin-
ing, rerouting, switching, matching, controlling, and networking of hardware. Thus, one needs to design,
optimize, build, test, and configure MPPs. The overall objective can be achieved by guaranteeing the evolu-
tion (behavior) matching between the ideal (C I ) and fabricated (C F ) molecular platform, its subsystems,
or its components. The molecular compensator (C F 1) can be designed and implemented for a fabricated
C F 2 such that the response of the C F will match the evolution of the C I (see Figure 6.35). Both C F 1 and
C F 2 represent MICs hardware. The C I gives the reference ideal evolving model which provides the ideal
input–output behavior, and the compensator C F 1 should modify the evolution of C F 2 such that C F ,
described by C F = C F 1 ◦C F 2 (series architecture), matches the C I behavior and functionality. Figure 6.35
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FIGURE 6.35 Molecular platform and evolution matching.
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illustrates the concept. The necessary and sufficient conditions for strong and weak evolution matching
based on C I and C F 2 must be derived.

To address analysis, control, diagnostics, optimization, and design problems, the explicit mathematical
models of molecular platform or its units (subsystems) must be developed and applied. Different levels
of abstraction in modeling, simulation, and analysis exist. High-level models can accept streams of in-
struction descriptions and memory references, while the low-level (device/gate-level) modeling can be
performed by making use of streams of input and output signals examining nonlinear transient behavior
and steady-state characteristics of devices. The subsystem/unit-level modeling (medium-level) also can
be formulated and performed. A subsystem can contain billions of Mdevices, and may not be modeled as
queuing networks, difference equations, Boolean models, polynomials, information-theoretic models, etc.
Different mathematical modeling concepts exist and have been developed for each level. In this section, we
concentrate on high-, medium-, and low-level systems modeling using the finite state machine concept.

Molecular processors and memories accept the input information, process it according to the stored
instructions, and produce the output. Any mathematical model is the mathematical idealization based
upon the abstractions, simplifications, and hypotheses made. It is virtually impossible to develop and
apply the complete mathematical model due to complexity and uncertainties. It is possible to concurrently
model a molecular platform by the six-tuple C = {X, E, R, Y, F, X0}, where X is the finite set of states
with initial and final states x0 ∈ X and x f ⊆ X; E is the finite set of events (concatenation of events forms a
string of events); R and Y are the finite sets of the input and output symbols (alphabets); F is the transition
functions mapping from X × E × R × Y to X (denoted as FX ) to E (denoted as FE ), or to Y (denoted as
F Y ), F ⊆ X × E × R × Y (we assume that F = FX —e.g., the transition function defines a new state to
each quadruple of states, events, references and outputs, and F can be represented by a table listing the
transitions, or by a state diagram).

The evolution of a molecular platform is due to inputs, events, state evolutions, parameter variations,
etc. A vocabulary (or an alphabet) A is a finite nonempty set of symbols (elements). A world (or sentence)
over A is a string of finite length of elements of A. The empty (null) string is the string which does not
contain symbols. The set of all words over A is denoted as Aw . A language over A is a subset of Aw . A
finite-state machine with output CF S = {X, AR , AY , FR , FY , X0} consists of a finite set of states S, a
finite input alphabet AR , a finite output alphabet AY , a transition function F Y that assigns a new state
to each state and input pair, an output function F Y that assigns an output to each state and input pair,
and an initial state X0. Using the input–output map, the evolution of C can be expressed as E C ⊆ R × Y.
That is, if C in state x∈ X receives an input r∈ R, it moves to the next state f (x,r), and produces the
output y(x,r). One can represent the molecular platform using the state tables, which describe the state
and output functions. In addition, the state transition diagram (a direct graph whose vertices correspond
to the states, and its edges correspond to the state transitions, where each edge is labeled with the input
and output associated with the transition) is frequently used.

The quantum molecular platform is described by the seven-tuple QC = {X, E, R, Y, H, U, X0},
where H is the Hilbert space, and U is the unitary operator in the Hilbert space that satisfies the specific
conditions.

The parameters set P should be used. Designing reconfigurable fault-tolerant architectures, sets P and P0

are integrated, and C = {X, E, R, Y, P, F, X0, P0}. It is evident the evolution of the C depends on P and
P0. The optimal performance can be achieved through adaptive synthesis, reconfiguration, and diagnostics.
For example, one can vary F and variable parameters P v to attain the best possible performance. The
evolution of states, events, outputs, and parameters is expressed as

(x0, e0, y0, p0)
evolution1⇒ (x1, e1, y1, p1)

evolution2⇒ · · · evolution j−1⇒ (x j−1, e j−1, y j−1, p j−1)
evolution j⇒ (x j , e j , y j , p j ).

The input, states, outputs, events, and parameter sequences are aggregated within the model as given
by C = {X, E, R, Y, P, F, X0, P0}. The concept reported allows us to find and apply the minimal, but
complete, functional description of molecular processing and memory platforms. The minimal subset of
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state, event, output, and parameter evolutions (transitions) can be used. That is, the partial description
Cpar tial ⊂ C results, and every essential quadruple (xi , ei , yi , pi ) can be mapped by (xi , ei , yi , pi )par tial .
This significantly reduces the complexity of modeling, simulation, analysis, and design problems.

Let the function F map from X × E × R × Y × P to X (e.g., F : X × E × R × Y × P → X,
F ⊆ X × E × R × Y × P). Thus, the transfer function F defines a next state x(t+ 1) ∈ X based upon the
current state x(t) ∈ X, event e(t) ∈ E, reference r(t) ∈ R, output y(t) ∈ Y, and parameter p(t) ∈ P. Hence,
x(t + 1) = F (x(t), e(t), r (t), y(t), p(t)) for x0(t) ∈ X0 and p0(t) ∈ P0.

The robust adaptive algorithms must be developed. The control vector u(t) ∈ U is integrated into the
model. We have C = {X, E, R, Y, P, U, F, X0, P0}, and the problem is to design the compensator. The
strong evolutionary matching C F = C F 1 ◦ C F 2 =B C I for given C I and C F is guaranteed if E C F = E C I .
Here, C F =B C I means that the behaviors (evolution) of C I and C F are equivalent. The weak evolutionary
matching C F = C F 1 ◦ C F 2 ⊆B C I for a given C I and C F is guaranteed if E C F ⊆ E C I . Here, C F ⊆B C I

means that the evolution of C F is contained in the behavior C I . The problem is to derive a compensator
C F 1 = {X F 1, E F 1, RF 1, YF 1, FF 1, X F 1 0} such that if C I = {X I , E I , RI , YI , FI , X I 0} and
C F 2 = {X F 2, E F 2, RF 2, YF 2, FF 2, X F 2 0}, the following conditions

C F = C F 1 ◦ C F 2 =B C I (strong behavior matching)
or

C F = C F 1 ◦ C F 2 ⊆B C I (weak behavior matching)

are satisfied. We assume that: (1) output sequences generated by C I can be generated by C F 2; (2) the C I

inputs match the C F 1 inputs.
The output sequences mean the state, event, output, and/or parameters vectors—e.g., we have (x ,e ,y, p).

If there exists the state-modeling representation γ ⊆ X I × X F such that C−1
I ⊆γ

B C−1
F 2 (if C−1

I ⊆γ
B C−1

F 2 ,
then C I C γ

B C F 2), then the evolution matching problem is solvable. The compensator C F 1 solves the strong
matching problem C F = C F 1◦C F 2 =B C I if there exists the state-modeling representationsβ ⊆ X I ×X F 2,
(X I 0, X F 2 0) ∈ β and α ⊆ X F 1 × β, (X F 1 0, (X I 0, X F 2 0)) ∈ α such that C F 1 = α

B Cβ
I for β ∈ � ={

γ
∣∣C−1

I ⊆ γ
B C−1

F 2

}
. The strong matching problem is tractable if there exists C−1

I and C−1
F 2 . The C can be

decomposed using an algebraic decomposition theory based on the closed partition lattice. For example,
consider the fabricated C F 2 represented as C F 2 = {X F 2, E F 2, RF 2, YF 2, FF 2, X F 2 0}. A partition on
the state set for C F 2 is a set {C F 21, C F 22, . . . , C F 2i , . . . , C F 2k−1, C F 2k} of disjoint subsets of the state set
X F 2 whose union is X F 2—e.g.,

⋃k
i=1 C F 2 i = X F 2 and C F 2 i

⋂
C F 2 j =∅ for i �= j . Hence, one designs

and implements the compensators C F 1i for a given C F 2i .

6.18 Hardware----Software Design

Significant research activities have been focused on the synthesis of novel processing and memory platforms.
The aforementioned activities must be supported by a broad spectrum of hardware-software co-design,
including technology-centric CAD developments. The Marchitectronics paradigm can serve as the basis
for the design and analysis of novel, efficient, robust, homogeneous, and redundant MPPs. Hardware and
software co-design, integration, and verification are important problems to be addressed. The synthesis
of concurrent architectures and their organization (a collection of functional hardware components,
modules, subsystems, and systems that can be software programmable and adaptively reconfigurable) are
among the most important issues. It is evident that software depends on hardware and vice versa. The
concurrency may indicate hardware and software compliance and matching. It is impractical to fabricate
high-yield ideal (perfect) complex MICs. Furthermore, it is unlikely that the software can be developed for
configurations not strictly defined, which must be adapted, reconfigured, and optimized. The not-perfect
devices make diagnostics, reconfiguration, evaluation, testing, and other tasks to be implemented through
robust software important. The systematic synthesis, analysis, optimization, and verification of hardware
and software (as illustrated in Figure 6.36) are applied to advance the design and synthesis.

The performance analysis, verification, evaluation, characterization, and other tasks can be formulated
and examined only as the molecular processing/memory platforms are devised, synthesized, and designed.
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It is important to start the design process from a high-level, but explicitly defined, abstraction domain,
which should:

� Coherently capture the functionality and performance at all levels.� Examine and verify the proper functionality, behavior, and operation of devices, modules, subsys-
tems, and systems.� Depict the specification of different organizations and architectures, examining their adaptability,
reconfigurability, optimality, etc.

System-level models describe processing and memory platforms as a hierarchical collection of modules,
subsystems, and systems. For example, steady-state and the dynamics of gates and modules are studied
to find out how these components perform and interact. The evolution of states, events, outputs, and
parameters are of the designer interest. Different discrete events, process networks, Petri nets, and other
methods have been applied to model computers. Models based on synchronous and asynchronous finite-
state machine paradigms with some refinements ensure these meaningful features and map the essential
behavior in different abstraction domains. Mixed control, data flow, data processing (encryption, filtering,
and coding), and computing processes can be modeled.

A program is a set of instructions one writes to define what a computer should do. For example, if
the ICs consists of on and off logic switches, one can assign that the first and second switches are off,
while the third to eighth switches are on in order to receive the eight-bit signal 00111111. The program
commands millions of switches, and should be written in the circuitry-level language. For ICs, software
developments have progressed to the development of high-level programming languages. A high-level
programming language allows you to use a vocabulary of terms—e.g., read, write, or do instead of creating
the sequences of on-off switching which implements these functions. All high-level languages have their
syntax, provide a specific vocabulary, and give an explicitly defined set of rules for using their vocabulary.
A compiler is used to translate (interpret) the high-level language statements into machine code. The
compiler issues the error messages if the programmer uses the programming language incorrectly. This
allows one to correct the error and perform other translations by compiling the program again. The
programming logic is an important issue because it involves executing various statements and procedures
in the correct order to produce the desired results. One must use the syntax correctly and execute a
logically constructed workable program. Two commonly used approaches to writing computer programs
are procedural and object-oriented programming. Through procedural programming, one defines and
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executes computer memory locations (variables) to hold values, and writes sequential steps to manipulate
these values. The object-oriented programming is the extension of the procedural programming because
it involves generating objects (program components) and creating applications that use these objects.
Objects are made up of states, and these states describe the characteristics of an object. For 3D MICs, novel
software environments must be developed that are organizationally/architecturally neutral or specific. A
single software toolbox likely cannot be used, or will not be functional to all classes of MICs that utilize
different hardware solutions, and exhibit distinct phenomena, etc. For example, analog versus digital,
binary versus multiple-valued, and so on.

Specific hardware and software solutions must be developed and implemented. For example, ICs are
designed by making use of hardware description languages (HDLs), such as Very High Speed Integrated
Circuit Hardware Description Language (VHDL) and Verilog. The design starts by interpreting the appli-
cation requirements into architectural specifications. As the application requirements are examined, the
designer translates the architectural specifications into behavior and structure domains. Behavior repre-
sentation means the functionality required as well as the ordering of operations and the completion of
tasks within specified times. A structural description consists of a set of Mdevices and their interconnec-
tion. Behavior and structure can be specified and studied using HDLs. These languages efficiently manage
complex hierarchies, which can include millions of logic Mgates. Another important feature is that HDLs
are translated into net-lists of library components using synthesis software.

The structural or behavioral representations are meaningful ways of describing a model. In general,
HDLs can be used for design, verification, simulation, analysis, optimization, documentation, etc. For
conventional ICs, VHDL and Verilog are among the standard design tools. In VHDL, a design is typically
partitioned into blocks. These blocks are then integrated to form a complete design using the schematic
capture approach. This is performed using a block diagram editor or hierarchical drawings to represent
block diagrams. In VHDL, every portion of a VHDL design is considered a block. Each block is analogous
to an off-the-shelf IC, and is called an entity. The entity describes the interface to the block, schematics,
and operation. The interface description is similar to a pin description and specifies the inputs and outputs
to the block. A complete design is a collection of interconnected blocks. Consider a simple example of
an entity declaration in VHDL. The first line indicates a definition of a new entity. The last line marks
the end of the definition. The lines between, called the port clause, describe the interface to the design.
The port clause provides a list of interface declarations. Each interface declaration defines one or more
signals that are inputs or outputs to the design. Each interface declaration contains a list of names, a mode,
and a type. While the interface declaration is accomplished, the architecture declaration is studied. As
the basic building blocks using entities and their associated architectures are defined, one can combine
them together to form other designs. The structural description of a design is a textual description of
a schematic. A list of components and their connections is called a netlist. In the data flow domain,
ICs are described by indicating how the inputs and outputs of built-in primitive components or pure
combinational blocks are connected together. Thus, one describes how signals (data) flow through ICs.
The architecture part describes the internal operation of the design. In the data flow domain, one specifies
how data flows from the inputs to the outputs. In VHDL, this is accomplished with the signal assignment
statement. The evaluation of the expression is performed, substituting the values of the signals in the
expression and computing the result of each operator in the expression. The scheme used to model a
VHDL design is called a discrete event time simulation. When the value of a signal changes, this means
an event has occurred on that signal. The values of signals are only updated when discrete events occur.
Since one event causes another, simulation proceeds in rounds. The simulator maintains a list of events
that need to be processed. In each round, all events in a list are processed, any new events produced are
placed in a separate list (scheduled) for processing in a later round. Each signal assignment is evaluated
once, when simulation begins to determine the initial value of each signal to design MICs. In general,
one needs to develop new technology-centric HDLs coherently integrating 3D topologies/organization,
enabling architectures, device physics, bottom-up fabrication, and other distinctive features of molecular
electronics.
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6.19 The Design and Synthesis of Molecular Electronic Devices:
Toward Molecular Integrated Circuits

6.19.1 Synthesis of Molecular Electronic Devices

For Mdevices, the device-level research is a very important task. The performance, capabilities, and char-
acteristics of Mdevices are defined by the phenomena exhibited, the effects utilized, etc. Fundamentals,
high-fidelity modeling, heterogeneous simulation and the data-intensive analysis of Mdevices are addressed
in Section 6.20. In particular, using quantum mechanics, we examine electron transport in atomic com-
plexes in order to evaluate the soundness of the device physics of MEdevices, assess device functionality, and
analyze performance characteristics. These Mdevices must be synthesized, and sound high-yield bottom-up
fabrication processes and technologies must be developed.

It was emphasized that Mdevices are comprised from functionalized aggregated molecules. All materials
are composed from atoms and molecules. Lithographically defined microelectronic devices have been fab-
ricated utilizing enhanced-functionality materials through photolithography, deposition, etching, doping,
and other processes. In these solid-state microelectronic devices, individual atoms and molecules have not
been examined and utilized from the device physics prospective. At the device level, the key differences
between molecular and microelectronic devices are (1) phenomena exhibited, (2) effects utilized, (3)
topologies, and (4) fabrication technologies. For solid-state devices using different composites, material
science focuses largely on the top-down design in order to engineer enhanced-functionality materials (self-
assembled thin films, templates, assemblies, etc.) with the overall goal of ensuring the desired characteristics
of microelectronic devices [15]. The scaling down of microelectronic devices results in performance degra-
dation due to quantum interference, discrete impurities, inelastic scattering, vortices, resonance, etc. [3].
The proposed MEdevices exhibit the previously mentioned phenomena, and these effects are uniquely
utilized, ensuring device functionality. This results in novel device physics.

One concludes that:

� For microelectronic devices, individual molecules and atoms do not depict the overall device physics
and do not define device performance, functionality, and capabilities.� For Mdevices, individual molecules and atoms depict the overall device physics and define device
performance, functionality, and capabilities.

Focusing on MEdevices and researching novel device solutions, the high-yield affordable fabrication
technologies must be developed. One needs to synthesize not only solid or fluidic Mdevices, but complex
MICs. Those MICs can be synthesized utilizing controlled molecular self-assembling and robust aggre-
gation. The cyclic molecules fulfill the device physics and provide the desired synthesis capabilities. An
aromatic hydrocarbon is a cyclic compound with the sp2-hybridized atoms in the rings. This molecule, with
a delocalized π-electron system, has free p-orbitals, thus ensuring the conduction of π-electrons. Some
cyclic hydrocarbon molecules have (4n + 2)π-electrons, but they are not aromatic because at least one of
the carbon atoms within the ring is not sp2-hybridized. For example, cycloheptatriene has six π electrons;
however, one of the seven carbon atoms is sp3-hybridized, and the ring is not planar. The ring must be
planar in order for the π-electrons to be delocalized in the ring. The planar structure ensures the stability
and rigidity. Benzene is the most commonly known aromatic hydrocarbon having six π-electrons, with
all six carbon atoms sp2-hybridized; therefore, the ring is planar. In particular, the π-system of benzene
is formed from six overlapping p-orbitals composing π-molecular orbitals with six π-electrons. In cyclic
molecules, carbon atoms can be substituted. Figure 6.37 documents the structural and 3D-topological-
view of pyridine, pyrrole, furan, and thiophene. The well-known heterocyclic biomolecules (purine and
pyrimidine) contain nitrogen and oxygen (see Figure 6.37). It should be emphasized that the derivatives
of purine and purimidine can be utilized to synthesize modified nucleotides. The colors are C – cyan,
N – blue, O – red, and S – yellow.

Organic synthesis is the collection of procedures for the preparation of specific molecules and molecular
aggregates. In planning the syntheses of desired molecules, the precursors must be selected. A great number
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FIGURE 6.37 (see color insert) Pyridine, pyrrole, furan, thiophene, purine, and pyrimidine molecules.

of commercial and natural precursors are available. One carries out the retrosynthetic analysis as Target
Molecule ⇒ Precursors, where the open arrow ⇒ means “is made from.” More than one synthetic step
is required—e.g., one has Target Molecule ⇒ Precursor 1 ⇒ . . . ⇒ Precursor M ⇒ Starting Molecule.
A linear synthesis, which is adequate for simple molecules, is a series of sequential steps to be performed,
resulting in synthetic intermediates. For complex molecules under our consideration, convergent or diver-
gent synthesis is required. Different procedures exist for the synthesis of synthetic intermediates. For new
synthetic intermediates, the discovery, development, optimization, and implementation steps are required.

As an example, we report the Hantzsch pyridine (1,4-dihydropyridine dicarboxylate) synthesis as a
multicomponent organic reaction between a formaldehyde (CH2O), two molecules of an ethyl acetoacetate
(Et denotes an ethyl C2H4), and an ammonium acetate (NH4OAc) as a nitrogen donor. The initial reaction
product is a dihydropyridine which can be oxidized in a subsequent step to a pyridine. The water is used
as a reaction solvent, and the ferric chloride (FeCl3) leads to aromatization in the second reaction step, as
shown in Figure 6.38. A cyclic 1,4-dihydropyridine dicarboxylate molecule with side groups results.

Two-terminal molecular diodes and switches are reported in [5–11]. Devising multiterminal MEdevices
within a novel device physics is of great importance. In multiterminal solid MEdevice with the controlled I –V
and G–V characteristics, distinct quantum phenomena could be used—for example, quantum interaction,
quantum interference, quantum transition, vibration, Coulomb effect, electron spin, etc. The device
physics, based on these phenomena, must be coherently complemented by the bottom-up synthesized
molecular aggregates which will exhibit those phenomena. We consider a 3D-topology of two- and multi-
terminal solid MEdevices for which one may utilize controlled tunneling, quantum interaction, and other
effects.

Distinct solid MEdevices have been proposed, ranging from resistors to multiterminal devices [5–11].
These MEdevices are comprised of organic, inorganic, and bio molecules. The testing and characterization
of some two-terminal MEdevices are reported in [5,8,10,49]. Figure 6.39 documents different molecules,
which were thiol-functionalized in order to perform the characterization measuring their I –V and G–V
characteristics [5,8,10]. The sulfur binds to the gold cluster, usually consisting of four Au atoms (Figure
6.39 schematically illustrates only one Au atom at each binding site).

The density functional theory is used in [50] to examine the geometry, bonding, and energetics of thiol-
functionalized molecules to the Au(111) surface. The gold electrodes comprise four-gold-atom clusters
covalently bonded to S, and the schematics of the major structural motifs that are derived from energy
minimization [50] are reported in Figure 6.40.

The aggregated molecules examined in [50] are 2s+1[Au4–X–Au4]q , where X is the molecule, X =
S–C8H8–S, X = S–CH2–C6H4–CH2–S (1,4-dithio- p-xylene), X = S–C6H4–S (1,4-phenyledithiol),
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phenyledithiol molecule; (b) 1,4-phenylenedimethanethiol molecule; (c) 9,10-Bis([2’-para-mercaptophenyl]-ethinyl)-
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X = S–C2H4–S (1,2-dithioethane), X = S–C2H2–S (1,2-dithioethylene), and X = S–C2–S (dithoacety-
lene); Au4 is the cluster of four Au atoms representing the electrode interconnect with the thiol-ended
molecule X; s is the spin quantum number; amd q is the net charge on the complex. Here, q = 0 (neutral
complex) with s = 1 and s = 3; q = +1 (cation) and q = −1 (anion) with s = 2. Different types of
geometric structures (geometrical motifs) were found in [50]. The derived gold cluster geometries are
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planar and developed from their initial tetrahedral Au4 arrangement with the S atom on the three-fold axis
equidistant from three Au atoms. The single Au–S and double Au = S bonds result in the Au4–S complexes.
The bond distances are usually in the following range: Au–Au from 2.6 to 3.1Å; Au–S from 2.35 to 2.6 Å;
S–C from 1.6 to 1.9 Å.

One faces significant challenges in fabrication of experimental test-beds (contact— ∼ 1 nm gap—
contact) for multiterminal MEdevices, as well as in their functionalization, testing, characterization, etc.
Only a limited number of molecules have been tested and characterized as two-terminal devices. The major
challenges are

1. Significant problems in functionalization of molecules and robust contact–molecule–contact
interconnect. In fact, from the device characterization viewpoint, not all molecules of interest
can be thiol-functionalized by a thiol end-group, which interacts with the Au(111) surface forming
S-Au covalent bonds.

2. Current microelectronic fabrication technologies allow one to fabricate predominantly two-terminal
test-beds with ∼ 1 nm gaps.

3. I –V and other baseline steady-state and dynamic (switching) characteristics are affected due to
undesired effects. For example, variations of the contact–molecule–contact interconnect (bond
length, interbond angle, orbital overlap, etc.), number of molecules functionalized, etc.

Fabrication challenges do not allow one to test and characterize multiterminal MEdevices. As an illus-
tration, Figure 6.41 documents a three-terminal 1,3,5-triazine-2,4,6-trithiol molecule.

To characterize a 1,3,5-triazinane-2,4,6-trione (C3N3S3−
3 ) molecule (TMT), a H3TMT molecule is

utilized, as shown in Figure 6.42. A H3TMT molecule can be prepared by treating the Na3TMT 9H2O
compound with the concentrated hydrochloric acid in a 1:3 molar ratio. The 100 g of Na3TMT 9H2O
is dissolved in 350 mL of DI water with subsequent filtering. Then 60 mL of concentrated hydrochloric
acid (12.1 N) is added to the filtrate. Yellow precipitate is formed immediately, and the mixture is stirred
briefly. The precipitate is isolated by filtration, washed by a copious amount of DI water, dried first at room
temperature and then at 110◦C. The typical yield is ∼ 40 g (91%), (mp 230◦C). The H3TMT molecule
can be examined by IR spectroscopy, elemental analysis, and XRD pattern. All reagents should have 95%
purity. As the molecule is synthesized for potential use as a MEdevice, the testing and determination of
its electronic characteristics is of great importance. The molecule should be functionalized. The TMT
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molecule ensures stable complexes with transition metals. One can prepare the divalent molecule-metal
aggregates containing ligands—e.g., TMT3−, HTMT2−, and H2TMT−. Using Au and utilizing the thiol
end-group, one obtains the molecular complex, as shown in Figure 6.42.

The electronic characteristics of many organic molecules do not fully meet desired features due to insuf-
ficient controllability, symmetric I –V characteristics without desired current saturation region, thermo-
dynamic sensitivity, etc. The electron tunneling, interactions, charge distributions, and other important
features are modified by applying the potentials to the molecular terminals. However, the I − V char-
acteristics of the functionalized monocyclic H3TMT molecule are virtually symmetric without a desired
saturation region. Devising, engineering, and analyzing new functional MEdevices are extremely important.
We depart from the symmetric organic MEdevices proposing asymmetric multiterminal carbon-centered
MEdevices, comprised of B, N, O, P, S, I, and other atoms. To ensure synthesis feasibility and practicality,
these MEdevices are engineered from cyclic molecules and their derivatives. Molecular gates and ℵhypercells
are formed from MEdevices. We utilize cyclic molecules as a baseline concept. The MEdevices are formed
from cyclic molecules with side groups, ensuring device physics and aggregability. The proposed con-
cept is documented in Figure 6.43. The reported molecules ensure the desired asymmetry of the I –V
characteristics and saturation.

Consider a multiterminal solid MEdevice with the controlled electronic characteristics. Due to distinct
device physics, one may find it unreasonable to employ the definitions and terminology of solid-state
semiconductor transistors, where source-base-drain and emitter-base-collector terms are used for FETs
and BJTs. To specify inputs, controls, and outputs, we propose to define the input, output, and control
molecular terminals. By applying the voltage to the control terminal, one varies the potential, regulates the
charge and electromagnetic field, and varies the interactions, as well as changes the tunneling affecting the
electron transport. Hence, the input–output characteristics (I –V and G–V) can be controlled.

The monocyclic multiterminal molecule with side groups is illustrated in Figure 6.44. Here, Xi denotes
the specific atoms (B, C, N, O, Al, Si, P, S, Co, Br, and others); Ri denotes the input/control/output terminals
and/or side groups. The use of specific atoms and side groups is defined by the device physics, synthesis,
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FIGURE 6.44 (see color insert) Monocyclic molecules as Mdevices.

aggregability, etc. The aggregation and interconnect of input/control/output terminals can be accomplished
within the carbon framework. The reported Mdevices possess molecular-centered device physics, exhibiting
and utilizing quantum phenomena and transitions. For example, (i) the electron transport is significantly
affected by Xi and Ri ; (ii) atomic structures of Ri can exhibit transitions under the external electromagnetic
excitations and thermal gradient; and (iii) side groups Ri can be utilized as electron donating and electron
withdrawing substituent groups, as well as interacting or interconnect groups, etc. The device aggregability
and interconnect features are enhanced by utilizing side groups. The documented Mdevices can be employed
in solid, fluidic, and hybrid molecular electronics. A three-terminal monocyclic molecule was used to design
Mgates within the ME D–ME D logic family, as shown in Figure 6.20. A six-terminal monocyclic Mdevice
with a carbon interconnecting framework is documented in Figure 6.44.

Organometallic molecules, such as trimethylaluminum, (CH3)3Al; triethylborane (CH3CH2)3B; tetra-
ethylstannane, (CH3CH2)4Sn; ethylmagnesium bromide, CH3CH2MgBr; and others can be potentially
utilized in molecular electronics. As an alternative solution, a 3D-topology molecular cage with carbon
interconnects, as a multiterminal Mdevice, is shown in Figure 6.45.

Biomolecular processing platforms and molecular electronics provide indisputable evidence of super-
high-performance and superb 3D-centered topology/organizations, far-surpassing any envisioned micro-
electronics solutions. In general, fluidic Mdevices and MICs offer a broader class of physics and phenomena
for utilization, compared with solid MEdevices and circuits. However, taking into account existing and
prospective technologies, from a fabrication viewpoint it seems that solid molecular electronics may
ensure a greater degree of feasibility in the near future. In biosystems, BMPPs are synthesized through
robustly controlled molecular assembling, which is far beyond even envisioned comprehension and syn-
thesis capabilities. Though the next sections primarily focus on solid MEdevices, the fluidic and molecular
solutions are of great importance, so we also take note of the steady progress in biomolecular technologies
and fundamental advances.

6.19.2 Testing and Characterization of Proof-of-Concept Molecular
Electronic Devices

To date, some proof-of-concept two-terminal MEdevices have been characterized, and their I –V character-
istics are measured [5,8,10,49,51,52]. To fabricate characterization test-beds, conventional microelectronic
fabrication techniques, processes and materials are used. Horizontal and vertical gaps with separation be-
tween contacts in the range from ∼ 1 nm to tens of nm were fabricated using photolithography, deposition,

FIGURE 6.45 (see color insert) A molecular cage as a multiterminal Mdevice.
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etching, and other processes. High-resolution photolithography defines planar (two-dimensional) patterns
and profiles, thereby allowing one to achieve the specified patterns of insulator, metal, and other materials
on the silicon wafer. Using photolithography, the mask pattern is transferred to a photoresist which is used
to transfer the pattern to the substrate, as well as distinct layers on it, using sequential processes such as
deposition and etching. Chemical and physical vapor deposition processes are used to deposit different
insulators and conductors, while sputtering and evaporation are used to deposit Au, Pd, Ti, Cr, Al, and
other metals. Wet chemical etching and dry etching are used to etch materials. Different etchants ensure
desired vertical and lateral etching. Deep trenches and pits can be etched in a variety of materials, includ-
ing silicon, silicon oxide, silicon nitride, etc. A combination of dry and wet etchings is integrated with
materials, ensuring etching selectivity, vertical (planar) and lateral (wall) profile control, etch rate ratio
control, uniformity, etc. The anisotropic etching uses etchants (potassium hydroxide, sodium hydroxide,
ethylene-diamine-pyrocatecol, etc.) that etch different crystallographic directions at different etch rates.
In contrast, the isotropic etching ensures the same (or close) etch rate in all directions. Different etch-stop
materials are used, and these etch-stop layers can be sacrificial or structural. Shape, profile, thickness,
and other features are controlled. The use of different materials, combined with etching and deposition
processes, provides one with the opportunity to fabricate application-specific characterization testbeds.
Molecules to be examined must be functionalized, with the metals forming robust contacts.

As a representative illustration, Figure 6.46 shows a cross-section view of a testbed, characterizing
two-terminal MEdevices. Chromium and gold are sequentially evaporated on the insulators. E-beam gold
evaporation with adhesion layer (Cr or Ti) is a well-established process that deposits a gold layer with a
specific thickness and uniformity. Through the lateral etching of insulator 2, a nanogap is engineered. If
needed, unwanted Cr (near nanogap) can be removed using Cr etchants. Figure 6.46 does not reflect the
dimensionality or thickness of insulators (silicon oxide, silicon dioxide, silicon nitride, aluminum oxide,
zirconium oxide, or other high-k dielectrics), and adhesive (Cr or Ti) and contact/pad (Au) layers. Distinct
molecules, to be characterized as MEdevices, can be functionalized to the evaporated gold or titanium
layers using the thiol end-group. A functionalized 1,4-phenylenedimethanethiol molecule is shown in
Figure 6.46. The gap separation can be controlled by varying the processes (deposition and etching time,
concentration, density, temperature, etc.). The separation between Au must match the functionalized
molecule geometry and Au-X-Au length. For 1,4-benzenedimethane-thiols, the separation should be
≤∼ 1.2 nm to form a contact–molecule–contact assembly. After fabrication, a testbed is cleaned in the
Ar/O2 plasma, rinsed with ethanol, and then stored in a glovebox to avoid the oxidation of Au. The molecular
deposition (functionalization) involves immersion of a testbed in a 1,4-phenylenedimethanethiol solution
(1 to 10 mM in ethanol) and soaking for 20 to 30 hours. Following an ethanol rinse, the I –V and G–V
characteristics are measured [51]. Many variables significantly affect the electronic characteristics—e.g., the
attachment of multiple functionalized molecules to contacts, variations of the contact–S bonds, tunneling,
leakage, electrostatic phenomena, etc. Molecules are attached by thiol (−SH) groups, which adsorbs to
the gold lattice. The thiol group ensures conduction between metal and molecule. Though thiol is the
most common end-group for attaching molecules to metals, it may not form the desired coherence for
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testing and characterization of MEdevices. For example, the geometry of the S orbitals may not ensure the
conjugated π-orbitals from the molecule to interact strongly with the conduction orbitals of metal. The
orbitals’ mismatch creates an energy barrier at each bonding terminal, significantly impacting the electron
transport. One also should avoid or minimize surface oxidation and any side effects.

Other processes to fabricate the so-called step junctions were reported in [51] with the positive slope
formed using the AZ-1518 photoresist. The chromium was used as a sacrificial layer. The electrodes were
formed using Ti and Au.

Electromigration-induced mechanical and electrical break nanogaps have been used. Alternative solu-
tions are nanopore, nanoimprint, crossed wire, etc. The step and electromigration-induced gaps are rel-
atively easy to fabricate and characterize using microscopy. An electromigration-induced break-junction
technique at room temperature was introduced in [52]. Photolithographically defined Au electrodes are
evaporated on the oxide-coated silicon substrate silanized with (3-Mercaptopropyl)trimethoxysilane. The
subsequent electromigration procedure is carried out at room temperature to create a ∼ 1- to 2-nm gap
between the two Au electrodes. The electromigration process is affected by the local Joule heating, melt-
ing, surface tension, migrating ions, electron forces, etc. The dissipated power per volume is estimated as
J 2ρ, where J is the current density, which is a function of the cross-section area; ρ is the resistivity. The
threshold current density is found to be from 1 to 2.5 A/μm2 [52]. The testbed with the electromigration-
induced break junction is cleaned in the Ar/O2 plasma and rinsed with ethanol to remove the oxides from
Au. Then, the substrate is immersed in a 1-mM solution of 1,4-phenylenedimethanethiol in ethanol. The
Au–molecule contacts are formed through chemisorbed Au–S coupling, which forms contacts at both
ends of the molecule. Then, the I –V characteristics are measured and reported in [52].

The application of different biomolecules and modified biomolecules for molecular electronics was
considered in [7,53,54]. The I –V characteristics of DNA were reported in [55]. Three different short
(∼ 5.4 nm) double-stranded DNA (dsDNA), functionalized using short oligonucleotide linkers and thiol
end-groups, were examined in [55]. In particular, paper [55] documents the experimental results when 15
base-pair single-stranded oligonucleotides X 3’-(CCGCGCGCCCGCCCG)-5’ with a complementary X’,
Y 3’-(CCGCGTTTTTGCCCG)-5’ with Y’, and Z 3’-(GCCTCTCAACTCGTA)-5’ with Z’, were hybridized
to form dsDNA. They were immobilized and functionalized to the gold electrodes using the -(CH2)3SH
and -(CH2)6SH oligonucleotide linkers to their 3’ and 5’ ends. The electromigration-induced-break-gap
testbed with its ∼ 10-nm gap was used to test the functionalized dsDNA. The uncertainties in the testing
and characterization were emphasized. The quantitative results indicate that for the applied voltage ±1.2
V, the current in the X-X’ dsDNA is ±0.35 nA, while the current in Y-Y’ dsDNA is ±0.065 nA. No current
was measured in the random paired Z-Z’ dsDNA. Though it is difficult to make conclusive assertions, one
may engineer Mdevices to ensure desired characteristics.

6.19.3 Molecular Integrated Circuits

The synthesis of multiterminal carbon-centered MEdevices was covered in this section. The bottom-up
fabrication provides techniques to engineer not only stand-alone MEdevices, but also Mgates and MIC. In
particular, combinational logics can be implemented using molecular multiplexers or MXOR gates, while
the memories can be realized applying MNAND gates. It was illustrated that there exist procedures to
synthesize complex molecular aggregates progressing from Mgates to ℵhypercell aggregates. The MPPs are
envisioned to be fabricated aggregating molecular primitives (ℵhypercells) through the robust controlled
synthesis and assembly. Three-dimensional MICs can be synthesized and implemented as cross-bar fabrics
which guarantee the desired reconfigurability. The promising molecular interconnecting and interfacing
solutions have been developed. The integration of molecular electronic and microelectronics is very
important to ensure ICs-MICs-ICs interconnect and interface, as well as to test and characterize devices,
modules, and systems. However, this does not imply that envisioned MICs must employ microelectronics-
centered interconnect solutions and technologies. There is no need to utilize the thiol and other end-groups
and/or linkers to accomplish the contact–molecule–contact interconnect, as reported for proof-of-concept
device testing, characterization, and evaluation. For envisioned MICs, at the module and system levels,



6-72 Nano and Molecular Electronics Handbook

optical, electromagnetic, quantum, and other high-end I/O interfacing paradigms and technologies are
under development.

Molecular chemistry allows one to synthesize a wide range of complex molecules from atoms linked
by covalent bonds. Utilizing noncovalent and covalent intermolecular interactions as well as precisely
controlling spatial (structural) and temporal (dynamic) features, supramolecular chemistry provides meth-
ods to synthesize even more complex atomic aggregates, resulting in the ability to implement ℵhypercells.
The molecular recognition is based on well-defined interaction patterns (hydrogen bonding arrays, se-
quences of donor and acceptor groups, ion coordination sites, etc.). One can design preorganized molecular
receptors capable of binding specific substrates with high efficiency and selectivity. The major features of
the supramolecular noncovalent synthesis are (1) molecular recognition based on molecular reactivity,
catalysis, and transport; (2) templating; (3) controllable robust self-assembly; (4) adaptive hierarchical self-
organization (generation of well-defined, organized, and functional supramolecules by self-assembly);
(5) adaptation and evolution; (6) accurate entity positioning with postassembly modification through
covalent bond formation; (7) synthesis of interlocked molecular aggregates; (8) programmable preorga-
nization; (9) recognition based on specific interaction patterns; (10) self- and complementary-selection
with self-recognition, etc. A self-organization process involves three main steps: molecular recognition for
the selective binding of the basic components; growth through the sequential and hierarchical binding of
multiple components in the correct relative disposition; and termination of the process using a built-in fea-
ture. The self-organization should be stable towards interfering interactions (metal coordination, van der
Waals stacking, etc.) and robust towards modifications of parameters (concentrations and stoichiometries
of the components, presence of other species, etc.). Multimode coordinated self-organization provides
additional features. The MICs and MPPs can be synthesized utilizing the bottom-up fabrication as reported.

6.20 Modeling and Analysis of Molecular Electronic Devices

6.20.1 Introduction to Modeling Concepts

A great variety of molecules have been synthesized and examined for applications other than electronics.
This section is devoted to the analysis of electron transport in MEdevices that should ensure functionality,
desired characteristics, and specified performance. These MEdevices, composed from atomic aggregates
ensuring chemical synthesis soundness, exhibit quantum phenomena which should be utilized. Molecular
electronics devices should be examined by applying quantum mechanics. Coherent high-fidelity math-
ematical models are needed to carry out data-intensive analysis and to examine electron transport in
molecular complexes. Mathematical models should accurately describe the basic phenomena, be com-
putationally tractable, and suit heterogeneous simulations as needed to carry out data-intensive analysis.
The modeling and analysis of electronic devices are based on the Schrödinger equation, Green’s function,
and other methods [7,56–58]. The kinetic energy, potentials, Fermi energy E F , energy level broadening
E B , charge density, and other quantities, variables, and parameters are used. Figure 6.47(a) schematically
illustrates 3D-topology multiterminal and two-terminal MEdevices.

It has been shown that by using quantum mechanics, one can derive the dimensionless transmis-
sion probability of electron tunneling T(E ), which is a function of energy E , and 0 ≤ T(E ) ≤1. The
conductance of molecular wires and some two-terminal MEdevices was examined in [7,56–58]. A linear
conductance that neglects thermal relaxation and other effects can be estimated by applying the so-called
Landauer [59] or Landauer–Buttiker [60] expression g (E ) = e2

πh̄ T(E ). Here, the total transmission co-
efficient T(E ) is evaluated at the energy E , which is equal to the Fermi energy E F at zero voltage bias.
The so-called quantum conductance is defined to be g0 = e2

πh̄ = 7.75 × 10−5 �−1. The constant e2

3π2h̄2

in defining the expression for conductance was originally reported in [59], where the electron transport
was studied in the electric field. By making use of the acceleration of electrons dk

dt = − eE
h̄ , the expres-

sion for conductivity was provided. In particular, assuming the equilibrium condition, paper [59] states:
“For our isotropic band structure and isotropic background scattering the conductivity . . . is given by
σB = τB

3π2
e2

h̄2 k2 dU
dk .” Here, τ B is the relaxation time, and k is the wave number.
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Assuming the applicability of the Fermi–Dirac distribution, the current–voltage (I − V) character-
istics for two-terminal MEdevices (see Figure 6.47[b]) are commonly found by applying the following
equation [58]

I (E ) = 2e

h

∫ +∞

−∞
T(E ) [ f (E V , VFL) − f (E V , VFR)]d E ,

where f (E V ,VFL) and f (E V ,VFR) are the Fermi–Dirac distribution functions, f (E V , VFL) = (1 +
e

E V −VFL
kT )−1 and f (E V , VFR) = (1 + e

E V −VFR
kT )−1; E V is the single energy potential that depends on the

charge density ρ(E ) or the number of electrons N, E V = E V0 + VSC; VSC is the self-consistent po-
tential to be determined by solving the Poisson equation using the charge density, VSC = fρ(ρ) or
VSC = V(N − N0); N is the electron concentration; N0 is the number of electrons at the equilibrium,

N0 = 2 f (E V0, E F ) = 2(1 + e
E V0−E F

kT )−1; and VFL and VFR are the left and right electrochemical potentials
related to the Fermi levels.

The electrochemical potentials VFL and VFR vary, and there is no electron transport if VF L = VFR. The
HOMO and LUMO orbitals, as well as the Fermi level, are documented in Figure 6.47(b). Depending on
the HOMO and LUMO levels, as well as E F , the electron transport takes place trough particular orbitals.
The electron transport rates E BL/h and E BR/h are functions of the broadening energies E BL and E BR. One
estimates the number of electrons and current as [58]

N = 2
E BL f (E V , VFL) + E BR f (E V , VFR)

E BL + E BR
and I = e N E BR

h
= 2e E BL E BR [ f (E V , VFL) − f (E V , VFR)]

h(E BL + E BR)
.

The approach reported previously is well-suited for semiconductor microelectronic devices. For
MEdevices, many assumptions and postulates made may not be ensured. Correspondingly, other methods
have been applied, as was reported in Section 6.4. The application of quantum theory will be reported to
examine the performance and baseline characteristics of MEdevices. The wave function [
(t,r)] allowed
energies, potentials, and other quantities must be studied to qualitatively and quantitatively examine the
time and spatial evolution of quantum system (Mdevice) states. This ensures a coherent analysis of behavior
and phenomena including electron transport. For example, the transmission coefficient, the expectation
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values of system variables and other quantities are derived using the wave function, which is obtained by
solving the Schrödinger equation.

6.20.2 The Heisenberg Uncertainty Principle

We apply quantum theory and perform some analysis from an experimental prospective by employing
the Heisenberg uncertainty principle The Heisenberg uncertainty principle specifies that no experiments
can be performed to furnish uncertainties below the limits defined by the uncertainty relationship. For
a perturbed particle, using complementary observable variables A and B , the generalized uncertainty
principle is given as:

σ 2
Aσ 2

B ≥
(

1

2i

〈
[ Â, B̂]

〉)2

where σ A and σ B are the standard deviations, and [ Â, B̂] is the commutator of two Hermitian operators
Â and B̂ , [ Â, B̂] = ÂB̂ − B̂ Â.

We conclude that it is impossible to measure simultaneously two complementary observable variables
with arbitrary accuracy. One may use the observable position x , for which Â = x , and the momentum
p has the corresponding operator B̂ = −ih̄ ∂

∂x . By taking note of the canonical commutation relation
[x̂ , p̂] = ih̄, we obtain the position–momentum uncertainty principle as:

σ 2
x σ 2

p ≥
(

1

2i
ih̄

)2

= (
1
2h̄
)2

or σxσp ≥ 1
2h̄.

The energy-time uncertainty principle is

σE σt ≥ 1
2h̄.

Notations �x , �p, �E , and �t are frequently used to define standard deviations as uncertainties.
In Section 6.4, and in quantum mechanics books, �E gives the energy difference between the quantum
states. Hence, covering the Heisenberg uncertainty principle, we use the notation � which is not �E .

One defines the uncertainties �A and �B in the measurement of A and B by their dispersion—for
example:

(�A)2 =
〈(

Â − 〈
Â
〉)2

〉
= 〈

Â2
〉− 〈

Â
〉2

and (�B)2 =
〈(

B̂ − 〈
B̂
〉)2

〉
= 〈

B̂2
〉− 〈

B̂
〉2

,

or

�A =
√〈

Â2
〉− 〈

Â
〉2

and �B =
√〈

B̂2
〉− 〈

B̂
〉2

.

The uncertainty relation is �A�B ≥ 1
2

∣∣〈[ Â, B̂]
〉∣∣.

The position–momentum and energy–time uncertainty principles are rewritten as

�x�px ≥ 1
2h̄, �y�py ≥ 1

2h̄, �z�pz ≥ 1
2h̄

and

�Ê �t ≥ 1
2h̄.

Example 6.20.3

Consider in detail the position–momentum uncertainty relation �x�px ≥ 1
2h̄. The subscript x is used for

the momentum px to indicate that �x�px ≥ 1
2h̄ applies to the motion of a particle in a given direction,

and relates the uncertainties in position x and momentum px in that direction only. The relationship
�x�px ≥ 1

2h̄ gives an estimate (one cannot do better) of the minimum uncertainty that can result from



Three-Dimensional Molecular Electronics and Integrated Circuits 6-75

any experiment, and the measurement of the position and momentum of a particle give uncertainties
�x and �px . Hence, the Heisenberg uncertainty principle indicates that if the x−component of the
momentum of a particle is measured with uncertainty �px , then its x−position cannot be measured more
accurately than �x ≥ h̄

2�px
. Thus, it is impossible to simultaneously measure two observable variables

with an arbitrary accuracy. �

Hence, accuracy is limited. One cannot perform experiments better than conditions imposed by
�x�px ≥ 1

2h̄, �y�py ≥ 1
2h̄, �z�pz ≥ 1

2h̄, and �Ê �t ≥ 1
2h̄, no matter which measuring hardware

is used. It must be emphasized that the particle position, momentum, and energy are dynamic variables
(measurable characteristics of the system or device) at any given time. In contrast, time is the independent
variable of which the dynamic quantities are functions. That is, in �Ê �t ≥ 1

2h̄, �t is the time it takes
the system to change substantially. For example, �t represents the amount of time it takes the expectation
value of E to change by one standard deviation in order to ensure the observability of E .

The reported results impose constraints and limits on the testing, evaluation, and characterization of
quantum systems, including Mdevices. The ability to conduct measurements for particular devices depends
on the device physics, functionality, phenomena, carriers (photon, electron, or ion), etc. The uncertainty
principle does not define or imply the dimensionality, switching time, power dissipation, switching energy,
and other device characteristics. Those quantities must be found coherently by applying other concepts
reported in this section.

Example 6.20.4

For a single photon of energy E , the momentum is p = E /c . The de Broglie formula relates the momentum
and the wavelength λ as p = h/λ. The rest energy of the electron me c 2 is 5.1 × 105 eV. For the electron
with the kinetic energy �, if � � me c 2, one may use nonrelativistic formalism to find the momentum
as p = √

2me�. Letting � = 1 eV, we have p = 5.4 × 10−25 kg-m/sec which gives λ = 1.2 nm. The
frequency of radiation is v = c

λ
. �

Example 6.20.5

Derive the position uncertainties �x for a 9.1 × 10−31 kg electron (microscopic particles) and a 9.1 ×
10−3 kg bullet (macroscopic particles). Let their speed be 1000 m/sec, measured with an uncertainty of
0.001%. Using p = mv , one finds �p = m�v . Hence, from �x ≥ h̄

2�px
, for an electron one obtains

�x ≥ 0.00577 m, while for a bullet we have �x ≥ 5.77 × 10−31 m. For the electron, taking note of the
atomic radius of the silicon atom, which is 117 pm, one concludes that the position uncertainty �x is
2.47 × 107 larger than the diameter of a Si atom. In contrast, the dimension of a 1-cm bullet is 1.73 × 107

times larger than �x , thus guaranteeing no restrictions on measurements for a bullet. �

6.20.3 Particle Velocity

For MEdevices, it is important to examine how wave packets evolve in time and space thus providing an
answer regarding the motion of quantum particles in space. The velocity of the group of matter waves is
equal to the particle velocity whose motion they are governing. For the wave packets propagating in the
x-direction, in order to examine the time evolution, we apply the following equation


(t, x) = 1√
2π

∫ ∞

−∞
φ(k)ei(kx−ωt)dk,

where φ(k) is the magnitude of the wave packet; k is the wave number; and ω is the angular frequency.
Examining the time evolution of the wave packet, the group and phase velocities are given as

vg = dω(k)

dk
= v ph + k

dv ph

dk
= v ph + p

dv ph

dp
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and

v ph = ω(k)

k
.

The group velocity represents the velocity of motion of the group of propagating waves that compose
the wave packet. The phase velocity is the velocity of propagation of the phase of a single mth harmonic
wave eikm(x−v ph t). The wave packet travels with the group velocity. Taking note of E = h̄ω and p = h̄k, one
obtains

vg b = dE(p)/dp and v ph = E ( p)/p.

From E = p2

2m + 	, assuming that 	 = const, we have

vg = dE( p)/d p = p/m = v and v ph = E (p)/p = p/2m + 	/p.

Thus, the group velocity of the wave packet is equal to the particle velocity v .
For a free electron, the energy is E = p2

2m = h̄2k2

2m = h̄ω. Therefore, one finds vg = dω
dk = h̄k

m = p
m = v .

Consider a free electron in the electric field with the intensity E E . We have

d E = e E E dx = e E E
dx

dt
dt = e E E vdt and d E = h̄dω = h̄

dω

dk
dk = h̄vdk.

Thus, one finds q E E = h̄ dk
dt .

The time derivative of the electron velocity v = dω
dk = 1

h̄
d E
dk gives the acceleration of the electron, and

a = dv
dt = 1

h̄
d2 E
dkdt = 1

h̄
d2 E
dk2

dk
dt = 1

h̄2
d2 E
dk2 e E E . The force acting on the electron is F = dp

dt = h̄ dk
dt or F = eEE .

Hence, a = 1
h̄2

d2 E
dk2 F . The expression F = h̄2

(
d2 E
dk2

)−1 dv
dt is used in solid-state semiconductor devices to

introduce the so-called effective mass of an electron, which is meff = h̄2
(

d2 E
dk2

)−1
.

In solid MEdevices, the device physics and 3D-topology must be coherently integrated. The derived
expressions for the particle velocity can be used to obtain the I –V and G–V characteristics, estimate
propagation delays, analyze the switching speed, and examine other characteristics of MEdevices.

Example 6.20.6

Consider a wave packet corresponding to a relativistic particle. The energy and momentum are E = mc 2 =
m0c 2√
1−v2/c 2

and p = mv = m0v√
1−v2/c 2

, where m0 is the rest mass of the particle. From E = c
√

p2 + m2
0c 2,

one obtains vg = d E
dp = d

(
c
√

p2+m2
0c 2
)

dp = pc√
p2+m2

0c 2
= v and v ph = E

p = c 2

v . �

Example 6.20.7

Considering an electron as a non-relativistic particle, from E = mv2/2, one has v =
√

2E
m . Let E = 0.1

eV = 0.1602176462 × 10−19 J. For a non-relativistic electron, we find v = 1.88 × 105 m/sec. The time it
takes an electron to travel a 1-nm distance is thus t = L/v = 5.33 × 10−15 sec. �

The particle (electron) traversal time is of interest to analyze the device performance [7,62]. In a one-

dimensional case, for a particle with an energy E in 	(x), one has τ (E ) = ∫ x f

x0

√
m

2[	(x)−E ] dx . For a one-

dimensional rectangular barrier with 	0 and width L , the equation is τ (E ) =
√

m
2(	0−E ) L . By using the

transmission probabilities of two particle states T1(E ) and T2(E ), we have [63] τ (E ) = lim
λ→0

(
h̄
|λ|
√

T2(E )
T1(E )

)
.

Example 6.20.8

If (	0 − E ) = 0.1 eV = 0.16 × 10−19 J and L = 1 nm, one finds τ = 5.33 × 10−15 sec. The estimated τ

agrees with the results reported for τ (E ) in [63], where the transmission probabilities are used. As will be
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FIGURE 6.48 One-dimensional potential and motion.
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FIGURE 6.49 One-dimensional metastable potentials.

documented in Section 6.13.5, when using the wave function, one may derive the expected value for the
momentum to obtain τ (E ). �

6.20.4 Particle and Potentials

Consider a particle in a finite one-dimensional potential 	(x) for x → ± ∞ with 	(−∞) = 	1 and
	(+∞) = 	2, as shown in Figure 6.48. If the potential has one minimum 	min < 	1 < 	2, bound
states (states whose wave functions are finite or zero at x → ±∞) occur because the particle with energy
	min < E < 	1 cannot move to infinity—e.g., the particle is confined (bound) at all energies to move
within a finite and limited region. The Schrödinger equation admits only a discrete solution—for example,
infinite square well and harmonic oscillator problems. Unbound states (a continuous spectrum) occur
when the motion of a particle is not confined—e.g., a particle is free. In particular, if 	1 < E < 	2,
the particle moves towards –∞—e.g., the particle moves between x1 and −∞. The energy spectrum
is continuous, and none of the energy eigenvalues is degenerate. If E > 	2, the energy spectrum is
continuous, and particle motion is infinite in ±∞. The energy levels are doubly degenerate. It should be
emphasized that the mixed spectrum corresponds to potentials that confine the particle for some energies
only—for example, Coulomb and molecular potentials.

Let a particle be trapped in a metastable potential well [61], as shown in Figure 6.49. Due to thermo-
dynamic fluctuations and electromagnetic fields, the particle can gain the energy from the environment
or control apparatus to escape, transmit, or tunnel. Theoretical results reported in the literature provide
one with various details and contradictory results. Quantum theory can be applied to MEdevices empha-
sizing the engineering solutions that are based on solid theoretical fundamentals. Taking note of 	(x), the
Wentzel–Kramers–Brillouin approximation for the transmission T(E ) is given as

T(E ) ∼= e
− 2

h̄

∫ x f

x0

√
2m[	(x)−E ]dx

.

The fundamentals and applications of quantum theory are reported next.
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6.20.5 The Schrödinger Equation

The time-invariant (time-independent) Schrödinger equation for a particle in the Cartesian coordinate
system is given as

− h̄2

2m
∇2
(x , y, z) + 	(x , y, z)
(x , y, z) = E (x , y, z)
(x , y, z),

where ∇2 is the Laplacian, ∇2 = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 ; 	(x ,y,z) is the potential energy function; and E (x ,y,z)
is the total energy.

The Hamiltonian is H = − h̄2

2m ∇2 + 	.
Hence, H(x , y, z)
(x , y, z) = E (x , y, z)
(x , y, z) or H(r)
(r) = E (r)
(r).
The time-dependent Schrödinger equation is

− h̄2

2m
∇2
(t, x , y, z) + 	(t, x , y, z)
(t, x , y, z) = ih̄

∂
(t, x , y, z)

∂t

or

− h̄2

2m
∇2
(t, r) + 	(t, r)
(t, r) = ih̄

∂
(t, r)

∂t
.

The Schrödinger equation is (1) consistent with the de Broglie–Einstein postulates p = h/λ and
v = E /h; (2) consistent with total, kinetic, and potential energies—e.g., E = p2/2m+ 	; and (3) linear
in 
(t,r).

The Schrödinger equation should be solved using normalizing, boundary, and continuity conditions
in order to find the wave function. In general, 
(t,r) is a nonlinear function of energy, mass, etc. The
probability of finding a particle within a volume V is

∫
V 
∗(t, r) 
(t, r) dV , where 
∗(t,r) is the complex

conjugate of 
(t,r). The wave function is normalized as
∫∞

−∞ 
∗(t, r) 
(t, r) dV = 1, where in the
Cartesian coordinate system dV = dxdydz.

The time evolution of the system’s states is defined by the wave function. The basic connection between
the properties of 
(t,r) and the behavior of the associated particle is expressed by the probability density
P (t,r). For example, the quantity P (t,x) specifies the probability, per unit length, of finding the particle
near x at time t. Thus,

P (t, x) = 
∗(t, x)
(t, x).

For a physical observable C that has an associated operator Ĉ , the average expectation value of the
observable is 〈C 〉 = ∫


∗(t, r)Ĉ 
(t, r) dV . The following momentum and energy operators p ↔ −ih̄ ∂
∂x

and E ↔ ih̄ ∂
∂t are applied. In general, for a momentum one has p ↔ −ih̄∇.

For a given probability density P (t,x), the expected values of any function of x can be derived. In
particular,

〈 f (x)〉 =
∫ ∞

−∞
f (x)P (t, x) dx =

∫ ∞

−∞

∗(t, x) f (x) 
(t, x) dx.

For example, the expectation values of x and x2 are

〈x〉 =
∫ ∞

−∞
x P (t, x) dx =

∫ ∞

−∞

∗(t, x)x 
(t, x) dx

and

〈x2〉 =
∫ ∞

−∞
x2 P (t, x) dx =

∫ ∞

−∞

∗(t, x)x2 
(t, x) dx.
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For a one-dimensional case, the expectation values of the momentum and total energy are

〈p〉 =
∫ ∞

−∞

∗(t, x)

(
−ih̄

∂

∂x

)

(t, x) dx = −ih̄

∫ ∞

−∞

∗(t, x)

∂
(t, x)

∂x
dx

and

〈E 〉 =
∫ ∞

−∞

∗(t, x)

(
ih̄

∂

∂t

)

(t, x) dx = ih̄

∫ ∞

−∞

∗(t, x)

∂
(t, x)

∂t
dx

=
∫ ∞

−∞

∗(t, x)

(
− h̄2

2m

∂2

∂x2
+ 	(t, x)

)

(t, x) dx.

For f (p), we have 〈 f ( p)〉 = ∫∞
−∞ 
∗(t, x) f

(−ih̄ ∂
∂x

)

(t, x) dx .

For example, one finds 〈p2〉 = ∫∞
−∞ 
∗(t, x)

(−ih̄ ∂
∂x

)2

(t, x) dx = −h̄2

∫∞
−∞ 
∗(t, x) ∂2
(t,x)

∂x2 dx .
For any dynamic quantity which is a function of x and p—for instance, f (t,x ,p)—the expectation

value is

〈 f (t, x , p)〉 =
∫ ∞

−∞

∗(t, x) f

(
t, x , −ih̄

∂

∂x

)

(t, x) dx.

As an illustration, for a potential 	(t,x), we have 〈	(t, x)〉 = ∫∞
−∞ 
∗(t, x)	(t, x) 
(t, x) dx .

Example 6.20.9

Let the wave function for the lowest energy state of a free particle be


(t, x) =
{

A cos πx
L e− i E

h̄ t for − 1
2 L < x < 1

2 L

0 for x ≤ − 1
2 L , x ≥ 1

2 L
.

As will be documented later, we consider a particle in a one-dimensional potential well with 	(x) = 0
to be −L/2 < x < L/2, and 	(x) = ∞ otherwise.

One finds the total energy E by using the Schrödinger equation, which is

− h̄2

2m

∂2


∂x2
= ih̄

∂


∂t
for − L/2 < x < L/2.

The expressions for the spatial and time derivatives are

∂


∂x
= −π

L
A sin

πx

L
e− i E

h̄ t ,
∂2


∂x2

= −π2

L 2
A cos

πx

L
e− i E

h̄ t = −π2

L 2

 and

∂


∂t
= − i E

h̄
A cos

πx

L
e− i E

h̄ t = − i E

h̄

.

Thus, the Schrödinger equation gives

h̄2

2m

π2

L 2

 = −ih̄

i E

h̄

.

Therefore, E = π2h̄2

2mL 2 .
The expectation values of x and x2 are found by making use of

〈x〉 =
∫ ∞

−∞
x P (t, x) dx =

∫ ∞

−∞

∗(t, x)x 
(t, x) dx and

〈x2〉 =
∫ ∞

−∞
x2 P (t, x) dx =

∫ ∞

−∞

∗(t, x)x2 
(t, x) dx.
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Taking note of 
(t, x), we have

〈x〉 =
∫ 1

2 L

− 1
2 L

A cos
πx

L
e

i E
h̄ t x A cos

πx

L
e− i E

h̄ t dx = A2

∫ 1
2 L

− 1
2 L

x cos2 πx

L
dx = 0,

and

〈x2〉 =
∫ 1

2 L

− 1
2 L

A cos
πx

L
e

i E
h̄ t x2 A cos

πx

L
e− i E

h̄ t dx = A2

∫ 1
2 L

− 1
2 L

x2 cos2 πx

L
dx

= 2A2

∫ 1
2 L

0

x2 cos2 πx

L
dx = 2A2 L 3

π3

∫ 1
2 π

− 1
2 L

(
πx

L

)2
cos2 πx

L
d

πx

L
= A2 L 3

24π2
(π2 − 6).

The wave function should be normalized, and the amplitude A can thus be found. One has∫ ∞

−∞

∗(t, x)
(t, x) dx = A2

∫ 1
2 L

− 1
2 L

cos2 πx

L
dx = 2A2 L

π

∫ 1
2 π

0

cos2 πx

L
d

πx

L
= 2A2 L

π

π

4
.

By normalizing the wave function as
∫∞

−∞ 
∗(t, x)
(t, x) dx = 1, we obtain A =
√

2
L . Hence,

〈x2〉 = 2
L

L 3

24π2 (π2 − 6) = L 2

12π2 (π2 − 6), which gives the fluctuations of the particle about the average, and

the root-mean-square value is
√

〈x2〉.
From 〈p2〉 = −h̄2

∫∞
−∞ 
∗(t, x) ∂2
(t,x)

∂x2 dx , one has 〈p2〉 = h̄2 π2

L 2

∫∞
−∞ 
∗(t, x)
(t, x) dx = h̄2π2

L 2 .

Thus, the root-mean-square momentum is
√

〈p2〉 = πh̄
L , and

√
〈p2〉 represents the average momentum

fluctuations about the average 〈p〉= 0. By making use of E = π2h̄2

2mL 2 , from p = ±√
2mE one concludes

that the magnitude of momentum is πh̄
L . �

Example 6.20.10

Let


(x) =
{

2a
√

axe−ax for x ≥ 0
0 for x < 0

.

The peak of P (x) = |
(x)|2 occurs at d P (x)
dx = 4a3 d(x2e−2ax )

dx = 0. By making use of x(1−ax)e−2ax = 0,
we have x = 1/a . The expected values for x and x2 are 〈x〉 = ∫∞

0 x(4a3x2e−2ax )dx = 1
4a

∫∞
0 y3e−ydy =

3!
4a = 3

2a and 〈x〉2 = ∫∞
0 x2(4a3x2e−2ax )dx = 4!

8a2 = 3
a2 . �

For a one-dimensional problem, the probability current density J (t,x) is given as

J (t, x) = ih̄

2m

(

(t, x)

∂
∗(t, x)

∂x
− 
∗(t, x)

∂
(t, x)

∂x

)
.

The probability of finding a particle in the region a < x < b at time t is Pab(t) = ∫ b

a 
∗(t, x)
(t, x)dx

and d Pab

dt = J (t, a) − J (t, b). For the probability density P (t, x) = 
∗(t, x)
(t, x), one finds ∂ P (t,x)
∂t +

∂ J (t,x)
∂x = 0. Let the solution of the Schrödinger equation be 
(t, x) = e−i E

h̄ t
(x). The probability density
does not depend on time, d Pab/dt = 0, and J (t, x) = const. For example, if 
(x) = Aeikx , we have
Pab = |A|2(b − a) and P |A|2. Hence, J = h̄k

m |A|2 = h̄k
m P .

For a three-dimensional problem, we have ∂ P (t,r)
∂t +∇·J(t, r) = 0. Here, the probability density and proba-

bility current density are P (t, r) = 
∗(t, r)
(t, r) and J(t, r) = ih̄
2m [
(t, r)∇
∗(t, r) − 
∗(t, r)∇
(t, r)].

Example 6.20.11 Discussion on Meaning of Probability Current Density
and Current Density

It must be emphasized that the probability current density J(t,r) and the current density j are entirely
different variables. In semiconductor devices, one of the basic equations is j = Qv, where Q is the charge
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density; v is the velocity of the charge carrier (electron or hole), which is found by making use of the
applied potential, electric field, and other quantities. Taking note of the volume charge density ρV , one
has j = ρV v. Electric charges in motion constitute a current. As charged particles move from one region
to another within a conducting path, electric potential energy is transformed. The current through the
closed surface is I = ∮

S j · ds, and I = dQ/dt. The current density in electronic devices is the number
of electrons crossing a unit area per unit of time Ns v̄x (the unit for Ns is [electrons/cm2]) multiplied
by the electron charge. For a one-dimensional case jx = −e Nv̄x or jx = −e

∑
i v̄x i . Here, the average

net velocity is found using the average momentum per electron, v̄x = p̄x/m. By contrast, in quantum
mechanics, J(t,r) represents the rate of probability changes, allowing one to estimate 〈p〉, which is found
using 
(t,r). �

Example 6.20.12

Reference [15] thoroughly reports the device physics and application of the basic laws to straightforwardly
obtain and examine the steady-state and dynamic characteristics of FETs, BJTs, and other solid-state
electronic devices. The deviations are straightforward, and some well-known basics are briefly reported
next. For FETs, one may find the total charge in the channel Q and the transit time t, which gives the time it
takes an electron to pass between the source and the drain. Thus, the drain-to-source current is IDS = Q/t.
The electron velocity is v = −μnEE , where μn is the electron mobility; EE is the electric field intensity.
One also has v = μpEE , where μp is the hole mobility. At room temperature for intrinsic silicon, μn and
μp reach ∼ 1400 cm2/V-s and ∼ 450 cm2/V-s, respectively. It should be emphasized that μn and μp are
functions of the field intensity, voltages, and other quantities, therefore the effective μne f f and μpe f f are
used. Using the x component of the electric field, we have E E x = −VDS/L , where L is the channel length.
Thus, vx = −μn E E x , and t = L/vx = L 2/μnVDS . The channel and the gate form a parallel capacitor
with plates separated by an insulator (gate oxide). From Q = C V , taking note that the charge appears
when the voltage between the gate and the channel VGC exceeds the n-channel threshold voltage Vt , one
has Q = C (VGC − Vt ). Using the equation for parallel-plate capacitors with length L , width W, and a
plate separation equal to the gate-oxide thickness Tox , the gate capacitance is C = WLεox/Tox , where
εox is the gate-oxide dielectric permittivity, and for silicon dioxide (SiO2), εox is ∼ 3.5 × 10−11 F/m. We
briefly reported the baseline equations in deriving size-dependant quantities, such as current, capacitance,
velocity, transit time, etc. Furthermore, the analytic equations for the I –V characteristics for FETs and
BJTs are straightforwardly obtained and reported in [15]. The derived expressions for the so-called Level
1 model of nFETs in the linear and saturation regions are

ID = μn
εox

Tox

Wc

L c − 2L G D

[
(VG S − Vt )VDS − 1

2
V 2

DS

]
(1 + λVDS ) for VG S ≥ Vt , VDS < VG S − Vt

and

ID = 1

2
μn

εox

Tox

Wc

L c − 2L G D
(VG S − Vt )

2(1 + λVDS ) for VG S ≥ Vt , VDS ≥ VG S − Vt .

Here, ID is the drain current; VG S , VDS are the gate source and drain source voltages; L c and Wc are the
channel length and width; L G D is the gate-drain overlap; the device physics; and L G D is the channel length
modulation coefficient. For pFETs, in the equations for ID , one uses μp . The coefficients and parameters
used to calculate the characteristics of nFETs and pFETs are different. Due to distinct device physics,
phenomena exhibited, and effects utilized, the foundations of semiconductor devices are not applicable to
MEdevices. For example, the electron velocity and I –V characteristics can be found using 
(t, r), which
depends on the three-dimensional E(r), as documented in Section 6.13. �

Example 6.20.13

If 
(x) = Aeikx + Be−ikx , we have 
∗(x) = A∗e−ikx + B∗eikx and d
(x)
dx = ik(Aeikx − Be−ikx ). Thus,

J (x) = h̄k
m

(|A|2 − |B |2
) = p

m

(|A|2 − |B |2
)

. For 
(x) = Ae
i D(x)

h̄ , one finds J (x) = 1
m A2 d D(x)

dx . �
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FIGURE 6.50 Electron tunneling through finite potential barriers: (a) single potential barrier; (b) multiple potential
barriers.

For the potential barriers documented in Figures 6.50(a) and 6.50(b), one studies a tunneling problem
examining the incident and reflected wave function amplitudes. As shown, for 
(x) = Aeikx +Be−ikx , one
has J = h̄k

m

(|A|2 − |B |2
)

, which can be defined as the difference between incident and reflected probability
current densities—e.g., J = J I − J R . The reflection coefficient is R = J R/J I = |B |2/|A|2. One may find
the velocity and probability density of incoming, injected, and backward electrons. The potential can vary
as a result of the applied voltage (voltage bias is �V = VL − VR), electric field, transitions, and other
factors. Using the potential difference �	, the variation of a piecewise continuous energy potential barrier
	(x) is shown in Figure 6.50(a). The analysis of the wave function and current (if E < 	 or E > 	) is of
specific interest. One may examine electrons that move from the region of negative values of coordinate
x to the region of positive values of x . At xL j and xR j , electrons encounter intermediate finite potentials
	0 j with width L j (see Figures 6.50[a] and [b]). At the left and right (xL1 and xR N), the finite potentials
are denoted as 	0L and 	0R . There is a finite probability for transmission and reflection. The electrons
on the left side that occupy the energy levels E n can tunnel through the barrier to occupy empty energy
levels E n on the right side. The currents have contributions from all electrons.

Example 6.20.14

Consider a particle in the following infinite potential well:

	(x) =
{

0 for 0 ≤ x ≤ L
∞ for x < 0 and x > L

The solution of the time-independent Schrödinger equation

− h̄2

2m

∂2
(x)

∂x2
+ 	(x)
(x) = E (x)
(x) in 0 ≤ x ≤ L

is a standing wave 
(x) = A1eikx + B1e−ikx , or 
(x) = A sin kx + B cos kx , where k2 = 2mE
h̄2 .

Inside the well, the wave function is found by solving d2
(x)
dx2 + k2
(x) = 0. It is evident that 
(x) = 0

at x = 0 and x = L—that is, the standing wave has nodes at the walls. From 
(0) = 0, one concludes
that B = 0. While 
(L ) = 0 results in kn L = nπ , n = 1, 2, 3, . . . By normalizing the wave function as

1 = ∫∞
−∞ 
∗(x)
(x) dx = A2

∫ L

0 sin2 πx
L dx = 1

2 A2 L , the amplitudeA is found to be A =
√

2
L .

Thus, we have 
n(x) =
√

2
L sin nπ

L x = 1
i
√

2L

(
ei nπ

L x − e−i nπ
L x
)

, 0 ≤ x ≤ L .

The energy levels are quantized as E n = h̄2π2

2mL 2 n2. Here, the integer n designates the allowed energy level
(n is called the quantum number), n = 1, 2, 3, . . .
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The solution 
n(x) =
√

2
L sin nπ

L x is real, and we have

〈p〉 =
∫ ∞

−∞

∗

n (x)

(
−ih̄

∂

∂x

)

n(x)dx = − ih̄

2

∫ L

0

d (
n(x))2

dx
dx = − ih̄

2

(

2

n(L ) − 
2
n(0)

) = 0.

Taking note of p2= 2mE, for a particle in the infinite well we have 〈p2〉 = 2mE n = h̄2π2

L 2 n2. The energy

at the ground state (state of lowest energy) is E n=1 = h̄2π2

2mL 2 , which is different when compared to a classical
particle at rest with p = 0 and 	(x) = 0—e.g., the sum of the kinetic and potential energy is zero.

The potential examined and a wave function derived for the standing waves are not directly related to
the electron transport problem due to the infinite potential studied. To study electron transport, finite
potentials which correspond to realistic potentials in atomic complexes should be examined. However, the
considered example associates with the insulation and immunity problems important in MEdevices. For
an infinite potential, the difference between the energy levels (E n − E n−1) is proportional to 1/L 2. That
is, a small width L leads to high (E n − E n−1) distinguishing molecular (nano) electronics, for which the
width is in the range of Å, and microelectronics. �

Example 6.20.15

Consider a finite square well of length L with three regions (I, II, and III) similar to the potential barrier
as documented in Figure 6.50(a). Let

	(x) =
⎧⎨⎩ 0 for x < 1

2 L
−	0 for − 1

2 L ≤ x ≤ 1
2 L

0 for x > 1
2 L

.

The potential admits bound states (E < 0), and scattering states with E > 0.
Outside (if | x | > 1

2 L ) and inside (for− 1
2 L ≤ x ≤ 1

2 L ) the quantum well, the Schrödinger equations are

− h̄2

2m

d2


dx2
= E 
 or

d2


dx2
+ k2
 = 0, where k2 = 2m

h̄2 E ,

and

− h̄2

2m

d2


dx2
− 	0
 = E 
 or

d2


dx2
+ κ2
 = 0, where κ2 = 2m

h̄2 (E + 	0).

The general solutions are thus:


I (x) = AI eikx + BI e−ikx , x < − 1
2 L ,


I I (x) = AI I eiκx + BI I e−iκx , − 1
2 L ≤ x ≤ 1

2 L ,


I I I (x) = AI I I eikx + BI I I e−ikx , x > 1
2 L ,

where Ai and Bi are the constants that can be derived using the boundary conditions, and BI I I = 0.
Using boundary and continuity conditions, one finds the unknown coefficients A j and B j . The

Schrödinger differential equations are valid in all three regions. In order to simplify the solution, we
are using the particular solution, taking into account the convergence (decaying) of 
(x)—e.g., real
exponentials can be used instead of complex exponentials.

Taking note of 
I I (x) = AI I sin(κx) + BI I cos(κx), the continuity of 
(x) and d
(x)/dx at
x = −L/2 gives

AI e− 1
2 ikL + BI e

1
2 ikL = −AI I sin

(
1

2
κL

)
+ BI I cos

(
1

2
κL

)
and

ik
(

AI e− 1
2 ikL − BI e

1
2 ikL) = κ

[
AI I cos

(
1

2
κL

)
+ BI I sin

(
1

2
κL

)]
,
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while at x = L/2, one obtains

AI I sin

(
1

2
κL

)
+ BI I cos

(
1

2
κL

)
= AI I I e

1
2 ikL

and

κ

[
AI I cos

(
1

2
κL

)
− BI I sin

(
1

2
κL

)]
= ikAI I I e

1
2 ikL

.

Here, AI , BI , and AI I I are the incident, reflected, and transmitted amplitudes. With the ultimate
objective to study the transmission coefficient, we have AI I I = e−ikL

cos(κL )−i k2+κ2

2kκ
sin(κL )

AI . Correspondingly,

the transmission coefficient is

T(E ) = | AI I I |2

| AI |2 =
[

1 + 	2
0

4E (E + 	0)
sin2

(
L

h̄

√
2m(E + 	0)

)]−1

.

The transmission coefficient is a periodic function. The maximum achievable transmission—e.g., the
total transmission T(E ) = 1, is guaranteed if L

h̄

√
2m(E n + 	0) = nπ, n = 1, 2, 3, . . .

The energies for a total transmission are related as E n + 	0 = n2π2h̄2

2mL 2 . Denoting K = 1
2 Lκ and

K0 = L√
2h̄

√
m	0, the transcendental equation that defines K and E is tan K =

√
K2

0

K2 − 1. This equation
can be solved analytically and numerically.

For shallow and narrow quantum wells, there is a limited number of bound states. There is always one
bound state, and for K0 < 1

2 π , only one state remains. Having solved the transcendental equation, one
uses E to find the transmission coefficient which is a function of energy. The potential 	(x), mass and
well width, result in variations of T(E ).

We will now examine two quantum wells. If 	0 = 0.3 eV, L =14 nm, and L =0.14 nm, effective masses
are 0.1me , 0.5me , and me (semiconducting heterogeneous structure) as well as 0.5 × 104me and 1 × 104me

(electron transport in organic molecules for which the bond lengths C–C and C–N are approximately 0.14
nm). Figures 6.51(a) and (b) document the numerical solutions for the studied heterogeneous structure
and atomic complex. �

Example 6.20.16

Consider a one-dimensional scattering problem for a particle of mass m that moves from the left to the
potential barrier

	(x) =
⎧⎨⎩ 0 for x < 0

	0 for 0 ≤ x ≤ L
0 for x > L

.

As represented in Figure 6.50(a), we consider two cases when E > 	0 and E < 	0. The Schrödinger
equation results in two differential equations for two distinct regions when 	(x) = 0 or 	(x) = 	0 �= 0.

Consider

− h̄2

2m

d2
(x)

dx2
= E 
(x) or

d2
(x)

dx2
+ k2
(x) = 0, where k2 = 2m

h̄2 E ,

and

− h̄2

2m

d2
(x)

dx2
+ 	0
(x) = E 
(x) or

d2
(x)

dx2
+ κ2

i 
(x) = 0,

where κi (κ1 or κ2) depend on the amplitudes of the incident particle energy E and potential 	0.
For E > 	0, the general solutions in three regions are


I (x) = AI eikx + BI e−ikx , x < 0


I I (x) = AI I eiκ1 x + BI I e−iκ1 x , 0 ≤ x ≤ L ,


I I I (x) = AI I I eikx + BI I I e−ikx , x > L

where κ2
1 = 2m

h̄2 (E − 	0).
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FIGURE 6.51 (see color figure) Solution for the transcendental equation and transmission coefficient T(E ) for finite
quantum wells: (a) 	0 = 0.3 eV and L = 14 nm; (b) 	0 = 0.3 eV and L = 0.14 nm.

While, for E < 	0, one defines κ2
2 = 2m

h̄2 (	0 − E ), and


I (x) = AI eikx + BI e−ikx , x < 0


I I (x) = AI I e−κ2 x + BI I eκ2 x , 0 ≤ x ≤ L


I I I (x) = AI I I eikx + BI I I e−ikx , x > L .

For E > 	0, applying a classical consideration, the particle with a momentum p1 = (2mE)1/2 entering
the potential slows to a momentum p2 = [2m(E − 	0)]1/2, and gains momentum as x = L resuming p1

at x = L and keeping p1 for x> L . For example, in regions x < 0 and x > L we have a total transmission.
The application of quantum mechanics leads to the solution of the Schrödinger equation considering

three distinct regions. For E > 	0, one obtains

T(E ) = | AI I I |2

| AI |2 =
[

1 + 	2
0

4E (E − 	0)
sin2

(
L

h̄

√
2m(E − 	0)

)]−1

which is usually written as

T(E ) =
⎡⎣1 + 1

4 E
	0

(
E
	0

− 1
) sin2

(
L

h̄

√
2m	0

(
E

	0
− 1

))⎤⎦−1

.

The total transmission occurs when the incident energy of a particle is E n = 	0 + n2π2h̄2

2mL 2 , n = 1, 2, 3, . . .
The maxima of the T(E ) coincide with the energy eigenvalues of the infinite square well potential known
as resonances which do not appear in classical physics consideration. This resonance phenomenon is due
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to interference between the incident and reflected waves observed in the atomic structures studying low
energy (E ∼ 0.1 eV) scattering electrons such as Ramsauer–Townsend and other effects.

If E >> 	0, T(E ) ≈ 1, and R(E ) ≈ 0.
The tunneling problem is focused on analyzing the propagation of particles through regions (barrier)

where the particle energy is smaller than the potential energy—e.g., E < 	(x). For tunneling, E < 	0,
and one has

T(E ) =
[

1 + 	2
0

4E (	0 − E )
sinh2

(
L

h̄

√
2m(	0 − E )

)]−1

and

R(E ) = 	2
0

4E (	0 − E )
sinh2

(
L

h̄

√
2m(	0 − E )

)
T(E ).

For E << 	0, taking note of the following approximation sin h(z) ≈ ez/2, one finds

T(E ) ≈ 16E

	0

(
1 − E

	0

)
e− 2L

h̄

√
2m(	0−E ).

If E ≈ 	0, we obtain T(E ) = (
1 + mL 2	0

2h̄2

)−1
and R(E ) = (

1 + 2h̄2

mL 2	0

)−1
. �

Example 6.20.17

In the analysis, the scattering and transfer matrices can be used. Let

	(x) =
⎧⎨⎩ 0 for x < −L

	0 for − L ≤ x ≤ L
0 for x > L

.

The Schrödinger equation when 	(x) = 0 is

− h̄2

2m

d2
(x)

dx2
= E 
(x) or

d2
(x)

dx2
+ k2
(x) = 0, where k2 = 2m

h̄2 E .

In the region where 	(x) = 	0 �= 0, one has

− h̄2

2m

d2
(x)

dx2
+ 	0
(x) = E 
(x) or

d2
(x)

dx2
+ κ2
(x) = 0,

where κ2 = 2m

h̄2 (	0 − E ) for E < 	0.

The expressions for wave functions are


I (x) = AI eikx + BI e−ikx , x < −L ,


I I (x) = AI I e−κx + BI I eκx , −L ≤ x ≤ L ,


I I I (x) = AI I I eikx + BI I I e−ikx , x > L .

Using the continuity of 
(x) at x = −L , one obtains AI e−ikL + BI eikL = AI I e−κL + BI I eκL , while
continuity of d
/dx at x = −L gives ik AI e−ikL − ik BI eikL = −κ AI I eκL + κ BI I e−κL . Hence, we have[

AI

BI

]
= M1

[
AI I

BI I

]
,

where M1 ∈R2×2
is the matrix,

M1 =
[

ik−κ
2ik e−(ik+κ)L ik+κ

2ik e−(ik−κ)L

ik+κ
2ik e (ik−κ)L ik−κ

2ik e (ik+κ)L

]
.
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Furthermore, continuity conditions for 
(x) and d
/dx at boundary x = L result in[
AI I

BI I

]
= M2

[
AI I I

BI I I

]
,

where M2 ∈R2×2
is the matrix. The transfer matrix which relates the amplitudes of wave functions in the

regions I, II, and III is M = M1 M2. This transfer matrix, which provides the relationship between the
incident, reflected, and transmitted wave functions, is straightforwardly applied to derive T(E ).

The results in deriving T(E ) are enhanced by applying the Wentzel–Kramers–Brillouin approximation.
For a continuous slow-varying potential 	(x), one has

T(E ) ∼= e
− 2

h̄

∫ x f

x0

√
2m[	(x)−E ]dx

.

This equation is obtained by making use of the Schrödinger equation − h̄2

2m
d2

dx2 +	(x)
 = E 
, which

is rewritten as d2
(x)
dx2 + p2(x)

h̄2 
(x) = 0, where p2(x) = 2m[E −	(x)]. The general approximate solution
is


(x) ∼= A√
p(x)

e± 1
h̄

∫
|p(x)|dx , and |
(x)|2 ∼= |A|2

p(x)
.

In the classical region with E > 	(x), p(x) is real, while for the tunneling problem, p(x) is imaginary
because E < 	(x). The 
(x) amplitudes are used to derive the Wentzel–Kramers–Brillouin expression
for T(E ). As an alternative, the potential 	(x) can be approximated using a number of steps 	 j (x). �

Example 6.20.18

Consider an electron with mass m and energy E under the external time-invariant electric field E E . The
potential barrier that corresponds to the scattering of electrons (the cold emission of electrons from metal
with the work function 	0) is

	(x) =
{

0 for x ≤ 0
(	0 − e E E x) = (	0 − f x) for x > 0

, where f = e E E .

One finds the transmission coefficient of tunneling as T(E ) ∼= e
− 2

h̄

∫ (	0−E )/ f

0

√
2m(	0−ax−E )dx =

e− 4
√

2m
3h̄ f (	0−E )

3
2

. Here, the x f is found by taking note of (	0 − fx) = E at x f . �

Example 6.20.19

A proton of energy E is incident from the right to a nucleus of charge Ze. To estimate the transmission
coefficient that provides one with the perception of how a proton penetrates the nucleus, one considers the
repulsive Coulomb force of the nucleus. The radial Coulomb potential barrier is 	(r ) = −Z(r )e2/(4πε0r )
or 	(r ) = −Zeff e2/(4πε0r ). To simplify the resulting expression for T(E ), without a loss of general-
ity, let 	(r ) = Ze2/r . Taking note of E , one finds E = 	(r )|at b=r , and b = Ze2/E . Thus, we have

T(E ) ∝ e
− 2

h̄

∫ 0

b

√
2m
(

Ze2

r −E
)

dr = e
− 2

√
2mE
h̄

∫ 0

Ze2/E

√
Ze2

E r −1dr
. By using a new variable y = E /(Ze2r ), we

have 2
√

2mE
h̄

∫ 0

Ze2/E

√
Ze2

E r − 1dr = 2Ze2

h̄

√
2m
E

∫ 1

0

√
1
y − 1dy = Ze2π

h̄

√
2m
E because

∫ 1

0

√
1
y − 1dy = 1

2 π .

Hence, T(E ) ∼= e−
√

2mZe2π
h̄

1√
E . �

Example 6.20.20

The tunneling of a particle through the rectangular double barrier with the same potentials (	0 = 	01 =
	02) is considered. Let E < 	0. Denote the barrier width as L (L=L 1=L 2) and the barriers spacing as l .
By making use of the Schrödinger equation and having derived 
 i (x), the analytic expression for the
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FIGURE 6.52 Tunneling as a function of energy for an electron in a rectangular double barrier with spacings l = 4L
and l = 6L .

transmission coefficient is found to be T(E ) =
∣∣ 4A2 B2

C

∣∣2, where A =
√

2m
h̄2 (	0 − E ), B =

√
2m
h̄2 E and

C = ei B(l+2L )[(ei2l B (A2 + B2)2 − A4 − B4) sinh2 L A

+ A2 B2(1 + 3 cosh 2L A) + i2AB(A2 − B2) sinh 2L A].

Let m = me = 9.11 × 10−31 kg, 	0 = 7 eV = 7 × 1.6 × 10−19 J = 1.12 ×10−18 J and L = 0.14 nm.
For two distinct l values (l = 4L = 0.56 nm, and l = 6L = 0.84 nm), the plots for T(E ) with three and
four resonant states at different energies are documented in Figure 6.52. Significant changes of T(E ) are
observed. �

Consider a finite multiple potential 	(x), as illustrated in Figure 6.50(b). In all regions, using the
Schrödinger equation, one obtains a set of (2N+ 2) second-order differential equations

− h̄2

2m

d2
 j

dx2
+ 	0 j 
 j = E 
 j or

d2
 j

dx2
+ κ2

nj 
 j = 0, j = 0, 1, . . . , 2N, 2N + 1,

where κnj (κ1 j or κ2 j ) depend on the particle energy E and potentials 	0L , 	0 j , and 	0R .
For E > 	0L , E > 	0 j , and E > 	0R , the general solutions are


I (x) = AI eiκ10 x + BI e−iκ10 x , x < xL1,


I I j (x) = AI I j e
iκ1 j x + BI I j e

−iκ1 j x , xL1 ≤ x < xR1, xR1 ≤ x < xL2, . . . ,

xR(N−1) ≤ x < xL N , x L N ≤ x ≤ xR N , j = 1, 2, . . . , N − 1, N,


I I I (x) = AI I I eiκ12N+1 x + BI I I e−iκ12N+1 x , x > xR N .

where κ2
10

= 2m
h̄2 (E − 	0L ), κ2

1 j = 2m
h̄2 (E − 	0 j ), and κ2

12N+1
= 2m

h̄2 (E − 	0R).
If E < 	0L , E < 	0 j , and E < 	0R , we have


I (x) = AI e−κ20 x + BI eκ20 x , x < xL1,


I I j (x) = AI I j e
−κ2 j x + BI I j e

κ2 j x , xL1 ≤ x < xR1, xR1 ≤ x < xL2, . . . ,

xR(N−1) ≤ x < xL N , x L N ≤ x ≤ xR N , j = 1, 2, . . . , N − 1, N,


I I I (x) = AI I I e−κ22N+1 x + BI I I eκ22N+1 x , x > xR N ,

where κ2
20

= 2m
h̄2 (	0L − E ), κ2

2 j = 2m
h̄2 (	0 j − E ), and κ2

22N+1
= 2m

h̄2 (	0R − E ).
One may simply modify the preceding solutions, taking note of other possible relationships between

potentials (	0L , 	0 j , and 	0R) and E . The boundary and continuity conditions, as well as normalization,
are used to obtain the wave functions and unknown AI , AI I j , AI I I , BI , BI I j , and BI I I . The interatomic
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FIGURE 6.53 The energy profile.

bond lengths in various organic molecular aggregates are usually from 1 to 2Å. For example, in fullerenes,
the C–C, C–N, and C–B interatomic bond lengths are from 1.4 to 1.45Å. Assuming that L = (xR j − xL j ) =
const, the procedure for deriving 
(x) and T(E ) can be simplified.

Molecular aggregates exhibit a complex energy profile. The Schrödinger equation is(
h̄2

2m j

d2

dx2
− 	 j (x) + E j (x) + E a j (x)

)

 j (x) = 0

where E a j (x) is the applied external energy. The boundary and continuity conditions to be used are


 j (x j ) = 
 j+1(x j ) and
1

m j

∂
 j (x)

∂x

∣∣∣∣
x=x j

= 1

m j+1

∂
 j+1(x)

∂x

∣∣∣∣
x=x j

.

The general solutions were reported for E a j = 0 and 	 j (x) = const. For the energy profile, illustrated
in Figure 6.53, the analytic solution is derived using Airy’s functions Ai and Bi. In particular,


 j (x) = A j Ai[C j (x)] + B j Ai[C j (x)], C j (x) = h̄2k2
j − 2m j E a j x

(2m j E a j )2/3
.

For the scattering state, we have

Mj

[
A j

B j

]
= Mj+1

[
A j+1

B j+1

]
.

The transfer matrix is M1→m = M1→2 M2→3, . . . , M(m−2)→(m−1) M(m−1)→m.
The analytic solution of the Schrödinger equation has been emphasized. For practical problems, includ-

ing electron transport, one may depart from some assumptions and simplifications made in order to derive
analytic solutions. Though the explicit expressions for wave functions, incident/reflected/transmitted am-
plitudes, and other quantities are of significant interest, those results are difficult to obtain for complex
energy profiles. Therefore, numerical solutions, computational algorithms, and numerical methods are
emphasized. Consider the Schrödinger equation

− h̄2

2m

d2
(x)

dx2
+ 	(x)
(x) = E 
(x),

which is given as a second-order differential equation

d2
(x)

dx2
= −k2(x)
(x)

to be numerically solved. Here, k2(x) = 2m
h̄2 [E − 	(x)].
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The Euler approximation is used to represent the first spatial derivative as a first difference—e.g.,

d
(x)

dx
≈ 
n+1 − 
n

�h
,

where �h is the spatial discretization spacing. Thus, the Schrödinger equation can be numerically solved
through discretization, applying high-performance software. For example, MATLAB provides one with
distinct application-specific differential equation solvers. Various discretization formulas and methods
can be utilized.

The Numerov three-point-difference expression is d2
(x)
dx2 ≈ 
n+1−2
n+
n−1

�2
h

. From d2
(x)
dx2 = −k2(x)
(x),

one obtains a simple recursive equation


n+1 = 2
(

1 − 5
12 k2

n�
2
h

)

n − (

1 + 1
12 k2

n−1�
2
h

)

n−1

1 + 1
12 k2

n+1�
2
h

.

Assigning initial values for 
n−1 and 
n (for example, 
0 and 
1), the value of 
n+1 is derived.
The forward or backward calculations of 
 i are performed with the accuracy 0(�6

h). The initial values of

n−1 and 
n can be assigned using the boundary conditions. One assigns and refines a trial energy E n,
guaranteeing a stability and convergence of the solution.

Using the Numerov three-point-difference expression, the Schrödinger equation is discretized as

h̄2

2m

(
(
n+1 − 
n) − (
n − 
n−1)

�2
h

)
− 	n
n + E n
n = 0.

Using the Hamiltonian matrix H ∈ R(N+2)×(N+2), vector 
∈ RN+2 that contains 
 i , and the source
vector Q∈ RN+2, the following matrix equation (E I– H)
 = Q should be solved. Here, I∈ R(N+2)×(N+2) is
the identity matrix. For a two-terminal MEdevice, the entities of the diagonal matrix H are Hn,n = − h̄2

2m�2
h
+

	n, except H0,0 and H(N+1)(N+1), which depend on the self-energies that account for the interconnect
interactions. By taking note of notations used for the incoming wave function 
(x) = AeikL x + Be−ikL x ,
which leads to 
−1 = Ae−ikL �h +BeikL �h = Ae−ikL �h +(
0− A)eikL �h and 
N+2 = 
N+1eikR�h , one has
H0,0 = − h̄2

m�2
h
(1 + 1

2 eikL �h )+	0 and H(N+1),(N+1) = − h̄2

m�2
h
(1 + 1

2 eikR�h )+	N+1. Hence, the solution of

the Schrödinger equation is reduced to the solution of a linear algebraic equation. The probability current
density is

J = ih̄

2m

(

n


∗
n+1 − 
∗

n

�h
− 
∗

n


n+1 − 
n

�h

)
.

6.20.6 Quantum Mechanics and Molecular Electronic Devices:
Three-Dimensional Problems

The electron transport in MEdevices must be examined in 3D and applying quantum mechanics. The
time-independent Schrödinger equation − h̄2

2m ∇2
(r) +	(r)
(r) = E (r)
(r) can be solved in different
coordinate systems depending on the problem under consideration. In the Cartesian system, we have

∇2
(r) = ∇2
(x , y, z) = ∂2


∂x2
+ ∂2


∂y2
+ ∂2


∂z2
,

while in the cylindrical and spherical systems, one solves

∇2
(r) = ∇2
(r, φ , z) = 1

r

∂

∂r

(
r
∂


∂r

)
+ 1

r 2

∂2


∂φ2
+ ∂2


∂z2

and

∇2
(r) = ∇2
(r, θ , φ) = 1

r 2

∂

∂r

(
r 2 ∂


∂r

)
+ 1

r 2 sin θ

∂

∂θ

(
sin θ

∂


∂θ

)
+ 1

r 2 sin2 θ

∂2


∂φ2
.

The solution of the Schrödinger equation is obtained by using different analytical and numerical meth-
ods. The analytical solution can be found by using the separation of variables. For example, if the potential
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is 	(x ,y,z) = 	x (x) + 	y(y) + 	z(z), one has

[Hx (x) + Hy(y) + Hz(z)]
(x , y, z) = E 
(x , y, z),

where the Hamiltonians are

Hx (x) = − h̄2

2m

∂2

∂x2
+ 	x (x), Hy(y) = − h̄2

2m

∂2

∂y2
+ 	y(y), and Hz(z) = − h̄2

2m

∂2

∂z2
+ 	z(z).

The wave function is given as a product of three functions 
(x ,y,z) = X(x)Y (y)Z(z). This results in[
− h̄2

2m

1

X(x)

d2 X(x)

dx2
+ 	x (x)

]
+
[
− h̄2

2m

1

Y (y)

d2Y (y)

dy2
+ 	y(y)

]
+
[
− h̄2

2m

1

Z(z)

d2 Z(z)

dz2
+ 	z(z)

]
= E ,

where the constant total energy is E = E x + E y+ E z . The separation of variables technique results
in a reduction of the three-dimensional Schrödinger equation to three independent one-dimensional
equations—e.g.,[

− h̄2

2m

d2

dx2
+ 	x (x)

]
X(x) = E x X(x),

[
− h̄2

2m

d2

dy2
+ 	y(y)

]
Y (y) = E y Y (y),

and [
− h̄2

2m

d2

dz2
+ 	z(z)

]
Z(z) = E z Z(z).

The cylindrical and spherical systems can be effectively used to reduce the complexity and make the
problem tractable. In the spherical system, one uses 
(r, θ , φ) = R(r )Y (θ , φ). The Schrödinger partial
differential equation is solved using the continuity and boundary conditions, and the wave function is
normalized as

∫
V 
∗(r) 
(r) dV = 1.

Example 6.20.21

For an infinite spherical potential well, let

	(r ) =
{

0 for r ≤ a
∞ for r > a

.

For a particle in 	(r ) (as shown in Figure 6.54), the Schrödinger equation is

− h̄2

2m

[
1

r 2

∂

∂r

(
r 2 ∂


∂r

)
+ 1

r 2 sin θ

∂

∂θ

(
sin θ

∂


∂θ

)
+ 1

r 2 sin2 θ

∂2


∂φ2

]
+ 	(r, θ , φ)
(r, θ , φ)=E 
(r, θ , φ).

We apply the separation of variables concept. The wave function is given as 
(r, θ , φ) = R(r )Y (θ , φ).
Outside the well, when r > a , the wave function is zero. The stationary states are labeled using three quantum

FIGURE 6.54 A particle in an infinite spherical potential well 	(r ).
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numbers n, l , and ml . Our goal is to derive the expression for 
nlml (r, θ , φ). The energy depends only on
n and l—e.g., E nl . In general, 
nlml (r, θ , φ) = Anl SBL(snl r/a)Y ml

l (θ , φ), where Anl is the constant which
must be found through the normalization of the wave function; SBL is the spherical Bessel function of order l ,

SBL(x) = (−x)l
(

1
x

d
dx

)l sin x
x , and for l= 0 and l= 1, we have SB0 = sinx/x and SB1= sinx/x2 − cos x/x ; snl

is the nth zero of the l th spherical Bessel function.
Inside the well, the radial equation is

d2u

dr 2
=
(

l(l + 1)

r 2
− k2

)
u, k2 = 2mE

h̄2 .

The general solution of this equation for an arbitrary integer l is

u(r ) = Ar SBL(kr ) + Br SNl (kr ),

where SN is the spherical Neumann function of order l , SNl (x) = −(−x)l
(

1
x

d
dx

)l cos x
x , and for l = 0 and

l = 1, one finds SN0 = − cos x/x and SN1 = − cos x/x2 − sin x/x .
The radial wave function is R(r ) = u(r )/r . We use the boundary condition u(a) = 0. For l = 0, from

d2u
∂r 2 = −k2u, we have u(r ) = A sin kr + B cos kr , where B = 0. Taking note of the boundary condition,
from sin ka = 0, one obtains ka = nπ . The normalization of u(r ) gives A = √

2/a .
The angular equation is

sin θ
∂

∂θ

(
sin θ

∂Y

∂θ

)
+ ∂2Y

∂φ2
= −l(l + 1) sin2 θY.

By applying Y (θ , φ) = �(θ)�(φ), the normalized angular wave function (spherical harmonics) is known

to be Y ml
l (θ , φ) = γ

√
2l+1
4π

(l−|ml |)!
(l+|ml |)! e

iml φ L ml
l (cos θ), where γ = (−1)ml for ml ≥ 0 and γ = 1 for ml ≤ 0;

L ml
l (x) is the Legendre function, L ml

l (x) = (1 − x2)
1
2 |ml | ( d

dx

)|ml | L l (x); and L l (x) is the l th Legendre

polynomial, L l (x) = 1
2l l !

(
d

dx

)l
(x2 − 1)l .

Thus, the angular component of the wave function for l = 0 and ml = 0 is Y 0
0 (θ , φ) = 1√

4π
.

Hence, 
n00 = 1√
2πa

1
r sin nπr

a , and the allowed energies are E n0 = π2h̄2

2ma2 n2, n = 1, 2, 3, . . . Using the

nth order of the l th spherical Bessel function SBnl , the allowed energies are E nl = π2h̄2

2ma2 S2
Bnl . �

The Schrödinger differential equation is numerically solved in all regions for the specified potentials,
energies, potential widths, boundaries, etc. For 3D-topology MEdevices, using potentials, tunneling paths,
interatomic bond lengths, and other data, having found
(t,r), one obtains, P (t,r), T(t,E ), expected values
of variables, and other quantities of interest. For example, having determined the velocity (or momentum)
of a charged particle as a function of control variables (time-varying external electric or magnetic field) and
parameters (mass, interatomic lengths, permittivity, etc.), the electric current is derived. As documented,
the particle momentum, velocity, transmission coefficient, traversal time, and other variables change as
functions of the time-varying external electromagnetic field. Therefore, depending on the device physics
varying—for example, E(tr) or B(tr)—one controls the electron transport. Different dynamic and steady-
state characteristics are examined. For example, the steady-state experimental I –V and G–V characteristics
emphasized in Section 6.12 are derived using the theoretical fundamentals reported.

For the planar solid-state semiconductor devices, to derive the transmission coefficient T(E ), Green’s
function G(E ) has been used. In particular, we have

T(E ) = tr[E BLG(E )E BRG∗(E )].

To obtain the I –V characteristics, one self-consistently solves the coupled transport and Poisson’s
equations [7,58].

The Poisson equation∇·(ε(r)∇V(r)) = −ρ(r) is used to find the electric field intensity and electrostatic
potential. Here, ρ(r) is the charge density, which is not a probability current density ρ(t,r); and ε(r) is the
dielectric tensor.
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For example, letting ρx = ρ0sech x
L tanh x

L , we solve ∇2Vx = − ρx

ε
, obtaining the following expressions:

E x = − ρ0

ε
L sech x

L and Vx = 2 ρ0

ε
L 2(tan−1e

x
L − 1

4 π).
For 3D-topology MEdevices, the Poisson equation is of great importance in attaining a self-consistent

solution. The Schrödinger and Poisson equations are solved utilizing robust numerical methods using the
difference expressions for the Laplacian, integration–differentiation concepts, etc. It is possible to solve dif-
ferential equations in 3D using a finite difference method that gives lattices. Generalizing the results reported
for the one-dimensional problem, for the Laplace equation one has ∂2 V(i, j,k)

∂2r = V(i+1, j,k)−2V(i, j,k)+V(i−1, j,k)
�2

h
,

where (i , j , k) gives a grid point; �h is the spatial discretization spacing in the x , y, or z directions.
For Poisson’s equation, we have

∇ · (ε(r)∇V(r)) = C i+1, j,k
i, j,k (Vi+1, j,k − Vi, j,k) − C i, j,k

i−1, j,k(Vi, j,k − Vi−1, j,k)

�2
x

+C i, j+1,k
i, j,k (Vi, j+1,k − Vi, j,k) − C i, j,k

i, j−1,k(Vi, j,k − Vi, j−1,k)

�2
y

+C i, j,k+1
i, j,k (Vi, j,k+1 − Vi, j,k) − C i, j,k

i, j,k−1(Vi, j,k − Vi, j,k−1)

�2
z

, C i, j,k
l ,m,n = 2εi, j,kεl ,m,n

εi, j,k + εl ,m,n
.

Thus, using the number of grid points, equation ∇ · (ε(r)∇V(r)) = −ρ(r) is represented and solved
as AV = B, where A ∈ RN×N is the matrix; and B ∈ RN is the vector of the boundary conditions. The
self-consistent problem that integrates the solution of the Schrödinger (gives the wave function, energy,
etc.) and Poisson (provides the potential) equations is solved in updating the potentials and other variables
obtained through iterations. The convergence is enforced and specified accuracy is guaranteed by applying
robust numerical methods.

6.20.7 Electromagnetic Field and Control of Particle Motion

For a free particle in the Cartesian coordinate system, E (r) = p2

2m , p2 = p2
x + p2

y + p2
z . Taking into account

a potential, one uses E (r) = p2

2m +	(r). In a magnetic field, the interaction of a magnetic moment μ with
a magnetic field B changes the energy by −μ · B.

Consider a particle with a charge q and mass m in a one-dimensional potential 	(x). Let a particle
propagate under an external time-varying electric field E E (tr), where the particle Hamiltonian is H =

1
2m p2 +	(x)+q E E (t)x . For example, E E (t) = E E 0sinωt, where E E 0 is the amplitude of the electrostatic
field. It should be emphasized that the operators are commonly used in deriving the expressions for the
Hamiltonian, which can be time-invariant or time-dependent.

The external electromagnetic field, which can be controlled, affects the Hamiltonian. In general, for a
particle with a charge q in a uniform magnetic field B, one has

H = 1

2μ
p2 + 	(r) − q

2μc
B · L + q 2

8μc 2
[B2r 2 − (B · r)2],

where μ is the angular momentum, and L is the orbital angular momentum.
In H , the term − q

2μc B · L = −μL · B represents the energy resulting from the interaction between the
particle orbital magnetic moment μL = qL/(2μc) and the magnetic field B. If the charge q has an intrinsic
spin S, the spinning motion results in the magnetic dipole moment μS = qS/(2μc), which interacts with
an external magnetic field generating the energy −μS · B. Thus, we have

H = 1

2μ
p2 + 	(r) − μL · B − μS · B + q 2

8μc 2
[B2r 2 − (B · r)2].

Consider the hydrogen atom under an external uniform magnetic field B. The atom energy levels are
shifted as shown in Section 6.4. This energy shift is known as the Zeeman effect. Considering the normal
Zeeman effect, neglecting the electron spin (the anomalous Zeeman effect takes into consideration the
spin of the electron utilizing the perturbation theory), we assume that B = Bzz—e.g., B = [0, 0, Bz].
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The Hamiltonian is

H = 1

2μ
p2 − e2

4πε0r
+ e

2μc
Bz L z + e2 B2

z

8μc 2
(x2 + y2),

where H0 = 1
2μ

p2 − e2

4πε0r is the atom Hamiltonian in the absence of the magnetic field; and L z is the
orbital angular momentum.

The third term of H is usually rewritten as e
2μc Bz L z = μB

h̄ Bz L z , where μB is the Bohr magneton,

μB = eh̄
2μc = eh̄

2me
= 9.274 × 10−24 J/T = 5.7884 × 10−5 eV/T.

The electron’s orbital magnetic dipole moment, resulting from the orbital motion of the electron about
the proton, is μL = −eB/(2μc).

The term e2 B2
z

8μc 2 (x2 + y2) may be small, and usually is neglected. The spherical and Cartesian coordinates
are related as x = r sin θ cos ϕ, y = r sin θ sin ϕ, and z = r cos θ .

One concludes that the propagation of electrons can be effectively controlled by changing the elec-
tromagnetic field in MEdevices. The control variables are time-varying. One examines a time-dependent
Schrödinger equation H(t, r)
(t, r) = ih̄ ∂
(t,r)

∂t .
Consider a time-varying one-dimensional potential 	(t,x) as given by 	(t,x) = 	t (t,x) + 	0(x). If

	(t,x) = 	0(x), the solution of the Schrödinger equation is


n(t, x) = 
n(t)
n(x) = e− i En
h̄ t
n(x),

where E n and 
n(x) are the unperturbed eigenvalues and eigenfunctions.
Taking note of a time-varying 	(t,x), the solution is


(t, x) =
∑

n

an(t)
n(t, x),

where an(t) is the time-varying function found by solving a set of differential equations depending on the
problem under consideration.

The transition probability is related to an(t), as Pm = ∑
n, n �=m a∗

n(t)an(t).
Our goal is to study how the quantum state, given by 
(t), evolves over time. In particular, for a given

initial state 
(t0) the system’s dynamic behavior, governed by the Schrödinger equation, to the following
(intermediate or final) state with 
(t f ) is of interest. We have


(t) = U (t0, t)
(t0), t > t0,

where U (t0,t) is the unitary operator, which gives the finite time transition.
To find the time-evolution operator U (t0,t), one substitutes 
(t) = U (t0, t)
(t0) into the time-

dependent Schrödinger equation, yielding ∂U (t0,t)
∂t = − i

h̄ HU (t0, t). If the Hamiltonian H is not a function
of time, using the unit initial condition U (t0, t0) = I , we have

U (t0, t) = e− i H(t−t0)
h̄ ,

and


(t) = 
(t0)e− i H(t−t0)
h̄ .

To find a solution for a time-varying potential 	(t,x) = 	t (t,x) + 	0(x), let 	0(x) >> 	t (t,x).
Assume

	(t) =
{

	(t) for 0 ≤ t ≤ τ

0 for t < 0, t > τ
.

The solution of the Schrödinger equation in 0 ≤ t ≤ τ gives 
(t) = UH (t0, t)
(t0), where UH (t0, t) =
e

i H0
h̄ tU (t0, t)e− i H0

h̄ t ; H0 is the time-independent part of the Hamiltonian, H0 > 	(t). From the time-
dependent Schrödinger equation, one obtains

ih̄
∂UH (t0, t)

∂t
= e

i H0
h̄ t	(t)e− i H0

h̄ tUH (t0, t).
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The solution of this equation is

UH (t0, t) = I − i

h̄

∫ t

t0

e
i H0

h̄ t	(t)e− i H0
h̄ tUH (t0, t)dt.

The time-dependant perturbation theory provides the first-, second-, third-, and other high-order
approximations. The first-order approximation is derived substituting UH (t0,t) = I . Thus, U (1)

H (t0, t) =
I − i

h̄

∫ t

t0
e

i H0
h̄ t	(t)e− i H0

h̄ t dt. Having found the initial and final states defined by 
 i and 
 f , the transition

probability is Pi f (t) = |
 f UH (t0, t)
i |2, and the second-order approximation as Pi f (t) = |− i
h̄

∫ t

0 
 f 	(t ′)

i e iωt t ′

dt ′|2, where ω f is the transition frequency between the initial and final system’s states, ωt =
E f −E i

h̄ = 
 f H0
 f −
i H0
i

h̄ .
For practical engineering problems, the time-dependent problem can be solved numerically. In general,

the numerical formulation and solution relax the complexity of analytic results, which are usually based
on a number of assumptions and approximations of the time-dependent perturbation theory.

6.20.8 Green’s Function Formalism

Electronic devices can be modeled using the Green’s function method [7,56–58].
The time-independent Schrödinger equation − h̄2

2m ∇2
(r) + 	(r)
(r) = E (r)
(r) is written as the
Helmholtz equation by using the inhomogeneous term Q(
). In particular, we have

(∇2 + k2)
 = Q,

where k2 = 2mE
h̄2 and Q = 2m

h̄2 	
.
Our goal is to find a function G(r), called Green’s function, that solves the Helmholtz equation

with a delta-function source, which is given as (∇2 + k2)G(r) = δ3(r). The wave function 
(r) =∫
G(r − r0)Q(r0)d3r0 satisfies the Schrödinger equation

(∇2 + k2)
(r) =
∫

[(∇2 + k2)G(r − r0)]Q(r0)d3r0 =
∫

δ3(r − r0)Q(r0)d3r0 = Q(r).

The general solution of the Schrödinger equation is


(r) = 
0(r) − m

2πh̄2

∫
eik|r−r0|

|r − r0|	(r0)
(r0)d3r0,

where 
0(r) satisfies the homogeneous equation (∇2 + k2)
0 = 0.
It should be emphasized that to solve the integral Schrödinger equation derived, one must know the

solution, because 
(r0) is under the integral sign.
Using the Hamiltonian H , one obtains the equation (E − H)G(r, rE ) = δ(r − rE ).
Studying electron–electron interactions in the π-conjugated molecules, one may apply the semiempir-

ical Hamiltonian [64–66]. For a molecule, one has

HM =
∑

i,σ

E i a
+
iσ aiσ −

∑
〈i j 〉,σ

(
ti j a

+
iσ a jσ + t∗

i j a
+
jσ aiσ

)
+ U

∑
i

ni,↑ni,↓ + 1

2

∑
i, j,i �= j

Ui j

(∑
σ

a+
iσ aiσ − 1

)(∑
σ

a+
jσ a jσ − 1

)
,

where E i are the orbital energies; a+
iσ and aiσ are the creation and annihilation operators for the π-electron

of i th atom with spin σ (↑,↓); ti j are the tight-binding hopping matrix entities for the pz orbitals of the
nearest neighbor atoms; 〈ij〉 denotes the sum of the nearest neighbor sites i and j ; U is the onsite Coulomb
repulsion between two electrons occupying the same atom pz orbital; ni is the total number of π-electrons
on site i , ni = ∑

σ a+
iσ aiσ ; and Ui j is the intersite Coulomb interaction.

In HM , the third and fourth terms represent the electron–electron interactions, which depend on the
distance. For the interaction energies, the parametrization equation is Ui j = U√

1+kr r 2
i j

, where ri j is the
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distance between sites i and j ; and kr is the screening constant. The parameters can thus be obtained. In
particular, ti j varies from 2 to 3 eV for orbitals depending on atom placement, bonds (single, double, or
triple), while U ∼ 10 eV and kr ∼ 50 (for ri j given in nm).

The Hamiltonian for the molecular complex is constructed by using molecule HM , tunneling HT ,
terminal HC , and external HE Hamiltonians. That is, we have

H = HM + HT + HC + HE .

For the oscillator with mass m, momentum p, and a resonant angular frequency of radial vibrations ω0,
one obtains H0 = p2

2m + 1
2 mω2

0 x2. However, HM integrates the core energy-based single-electron Hamilto-
nian and electron–electron interaction Hamiltonian—e.g., HM = ∑

i

(
1

2m p2
i + 1

2 mω2
0i r2

i

)+∑i, j Bi j a
+
i a j ,

where Bi j (t) are the time-varying amplitudes; a and a+ are the electron annihilation and creation operators,
and the steady-state number of electrons is N = ∑

i, j 〈a+
i a j 〉; and iand j are indices that run over the

molecule. Using the molecular orbital indices n and l , the last term in the equation for HM can be expressed
as
∑

(in)( j l) B(in)( j l)a
+
(in)a( j l). The current can be estimated as I = −e d

dt

∑
i, j

〈
a+

i (t) a j (t)
〉

, where the
equations of motion for a(t) and a+(t) are derived by using the Hamiltonian.

The tunneling Hamiltonian that describes the electrons’ transport to and from the molecule is HT =
−∑

i, j∈Terminals e
− r

λ j
(

Ti j a
+
i b j + T∗

i j a
+
i b j

)
, where Ti j (t) represents the time-varying tunneling ampli-

tudes; b and b+ are the electron annihilation and creation operators at the input (L ) and output (R)
terminals; λ j represents the tunneling lengths between the molecule’s conducting and terminal atoms; h.c.
denotes the Hamiltonian conjugate; Ti jL and Ti jR are the amplitudes of the electron transfer—for example,
from the jL th occupied orbital to the molecule’s lowest unoccupied molecular orbital |iLU MO〉, and to
the jRth unoccupied orbital; | jL 〉 and | jR〉 are the contacts’ orbitals; and |iLU MO〉 is the molecule’s lowest
unoccupied molecular orbital.

The terminal Hamiltonian is expressed as HC = ∑
j∈L ,R C j b

+
j b j , where C j (t) represents the time-

varying energy amplitudes.
The external Hamiltonian depends on the device physics, as was documented in Section 6.13.7. For

example, HE = −∑
i, j E i j · mi j a

+
i a j , where E i j (t) is the function controlled by varying the electrostatic

potential; and mi j is the electron dipole moment vector.
Taking note of the Hamiltonians derived, one finds a total Hamiltonian H . To examine the functionality

and characteristics of MEdevices (input/control bonds–molecule–output bonds), the wave function should
be derived by solving the Schrödinger equation. Alternatively, the Keldysh nonequilibrium Green function
concept can be applied. Green’s function is a wave function of energies at r resulting from an excitation
applied at rE . We study the retarded Green’s function G that represents the behavior of the aggregated
molecule, and the equation

(E − H)G(r, rE ) = δ(r − rE )

is used. The boundary conditions must be satisfied for the transport and Poisson equations.
To examine a finite molecular complex, the molecular Hamiltonian of the isolated system and the

complex self-energy functions are used instead of the single energy potential and broadening energies. In
the matrix notations, using the overlap matrix S, one has [G(E )] = (E [S] − [H] − [VSC] −∑

i [E i ])−1,
where [E i ] = [Si ][G i ][S∗

i ]; and Si is the geometry-dependent terminal coupling matrix between the
molecular terminals. The imaginary non-Hermitian self-energy functions of the input and output electron
reservoirs E L and E R are [E L ] = [SL ][G L ][S∗

L ] and [E R] = [SR][G R][S∗
R], where G L and G R are the

surface Green’s functions found by applying the recursive methods.
By taking note of Green’s function, the density of state D(E ) is found as D(E ) = − 1

π
Im{G(E )}. The

spectral function A(E ) is the anti-Hermitian term of Green’s function, and A(E ) = i[G(E ) − G∗(E )] =
−2I m[G(E )]. One obtains D(E ) = 1

2π
tr[A(E )S], where tr is the trace operator, and S is the overlap

matrix for orthogonal basis functions. Using the broadening energy functions E BL and E BR, one obtains
the spectral functions

[AL (E )] = [G(E )][E BL(E )][G∗(E )] and [AR(E )] = [G(E )][E BR(E )][G∗(E )].
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Multiterminal MEdevices attain equilibrium at the Fermi level, and the nonequilibrium charge density
matrix is

[ρ(E )] = 1

2π

∫ ∞

−∞

∑
k,i∈L , j∈R

f (E Vk , VF i. j )[Ai, j (E )]d E

= 1

2π

∫ ∞

−∞

∑
k,i∈L , j∈R

f (E Vk , VF i. j )[G(E )][E Bi, j (E )][G∗(E )]d E ,

where VF i, j are the potentials, and f (E V ,VF i, j ) are the distribution functions.
Utilizing the transmission matrix T(E ) = tr[E BLG(E )E BRG∗(E )] and taking note of the broadening,

the current between terminals is found as

Ik = 2e

h

∫ +∞

−∞
tr[E BLG(E )E BRG∗(E )]

∑
k,i∈L , j∈R

f (E Vk , VF i, j )d E .

For a two-terminal MEdevice,

ρ(E ) = 1

2π

∫ ∞

−∞
[ f (E V , VFL)G(E )E BLG∗(E ) + f (E V , VFR)G(E )E BRG∗(E )]d E

and

I = 2e

h

∫ +∞

−∞
tr[E BLG(E )E BRG∗(E )][ f (E V , VFL) − f (E V , VFR)]d E .

As emphasized in Section 6.13.1, one may apply these equations using the applicable distribution func-
tions if the assumptions of the statistical mechanics are valid for the electronic device under consideration.

6.21 Multiterminal Quantum-Effect MEDevices

Quantum-well resonant tunneling diodes and FETs, Schottky-gated resonant tunneling, heterojunction
bipolar, resonant tunneling bipolar, and other transistors have been introduced to enhance the microelec-
tronic device performance. The tunneling barriers are formed using AlAs, AlGaAs, AlInAs, AlSb, GaAs,
GaSb, GaAsSb, GaInAs, InP, InAs, InGaP, and other composites and spacers with a thickness in the range of
1 nm to tens of nm. The CMOS-technology high-speed double-heterojunction bipolar transistors ensure
the cut-off frequency ∼ 300 GHz, the breakdown voltage is ∼ 5 V, and the current density is ∼ 1 × 105

A/cm2. The one-dimensional potential energy profile, shown in Figure 6.55, schematically depicts the first
barrier (L 1,L 2), the well region (L 2,L 3), and the second barrier (L 3,L 4), with the quasi-Fermi levels E F 1,
E F 23, and E F 2. The device physics of these transistors is reported in [15], and the electron transport in

xL1 L2 L3 L4

EF2

EF1

EF23

Q
ua

nt
um

 w
el

l

Π(x)

FIGURE 6.55 A one-dimensional potential energy profile and quasi-Fermi levels in the double-barrier single-well
heterojunction transistors.
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FIGURE 6.56 (see color insert) MNAND and MAND gates comprised from cyclic molecules.

double-barrier single-quantum-well is straightforwardly examined by applying a self-consistent approach
and numerically solving the one- or two-dimensional Schrödinger and Poisson equations.

The MAND and MNAND gates were documented in Figure 6.16 utilizing multiterminal MEdevices
to form Mgates. Figure 6.56 illustrates the overlapping molecular orbitals for cyclic molecules used to
implement these Mgates.

In Section 6.19, we reported 3D-topology multiterminal MEdevices formed using cyclic molecules with
a carbon interconnecting framework (see Figure 6.44). In this section, consider a three-terminal MEdevice
with the input, control, and output terminals (as shown in Figure 6.57). The device physics of the proposed
MEdevice is based on the quantum interaction and controlled electron tunneling. The applied Vcontrol(t)
changes the charge distribution ρ(t,r) and E E (t,r), affecting the electron transport. This MEdevice oper-
ates in the controlled electron-exchangeable environment due to quantum interactions. Thus, controlled
super-fast potential-assisted tunneling is achieved. The electron-exchangeable environment interactions
qualitatively and quantitatively modify the device behavior and its characteristics. Consider the electron
transport in the time- and spatial-varying metastable potentials 	(t,r). From the quantum theory view-
points, it is evident that the changes in the Hamiltonian result in: (i) changes of tunneling T(E ), and
(ii) quantum interactions due to variations of ρ(t,r), E E (t,r), and 	(t,r). The device controllability is
ensured by varying Vcontrol(t), which affects the device switching, I –V , and other characteristics.

We solve high-fidelity modeling and data-intensive analysis problems for the studied MEdevice. For
heterojunction microelectronic devices, one usually solves the one-dimensional Schrödinger and Poisson
equations by applying the Fermi–Dirac distribution function. In contrast, for the devised MEdevices, a
3D problem arises which cannot be simplified. Furthermore, the distribution functions and statistical
mechanics postulates may not be straightforwardly applied.

For the studied cyclic molecule which forms an interconnected MEdevice, we consider nine atoms with

motionless protons of charges qi . The radial Coulomb potentials are 	i (r ) = − Ze f f i q 2
i

4πε0r . For example, for

Vinput

Vcontrol

Voutput

FIGURE 6.57 (see color insert) A three-terminal MEdevice comprised from a cyclic molecule with a carbon inter-
connecting framework.
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FIGURE 6.58 (see color insert) Charge distribution ρ(r).

carbon, Zeff C = 3.14. Using the spherical coordinate system, the Schrödinger equation

− h̄2

2m

[
1

r 2

∂

∂r

(
r 2 ∂


∂r

)
+ 1

r 2 sin θ

∂

∂θ

(
sin θ

∂


∂θ

)
+ 1

r 2 sin2 θ

∂2


∂φ2

]
+ 	(r, θ , φ)
(r, θ , φ) = E 
(r, θ , φ)

should be solved. For the problem under consideration, it is impractical to find the analytic solution
as obtained in Example 6.20.21 by using the separation of variables concept. We represented the wave
function as 
(r, θ , φ) = R(r )Y (θ , φ) in order to derive and solve the radial and angular equations.
In contrast, we discretize the Schrödinger and Poisson equations, as reported in this section, with the
ultimate objective of numerically solving these differential equations. The magnitude of the time-varying
potential applied to the control terminal is bounded due to the thermal stability of the molecule—e.g.,
|Vcontrol| ≤ Vcontr olmax . In particular, we let |Vcontrol| ≤ 0.25 V. The charge distribution is of particular
interest. Figure 6.58 documents a three-dimensional charge distribution in the molecule if Vcontrol = 0.1 V
and Vcontrol = 0.2 V. The total molecular charge distribution is found by summing the individual orbital
densities.

The Schrödinger and Poisson equations are solved using a self-consistent algorithm in order to verify
the device physics soundness and examine the baseline performance characteristics. To obtain the current
density j and current in the MEdevice, the velocity and momentum of the electrons are obtained by making

Vinput-output (V )

Sa
tu

ra
tio

n Active 1 Active 2 Active 3

In
te

rm
ed

ia
te

 1

In
te

rm
ed

ia
te

 2

In
te

rm
ed

ia
te

 3

0.20.1

I ou
tp

ut
 (n

A
)

0.2

0.4

0.6

Icontrol = 0.2 nA

Icontrol = 0.1 nA

0

FIGURE 6.59 Multiple-valued I –V characteristics.
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FIGURE 6.60 (see color insert) Six-terminal MEdevices.

use of 〈p〉 = ∫∞
−∞ 
∗(t, r)

(−ih̄ ∂
∂r

)

(t, r) dr. The wave function 
(t,r) is derived for distinct values of

Vcontrol. The I –V characteristics of the studied MEdevice for two different control currents (0.1 and 0.2 nA)
are reported in Figure 6.59. The results documented imply that the proposed MEdevice may be effectively
used as a multiple-valued or symbolic Mprimitive in order to design enabling multiple-valued or symbolic
logics and memories.

The traversal time of electron tunneling is derived from the expression τ (E ) = ∫ r f

r0

√
m

2[	(r)−E ] dr. It is

found that τ varies from 2.4 × 10−15 to 5 × 10−15 sec. Hence, the proposed MEdevice ensures super-fast
switching.

The reported monocyclic molecule can be used as a six-terminal MEdevice, as illustrated in Figure 6.60.
The proposed carbon-centered molecular hardware solution, in general:� Ensures a sound bottom-up synthesis at the device, gate, and module levels� Guarantees aggregability to form complex MICs� Results in the experimentally characterizable MEdevices and Mgates.

The use of the side groups Ri , shown in Figure 6.60, ensures the variations of the energy barriers and
wells potential surfaces 	(t,r). This results in the controlled electron transport and varying quantum
interactions. As reported, the studied MEdevices can be utilized in combinational and memory MICs. In
addition, those devices can be used as routers. Hence, one achieves a reconfigurable networking-processing-
and-memory, as covered in Section 6.5 regarding fluidic platforms. We conclude that neuromorphological
reconfigurable solid MPPs can be designed.

A generic modeling concept is reported next. A Mdevice may have two or more terminals. The inter-
connected Mdevices are well defined in the sense of their time-varying variables—e.g., input r(t), control
u(t), output y(t), state x(t), disturbance d(t), and noise ξ(t) vectors. The electric or magnetic field inten-
sities can be considered as u(t), while velocity, displacement, current, and voltage can be the state and/or
output variables. For example, for controllable solid MEdevices examined, the voltage at any terminal
is well defined with respect to a common datum node (ground). Figure 6.61 documents a multitermi-
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FIGURE 6.61 A molecular device with time-varying variables that characterize dynamic and steady-state device
performance.
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nal Mdevice with input, control, and output terminals, with the corresponding of time-varying variables.
The disturbances and noise vectors are also documented. The phenomena exhibited, and the effects uti-
lized, are defined by the device physics. As illustrated, the proposed MEdevice is modeled by using the
Schrödinger and Poisson equations. The Mdevices for admissible inputs and disturbances are completely
characterized by the differential equations and constitutive relations that describe transient dynamics
and steady-state behavior. In particular, neglecting disturbances, unmodelled phenomena, and noise, the
Mdevice is described by the quadruple (r,x,y,u), where r ∈ Rb , x ∈ Rn, y ∈ Rk , and u ∈ Rm. We denote
by R, X , Y,and U the universal sets of achievable values for each of these vector variables. Thus, the
Mdevice response (behavioral) quadruple is (r,x,y,u) ∈ R × X × Y × V . The measurement set is given
as M = {(r, x, y, u) ∈ R × X × Y × U, ∀t ∈ T}. The electrochemomechanical state transitions (electron
transport, conformation, etc.) are controlled by changing u to meet the optimal transient achievable
performance and thus guarantee the desired steady-state performance characteristics.

6.22 Conclusions

We reported innovative developments in 3D solid and fluidic molecular electronics utilizing novel Mdevices,
3D organizations, enabling architectures, bottom-up fabrication, etc. The proposed 3D-topology Mdevices
are based on a new device physics. Enabling 3D organizations and novel architectures are utilized at the
module and system levels. A wide spectrum of fundamental, applied, and experimental issues, related to the
device physics, phenomena, functionality, performance, and capabilities, were researched. Therefore, we
advanced a Marchitectronics paradigm. It was found and demonstrated that solid and fluidic Mdevices exhibit
novel phenomena and possess unique functionality, thus providing enabling capabilities. These Mdevices
were aggregated within ℵhypercells, which form MICs. Innovative concepts in the SLSI design of MICs and
MPPs were also reported and examined. The proposed MPPs were designed within 3D organizations and en-
abling architectures, guaranteeing superior performance. The bottom-up fabrication issues were covered for
the carbon-centered molecular electronics. Biomolecular processing platforms were examined, research-
ing baseline fundamentals, cognition, and information processing. Though a great number of problems
remain to be solved, it was demonstrated that the proposed 3D-centered topologies/organizations and
novel architectures guarantee overall supremacy. The reported solutions led to the envisioned MPPs and
cognizant information processing. Neuromorphological reconfigurable solid and fluidic MPPs were de-
vised utilizing a 3Dnetworking-and-processing paradigm. The proposed design and analysis concepts at
the device and system levels were coherently studied and illustrated through numerous examples.
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[61] Büttiker, M. and Landauer, R., Escape-energy distribution for particles in an extremely underdamped

potential well, Phys. Rev. B, 30, 3, 1984.
[62] ———, Traversal time for tunneling, Phys. Rev. Lett., 49, 23, 1982.
[63] Galperin, M. and Nitzan, A., Traversal time for electron tunneling in water, J. Chem. Phys., 114, 21,

2001.



6-104 Nano and Molecular Electronics Handbook

[64] Pariser, R., and Parr, R.G., A semiempirical theory of the electronic spectra and electronic structure
of complex unsaturated molecules I, J . Chem. Phys., 21, 1953.

[65] ———, A semiempirical theory of the electronic spectra and electronic structure of complex
unsaturated molecules II, J . Chem. Phys., 21, 1953.

[66] Pople, J.A., Electron interaction in unsaturated hydrocarbons, Trans. Faraday Soc., 49, 1953.



II
Nanoscaled
Electronics

7 Inorganic Nanowires in Electronics
Bin Yu and M. Meyyappan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7-1
Introduction • Why Nanowires? • Nanowire Growth • Nanowires: Morphology and
Properties • Device Fabrication • Summary

8 Quantum Dots in Nanoelectronic Devices
Gregory L. Snider, Alexei O. Orlov and Craig S. Lent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8-1
Introduction • Single-Electron Devices • Quantum-Dot Cellular Automata • Limits to
Binary Computing • Summary

9 Self Assembly of Nanostructures Using Nanoporous Alumina Templates
Bhargava Kanchibotla, Sandipan Pramanik and Supriyo Bandyopadhyay . . . . . . . . . . . 9-1
Introduction • Nanoporous Alumina Membranes • Fabrication of Highly-Ordered
Porous Templates Using Multistep Anodization • Nanostructure Synthesis Using Porous
Alumina Membranes • AC Electrodeposition • DC Electrodeposition • Oxide
Nanowires • Half Cell Method for Fabricating Inorganic Nanowires Using Porous
Alumina • Pattern Transfer Using Anodic Alumina Templates • Semiconductor
Nanoporous Structures • Nanopore Arrays on Generic Substrate • Fabrication of
Nanoplillars • Conclusion

10 Neuromorphic Networks of Spiking Neurons
Giacomo Indiveri and Rodney Douglas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10-1
Neuromorphic vs. Conventional Use of VLSI Technology • Simulation vs.
Emulation • Action Potentials and the Address-Event Representation • Silicon
Neurons • Silicon Synapses • Multi-Chip Neural Networks • Acknowledgments

11 Allowing Electronics to Face the TSI Era—Molecular Electronics and Beyond
G. F. Cerofolini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11-1
Introduction • Physical Limits of Computation • How a Hybrid Technology Can
Approach the Physical Limits—Molecular Electronics • Beating the Limits of
Conventional and Electron-Beam Lithography • How the Hybrid Technology Can Attack
Physical Problems—Beyond Molecular Electronics • Conclusions

12 On Computing Nano-Architectures Using Unreliable Nanodevices
Valeriu Beiu and Walid Ibrahim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12-1
Introduction • Reliability Simulation Tools • More Reliable Gates • Reliable Full
Adders • Reliable Adders • Power-Performance Considerations • Conclusions

II-1



7
Inorganic Nanowires

in Electronics

Bin Yu

M. Meyyappan

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-1
7.2 Why Nanowires? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-1
7.3 Nanowire Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-2
7.4 Nanowires: Morphology and Properties . . . . . . . . . . . . . . . .7-5
7.5 Device Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-6
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-8
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7-8

7.1 Introduction

One of the areas nanotechnology is expected to have a significant impact on in terms of paradigm change
and large scale economy is nanoelectronics. The concern that the downscaling of silicon CMOS according
to Moore’s law will come to an end has been around for quite some time. At present, it is not clear what the
feature scale of the last CMOS generation will be (perhaps 10 nm? even smaller?). The current speculation
is that the end of downscaling will happen in a decade or so. For this reason, tremendous interest has risen
in exploring alternative technologies that can give higher performance and integration density than the
presumed last-generation silicon CMOS device. The alternatives include molecular electronics, carbon
nanotube–based nanoelectronics, single electron transistors, quantum computing architecture, and so
on—all of which are topics covered in this book. The inorganic nanowire-based approach to electronics
does not really belong with the previous class of revolutionary technologies. The material system here
will still be silicon or germanium with one-dimensional nanowires replacing conventional 2D thin films.
This could possibly provide some flexibilities in fabrication and/or performance advantages. Certainly, the
possibility of vertical transistors (instead of the traditional planar CMOS device) exists, which can help
attain a higher device density and possibly even lead to a 3D architecture. Investigation of nanowires in
electronics is at its very early stages. Indeed, the volume of work in the literature to date is far smaller than
the efforts on molecular and carbon nanotube–based electronics.

This chapter will provide a review of the current status on using semiconducting nanowires in device
fabrication. First, the impetus for using nanowires will be established. Then, a discussion of growth
techniques will be provided, followed by growth results and the properties of nanowires. Finally, a summary
of device fabrication efforts to date will be presented.

7.2 Why Nanowires?

In the last two to three decades, a variety of semiconducting, metallic, dielectric and other materials—
both elemental and compound materials—have been grown as thin films using chemical vapor deposition
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(CVD), metal organic chemical vapor deposition (MOCVD), molecular beam epitaxy (MBE), and other
techniques. These materials covered the wavelength range from UV to far IR, and correspondingly the
bandgap from about 3.6 eV down to 0.4 eV. Extraordinary dimensional control has been demonstrated
in growing multiple quantum well layers where the layer thickness is just 1 nm. These achievements in
the controlled growth of epitaxial layers have resulted in numerous advances in electronics (logic and
memory) and optoelectronics (lasers, detectors, etc.). In the last few years, most of these materials have
been grown as one-dimensional nanowires. The nanowires are single crystal with very well defined surface
structural properties. Their one-dimensionality offers the lowest dimension transport channel for the best
field effect transistor (FET) scalability. The bandgap of semiconducting nanowires varies inversely with
the diameter. One-dimensional quantum confinement in the radial direction, as well as reduced phonon
scattering, provide interesting physics for logic devices. The electronic properties can be altered by doping.
All of these make nanowires an interesting candidate for electronics applications.

7.3 Nanowire Growth

There are several approaches reported in the literature for growing various nanowires. One of the earliest
methods described is to use a nanoporous template to guide the nanowire growth by selective deposition
in the openings of the template [1]. The most common template is the anodized aluminum oxide (AAO)
thin film, which is stable, insulating, and characterized by reasonable density and a uniformity of pores.
The porous film is prepared by the anodizing of 99.999% Al on a desired substrate, where the pores
self-organize into a highly ordered hexagonal array of parallel vertical pores. To date, several types of
nanowires—for example, Cd, Cds, CdSx Sex−1, and Znx Cd1−x S—have been reported by electrodeposition.
The challenges facing this approach include the ease of removal of the template during device fabrication
and the uniformity of pore size on large areas.

The most widely used method to grow nanowires is the vapor–liquid–solid (VLS) approach pioneered
by Wagner and Ellis [2]. This technique uses a metal catalyst film which, at normal growth temperatures,
is in a molten form, consisting of tiny droplets. The source vapor for a given nanowire—generated either
by sublimation of a metal, laser ablation of a target, or from chemical reactions of the feedstock gases—
dissolves into the catalyst droplets (see Figure 7.1), and when supersaturation is reached, precipitation of
the nanowire occurs from the catalyst particle. Typically, the particle is carried at the head of the growing
nanowire. The VLS approach is amenable for growth on patterned substrates where lithography can be
used to specify desired patterns. The approach is also amenable for integration with device fabrication
schemes.

For growth of silicon nanowires, either SiH4 or SiCl4, mixed with H2, can be used as a source gas [3,4].
The silane route is a lower temperature process (520◦C versus 850◦C). The research scale reactor usually
consists of a quartz tube inserted in a two-zone furnace (Figure 7.2). The upstream section can be used to
generate the source vapor by maintaining the zone at the appropriate temperature mentioned previously.
For example, the source material in the form of powder, pellets, foil, or an equivalent can be placed in a
boat and the source vapor can be generated by sublimation. An example would be ZnO powder by itself
or ZnO powder mixed with graphite powder for carbothermal reduction to generate the source vapor [5].
This type of sublimation approach is not common in silicon nanowire preparation; instead, the source
feedstock, such as silane or SiCl4, is decomposed in Zone 1. In the downstream section, a wafer containing
a thin film of the catalyst metal, gold being the most common, is placed, and the local temperature
corresponds to the melting point of the catalyst metal. In practice, very thin films (∼ 1 nm) melt at a
temperature lower than the bulk melting point. Several alternatives to gold, particularly those with lower
melting points such as Ga or In, are also possible choices [6]. The catalyst, sputtered or evaporated as a thin
film (1 to 10 nm), breaks into droplets facilitating VLS growth. The thickness of the film can be changed to
match various wire thicknesses; however, for each layer thickness, there will always be a distribution of the
catalyst particle size and, hence, the nanowire diameter. Growth temperature and feedstock composition
also influence the nanowire diameter and the morphology. Absolute control on the diameter uniformity
across a full scale wafer (of any size) has not been demonstrated and this may only be possible if each catalyst
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FIGURE 7.1 (Please see color insert following page 5-6) Nanowire growth by vapor–liquid–solid (VLS) mechanism.
The orange-colored atoms denote the substrate atoms. The purple spheres represent the source vapor molecules, and
the yellow spheres denote the metal catalysts.

particle is patterned at a prescribed location and further prevented from coalescing with a neighboring
droplet.

Though a variety of oxide, nitride, metal, and other nanowires have been reported in the literature, the
following discussion concerns only the growth literature pertaining to silicon and germanium due to the
electronics applications. After the early works of Wagner and Ellis [2] on VLS growth, Westwater et al.
[3] provided the first comprehensive report on silicon nanowires from silane at temperatures from 320 to
600◦C and silane partial pressures of 0.01 to 1 Torr. They found that nanowires as thin as 10 nm can be
grown by keeping the partial pressure high and temperature low. These wires are single crystal but tend
to have defects of kinks and bends. Lowering the partial pressure yielded thicker wires but with reduced
defects. More recently, Mao et al. [7] conducted a similar study for the SiCl4 + H2 system and found
that only a narrow set of conditions yielded vertical nanowires. Using the same SiCl4 + H2 system and
gold colloids, Hochbaum et al. [8] grew vertical silicon nanowires with a narrow size distribution and an

Zone 1

Source Substrate

Qcarrier

Qfeedstock

Exhaust to hood 

Thermocouple 

Heater 1 Heater 2 

Zone 2

FIGURE 7.2 Schematic of a VLS growth reactor setup.
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(a) (b)

25 nm

FIGURE 7.3 (a) Scanning electron microscopy (SEM) image of germanium nanowires. (b) Transmission electron
microscopy (TEM) image of a germanium wire with the gold catalyst at the top.

average diameter of 39 nm. They were able to vary the density from 0.1 to 1.8 wires/μm2. Sunkara et al.
[9] used a microwave plasma of N2 + H2 with gallium as the catalyst. They avoided a silicon containing
precursor gas; instead, the hydrogen plasma etched the exposed silicon wafer to provide the silyl radicals.
The VLS growth in their work provided silicon nanowires with diameters of 6 nm at temperatures less than
400◦C. Using silane in the same plasma setup works as well by providing a variety of reactive precursors
and yields nanowires of 10 to 100 μm long [10]. In summary, it is now possible to grow silicon and
germanium nanowires of various diameters (a few nm to about 100) and 1 to 100 μm long. The nanowire
morphology is also controllable, and it is possible to obtain vertical nanowires on patterned locations. Tan
et al. [11] indicate there is no thermodynamic limit on the attainable minimum size in the VLS growth,
and arbitrarily small nanowires can be grown until reaching some sort of kinetic limit.

Figure 7.3 shows vertical germanium wires grown on a Ge substrate using the VLS process described
earlier [12]. The source here consists of a 1:1 weight ratio of germanium powder and graphite powder. The
latter provides enhanced surface area for the evaporation of germanium and control of the germanium
vapor partial pressure for a given gas flow rate. The source temperature is 1020◦C and the substrate
temperature is 470◦C, with a carrier gas of Ar + H2 mixture. The Ge nanowires are of uniform diameter
(42 ± 10 nm) and length distribution (1.0 ± 0.2 μm). Analysis by transmission electron microscopy
(TEM) indicates that the nanowire elongates in the [111] direction. The TEM image in Figure 7.3b shows
a hemispherical gold catalyst head on top of the wire. High resolution TEM (not shown here) reveals
well-defined lattice fringes in the (111) and

(
111̄

)
planes, along with a smooth surface. The lattice fringe

is 3.26 Å which matches well with x-ray powder diffraction data for bulk germanium. Typically, a thin
oxide sheath (1 to 2 nm) is always observed on the nanowires. Selected area diffraction patterns confirm
that the nanowires are composed of highly crystalline germanium with the cubic diamond structure and
a preferred growth direction of [111].

Figure 7.4 shows vertical silicon nanowires grown using a SiCl4 + H2 system. These are grown at 925◦C
and atmospheric pressure with 0.04% SiCl4 and 4% H2 in argon. The wires are well aligned and crystalline.
The diameter ranges from 68 to 96 nm and the growth density is about 4 wires/μm2. The TEM image (not
shown here) shows regular crystal lattices throughout the wire body with the exception of a thin outer
layer consisting of the native oxide.
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FIGURE 7.4 SEM image of silicon nanowires grown using silicon tetrachloride and hydrogen in argon. (Image
courtesy of A. Mao.)

7.4 Nanowires: Morphology and Properties

Ma and co-authors [13] measured the bandgap of silicon nanowires using scanning tunneling
spectroscopy. First, they carefully removed the native oxide surrounding the nanowires to obtain reli-
able measurements. At 7 nm, the bandgap of silicon nanowire is found to be close to the bulk value of
1.1 eV. Then, it gradually increases with decreasing diameter, eventually to 3.5 eV at 1.3 nm. The thermal
conductivity of nanowires also depends on the diameter as found from measurements and theoretical cal-
culations [14, 15]. In general, thermal conductivity of the nanowire is significantly smaller than the bulk
value [14]. For silicon nanowires, this reduction is by two orders of magnitude, and thermal conductivity
decreases with wire diameter. The diameter dependence was ascribed to the increased phonon-boundary
scattering [14]. Figure 7.5 shows the computed thermal conductivity of germanium wires of various di-
ameters as a function of temperature. Typically, germanium wires exhibit a lower thermal conductivity
than the silicon wires of the same size.

The properties of nanowires are significantly modified by doping, something which has been studied
extensively by Lieber and co-workers [16]. Cui et al. synthesized boron-doped (p-type) and phosphorous-
doped (n-type) silicon nanowires and estimated the mobilities from gate-dependent transport
measurements. Their studies showed the possibility of heavy doping of the silicon wires, approaching
metallic characteristics.
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FIGURE 7.5 Thermal conductivity of germanium nanowires as a function of diameter and temperature. (Image
courtesy of N. Mingo.)
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7.5 Device Fabrication

Compared to the efforts on carbon nanotube and molecular electronics, nanowire device fabrication has
received less attention to date. For this reason, devices using materials other than silicon and germanium
are also included in the following discussion though their chances of making to the logic device family in
the Moore’s law paradigm and beyond are relatively small.

Kim et al. [17] fabricated Schottky diodes on single GaN nanowires and studied their transport prop-
erties. GaN has a direct bandgap of 3.4 eV and therefore is useful for UV detectors and emitters and
high-temperature electronics. Ga metal and GaN power were used along with flowing ammonia at 1000◦C
to grow the nanowires in a VLS process using nickel catalyst. The diameter distribution was found to be
in the 30 to 70 nm range with a single crystal hexagonal worzite morphology. An Al contact provided a
Schottky junction with the GaN wire, and Ti/Au formed an ohmic contact. The I-V characteristics showed
a clear rectifying behavior with no reverse-bias breakdown till −5 V. Wang et al. [18] observed a rectifying
effect in boron nanowire devices. In their case, nickel formed ohmic contacts, and Ti formed Schottky
contacts to boron wires. The breakdown of the device happened at a reverse bias of −20 V. Sun and
Sirringhaus [19] reported high-performance thin film transistors (TFTs) using solution-processable ZnO
nanorods. ZnO also exhibits a large bandgap of 3.37 eV. The as-prepared nanorods, about 10 nm wide
and 65 nm long, were processed using spin coating to make the TFTs. The devices exhibited a mobility of
0.61 cm2/vs at 230◦C and an on-off ratio at 3 × 105.

There have been a few device fabrication efforts reported in the literature [20–28] using silicon. Lui
and Lieber [21] reported n+– p – n silicon nanowire bipolar transistors. These early devices showed a
common emitter current gain of 16 when the corresponding base width is 15 μm. The same group also
reported [22] a variety of logic-gate structures (OR, AND, NOR, etc.) with substantial gain and showed
their implementation in basic computation. SiNW FETs have been fabricated with Ti for making the
source and drain contacts [23]. After thermal annealing of the contacts, the device performance improved
substantially with peak values of transconductance of 2000 nS and mobility 1350 cm2/V.S. These values
are substantially higher than planar silicon devices of comparable feature size.

The early device fabrication efforts used a planar geometry (as in conventional silicon CMOS processing)
with a nanowire replacing a two-dimensional epitaxial layer. Ng et al. provided generic processing schemes
for bottom-up integration of nanowire devices and discussed both top gate [29] and surround gate [5]
structures using metal oxide channels. Figure 7.6 shows a schematic of an In2O2-based vertical FET; the
process flow to fabricate this device is shown in Figure 7.7. The nanowire is grown on an a-sapphire
substrate, and a thin continuous layer of In2O3 at the bottom of the wire serves as the source electrode. The
In2O3 nanowire grown through the VLS process is the conducting channel. The gold catalyst at the top of

Pt drain

g Pt gate HfO2
dielectrics

SourceSubstrate
SiO2

NW
channel

FIGURE 7.6 Schematic of a vertical top-gate nanowire transistor. (Image courtesy of H.T. Ng.)
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FIGURE 7.7 Process flow for the fabrication of device in Figure 7.6 [29].

the wire provides evidence of the VLS mechanism. Next, the structure is covered with SiO2 by chemical
vapor deposition using tetraethoxy silane (TEOS) as the source. The well-known TEOS process provides a
conformal coating over the nanowire. This is followed by a chemical mechanical polishing (CMP) step to
provide a smooth top surface and remove the gold particle. The next step involves the selective patterning
of an HfO2 dielectric as gate oxide. This is followed by the deposition of a lithographically patterned 15-nm
thick platinum electrode for the drain contact. This device showed an on-off ratio of 2.8 × 103 and an
effective mobility of 6.9 cm2/V.S. in the channel. These authors also fabricated a vertical surround gate
transistor as shown in Figure 7.8.

The concept of vertical transistors and surround gates has been around for some time in the Semi-
conductor Industry Association Roadmap. There have even been a few reports on the fabrication of such
transistors, but they involved etching nanopillars from epitaxial silicon to create the active channel. The
plasma etching invariably leaves too poor a surface quality to be of use for commercial logic devices to fit

Drain

Surround gate

Source

Gate
oxide NW

FIGURE 7.8 Schematic of a vertical surround gate nanowire transistor. (Image courtesy of H.T. Ng.)
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into the Moore’s Law scaling curve. With high-quality single-crystal nanowires with well-defined surface
properties, it is entirely possible to realize the vertical transistor concept. The most important advantages
of vertical transistors include the following: (1) lithography-free approach to define the source-drain sep-
aration, (2) increasing density of devices, and (3) three-dimensional architectures. After the early demon-
strations of vertical transistors by Ng et al. [5,29] using ZnO and indium oxide as channel materials,
Schmidt et al. [27] described a similar effort using silicon nanowires. However, the gold catalyst was left
intact creating a Schottky contact at the source. This device showed poor characteristics with an on-off
ratio of only 6. A more realistic and successful effort with silicon nanowire was presented by Goldberger
et al. [28]. They reported on-off ratios from 104 to 106 and a normalized transconductance of 0.65 to 7.4
μS/μm. By connecting a 200-M� resistor to the p-type device, they also demonstrated inverter logic.

Other device configurations using silicon nanowires include a dual-gated FET by Koo et al. [25] which
had both a top gate and bottom gate. In this case, the back gate accumulates or inverts the channel while
the top gate modulates the energy band picture. With this dual control, an on-off ratio of 106 was reported
along with suppression of the ambipolar behavior commonly seen in nanowire and carbon nanotube
transistors.

7.6 Summary

Growth of one-dimensional inorganic nanowires has been an active area of research recently. Metal,
semiconductor, oxide, and nitride nanowires have been reported using a variety of growth techniques.
Applications for these structures include sensors, lasers, and other optoelectronic devices, field emitters,
electronics, and several others. In this chapter, a review has been presented with a focus on electronics
applications. Silicon and germanium nanowires of varying diameters can now be grown successfully. The
bandgap varies inversely with the wire diameter for small-diameter nanowires. The ability to control the
diameter precisely and other critical requirements for device fabrication, such as positional control and
patterned growth, are yet to happen. Early device fabrication efforts show the promise of these structures
for future nanoelectronics. Both conventional planar transistors and vertical (top gate or surround gate)
transistors have been successfully fabricated. Application of semiconducting nanowires in electronics is
in its very early stages and, indeed, the amount of work detailed in literature is very limited. At present,
nanowires in electronics as a topic is overshadowed by carbon nanotubes and molecular electronics. This
is expected to change in the coming years since it is likely that the industry may feel more comfortable
with silicon and germanium with just a change in dimension (2D versus 1D) or structure (thin film versus
wire).

References

[1] Routkevitch, D. et al., IEEE Trans. Elec. Dev., 43, 1646, 1996.
[2] Wagner, R.S. and Allis, W.C., Appl. Phys. Lett., 4, 89, 1964.
[3] Westwater, J. et al., Sci. Technol. B., 15, 554, 1997.
[4] Mao, A. et al., Nanotechnology, 5, 831, 2005.
[5] Ng, H.T. et al., Nano Lett., 4, 1247, 2004.
[6] Nguyen, P. et al., Adv. Mat., 17, 1773, 2005.
[7] Mao, A., M.S. thesis, San Jose State University, 2005.
[8] Hochbaum, A.I. et al., Nano Lett., 5, 457, 2005.
[9] Sunkara, M.K. et al., Appl. Phys. Lett., 79, 1546, 2001.

[10] Sharma, S. and Sunkara, M.K., Nanotechnology, 15, 130, 2004.
[11] Tan, T.Y. et al., Appl. Phys. Lett., 83, 1199, 2003.
[12] Nguyen, P. et al., Adv. Mat., 17, 549, 2005.
[13] Ma, D.D.D. et al., Science, 299, 1874, 2003.
[14] Li, D. et al., Appl. Phys. Lett., 83, 2934, 2003.
[15] Mingo, N. et al., Nano Lett., 3, 1713, 2003.



Inorganic Nanowires in Electronics 7-9

[16] Cui, Y. et al., J. Phys. Chem. B., 104, 5213, 2000.
[17] Kim, J.R. et al., Nanotechnology, 13, 701, 2002.
[18] Wang, D. et al., IEEE Trans. Nanotechnol., 3, 328, 2004.
[19] Sun, B. and Sirringhaus, H., Nano Lett., 5, 2408, 2005.
[20] Yu, J.Y. et al., J. Phys. Chem. B., 104, 11864, 2000.
[21] Cui, Y. and Lieber, C.M., Science, 291, 851, 2001.
[22] Huang, Y. et al., Science, 294, 1313, 2001.
[23] Cui, Y. et al., Nano Lett., 3, 149, 2003.
[24] Ecoffey, S. et al., IEDM Digest, 05-277, 2005.
[25] Koo, S.M. et al., Nano Lett., 5, 2519, 2005.
[26] Wang, D. et al., Nano Lett., 6, 1096, 2006.
[27] Schmidt, V. et al., Small, 2, 85, 2006.
[28] Goldberger, J. et al., Nano Lett., 6, 973, 2006.
[29] Nguyen, P. et al., Nano Lett., 4, 651, 2004.





8
Quantum Dots in

Nanoelectronic
Devices

Gregory L. Snider

Alexei O. Orlov

Craig S. Lent

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8-1
8.2 Single-Electron Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8-2
8.3 Quantum-Dot Cellular Automata . . . . . . . . . . . . . . . . . . . . . .8-7

Experimental Demonstrations • QCA Cell • QCA Shift
Register • QCA Power Gain • Molecular QCA

8.4 Limits to Binary Computing . . . . . . . . . . . . . . . . . . . . . . . . . . .8-16
8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8-21
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8-22

8.1 Introduction

The electronics industry has enjoyed unparalleled progress over the last 45 years. However, as the end of
CMOS scaling nears, the industry faces some difficult questions. Should research into devices continue, or
should we merely accept the maturity of silicon devices and place the responsibility for future development
onto the shoulders of circuit designers? If device development beyond CMOS is possible, what sort of
devices will be used? Will transistors be abandoned? Transistors have been a very successful paradigm for
the processing of information. Will moving beyond transistors require a dramatic change in the circuits
and architectures used? Will charge be used as the state variable (the quantity holding the information),
or will another quantity such as spin be used? Will the new devices interface easily to silicon CMOS, or
will sophisticated transitional structures be needed to marry the two?

Alternative devices have been investigated for many years, and low-dimensional structures have received
particular attention for use in devices. In these structures, the carriers are confined to small sizes in one
or more directions. At these sizes, the quantum mechanical nature of holes and electrons begins to play a
significant role. In MOSFETs, these typically lead to undesirable effects such as gate or source-drain leakage
due to tunneling. In low-dimensional devices, the wave nature of the carriers can be used to advantage
to give performance that cannot be achieved with conventional devices. Quantum dots are structures
where carriers are confined in all three dimensions to form a zero-dimensional “dot.” The most common
example of a quantum dot is a small volume of a narrow band-gap semiconductor surrounded on all
sides by a wide band-gap semiconductor. In such cases, the carriers behave like the well-known particle
in a box, with finite barriers defined by the band offset between the two semiconductors. If the volume
of the dot is large, the separation between allowed states will be small. As the volume is decreased, the
state separation increases. The separation between states is an important quantity. If it is greater than kB T,
where kB is the Boltzmann constant, it is possible to observe effects due to the wavelike properties of the
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carriers, and to manipulate them one at a time. Similarly, single-electron effects can also be observed in
small metallic islands where the energy to add an electron is greater than kB T. Thus, single electron devices
can be implemented in a wide variety of materials systems.

Even if devices can be scaled to the point of operating with single electrons, will this be a useful
device? Will it solve the problems of power dissipation? This leads to the more basic question: what are
the fundamental limits of computing? In this chapter, we will examine these issues beginning with an
introduction to single-electron devices, followed by an introduction to a binary computing paradigm that
addresses the issues of power dissipation, and finishing with a discussion on the nature of information
and the limits of binary logic.

8.2 Single-Electron Devices

Devices that manipulate single electrons represent the ultimate in device scaling. Such devices have been
investigated both theoretically and experimentally for a number of years. Theoretical investigations began
long ago [1,2] with the recognition that on a very small island the charge already on the island could affect
further charging. As the name “single electron” implies, this family of devices controls individual electrons.
Intuitively, to accomplish this the device must be small. But how small? What must we do to control and
manipulate individual electrons? By the 1980s, fabrication techniques had developed to the point that
devices showing single-electron effects could possibly produce single-electron devices in both metallic and
semiconductor systems [3,4], and the theoretical framework to understand them was developed [5,6].
Single-electron devices must meet several conditions, but the overall goal is to design a structure that
separates electrons so they no longer behave as a continuous fluid (as in MOSFETs) but like separable
particles. To understand how this is done, consider a capacitor. When charge is added to a capacitor, a
voltage is required to force the charge onto the plates of the capacitor. The energy of the system is described
by the well-known equation:

E = 1

2
C V 2 = Q2

2C
(8.1)

where E is the energy, C is the capacitance, V is the voltage, Q is the charge, and Q = CV . Now consider
the case in which the charge you want to add to the capacitor is just one electron. How much energy
is required? Replace Q in Equation (8.1) with the charge of an electron, e , and the energy is now the
charging energy (E C ), the energy required to add a single electron to the capacitor. When the value of
the capacitance is in the range of commonly available capacitors— say, 1 pF—the energy required to add
one electron is very small: only 8 × 10−8 eV—far less than kB T at room temperature. This means that
electrons can enter and leave the capacitor using only the thermal energy they possess. Thus, the exact
number of electrons on the capacitor cannot be determined. The applied voltage determines the average
number of electrons, but the exact number at any time will fluctuate as electrons enter and leave due
to thermal energy. If the capacitance is made very small, the charging energy becomes larger, and if it is
greater than kB T, electrons can no longer enter and leave the capacitor due only to thermal energy. Now the
number of electrons on the capacitor is quantized. This argument is over-simplified since the capacitor is
connected to the voltage source by wires so it is not clear where the capacitor begins and ends. In addition,
the wires add to the overall capacitance, reducing the charging energy. We must therefore spatially define
the capacitor where the number of electrons will be quantized. The problem with a macroscopic wire is
that there are many conduction channels open [7], and the electrons can move from one place to another
in a continuous fashion. To localize the electrons, we require that the electrons be at one place or another
without a continuous connection. This means we must squeeze down the wire until there are no open
conductance channels, which implies the electron cannot move classically—it must tunnel. Following
the Landauer formalism, each conductance channel contributes 2e2/h of conductance, including spin,
corresponding to a resistance of 1/2RQ where RQ is the quantum resistance (∼ 25 k�). If the resistance
is higher than the quantum resistance, any electron transport is by tunneling.
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Cs CjU

FIGURE 8.1 A schematic diagram of a single-electron box.

To summarize, control and manipulation of single electrons requires that the capacitance of the device
be small enough that the charging energy is larger than kB T, and that the transport through the device is
by tunneling. This requires that the resistance be greater than the quantum resistance. The simplest device
where single-electron effects are demonstrated is the single-electron box, shown in Figure 8.1 [8]. Here, a
single tunnel junction capacitor (C j ) is coupled to an isolated island, which can be viewed as an extension
of one plate of the tunnel junction, and the island is also connected to a nontunneling capacitor (Cs ). To
observe single electron effects, the total capacitance of the island, C j + Cs , must give a charging energy
greater than kB T. A voltage supply, U , is applied to Cs , and when a sufficient potential is applied, a single
electron tunnels onto the island. To see when this occurs, consider the potential on the island. When there
are n electrons on the island, the free energy of the system is given by:

E (n) = (ne − Q)2

2(Cs + C j )
(8.2)

where Q = Cs U , the charge on Cs . The energy of the configuration where n + 1 electrons reside on the
island can be calculated by replacing n by n + 1 in Equation (8.2). The energy of each configuration is a
parabola as a function of U . Assume that the island contains n electrons at U = 0, as in Figure 8.2(a).
At this voltage, the configuration n has the lowest energy and is thus the ground state. No additional
electrons can be added or removed without adding energy to the system equal to the charging energy. This
is called the Coulomb blockade. As the voltage U is increased, the energy of the configuration n increases
while that of n + 1 decreases. When Q = 1/2 e, the energies of the two configurations are the same, and
if U is increased further, the configuration n + 1 becomes the lowest energy configuration. To stay in the
ground state, one electron will tunnel through the capacitor C j , bringing the island population to n + 1.
Thus, as the voltage is swept, configurations with different numbers of electrons become the ground state,
and electrons tunnel through C j as needed to stay in the ground state. The population of the island as a
function of U is therefore a staircase, as shown in Figure 8.2(b).

The single-electron box demonstrates the control of single electrons but is of limited use. To experi-
mentally track the tunneling events onto and off of the box, another device such as an electrometer must
be connected to the island. The ideas of the single-electron box can be extended to produce the most basic
useful single-electron device, the single-electron transistor (SET). An SET uses an island, as in the box, but
now a second tunnel junction is connected to the island, as shown in Figure 8.3. This structure resembles
a field effect transistor in that there are two current leads and one voltage lead, but the operation is quite
different. To operate, the SET must be in a Coulomb blockade, which requires that the total capacitance
of the island Cl + Cr + Cg must be such that the charging energy is greater than kB T. In practice, the
charging energy must be at least 4kB T to obtain acceptable performance. As in the box, the gate voltage U
is used to control the charge on the nontunneling capacitor Cg . The two tunnel junctions are connected to
voltage supplies. As shown in Figure 8.3, a small differential bias (V � EC /e) is applied across the device
with V/2 applied to Cl , and −V/2 applied to Cr . As for the box, the energy of the configuration with n
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FIGURE 8.2 (a) The energy of different charge configurations plotted as a function of the applied voltage U . (b) The
electron population of the island of a function of U .

electrons on the island can be expressed as:

E (n) = (ne − Q)2

2(Cg + Cl + Cr )
(8.3)

where Q = Cg U , the charge on Cg . As before, the energy for each population of electrons on the island is a
parabola, and as U is increased, the energy of the configuration n increases, while that of the configuration
n + 1 decreases. At the point when they cross, the two configurations are equally probable, and something
interesting happens. As with the box, the population of the island increases by one electron, which tunnels
onto the island through the junction Cr , connected to the potential, −V/2. However, at the point when the
two configurations have equal energy, the electron can tunnel off the island to return to the n configuration.

Island

Cl Cr

Cg

U

−V/2V/2

FIGURE 8.3 A schematic diagram of a single-electron transistor (SET). The central island contains a fixed number
of electrons when the device is biased between Coulomb blockade peaks.



Quantum Dots in Nanoelectronic Devices 8-5

n n + 1 n + 2 n + 3

7e/2CG5e/2CG3e/2CGe/2CG

I

U

FIGURE 8.4 A rendition of the current through the SET showing the Coulomb blockade peaks.

Here is where the second junction of the SET comes into play. Since the junction Cl is connected to the
potential V/2, it is energetically favorable for the electron to tunnel through the junction Cl rather than
return through Cr . Once the electron has tunneled off the island and the population is again n, another
electron can tunnel onto the island since the configuration n + 1 is equally probable. The cycle repeats
itself with electrons tunneling, one at a time, onto the island through Cr , and off of the island through
Cl . This produces a net current, and if the tunneling occurs at a fast rate, the current can be measured.
Thus, as the voltage is swept, a series of current peaks through the device will be observed, as shown in
Figure 8.4. Since these peaks are seen in an island in a Coulomb blockade, they are commonly referred
to as “Coulomb blockade peaks,” or “Coulomb blockade oscillations” (CBOs). Each of the current peaks
corresponds to a gate voltage where two population configurations are equally probable. Between the
current peaks, the population of the island is stable with a quantized number of electrons residing on the
island. It is important to note that the current peaks do not represent the current of one electron entering
the island, but the current of a large number of electrons streaming through the island one at a time. As
the gate voltage moves through the peak into the stable region, one electron is captured and remains on
the island.

One important application of SETs is in the sensing of charge [8]. In fact, SETs make the most sensitive
electrometers known, with demonstrated sensitivities of 3 × 10−6 electrons/sqrt (Hz) [9]. These electro-
meters are extremely sensitive because the current through the SET is strongly influenced by the potential
of the island. Any change in the potential of the island, caused by a small change in a nearby potential, such
as a dot gaining or losing an electron, produces a large change in the current through the SET. Figure 8.5(a)

CGCC

V

U

Dot

(a)

I

P

ΔU

U
(b)

ΔI
P′

FIGURE 8.5 (a) Schematic diagram of a dot coupled to an SET electrometer. (b) Operation of the electrometer. A
change of potential on the island is coupled to the SET island where it acts analogously to a change in the gate voltage
U . Since the peaks are sharp, a small voltage change gives a large change in the current.
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shows a schematic of a dot capacitively coupled to an SET, and Figure 8.5(b) shows one of the Coulomb
blockade peaks to demonstrate the operation of the electrometer. A voltage is applied to the gate electrode
so that the SET is biased to point P on the left side of the peak (a convention used by most experimental
groups), and held constant. Any change in the electrostatic environment of the electrometer is analogous
to a change in the gate voltage, and since the peak is sharp, a small change in the gate voltage leads to a large
change in the current. For instance, an electron entering the measured dot will lower its own potential,
as well as that of the SET through the capacitance Cc , reducing the current to point P ′. Calculating the
charge change is simply a matter of measuring the current change in the electrometer, �I , and finding
the corresponding change in the gate voltage, �U , from the Coulomb blockade peak, Figure 8.5(b). The
charge change on the dot being measured is then:

�Qdot = e�U

VPeriod

CG

Cc
(8.4)

where VPeriod is the voltage change of U required to add one electron, and �U is the equivalent change
of gate voltage caused by the dot potential. A sharp peak gives greater sensitivity since a given change of
charge on the dot will yield a greater change in the current.

A few words are necessary about the effect of temperature on the Coulomb blockade peaks. Current
can flow through the SET island only when two (or more) population configurations are energetically
accessible. Accessible means there is a significant probability for the system to be in that configuration.
Since the occupation probability depends on the temperature, the occupation probability—and hence
the current through the SET—should be temperature dependent. At T = 0, the only voltage where two
configurations are accessible are at the crossing points, which implies that current peaks should resemble
delta functions. As the temperature increases, the current peaks widen because two configurations are
accessible when they are within a few kB T of each other, with the lower occupation probability of the
higher-energy configuration limiting the current. Thus, the current is highest at the voltage where the
configuration energies cross, and then falls to either side as the occupation of the higher configuration
drops. As the temperature increases, the peaks get wider and wider, reducing the region between the
peaks where the current is zero and the island population is stable. At some temperature, the two peaks
will begin to overlap and the current does not go to zero. This means that the population of the island
is never stable. At this temperature, there are not just two but three configurations accessible to the
electrons, and there is no gate voltage at which electrons are not able to tunnel from the source onto the
island and back off into the drain. As the temperature is further increased, the current in the valleys of
the CBOs increases, reducing the peak-to-valley ratio and making the CBOs less distinct. Eventually, as
more population configurations become accessible, the CBOs wash out completely. This highlights an
important aspect of single electron devices: In order to control and manipulate single electrons, there
must be an operating point where the electron population is quantized. This means that at that point only
one population configuration is energetically accessible. If the energy separation between configurations
is small, the temperature must be reduced, but if higher temperature operation is required, a large energy
separation is needed. To obtain a large energy separation between population configurations, the device
must be small. An extreme example is an atom, which controls single electrons at temperatures far beyond
room temperature by confining the electrons very strongly at very small dimensions. Achieving room
temperature operation is challenging for a device fabricated by conventional means such as electron beam
lithography, because the dimensions needed for the device are so small. For example, room temperature
operation of an SET requires that the total capacitance of the island be on the order of 1 aF (E C ∼ 3 to
4 kB T). We can obtain a feel for the required size of this device by considering just the self-capacitance
of the island. If we assume the island to be a sphere surrounded by free space, the diameter of the sphere
must be less than 18 nm in diameter. Gate and junction capacitors add to the total capacitance, so a
realistic estimate of the required size of the island of a room temperature SET is on the order of 5 nm,
which is beyond the resolution of direct lithography. Room temperature SETs have been demonstrated
[10–12], but they have relied on fabrication techniques to reduce the size of the device after lithography.
Room temperature single-electron devices are a significant challenge, but are possible with molecular or
molecular-sized electronics.
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Single-electron devices appear to be ideal candidates for digital logic. An SET, as the name implies, is
a three-terminal device, and over a certain range of voltage will operate much like a normal transistor,
providing power gain. SETs can be used to implement logic gates [13,14]; however, these circuits fail
to address a serious problem that faces all logic devices: power dissipation. As mentioned earlier, in the
region of high conductance many electrons flow through the device. Since this current comes from a supply
voltage, there will be power dissipation, and in a highly integrated system this dissipation will be excessive.
A simple calculation illustrates the problem. The power dissipated per unit area is given by:

P = N

A
V Q f (8.5)

where V is the supply voltage, Q is the charge moved from the supply voltage to ground in each period,
f is the frequency, N is the number of devices, and A is the area. Let’s examine an extreme case where
V = 0.25 V, Q = 1 e, f = 1 THz, and N/A = 5 × 1011 devices/cm2. The clock frequency, supply voltage,
and device density numbers are not unreasonable based on where the electronics industry would like to
be in 10 to 15 years, but the charge flow through the device is the extreme situation of just a single electron
flowing through the device. In this case, the power dissipation would be approximately 20,000 W/cm2! For
reference, a nuclear reactor typically generates 200 W/cm2. Today’s chips are already straining the cooling
limits of packages at 100 W/cm2.

The situation facing the electronics industry is quite dire. Our simple calculation shows that even single-
electron transistors cannot solve the problem of power dissipation. Any device used in the conventional
switching paradigm, taking charge from a supply voltage and moving it to ground, will dissipate too much
power to be implemented at full speed with ultimate scaling densities. Now the power dissipation can be
reduced from our estimated value by considering that not every device conducts current at every clock
cycle. Aggressive power management techniques can be applied, such as turning off certain areas of the
chip when not used. More of the chip’s area can be devoted to cache memories that dissipate less power, or
multicore processors can be implemented where each runs at a lower clock rate. However, these techniques
under-utilize the true capabilities of the chip.

Power dissipation and the associated heat are the true limiters of scaling. If the conventional FET
switching paradigm is used, it does not matter what technology is employed to implement the FET: FinFET,
carbon nanotube, or nanowire. However, this conclusion applies only to conventional current-switching
paradigms. As will be shown later, this does not imply that charge-based computing faces fundamental
limits, as has been suggested by Zhirnov et al. [15,16]. Charge-based computations can be done at extremely
low levels of power dissipation, but a break must be made with the current switching paradigms that have
served so well in the past.

8.3 Quantum-Dot Cellular Automata

Quantum-Dot Cellular Automata (QCA), proposed by Lent et al. [17,18], is a new paradigm that holds
the promise of overcoming the limits of power dissipation. The key is to encode information in a charge
configuration where the charge is not moved from a supply voltage to ground. QCA employs arrays of
coupled quantum dots to implement Boolean logic functions, and its advantage lies in the extremely
high packing densities possible due to the small size of the dots, the simplified interconnection, and the
extremely low power-delay product.

A basic QCA cell consists of four quantum dots in a square array coupled by tunnel barriers. Here, a
quantum dot can be anything that localizes an electron. Electrons are able to tunnel between the dots, but
cannot leave the cell. If two excess electrons are placed in the cell, Coulomb repulsion forces the electrons
to dots on opposite corners. Thus, two energetically equivalent ground state polarizations exist, as shown
in Figure 8.6, which can be labeled logic “0” and “1.” If two cells are brought close together, Coulombic
interactions between the electrons cause the cells to take on the same polarization. If the polarization of
one of the cells is gradually changed from one state to the other, the second cell exhibits a highly abrupt,
bi-stable switching of its polarization.
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FIGURE 8.6 Basic four-dot QCA cell showing the two possible ground-state polarizations.

The simplest QCA array is a line of cells, shown in Figure 8.7(a). Since the cells are capacitively coupled
to their neighbors, the ground state of the line is for all cells to have the same polarization. In this state, the
electrons are as widely separated as possible, giving the lowest possible energy. To illustrate the operation
of QCA devices, we’ll start with the simplest case, abrupt switching, and then explain QCA clocking. In
abrupt switching, an input is applied at the left end of the line, breaking the degeneracy of the ground
state of the first cell and forcing it to one polarization. Since the first and second cells are now of opposite
polarization, with two electrons close together, the line is in a higher energy state. The energy difference
between this state and the ground state is called the kink energy, and is the characteristic energy of a QCA
system. In short, it represents the energy required to place two adjacent cells in the opposite polarization.
This occurs when an input is applied to the line, but it also occurs if a mistake occurs in the line. If external
energy sources such as thermal energy approach the kink energy, errors appear in the QCA system, so
the kink energy must be greater than kB T. Since the kink energy is less than the charging energy, a QCA
system requires lower temperatures than an SET implemented in the same technology. Returning to abrupt
switching of the QCA line, after the first cell of the line is switched, all subsequent cells in the line must
flip their polarization to reach the new ground state of the line. An inverter, or NOT, is shown in Figure
8.7(b). In this inverter, the input is first split into two lines of cells, and then brought back together at a cell
that is displaced by 45◦ from the two lines, as shown. The 45◦ placement of the cell produces a polarization
that is opposite that in the two lines, as required in an inverter. AND and OR gates are implemented
using the topology shown in Figure 8.7(c), called a majority gate. In this gate, the three inputs “vote”
on the polarization of the central cell, and the majority wins. The polarization of the central cell is then
propagated as the output. One of the inputs can be used as a programming input to select the AND or OR
function. If the programming input is a logic 1, then the gate is an OR, but if it is 0, the gate is an AND.
Thus, with majority gates and inverters, it is possible to implement all combinational logic functions.

We began with a presentation of the abrupt switching of QCA systems because it is instructive to the
understanding of QCA operation. In real QCA systems, a slightly different mode of operation would be
used: quasi-adiabatic switching [18,19]. Quasi-adiabatic switching is based on the early work of Keyes and
Landauer [20]. In this scheme, an electron is in one of two wells, separated by an energy barrier, as shown
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FIGURE 8.7 (a) Line of QCA cells; (b) a QCA inverter; (c) a QCA majority gate.
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FIGURE 8.8 Schematic representation of the QCA clocking scheme. The black dot represents an electron. The input
breaks the symmetry and when the clock is applied the electron localizes on the side indicated by the input. When the
clock raises the barrier high, the electron is held on one side.

in Figure 8.8. To quasi-adiabatically switch the electron to the other well, the barrier between the wells is
lowered so the electron can access both wells, an input is applied which nudges the electron to the other
well, and finally the barrier is raised forcing the electron into the selected well. With the barrier raised
high, the electron is locked into its well and the input can be removed. Thus, the device acts as a latch. By
performing these switching operations slowly, relative to the settling time of the electron, the energy of
the switching can be lowered below kB T ln2. More details on quasi-adiabatic switching will be given later
in the chapter.

In addition, the potential that modulates the barrier can do work on the system, and provide power
gain. Power gain is extremely important in digital systems because it is needed to restore logic levels as a
signal progresses through the system. Without power gain the signal level will decay at each element until
it is lost in the noise. In a QCA cell, the barrier is modulated by a clock signal, and the input can be that of
an adjacent cell. If the coupling between cells is weak, power gain can be achieved since the input merely
nudges the electron toward the proper dot, while the clock does the work of forcing the electron to that
dot. Clocking of the QCA system also allows one to control the flow of information in the system and to
implement latching, memory, and pipelining. Clocking can be implemented in both semiconductor and
metallic QCA systems.

8.3.1 Experimental Demonstrations

QCA cells can be implemented in a number of ways. To date, working cells have been demonstrated
using aluminum islands with aluminum-oxide tunnel junctions [21], molecules [22], and doped islands
in silicon [23]. The most extensive experiments are based on QCA cells using aluminum islands and
aluminum-oxide tunnel junctions, fabricated on an oxidized silicon wafer. The fabrication uses standard
electron beam lithography and dual shadow evaporations to form the islands and tunnel junctions [3]. A
completed device is shown in the SEM micrograph of Figure 8.9. The area of the tunnel junctions is an
important quantity since this dominates island capacitance, determining the charging energy of the island,
and hence the operating temperature of the device. For our typical devices, the area is approximately 60
by 60 nm, giving a junction capacitance of 200 to 300 aF. These metal islands stretch the definition of a
quantum dot, but we will refer to them as such because the electron population of the island is quantized
and can be changed only by quantum mechanical tunneling of electrons.
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FIGURE 8.9 Scanning electron micrograph of an aluminum dot QCA cell, along with the associated electrometers.

8.3.2 QCA Cell

The first step in the development of QCA systems is a functional QCA cell where we can switch the
polarization of the cell. This confirms the basic premise of the QCA paradigm: that the switching of a
single electron between coupled quantum dots can control the position of a single electron in another set
of dots [21]. A simplified schematic diagram of our latest QCA system is shown in Figure 8.10(a). For
clarity, not shown are the single-electron transistors (SETs) coupled to D3 and D4. The four-dot QCA cell
is formed by dots D1 to D4, which are coupled in a ring by tunnel junctions. A tunnel junction source or
drain is connected to each dot in the cell. The device is mounted on the cold finger of a dilution refrigerator
that has a base temperature of 10 mK, and characterized by measuring the conductance through various
branches of the circuit using standard ac lock-in techniques. A magnetic field of 1 T was applied to suppress
the superconductivity of the aluminum metal. Full details of the experimental measurements are described
elsewhere [24].

QCA operation is demonstrated by biasing the cell, using the gate voltages so that an excess electron
is on the point of switching between dots D1 and D2, and a second electron is on the point of switching
between D3 and D4. A differential voltage is then applied to the input gates V1 and V2 (V2 = −V1),
while all other gate voltages are kept constant. As the differential input voltage is swept from negative to
positive, the electron starts on D1, and then moves from D1 to D2. This forces the other electron to move
from D4 to D3. The experimental measurements confirm this behavior. Using the electrometer signals,
we can calculate the differential potential in the output half-cell, VD3 − VD4, as a function of the input
differential voltage. This is plotted in the top panel of Figure 8.10(b), along with the theoretically calculated
potential at a temperature of 70 mK. Although at a temperature of 0◦K the potential changes are abrupt,
the observed potential shows the effects of thermal smearing, and theory at 70 mK shows good agreement
with experiment. The middle and bottom panels of Figure 8.10(b) plot the theoretical excess charge on
each of the dots in the input and output half-cells, at 70 mK. This shows an 80% polarization switch of
the QCA cell, and confirms the polarization change required for QCA operation.

8.3.3 QCA Shift Register

Clocking in any digital system brings many advantages, and the QCA paradigm is no different. Clock-
ing allows us to greatly reduce the power dissipation, control the flow of information, and implement
pipelining. In a QCA device, clocking is accomplished by modulating the barriers between the dots. In a
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FIGURE 8.10 (a) Simplified schematic of a single QCA cell. Electrometers coupled to D3 and D4 are not shown. (b)
Data from the measurement of the cell. The top panel shows the differential potential of the right half of the cell, while
the bottom two panels show the calculated charge of the dots.

semiconductor dot system, this is easily accomplished by using gates to directly change the barrier between
dots. However, in the metal-dot QCA cells that we use, the barrier between the dots is aluminum oxide,
and hence cannot be modulated. The variable barrier in this case is formed by adding two additional dots
to each cell, as shown in Figure 8.11(a). The potential of these additional dots is set by the clock line to
control the tunneling of the electron between the top and bottom dots on the left and right halves of the
cell. In this case, it is possible to apply a different clock to each set of three dots to create a shift register of
two three-dot cells, as shown.

The operation of the QCA is shown in Figure 8.11(b). At the starting point, t = 0 ms, both latch 1 (L1)
and latch 2 (L2) are set to the monostable, or “null” state. First, latch L1 is activated (i.e., switched from the
null to a bi-stable state), while L2 is kept in the null state. To activate L1, first a small differential signal VIN
corresponding to logical “0” is applied to the inputs at 50 ms. L1 remains in the null state until CLK1 is set
HIGH at 100 ms (note that clock HIGH is actually negative voltage). When CLK1 is set high, L1 becomes
active, and an electron is transferred to the bottom dot. The Coulomb barrier separating the end dots is
now high, so the electron is thus locked in the bottom dot. Once L1 is locked, the signal input is removed
at 150 ms and the state of L1 no longer depends on the input signal for as long as CLK1 remains HIGH.
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FIGURE 8.11 (a) Simplified schematic of a clocked QCA cell. Separate clocks are applied to the two halves, forming
a two-stage shift register. (b) Operation of the two-stage shift register.
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The dipole electric moment created by locking an electron L1 acts as the input signal for L2 in that the
bottom dot of L2 is biased negatively relative to the top dot. Next, L2 is activated (CLK2 is set HIGH) at 200
ms. As a result, an electron in L2 switches to the top dot. L2 holds the bit after CLK1 is removed at 250 ms,
for as long as CLK2 is high (until 350 ms). At this point in time, the shift register returns to its initial null
state and is ready to receive new binary input. From t = 400 ms onwards, the sequence is repeated for an
opposite input. In the output data shown for latches 1 and 2 in Figure 8.11(b), three successive traces are
shown to demonstrate the reproducibility of the experiment [25].

One of the crucial parameters for every logic device is the speed of switching for binary operations.
The operational speed of the QCA latch is determined primarily by the tunneling time of the electron
(t ≈ RJ C J ≈ 10−10 sec, where RJ ≈ 3 × 105� and C J ≈ 3 × 10−16 F are the resistance and the
capacitance of the junction, respectively). For quasi-adiabatic operation, this gives the switching “speed
limit” of the order of 1 ns for this Al/AlOx prototype. Due to much lower total capacitance (C ∼ 10−19 F),
the expected switching speed is on the order of picoseconds for future molecular QCA cells. Note that
the clock speed in our current experiment is limited not by the switching speed in the latch, but by the
bandwidth of the electrometer circuits. Since the temporal resolution of the electrometer readout is about
0.2 ms, the detector simply cannot resolve any events occurring at a higher rate.

8.3.4 QCA Power Gain

Power gain is an important requirement for any practical electronic device. Power gain allows logic
elements to restore signal levels and to overcome noise in a system. Without power gain, the signal energy
put into the system by the inputs is quickly lost to the environment. Power gain in digital logic devices is
different than in linear amplifiers because logic devices are saturating amplifiers. In a system of saturating
amplifiers, net power gain occurs only when a weak signal is applied to the input. If a strong signal is
applied, the output is equal to the input and the power gain is unity. In conventional digital logic, if a
weak signal is applied to a gate, power is drawn from the voltage supply to produce an output signal
with the full logic voltage. In a QCA cell, the clock line plays the role of the voltage supply in providing
the power to restore the signal. In a QCA system, a weak signal could be caused by loss of energy in
the system, an abnormal capacitor, or by a latch with a low charging energy. However, a small input
signal is sufficient to decide the direction of switching while the clock provides most of the energy for
the switching. Thus, when a weak input occurs, the clock provides the energy required to switch the
latch and restore the logic level. Notice that the capability of power gain does not imply large power
dissipation. Power is drawn only when needed to restore logic levels. In QCA, only this amount of power
is drawn, and no more. Thus, a QCA system has power gain when needed, but low power dissipation
overall.

In our demonstration of QCA power gain, we must first make clear our definition of power gain, which
is the ratio of the power delivered by a cell to the power applied to that cell, as shown in Equation (8.6),
which also relates the power gain to the work done by and on the cell divided by one clock period.

Power Gain = Pout

Pin
=

Wout
/

T
Win

/
T

(8.6)

where Pout is the power delivered by the cell, Pin is the power applied to the cell, Wout is the work performed
by the cell, Win is the work performed on the cell, and T is the period of the input signal. Using this definition,
we will demonstrate power gain by measuring the work done on a cell by the input over one clock cycle,
as well as the work done by the cell on the next cell, and then compare the two. The work done is defined
by Equation (8.7):

W =
∫

Vd Q (8.7)

where V is the voltage at a cell lead, and Q is the charge at that connection. In the experiment, the work
is measured by measuring the lead voltage, and since the leads to the cell connect through capacitors,
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FIGURE 8.12 (a) Simplified schematic of a QCA shift register. (b) Simplified schematic illustrating the power gain
experiment. (c) Experimental measurement of the work done by and on latch L2, showing a power gain of 2.07.

the charge is calculated through the voltage on each side of the capacitor and the value of the capacitor.
Over one clock cycle, a plot of V versus Q forms a loop whose area is the work done, and the direction of
traversing the loop denotes whether work is done by the cell or on the cell. Clockwise denotes work done
on the cell, and counterclockwise is the work done by the cell.

In the experiment, a single latching cell will be used (L2), and power supplies will be used to simulate
a shift register with an input cell to the left (L1), and an output cell to the right (L3), as shown in
Figure 8.12(a). Voltages VL1+, VL1−, VL3+, and VL3− (input and output, in short) are applied to capacitors
CL1, CL3, C R1, and C R3, respectively, to simulate latches L1 and L3 as shown in Figure 8.12(b). To determine
the magnitudes of VL1 and VL3, the dot potential swing in latch L2 is first measured, and then a smaller
signal is used to simulate a weak latch L1 while a signal of the same magnitude is used to simulate a normal
latch L3. Figure 8.12(c) shows the Q-V plots for the signals VL1 and VL3 over one clock period, simulating
bit motion in the shift register, as in Section 8.2.2. Full details of the experiment are given elsewhere [26].
The Q-V plot for VL1 (the top panel of Figure 8.12[c]) shows a clockwise direction indicating that latch
L1 performs work on latch L2. However, the Q-V plot for VL3 (bottom panel of Figure 8.12[c]) displays
a counterclockwise direction, indicating that latch L2 performs work on latch L3. Hence, work is being
performed in the same direction as the transfer of the bit. The ratio of the area enclosed by the plot in the
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top panel to the area enclosed by the plot in the bottom panel gives the power gain. The ratio calculated
from Figure 8.12(c) is 2.07 and demonstrates that clocked QCA cells can provide true power gain.

8.3.5 Molecular QCA

A great limitation of QCA devices demonstrated so far is the low temperature of operation. To raise the
operating temperature, the QCA cell must be made smaller. Unlike conventional FET-based logic, QCA
devices can be scaled to molecular dimensions, and the performance actually improves.

The first step in implementing molecular QCA is to demonstrate external electric field-induced switching
of an electron within a molecule. To accomplish this task, we have created an assembly of biased, vertically
oriented two-dot cells sandwiched between two electrodes, and have measured the capacitance of the
parallel plate device as a function of applied voltage across the plates. The schematic outline of the
experiment is shown in Figure 8.13(a). The cells are covalently bound to a highly doped Si substrate in a
monolayer film. In the active state, where there is a mobile electron within the molecule, the molecules are
charged, and counter ions are incorporated in the film to compensate the charge. To avoid degradation of
the two-dot cells, the top electrode is elemental Hg [22]. Mercury electrodes are versatile and cause little
perturbation of the molecular layer. The capacitance is measured using a conventional high-frequency
capacitance meter, consisting of a dc bias voltage in series with small-magnitude 1 MHz ac voltage.
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FIGURE 8.13 (a) Simplified diagram of the experimental setup for the molecular measurement, showing the phys-
ical configuration of the system and the expected ac capacitance. (b) Capacitance measurement exhibiting peaks
demonstrating electron switching within the molecule.
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The molecules contain one electron that can switch between a Ru atom and an Fe atom within the
molecule. If there is no bias voltage, the electron should be localized on the lower Ru atom, and the
capacitance should have a constant value. As the dc bias voltage is increased, the electric field raises the
potential of the Fe atom, and at some bias value it becomes energetically possible for the electron to tunnel
from the Re to the Fe atom, creating a dipole between the moving electron and the stationary counter ion.
This increases the measured capacitance as the dipole is created and destroyed in response to the small
ac voltage. As the applied dc voltage is further increased, the stable dipole no longer contributes to the
capacitance. Thus, the expected response is a peak in capacitance as a function of voltage where the peak
corresponds to the voltage at which the electron switches from the Ru to the Fe atom. Figure 8.13(b) shows
the result of the measurement at room temperature. The top curve shows the raw capacitance data, and
the lower curve the data where the sloping background, as measured on a control sample with inactive
molecules, has been subtracted. The sloping background is due to depletion in the highly doped p-type
substrate. Instead of the expected one peak, two peaks are observed in the capacitance data. We believe
that the two peaks are associated with two types of counter-ions in the film. In the mixed valence state,
the QCA molecules are charged +2, and to achieve charge neutrality, negatively charged counter ions are
required. There are two types of counter-ions associated with the QCA film. The first is a [PF6]– molecule
incorporated into the film, while the second is an Si-O complex at the surface. The QCA molecules close
to each of these counter-ions will switch at different applied voltages, leading to two distinct peaks in
the C-V signal. We verify this by changing the fabrication procedure to vary the ratio of the two types
of counter-ions. For instance, a longer wash of the molecular film with solvents will remove [PF6]– and
increase the number of Si-O complexes. As expected, the relative heights of the peaks changes. Full details
of this experiment are given elsewhere [22].

A subsequent experiment confirmed the switching of an electron within a molecule and the role of the
counter ions [27]. Another molecule was synthesized that had a longer linker between the two dots (in this
case, two Ru atoms), and a preparation method was used that produced only one type of counter ion. As
expected, the capacitance signal was stronger due to the greater distance between the dots, and only one
capacitance peak was observed. This demonstrates field controlled switching of single electrons within
molecules.

8.4 Limits to Binary Computing

Since QCA cells can be scaled down to the molecular level, device densities of 1011 to 1012 cm−2 are possible,
and at these integration densities it is imperative to understand where and when dissipation occurs in
computation. Information is physical [28], and binary information can be represented physically in a
system with two stable states. The energy landscape of an isolated two-state system is shown schematically
in Figure 8.14. The two energy valleys represent stable states of the system which we associate with bit
values of “1” and “0,” respectively. The energy barrier between the two states plays an important role here.
It must be large enough that thermal fluctuations from the environment do not result in random flipping
of the state. The system must be able to hold bit information for a reasonable period of time and enable
us to distinguish a 1 from a 0.

The fundamental energetics of binary switching are independent of the physical degree of freedom
used to represent the bit. We can encode the information with the spatial position of electronic charge, or
with the spin of a single electron, the aggregate spin of several electrons with nuclear spins or aggregated
nuclear spins (i.e., magnetization), or with the dipole moment of a molecule or assembly of molecules.
Fundamentally, each yields a multi-well energy landscape that we must be able to controllably alter in
order to switch the state. The notion that there is some fundamental advantage to spin systems over, for
example, charge-based systems is simply naı̈ve (see [16,29] and the critique in [30]).

Figure 8.15 illustrates three ways in which the bi-stable state can flip from the 0 to the 1 state in this energy
landscape. Thermal fluctuations can excite the system over the energy barrier as shown in Figure 8.15(a).
Note that the initial and final states have the same energy, so this kind of event does not dissipate energy.
By energy dissipation, we mean a net transfer of energy from the system into the thermodynamically large
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FIGURE 8.14 The energy landscape for an isolated physical system with two stable states used to represent a binary
1 or 0. The energy discussion is the same whether the dynamic degree of freedom used to encode the information is
position, spin, magnetization, or dipole moment.

number of degrees of freedom of the environment. Energy came into the system from the environment to
excite it up to the barrier top, but then energy flowed from the system back out to the environment as the
system relaxed to its new local energy minimum. A quantum system could also tunnel from one side of
the barrier to the other as illustrated in Figure 8.15(b). Again, while this is an undesirable result (assuming
the goal is to hold the bit in place), it is not a dissipative event. Figure 8.15(c) shows a driven switching
event in which the energy landscape has been altered by driving one side of the well to a higher energy.
This lifts the system into an excited state �E above the ground state. The system then de-excites through
either thermal excitation over the reduced barrier, or tunneling to the lower energy state (here, the 1 state
on the right). In this case, the system must dissipate an amount of energy equal to �E to the environment
in the form of heat. Standard CMOS employs precisely this technique. The charge stored on the CMOS
node is discharged to ground through a transistor channel.
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FIGURE 8.15 Switching of a bi-stable system. Neither (a) thermal excitation over the barrier nor (b) quantum
tunneling through the barrier dissipate energy to the environment. By contrast falling “down-hill,” as illustrated in (c),
dissipates energy �E.
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FIGURE 8.16 Adiabatic switching of a bi-stable system. A bi-stable system can be switched from the 0 state and the
null state; the “erase to null” operation as shown in (a). The reverse process loads the 0 bit into the system. Adiabatic
erasure and the loading of a 1 bit are shown in (b). Importantly, to adiabatically erase the bit, a copy of the bit
information must exist outside the system so the system can be initially biased into the state it is already in. This is
illustrated in the second figure from the top in both (a) and (b). Without this, unavoidable energy dissipation of at
least kB T log(2) occurs. With the copy, the bit can be erased from the system with no fundamental minimum energy
dissipation.

Landauer pointed out that there is another way to switch a bit that keeps the system always close to its
instantaneous energy minimum and therefore allows the system to dissipate only arbitrarily small amounts
of heat [20,31]. If the energy landscape is continuously altered, the system can be moved with minimal
excitation. This is illustrated easiest by adopting a third “null” state which is not bi-stable but monostable.
Figure 8.16(a) shows the process of changing a 0 state to a null state. First, the energy of the right well is
raised, then the barrier is slowly lowered until the system is in the single energy minimum, as shown at
the bottom of the figure. To load a 0, the process is simply reversed. Loading a 1 into the null cell is shown
in Figure 8.16(b). First, the energy on the left is raised so the landscape is tilted. Then, the barrier is raised
and the system moves into the energy minimum on the right, corresponding to a 1 bit. Finally, the bias can
be removed when the barrier height is large enough to assure the system is held on one side. This process
is termed “adiabatic” or quasi-adiabatic switching because the system is held close to its instantaneous
(local) minimum energy state.

The process of storing a 1 or 0 bit presents no fundamental problem. The system begins in the null state
as shown at the bottom of Figure 8.16(a) and (b). It is biased in the appropriate direction, corresponding
to the incoming information, which is then locked into the system by raising the energy barrier sufficiently
to suppress thermal and quantum mechanisms. The biasing field can then be removed and the bit has been
written, as shown in the top part of Figure 8.16(a) and (b). More subtle considerations attend the “erase
to null” operation.

Consider now the erasure process labeled “erase to null” in Figure 8.16. To perform this process adi-
abatically requires that the system be biased into the state in which it is already. This is illustrated in the
second figures from the top of Figure 8.16(a) and (b). To bias the system into the state, a copy of the bit
must exist outside the system itself. This could be the result of measuring the state of the bit, for example.
Measurement means making a copy. This simple observation—that to adiabatically erase the bit a copy of
the bit information must exist—has fundamental consequences.

The thermodynamics of bit erasure are illustrated in Figure 8.17 and Figure 8.18. We plot the time
evolution of the physical configuration space of a system. Note that what is being plotted represents
physical degrees of freedom, not simply logical space. The system can initially exist in two possible physical
configurations, which we associate with bit values 0 and 1. In Figure 8.17, the number of configurations
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FIGURE 8.17 A physically reversible process. Since the microscopic laws of physics are physically reversible, a system
with two possible initial configurations has two possible configurations at a later time. An isolated system like this has
no change in entropy.

denoted that W has the value 2 for both the initial and final state. This corresponds to simple time evolution
under the microscopically physically reversible laws of physics. Physical reversibility refers to the fact that,
except for exotic situations involving the weak nuclear force, the microscopic laws of physics are the same for
both forward and reverse processes. That is, if we take a movie of a physical process and play it backwards,
no physical laws are violated. If the system moves from state A to B, we could reverse all velocities and
the system would move from B to A. Stated another way, the microscopic laws of physics make it possible
to determine if we find the system in state B at time t2, which state A it was in at an earlier time t1. The
entropy is defined as the Boltzmann constant times the number of accessible states in the system, S = kB

log(W) (here, log denotes the natural logarithm). For Figure 8.17, both the initial and final entropy is kB

log(2) and the change in entropy is zero.
Figure 8.18 corresponds to the situation of an “erase to null” event. Initially, the system can be in either

the (physical) 1 or 0 state, but the final state in either case is the null state. This collapse results in a change
of entropy �S = kB log(1) − kB log(2) = −kB log(2). The situation shown in Figure 8.18 cannot occur
under the time evolution of the microscopically reversible laws of physics. The change in entropy means
there must be another system involved. Two possibilities exist:

1. Another finite system is coupled to this one and it now has a copy of the information. That is, the
configuration space is actually larger than the one shown. The apparent degeneracy of the final state
would be broken if we included the second system in the description (the line on the right would
split into two branches in the perpendicular plane, for example). The microscopic time evolution
is still one-to-one and thus physically and logically reversible.

2. The system is coupled to a thermodynamically large system with many degrees of freedom (the
environment or heat bath) at temperature T . A transfer of free energy (F = T S) equal to �F =

Time

Co
nfi

gu
ra

tio
n

W = 2 W = 1

ΔS = −kB log(2)

Null
0

1

FIGURE 8.18 A physically irreversible process. The system with two possible initial configurations evolves into a
single state. Information has left the system and the entropy has decreased. One of two things must have occurred:
(1) Information has been copied into another finite system whose degrees of freedom are not shown here. Were the
complete configuration of both systems shown, there would be no collapse and states would stay reversible. (2) Entropy
and free energy have been transferred into the thermodynamically large manifold of states in the environment. In this
case, we say energy has been dissipated and a bit has been irreversibly erased.
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FIGURE 8.19 Attempt to erase without a copy. The time-dependent Schrödinger equation is solved for a double well
system. In this case, the barrier between the two wells is slowly lowered, though without any bias applied to the system.
The state is initially localized in the left well but oscillates as the barrier is lowered. These oscillations characterize an
excited state which would relax dissipatively to the new ground state.

T�S = kB T log(2) has occurred from the system to the environment. This increased the entropy
of the environment by �S = +kB log(2), exactly making up for the entropy lost by the system. The
process results in the true loss of information (into the dense manifold of environmental states)
and dissipation of energy in the form of heat in the amount of kB T log(2).

This makes it clear why it is the erasure operation that is fundamentally linked to heat generation. Some
amount of heat will be generated in any physical process representing a logical switching event. But there is
a minimum amount of heat (kB T log(2)) that must be generated when a bit of information is erased. The
adiabatic switching approach (Figure 8.16) can lower the amount of heat generated for logically reversible
processes (which do not entail information loss) to an arbitrary small level (at the cost of speed—see
the following), but cannot change the fundamental connection between energy dissipated as heat and
information erasure.

To adiabatically erase a bit, we need a copy of the bit so we can bias the system into the state it is already
in, as we have seen in Figure 8.16. What happens if we try to erase the bit without a copy? To see this, we
examine a very simple quantum system, the double potential well. Figure 8.19 shows the results of solving
the time-dependent Schrödinger equation for a double-well system as the well barrier is slowly lowered. In
this case, no bias is applied, so the potential is always symmetric. The result of lowering the barrier is that
the wave function, initially localized in one well, begins to oscillate. The oscillations will persist forever if
(as here) there is no way for the energy to dissipate. Figure 8.20 shows exactly the same situation, but with
a field which biases the system toward its initial state. Now when the barrier is lowered, the system relaxes
smoothly to its new ground state. We emphasize that in order to bias the system into the state it is already
in, we must have a copy of the information outside the system itself. Without the copy, we lose control
of the system, and oscillations—which in reality would be damped by dissipative processes—result. The
classical version of this loss of control as the system is relaxed was discussed by Landauer [31].

Erasure of information causes unavoidable heat dissipation. However, we can design around this, again
with some trade-offs. Bennett showed [32–35] that any logically irreversible function could be embedded
within a reversible calculation provided intermediate results were all kept. The stored results could then be
used to “decompute” the result so that at the end one has only a copy of the inputs and the desired output.
This comes at the cost of the computing process taking at least twice as long (compute + decompute). In
addition, in most implementations, the number of intermediate results can explode geometrically and force
large amounts of overhead in temporary storage. In QCA, this Bennett style computation may be much
more tractable because intermediate results are simply stored in place as the state of QCA cells. Bennett-
clocking of QCA [30] can be pipelined and offers the possibility of tuning the amount of dissipation within
the heat budget, making the trade-off between throughput and heat generation genuinely tunable.
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FIGURE 8.20 Erasure with a copy. The time-dependent Schrödinger equation is solved for a double well system, as
in the case shown here. The difference is that now the initial state of the system is known (a copy exists) so the system
can be biased into the state it is already in. The result is a smooth erasure to the new ground state. The tiny visible
oscillations can be made arbitrarily small by switching slowly.

Adiabatic switching must be done “slowly” so the system remains close to its instantaneous ground state.
A simple analogy is a person walking with a mass suspended on the end of a string. If the person walks
gently and slowly from one side of the room to another, the mass barely sways. If the person accelerates
quickly, walks to the other side, and halts abruptly, the mass oscillates (an excited state) and then damps
gradually down to the new ground state, dissipating energy through friction. What does it mean then to
switch slowly? It means slowly compared to the natural excitation times of the system. For CMOS circuitry,
this means slow compared to the RC charging times, which alas can be quite long. For molecular QCA [36],
this means slowly compared to the tunneling time for an electron to move from one part of a molecule to
another (which could be femtoseconds). Adiabatic switching therefore becomes practical in systems with
very fast natural response times.

Finally, let us emphasize again that these considerations of the energetics of switching are entirely
independent of the nature of the physical degree of freedom used to represent the information. Landauer
used magnetization in his original arguments. Figures 8.14 through 8.20 could apply equally to spin
systems or charge-transfer molecules. There is no magic system. Basic choices for information processing
are analog/digital and reversible/irreversible. Quantum computing represents the extreme requirements of
being both analog, because quantum degrees of freedom are continuous, and irreversible, because unitary
operators are always reversible. QCA represents a modest choice of digital information and the ability to
choose the amount of irreversibility included through circuit design, and so manage the associated heat
dissipation.

8.5 Summary

As the scaling of CMOS comes to its end, there is a real need to address the issue of power dissipation
coupled with device density. Single-electron devices such as SETs and pumps have niche applications in
sensing and metrology, but even single-electron devices fail to provide the small power dissipation needed
for large-scale computing. A break with the FET-based paradigm is needed, and while more conventional
single-electron devices fail to give the needed performance, others can. A device paradigm based on QCA
cells offers the opportunity to break away from FET-based logic, and to exploit the quantum effects that
come with small size. In this new paradigm, the basic logic element is no longer a current switch but a
small array of quantum dots, and the logic state is encoded as the position of electrons within a quantum
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dot cell. We have demonstrated the operation of a QCA cell fabricated in aluminum islands with an
aluminum-oxide tunnel where the polarization of the cell can be switched by applied bias voltages, along
with a QCA shift register, and true power gain. QCA cells are scalable to molecular dimensions, and since
the performance improves as the size shrinks, a molecular QCA cell should operate at room temperature
with a switching energy of a few yJ.

As devices are scaled down to the molecular size range, the issue of how power dissipation occurs is
no longer just a topic for academic discussions. To attain integration densities of 1011 cm−2 the power
dissipation of each device must be miniscule. This will require a shift away from transistors, which are
extremely wasteful of power. However, at high integration levels every source of power dissipation must
be considered. Since dissipation occurs whenever information is erased, the high-performance computing
systems of the future will need to carefully husband information. Erasure can be avoided using reversible
techniques such as Bennett-clocking, but these require some system overhead. Future systems will likely
be broken into pipelined blocks where reversible methods are used within the blocks to avoid dissipation,
while some erasure with its associated dissipation is allowed at the edges of the blocks. In this way, the
requirements of both power dissipation and system performance can be met.
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9.1 Introduction

Nanotechnology, the science and engineering of nanometer-sized objects, is a major research endeavor
owing to the innumerable possibilities—and profit—the field has to offer. Nanostructures exhibit unique
physical and chemical properties compared to “bulk” structures. They have important applications in
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developing cutting-edge technology in such diverse areas as medicine, computing, communication, sens-
ing, defense, homeland security, informatics, and the life sciences [1–5].

Fabrication or synthesis is the first step in producing nanostructures. A plethora of nanofabrication
techniques has been developed in recent years, ranging from the very expensive to the inexpensive. Self
assembly is a nanofabrication technique that has captured the imagination of many in the field, primarily
because it is easy, inexpensive, has a rapid throughput, and often requires minimal investment in equip-
ment and infrastructure. Self assembly is any process where nanostructures spontaneously nucleate or
assemble in a suitable medium under the proper conditions. Depending on the medium and the external
environment, the nanostructures can sometimes self order, meaning they automatically arrange themselves
into a regimented (usually periodic) array in space. This technique is parallel, unlike direct write lithog-
raphy, which is serial. In direct writing, nanostructures are delineated serially, one at a time, leading to
an unacceptably slow throughput. In self assembly, several nanostructures are produced simultaneously
(in “parallel”), leading to a fast throughput. Furthermore, self assembly is usually a gentle process, caus-
ing little or no processing damage to the finished nanostructures. This is usually not the case with more
conventional nanofabrication techniques such as direct write lithography, or x-ray lithography, where the
patterning or exposing beam (often an electron or ion beam, or x-ray) causes severe processing damage.
This is particularly debilitating in the case of semiconductor nanostructures since surface states caused by
the damages can pin the Fermi level in the middle of the bandgap of the semiconductor and deplete the
entire structure of mobile charge carriers.

A multitude of self-assembly techniques have been reported in the literature. Some of them are “phys-
ical,” such as the Stranski–Krastanow mode growth of quantum dots on a lattice-mismatched substrate
where the nanostructures nucleate because of strain (mechanical forces). Others are “chemical” in that
chemical reactions orchestrate the spontaneous nucleation of nanostructures. In this chapter, we will
focus on a chemical technique that is rapidly emerging as the workhorse for making well-regimented
quasi-periodic arrays of nanostructures of virtually any material on arbitrary substrates. This technique
utilizes nanoporous alumina membranes that have a quasi-periodic array of pores with nearly uniform
diameter in the sub-10 to few hundred nm range. It is produced by the anodization of aluminum in a
suitable acid with a suitable voltage. Since the pores develop spontaneously because of a process known as
field-assisted dissolution, the template is “self assembled.” Under appropriate conditions, the pores form
a nearly periodic hexagonal close packed array. Each pore is a cylinder of uniform diameter. The aspect
ratio (length-to-diameter ratio) can be very large without causing the diameter to vary along the length.
Aspect ratios of 200:1 are routinely realized in our laboratory. Pore diameter can be made to vary from
8 nm to 200 nm by changing the nature of the acid and the anodizing voltage. These pores can be selectively
filled up with metals, semiconductors, insulators, and even superconductors by using electrodeposition.
That results in a vertically standing, quasi-periodic array of nanowires or quantum dots of these chosen
materials housed in a ceramic matrix. The finished product is a self-assembled spatially ordered array of
nanostructures.

Nanoporous alumina membranes are also useful as excellent templates for pattern transfer on any
generic substrate. Reactive ion etching is a standard etching technique used for such pattern transfer. It is
also discussed in this chapter.

9.2 Nanoporous Alumina Membranes

Anodized aluminum oxide (alumina) nanoporous membranes have been a subject of considerable interest
for many years, detailed studies having been undertaken for more than half a century [6–8]. Since the
early 1990s, several techniques to fabricate these membranes have been developed. Their salient features
include (1) a highly ordered arrays of pores, (2) a pore diameter that can be controllably varied from 8 nm
to a few hundred nm, and (3) pore density ranges from 1010–1012 pores/cm2. These membranes are a
convenient template for synthesizing highly ordered, vertically standing nanowires in a ceramic matrix.
The wires are electrically isolated from each other by the intervening alumina, which is an insulator.
The alumina matrix can be gated with a metallic pad and a potential is applied to this pad to lower
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the barrier between neighboring nanowires, thereby introducing weak electrical coupling (tunneling).
This has intriguing device applications. Alumina is also quite effective for optical isolation since it has a
relative dielectric constant between 2.5 and 3.0 at optical wavelengths [9]. Nanowires embedded in alumina
will act as optical waveguides if the nanowire material has a larger relative dielectric constant than what
alumina has. Most semiconductors used as optical waveguides have relative dielectric constants larger
than 3.0. Therefore, nanowire waveguides embedded in alumina can be effective waveguides, if the optical
wavelength is comparable to, or smaller than, the nanowire diameter.

9.2.1 Electrochemical Synthesis of Alumina Membranes: Electropolishing
of Aluminum Foils

Fabrication of alumina membranes with an ordered array of nanopores involves several critical processes
and steps. The starting material is high-purity aluminum foils. We use 99.998% pure, 100-μm thick
aluminum foils consisting of polycrystalline aluminum (single crystal aluminum is considerably more
expensive). Square coupons of area 1 in. × 1 in. are cut from the aluminum foils for ease of handling. The
surface condition of the aluminum foil is an important factor that affects the ordering of the pores and the
uniformity of the pore diameter. The surface roughness of Al foils, purchased off the shelf, is typically on
the order of a few μm. In order to reduce that to a few tens of nanometers, we first degrease the coupons
in acetone and then electropolish them in a Leeco electrolyte consisting of a solution of perchloric acid,
butyl cellusolve, ethanol, and distilled water for ∼ 10 sec using 45 V DC. Electropolishing creates a shiny,
mirror-like surface. Closer inspection (using atomic force microscopy) has revealed that electropolishing
actually creates intriguing patterns on the surface of the aluminum [10]. Depending on the voltage and
duration of electropolishing, periodic ridges (with heights of a few nanometer) can be produced on the
Al surface, as shown in Figure 9.1. The chemical dynamics governing this process are quite complex and
have been explored in detail in a number of publications [11–14]. In this chapter, we will not dwell on this
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FIGURE 9.1 (see color insert following page 5-6) Atomic force micrograph of quasi periodic bumps formed on an
A1 foil electropolished at 60V for 30 seconds.
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aspect since these patterns, while highly interesting from the perspective of basic chemical reactions and
kinetics, have no major device applications.

Some groups have investigated the effect of the polycrystallinity of the aluminum foil on the regularity of
pore formation. The pores form a nearly periodic hexagonal close packed array, but only within a domain
of size of around a few μm. Some reports indicate the domain size can be increased if the foils are annealed
prior to electropolishing to increase the grain size in the polycrystalline film. It is not clear if there is any
correlation between the grain size and the domain size. To date, there is no widespread consensus about
this matter and it remains an open question.

In our group, electropolishing is carried out in an Electromet-4 (Buehler Ltd.) electro polisher, with the
Al foil placed at the anode and in physical contact with the Leeco electrolyte that acts as the etchant for
electropolishing [10]. The most commonly used Leeco electrolyte is the L1 electrolyte, comprising 93 cc
perchloric acid, 150 cc butyl cellusolve, 1050 cc ethyl alcohol, and 205 cc distilled water. The perchloric
acid is the etchant for aluminum, while ethanol and butyl cellusolve are polarizable molecules that sheath
regions (crests) on the surface, which have the highest electric fields. As a result, troughs on the surface
dissolve faster. This effect is counter-balanced by the fact that mass transport of Al3+ ions from the crests
is more efficient. The interplay of these two effects is responsible for the formation of ridges on the surface
as shown in Figure 9.1.

9.2.2 Anodization of Aluminum Foils

Anodization of the electropolished Al foils in a suitable acid leads to the growth of the porous alumina
film on the foil surface. An electropolished Al coupon is anodized in an electrolytic cell. Figure 9.2 is
the schematic diagram of the experimental step up we use to perform electrochemical anodization. The
electrolytic cell is a commercial flat cell. A regulated power supply provides a highly stable DC voltage for
anodization. The aluminum foil acts as the anode, and a platinum grid is used as a cathode since it does
not react with the electrolytes used for anodization. The electrolytes employed are a moderately strong
acid (pH < 4). Acids typically used for anodization are 3% oxalic acid, 15% sulphuric acid, and 10%
phosphoric acid. Anodization using AC current is not feasible because anodic alumina allows current to
flow in one direction only. Figure 9.3 is a top-view AFM image of Al foil anodized in 3% oxalic acid at
40 V. The darker areas are the pores, and the lighter areas surrounding the pores are the cell walls. The
diameter of the pores is about 50 nm, and the interpore separation is about 100 nm[8].

9.2.3 Growth Kinetics of Nanoporous Alumina Membranes

Many theoretical models have been proposed to explain pore growth [15–19]. O’Sullivan et al. [16]
proposed a model based on inhomogeneous electric field distribution at pore tips and field-assisted
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FIGURE 9.2 Schematic diagram of the experimental set up used for anodization.
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FIGURE 9.3 (see color insert) Top view AFM image of the sample electro polished and anodized in 3% oxalic acid
at 40 V.

dissolution, which explains why pores grow and what determines the size distribution of the pores. The
pore growth is perpendicular to the surface. It was shown that parameters like the pore diameter, the
interpore separation, and the steady-state barrier layer thickness are directly proportional to the applied
voltage. Shershulsky et al. [17]gave a microscopic explanation for the dependence of pore parameters on the
applied voltage or the electrolyte used. Later, Jessensky et al. [18] developed a model to explain the densely
packed hexagonal pore structure developed under special anodization conditions. The forces between the
neighboring pores in the hexagonal structure are due to the mechanical stress associated with the volume
expansion that occurs during the conversion of aluminum to alumina. Expansion of the material takes
place only in the vertical direction because oxidation occurs over the entire pore bottom simultaneously,
and not all of the alumina contributes to the oxide formation since some Al3+ ions remain mobile in the
oxide under the applied voltage. According to Jessensky et al., the voltage and the electrolyte composition
influence the relative thickness of the porous alumina layer compared to the consumed aluminum. The
most ordered pores are obtained using 0.3M solution oxalic acid at an anodizing voltage of about 40 V.
Li et al. [19] claimed that the best ordered periodic arrangements of pores are obtained when the relative
volume expansion of the aluminum during oxidation is about 1.4, independent of the electrolyte. If the
anodization voltage is small, the pores become disordered as the volume of the alumina formed is smaller
and the relative thickness ratio is less than 1.4. On the other hand, if the voltage is large, the volume
expansion will be too large and the ratio will be greater than 1.4. Thus, producing ordered periodic pores
with small or large voltages is difficult.

A typical anodization current–versus-time characteristic for a sample anodized in 3% oxalic acid at
40 V at room temperature is shown in Figure 9.4. During the first few seconds of anodization, the current
decreases rapidly until a minimum is reached. This is followed by a slow rise in the anodization current
until the steady state is achieved. This process is illustrated in a sequence of steps shown in Figure 9.5.

Initially, when the voltage is applied, an aluminum oxide layer begins to form due to oxidation of
aluminum by oxygen containing ions [20]. During this process, the anodization current gradually drops
as indicated in region A of the anodization current curve (Stage A). In the region B, fine-featured pores
begin to develop, because of local dissolution of the oxide (Stage B) by hydrogen-containing ions in
the acid. The rate of oxidation is, however, greater than the rate of oxide dissolution. Pore formation is
gradually stabilized with the further passage of time. This corresponds to the region C (Stage C) in the
current curve. Finally, the steady state region D is reached when the pore structure stabilizes completely
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and the corresponding anodization current reaches a constant value (Stage D). This corresponds to the
equilibrium state where the rate of oxide growth is balanced by the rate of oxide dissolution. At this stage,
the pores grow perpendicular to the surface and are parallel to each other.

The chemical reactions occurring during anodization are as follows:

At the Anode
Oxidation of Aluminum: 2Al + 3H2O = Al2O3+ 6H+ + 6e−

Dissolution of Alumina: Al2O3 + 6H+ = 2Al3+ + 3H2O
At the Cathode

Hydrogen Evolution: 6H++ 6e− = 3H2

As shown by O’Sullivan et al., the growth of porous aluminum is a consequence of two competing
mechanisms: oxide growth and the partial dissolution of aluminum oxide by the hydrogen ions. Oxide
growth is due to the migration of oxygen containing ions O2−/OH− from the electrolyte through the oxide
layer to the pore bottom, and the dissolution of the oxide is due to the migration of Al3+ ions, which drift
through the oxide layer and are ejected into the electrolyte. The net current density J can thus be thought
of as being a sum of two current contributions, namely, Jb , due to the growth of the barrier alumina (which
decreases with time), and Jp , due to pore growth (which increases with time and finally reaches a steady
state, as shown in Figure 9.5).

9.2.4 Factors Controlling the Self Ordering of Pores

The electrolyte used for anodization, the voltage applied, and the duration of anodization are key factors
known to influence the porous structure. It has been reported in the literature that the temperature of the
electrolyte during anodization does influence the pore structure [21], but this influence is minor.

Figure 9.6 is the schematic cross section of the nanoporous structure after anodization. In the figure, the
top layer is porous consisting of an array of vertical pores aligned parallel to each other. Underneath lies the
U-shaped barrier layer. At the very bottom is the remaining aluminum layer left behind after anodization.

In Figure 9.6, d is the diameter of the pore, L is the length of the porous membrane, B is the thickness
of the barrier layer, D is the interpore separation, and A is the thickness of the unreacted aluminum.
The diameter of the pores, the thickness of the barrier layer, and the interpore separation depend on the
electrolyte used and the applied voltage. The length of the pores depends on the duration of anodization
and the starting thickness of the aluminum foil. In the following, we discuss how these parameters are
influenced by the anodization conditions.

9.2.4.1 The Effect of Acid Strength

Weak or quasi-neutral acidic solutions (pH 5–7) are not good for anodization because they lead to
the formation of flat nonporous aluminum oxide membranes, commonly called a barrier-type layer

B Alumina

Al

L

d D

FIGURE 9.6 Schematic diagram of the cross-section of nanoporous alumina after anodization.
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or film [22]. Anodization in a strong acid (pH < 4) results in porous aluminum oxide film. Based on the
theoretical model proposed by Shershulsky et al., the pore radius varies linearly with the pH according to
the relationship:

Re ∼ (1 + C�)

where Re is the pore radius, C is a constant, and � is the pH value.
Hence, anodization using 5% phosphoric acid produces the largest pore diameter at high voltages (high

pH value). The smallest pore diameter is obtained using 15% sulphuric acid since it is a strong acid (small
pH value). Recently, Ono et al. [23] showed self-ordering porous alumina having cell diameters of 300 nm
and 500 nm, using organic acid electrolytes such as malonic and tartaric acid solutions, respectively. These
acids have large pH values, yielding large pore diameters.

9.2.4.2 The Effect of Anodizing Voltage

The DC voltage applied between the Al foil and the platinum electrode, also known as the “anodization
voltage,” is a critical parameter that greatly influences the porous structure. Any arbitrary anodization
voltage does not result in the formation of porous membranes. It is well known that the pore diameter
and the barrier layer thickness vary with the applied voltage. The model proposed by O’Sullivan et al.
showed a linear relation between the pore diameter and the anodization voltage. For samples anodized
in 3% oxalic acid, the optimum voltage for obtaining a well-ordered hexagonal pattern is about 40 V,
which yields a pore diameter of 50 nm. The optimum anodization voltage in the case of samples anodized
using 15% sulphuric acid is around 10 V, and the resulting pore diameter is around 10 nm. In the case
of samples anodized in 5% phosphoric acid, a pore diameter as large as 350 nm can be obtained using
high anodization voltages, while retaining some semblance of spatial ordering. Few groups have recently
reported self organization of porous alumina arrays using a mixture of acids as electrolyte [24]. Figure 9.7
summarizes the self-ordering voltages reported up to now and the corresponding pore diameters.

The pore density varies inversely as the square of the anodizing voltage. Exponential dependence of
pore density as a function of anodization voltage was reported by Palibroda et al. [25]. Almawlawi et al.
[26] showed that the pore density ρ varies with the anodization voltage V according to:

ρ = α

(d + βV)2

Ce
ll 

di
am

et
er

Phosphoric acid,
160–195 V, 410–500 nm

Citric acid, 240 V, 600 nm

Oxalic acid, 40 V, 100 nm

Malonic acid, 120 V, 300 nm

Tartaric acid,
195 V, 500 nm

Sulfuric acid, 25 V, 65 nm
Formation voltage
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various acids. (Reproduced from ref. [23] with permission from Elsevier.)
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FIGURE 9.8 Porosity of anodic films with anodization voltages measured for three different electrolytes. (Reproduced
from ref. [27] with permission from the Electrochemical Society.)

where α is a constant ∼ 1.15, βis a constant that depends on the acid and temperature and d is another
constant. Using 3% oxalic acid, pore densities of the order 1010 pores/cm2 can be obtained. Pore densities
> 1011pores/cm2 can be achieved using 15% sulphuric acid. Recently, reports have arisen regarding changes
in the porosity of anodic alumina with increasing anodization voltages [27]. Figure 9.8 shows the porosity
versus anodization voltage curve for different electrolytes. The porosity values decrease as the anodization
voltage is increased, irrespective of the electrolyte used.

9.2.4.3 The Effect of Temperature

It has been reported in the literature that temperature affects the ordering of the pore structure but does
not have any significant influence on pore diameter or the interpore separation when the anodization is
carried out at a constant anodization voltage and electrolyte concentration [28]. Pore structures formed
at low temperatures are not as regular when compared to that formed at room temperature. They are
twisted or bent if produced at low temperatures. Sang Li et al. [29] reported the effect of temperature
on the ordering of the pore structure. The regularity of the pore structure was analyzed by applying fast
Fourier transformation (FFT) to the SEM images.

9.2.5 Current Density During Pore Growth

The values of current densities obtained during porous film growth are a key factor controlling the self
ordering of pores. The pore growth mechanism based on current density was discussed in Section 9.2.3.
Recently, Ono et al. reported a systematic study of pore growth in different electrolytes, focusing on the
influence of current density. Figure 9.9 shows the anodization current versus time characteristics obtained
for samples anodized using sulfuric acid. The anodization voltage ranges from 5 to 27 V. For voltages
ranging from 5 to 25 V, the I -t curves obtained are similar to the curves discussed in section 2.3, indicating
porous membrane growth. At about 27 V, a high current density value was observed along with intense
gas evolution at the sample surface. Interestingly, no porous growth was seen at this stage. The absence of
pores at this stage is probably because the anodization voltage exceeded a certain critical value.

Similar studies were performed using oxalic and phosphoric acids. Figure 9.10 shows the anodization
voltage versus current density curves for three different electrolytes. Extreme high current was observed
for voltages higher than the individual self-ordering voltages for the three electrolytes. It was concluded
that self ordering occurs only for voltages below the individual critical voltages for the electrolytes used.
Beyond the critical voltage, no film growth takes place.
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FIGURE 9.10 Changes in steady-state current density values at anodization voltages for three different electrolytes.
(Reproduced from ref. [27] with permission from the Electrochemical Society.)

9.3 Fabrication of Highly Ordered Porous Templates
Using Multistep Anodization

Porous membranes, obtained using a one-step anodization, do not contain very well-ordered pores. This
issue limited the use of porous templates in nanofabrication. Long range ordering is absent in these
structures, even though short range ordering was present. Annealing the Al foils prior to electropolishing
and anodization was suggested as a remedy, but proved unsatisfactory. The first satisfactory solution to
the problem was revealed in a landmark paper published by Masuda et al. [30] in 1995. They developed a
technique called multi step anodization that significantly improved the periodicity of the pores produced in
both oxalic and sulphuric acids. A highly ordered honeycomb pore structure over large areas was achieved
by this technique.

Figure 9.11 is a sequence of steps that illustrates multi step anodization. First, the Al foil is electropolished
and then anodized for a short time (5 to 10 min) which results in the formation of a thin alumina film
on the surface. Now the sample is treated using a mixture of 0.2M chromic acid and 0.4M phosphoric
acid in order to remove the film. Then the sample is again anodized for a long time (10 to 12 hours or
overnight). The long period of anodization significantly reduces the number of defects and dislocations



Self Assembly of Nanostructures Using Nanoporous Alumina Templates 9-11

Al

Al

Al

Alumina
Al

Alumina

Alumina Reanodize

Remove alumina
in 0.2 M chromic/
0.4 M phosphoric

acid

Long time
anodization
(overnight)

FIGURE 9.11 Schematic diagram showing the sequence of steps during the multistep anodization process.

in the sample. The thickness of the film at this stage is several microns. The thick film is then etched away
in a mixed acid (0.2M chromic/0.4M phosphoric acid) at 60◦C. This leaves behind a hexagonally ordered
array of scallops on the surface of the aluminum. Figure 9.12 is the AFM image of the sample after being
treated with the chromic/phosphoric acid mixture. The presence of the aluminum scallops corresponds
with the U-shaped barrier layer at the base of the pores. The sample is then re-anodized for a few minutes
to acquire the required pore length. At this stage, the ordered array of scallops acts as nucleation centers
for the re-growth of the nanoporous alumina. This results in ordered pore growth.

The significant improvement in the ordering of the pores can be gleaned from the images. The AFM
image after the first step anodization shows the defects Figure 9.13 (left). The highly ordered hexagonal
structure with no defects can be seen after the multi step anodization process from Figure 9.13 (right).
Recently, Vrublevsky et al. [31] carried out a detailed study of the growth of porous membranes during
the re anodization process, details of which are beyond the scope of the present work. Interested readers
are referred to the article for more intricate details.
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FIGURE 9.12 (see color insert) Top-view AFM image of the aluminum scallops after removing the porous membrane
with chromic/phosphoric acid mixture.
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FIGURE 9.13 (see color insert) (left) Top-view AFM image of porous membrane showing the defects. (right) Top-
view AFM image of highly ordered defect-free porous membrane obtained after multistep anodization.

9.4 Nanostructure Synthesis Using Porous Alumina Membranes

Nanoporous alumina membranes are popular templates for the fabrication of regimented nanowire arrays,
as well as arrays of quantum dots of various materials like metals, semiconductors, polymers, alloys, etc.
Selective electrodeposition of the desired material within the pores is commonly used to fabricate these
structures. Electrodeposition can be performed with either an AC or a DC voltage. Electrodeposition of
magnetic and semiconductor nanowires are discussed next.

9.4.1 Techniques for the Removal of the Barrier Alumina Layer

The thickness of the U-shaped barrier layer formed at the porous membrane and Al interface is about 10 to
30 nm (Figure 9.6, Section 9.2.4). This thickness depends on the electrolyte used, as well as the anodization
voltage. The barrier layer is a spoiler. This layer is nonconducting in nature, which prevents the passage of
conduction current along the length of the pores, and hence the DC electrodeposition of materials inside
the pores is impossible unless this layer is removed. AC electrodeposition is another matter. There, atomic
species are transported to within the pores via the displacement current, as opposed to conduction current.
Since the barrier layer does not completely impede the displacement current, it is possible to selectively
electrodeposit materials within the pores using AC electrodeposition, even if the barrier layer is present.
However, another disadvantage of having the barrier layer is that it is hard to make electrical contacts to
the materials inside the pores from the bottom since the barrier layer intervenes. Recently, techniques have
been developed to either remove or thin the barrier layer.

9.4.1.1 Thinning or Dissolution of the Barrier Layer Using Phosphoric Acid:

Ansermet et al. [32] developed a method for thinning the barrier layer by soaking the anodized aluminum
membrane in an aqueous solution of 5% phosphoric acid for 50 minutes. This process thins the barrier
layer at the pore bottom but also widens the pores since the etching in phosphoric acid is more or less
isotropic. Once the barrier layer is sufficiently thinned, materials can be AC or DC electrodeposited into
the porous membrane and electrical measurements can be carried out by making contacts at the top and
bottom of the membrane.



Self Assembly of Nanostructures Using Nanoporous Alumina Templates 9-13

Barrier alumina

Porous alumina

Al

(a) (b)

(c) (d)

(e) (f )

Barrier alumina

Porous alumina

Al

Barrier alumina

Porous alumina

Organic layer

Metal layer

Organic layer

Organic layer

Porous alumina

Porous alumina

Porous alumina

FIGURE 9.14 Sequence of steps showing the method to remove the barrier layer to facilitate DC electrodeposition.
(Reproduced from ref. [7] with permission from Marcel–Dekker publishers.)

Another technique widely used to facilitate DC electrodeposition is based on complete dissolution of
the barrier layer. This method can also be used to make template for pattern transfer purposes. Figure 9.14
shows the sequence of steps describing this well-known technique. First, the top layer of the porous
membrane is coated with a thick organic layer to provide mechanical stability to the film. Then, the sample
is treated with 3% HgCl2 solution which dissolves the unreacted Al layer from the bottom (Step C) to
expose the barrier layer from the bottom. The sample is then soaked in a 5% phosphoric acid solution,
which removes the exposed barrier layer. The top organic layer is then etched by treating the sample with
ethyl alcohol solution (Step E). After this stage, just the thin porous membrane (a “see through” film) is
left behind. This delicate film can be fished out of the ethyl alcohol solution with tweezers and carefully
placed on a conducting substrate for DC electrodeposition (this method calls for some operator skill since
careless handling will make the film wrinkle and render it useless).

9.4.1.2 Removal of the Barrier Layer Using ‘‘Reverse Polarity Etching”

In a technique developed by Rabin et al. [33], the barrier layer was etched in 5% phosphoric acid, not by
mere soaking but by applying a negative bias (the negative terminal is connected to Al foil). Typically, a
negative bias of 2.25 V is used. The phosphoric acid can be replaced by a dilute solution of KCl, which has
a faster etching rate. In our labs, we perform the reverse polarity etching using 1% phosphoric acid [34].
Figure 9.15(a) is the top-view SEM image of a sample anodized in 3% Oxalic acid at 40 V. Figure 9.15(b) is
the bottom-view SEM image of the same sample after performing reverse polarity etching. The see-through
pores can be clearly seen from this image.
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FIGURE 9.15 (left) Top-view SEM image of the porous membrane anodized in 3% oxalic acid at 40 V before reverse
polarity etch. (right) Bottom-view SEM image showing through pores after reverse polarity etch. (Reproduced from
Ref. [34] with permission from American Scientific Publishers.)

9.5 AC Electrodeposition

AC electrodeposition is the standard technique used for depositing various materials inside the pores with
the barrier layer intact. Metal nanowires like Ni, Fe, Au, Cu, Co, etc. can be fabricated using this process.
Alloys (FeCo, FeNi, CoCu, and CoNi, etc.) and semiconducting nanowires like CdS, InP, and ZnTe, etc.
can also be synthesized using this technique.

9.5.1 Magnetic Nanowires

High-density arrays of magnetic nanostructures are of significant technological importance because this
geometry offers considerable advantages in storing data [6]. It has been estimated that a real density of
the order of ∼ 300 Gbit/in2 can be realized using the ordered array structure. AC electrodeposition of
magnetic materials inside an anodized aluminum oxide (AAO) template offers a cheap and easy method of
achieving such high-density arrays. In our lab, we fabricated ordered nanowire arrays of various magnetic
materials. The experimental setup is similar to the one shown in Figure 9.2 of Section 9.2. An AC voltage
is applied across the Pt mesh and the porous alumina, which act as the two electrodes. The electrolyte
used is an aqueous solution of the salt of the material to be deposited. For example, for deposition of Fe
nanowires, the electrolyte used is 0.1 M FeSO4solution. Boric acid is added to increase the conductivity
of the solution. The AC voltage and frequency are optimized. For electrodeposition inside pores with
diameter 50 nm, the appropriate voltage and frequency values are 40 V and 200 Hz. During every negative
half-cycle, metal ions in the solution (example, Fe2+, Co2+) migrate toward alumina. They are reduced
to zero-valent metal atoms such as Fe (after combining with 2e−) at the porous alumina, and then collect
inside the pores because the pores offer the least impedance paths for the displacement current to flow. The
following reactions occur during electrodeposition.

At anode:
Fe2+ + 2e− = Fe
2H+ + 2e− = H2
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FIGURE 9.16 Cross-section SEM image of an alumina template containing electrodeposited Fe nanowires. (Courtesy
of Prof. Latika Menon.)

At cathode:
2H2O = O2 + 4H+ + 4e−

During the positive half-cycles, the zero valent atoms are not reoxidized to the divalent cations since
alumina is a valve metal oxide that allows current to flow only in one direction.

The length of the magnetic nanowires formed within the pores depends on the kind of electrolyte, the
concentration of the electrolyte, and the time of deposition. Figure 9.16 shows a cross-section SEM image
of an alumina template containing electrodeposited Fe nanowires. The diameter of the wires is about 50 nm
and inter-wire separation is around 100 nm. To prevent the surface oxidation of the metal nanowires after
deposition inside the pores, the template is immersed in boiling water for about 10 minutes, which seals
the pores, thus inhibiting oxidation.

As mentioned before, one of the factors that influence the length of the wires is the time of deposition.
For certain applications it is critical the pores are not over-filled with the material. Hence, having control
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FIGURE 9.17 Deposition current versus deposition time curve of Fe nanowires inside the porous membrane.
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FIGURE 9.18 (see color insert) (left) Top-view AFM image of the Fe nanowires inside the porous membrane. (right)
MFM image showing the magnetic signal of the Fe nanowires inside the pores. Time of electrodeposition of Fe is about
50 sec.

of the electrodeposition time is of utmost importance. Figure 9.17 is the I-t curve for deposition of Fe
nanowires inside the pores.

From the curve, one can notice that the current density rises up sharply after 95 sec. This indicates the
pores are over-filled. Ideally, by stopping the deposition between the two transition regions, over-filling of
the pores can be avoided and nanowires of the desired length can be fabricated. Figure 9.18 is the AFM
(left) and MFM (right) image of the Fe nanowires deposited inside the porous alumina template. The
sample is anodized in 3% oxalic acid at 40 V and the deposition is carried out at 40 V, by applying a
frequency of 250 Hz. The deposition time for Fe is around 50 sec.
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FIGURE 9.19 (see color insert) (left) AFM image of Fe nanowires released from an AAO template onto a substrate.
(right) MFM image of Fe nanowires released from an AAO template onto a substrate.
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FIGURE 9.20 TEM image of 8-nm cobalt nanowire. (Courtesy of Dr. Yi Liu.)

Figure 9.19 shows the AFM (left) and MFM (right) image of Fe nanowires released from an AAO
template onto a substrate. The sample is soaked in 0.2 M chromic acid/0.4M phosphoric acid mixture at
60◦C. This solution etches the aluminum oxide, releasing the wires into the solution. The sample is then
rinsed in distilled water in a container with the substrate placed at the bottom. In order to prevent the
wires from being rinsed away, a magnet was held below the substrate. The diameter of the wire is ∼ 50 nm,
and the length of the wire is ∼ 1 μm.

Using the procedure described earlier, various metal nanowires of desired diameter and length can be
synthesized by choosing the appropriate aqueous solution of the salt of the metal to be deposited. To
fabricate Ni nanowires, 0.1M NiSO4 aqueous solution can be used. Similarly, 0.1M CoSO4 aqueous is used
for depositing Co nanowires. In general, the aqueous solution is of the type MSO4, where M is assumed
to be a divalent metal element. A TEM image of 8-nm Co nanowires is shown in Figure 9.20. This was
produced by electrodeposition of Co in pores formed by anodization in sulfuric acid.

The drawback of using aqueous solutions for electrodeposition is that it limits the choice of materials
that can be deposited inside the pores. The limit is imposed by the fact that the metal salt must dissolve in
water. Sometimes the normal sulfate salt does not dissolve in water. An example is lead sulfate. However,
lead acetate dissolves in water and therefore can be used for the electrodeposition of lead.

9.5.2 Nanowires of Magnetic Alloys

Binary [FeCo, CoNi, FeNi, CoPt] or ternary [FeCoNi] magnetic alloy nanowires, which are of significant
interest in the area of magnetic recording because of their giant coercivities, can be easily synthesized by
electrochemical deposition—for example, Fe1−x Cox , where 0 ≤ x ≤ 1 can be deposited using an aqueous
solution consisting of a mixture of 0.1 M FeSO4 and 0.1M CoSO4. Electrodeposition is carried out using
an AC voltage of 20 V at 250 Hz [35]. Different crystal phases of Fe and Co can be obtained by varying
the content of the material added into the mixture. Details about the magnetic properties of these alloy
nanowires are discussed in ref [6]. Ferromagnetic metal–nonmagnetic metal (FM-NM) heterogeneous
alloys nanowires can also be fabricated. Recently, Coey et al. [36] deposited a Co-Cr alloy from an aqueous
bath containing CrCl3:6H2O, CoCl2:6H2O, H3BO3, HCOONH4, and H2NCH2COOH. Electrodeposition
was carried out at a constant potential in a conventional three electrode configuration. Fabrications of
other heterogeneous alloys like Nix Zn1−x , Co-Cu have also been reported [37].
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9.5.3 Semiconductor Nanowires

II-VI group semiconductors have potential applications in quantum devices, photo detectors,
ultraviolet light sources, etc. Using the AC electrodeposition technique, various kinds of II-VI semi-
conductor nanowires can be synthesized [6]. In our laboratory, we have successfully deposited materials
like CdS, CdSe, and CdTe and fabricated other semiconductor nanowires like ZnS, ZnSe, and ZnTe. The
non-aqueous solution of dimethlysulfoxide (DMSO) is used as the electrolyte to deposit semiconductors
having a composition of the form MX where M can be Cd or Zn, and X stands for S, Se, or Te. For example,
in order to electrodeposit CdS, 10.5 grams of cadmium per chlorate and 1 gm of sulfur powder are mixed
with 250 gm of DMSO. Then, 2.5 grams of lithium per chlorate is added to this mixture to improve the
conductivity. An AC voltage of about 25 volts rms is applied and the deposition frequency is maintained
at 250 Hz. The deposition is carried out at a temperature of about 70◦C. Porous alumina membrane and
a platinum mesh act as the electrodes. The Cd+2 ions in the solution are reduced to zero valent Cd during
the negative cycle and are selectively deposited inside the pores where they react with sulfur in the heated
solution, forming cadmium sulfide nanowires.

9.6 DC Electrodeposition

Multilayered nanowires like Co/Cu, Co/Ni, and “spin valve structures” can be easily fabricated using
DC electrodeposition. A spin valve structure is basically a tri-layered nanowire where a paramagnetic
layer is sandwiched between two ferromagnetic layers. In our lab, we have successfully deposited various
metals like Ni, Co, etc. individually and tri-layers (Co-Ge-Ni or Co-Cu-Ni) forming spin valve structures.
The main advantage of DC electrodeposition is that it allows well-controlled deposition of the material
inside the pores, which is difficult to achieve using the AC deposition technique. The critical issue with DC
electrodeposition is to estimate correctly and accurately the deposition rate of the material being deposited.
The ratio of the pore length to the pore fill time gives a reasonable estimate of the deposition rate for the
given material. For example, we calibrate the deposition rate of Ni as follows. Initially, a porous template
with a pore length of 1 μm and a pore diameter of 50 nm is synthesized using 3% oxalic acid. Reverse
polarity etching is used to remove the barrier layer. The electrolyte employed for fabricating Ni nanowires
is the aqueous solution of the salt of the material to be deposited. The applied DC voltage is about 3 V. After
10 seconds, the deposition current rises drastically, indicating the pores are being over-filled. The deposition
is stopped at this point. Based on the preceding experiment, the deposition rate of Ni is calculated to be
100 nm per second. Similar calibration studies were done to determine the deposition rates of Co, Fe,
and Cu for a known pore diameter. Recently, we have successfully electrodeposited Ge nanowires inside

20 nm

220 nm

Co

50 nm

1µ

FIGURE 9.21 Schematic diagram of nanowire-based spin valve structure consisting of Ni, Ge, and Co. Enlarged
image is the TEM image of 220-nm Ge nanowire. (The figure on the right is reproduced from Ref. [38] with permission
from the American Institute of Physics.)
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FIGURE 9.22 (left) TEM image of a 20-nm CdS nanowire obtained using DC deposition. (Reproduced from ref.
[40] with permission from the International Union of Pure and Applied Chemistry.) (right) TEM image of 20-nm
CdTe nanowire fabricated using DC deposition. (Reproduced from ref. [40] with permission from the International
Union of Pure and Applied Chemistry.)

porous alumina templates [38]. The electrolyte consisted of a mixture of an ionic liquid 1-butyl-3-methyl-
imidazolium-hexafluorophosphate (BMIPF6), GeI4crystals, and 250 ml of dimethyl sulfoxide (DMSO).
The electrodeposition is carried out under appropriate DC bias and the deposition rate is approximately
estimated. Knowledge of the deposition rates of the constituent materials allows us to fabricate tri-layered
structures (spin valve structures) that exhibit the spin valve effect. Figure 9.21 is a schematic diagram of a
nanowires-based spin valve structure.

Another standard technique used for DC electrodeposition is to have a porous alumina template with
just the through holes, synthesized using the technique outlined in Section 9.4.2. Conducting materials
like Au are coated on one side of the template (usually by resistive or e-beam evaporation) to facilitate
DC deposition. The deposition is realized using a potentiostat and a three-terminal setup where a porous
alumina membrane is used as the working electrode, Pt mesh as the counter electrode, and a reference
electrode as the third terminal. Multilayer nanowires can be electrodeposited inside the pores using a single
electrolyte or separate electrolytes [39]. II-VI compound semiconductor nanowires like CdTe, CdS, and
CdSe can also be prepared by DC electrodeposition using non-aqueous electrolytes. Figure 9.22 (left) is
the TEM images of 20-nm CdS, and (right) CdTe nanowires fabricated using DC electrodeposition [40].

9.7 Oxide Nanowires

Oxide nanowires have applications in optoelectronics because of the novel properties exhibited by these
nanostructures. Synthesis of oxide nanowires like ZnO, In2O3, MnO2, etc. have been reported by several
groups. Anodized Aluminum Oxide (AAO) templates can be used to fabricate oxide nanowires.

ZnO, with a bandgap of 3.2 eV, has applications in the area of optoelectronic devices like LEDs and
diode lasers operating in the ultraviolet range [41–43]. Starting with an AAO template, the unreacted Al
layer and the barrier layer are removed and the bottom side of the template coated with Au to facilitate
deposition of ZnO. DC electrodeposition of Zn is carried out at 1.25 V in a standard three-terminal cell
with an electrolyte containing 80g/l ZnSO4.7H2O and 20g/l H3BO3. After electrodepositing Zn nanowires
inside the pores, the sample is annealed at 300◦C in air, resulting in the formation of ZnO nanowires.
Figure 9.23 is a TEM image of the ZnO nanowires inside the porous template.

ZnO nanowires can also be synthesized using the AC electrodeposition method [44]. A porous alumina
template of thickness ∼ 1 micron is fabricated using 3% oxalic acid solution. The solution used for
depositing Zn consists of 250 ml of DMSO and 10.5 gm of ZnClO4. 2.5 gm of lithium perchlorate are
added to improve the conductivity of the solution. The deposition is carried out with an AC voltage of
about 25 V rms and an AC frequency of 250 Hz. The sample is then treated with H2O2 for about five hours,
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100 nm

FIGURE 9.23 TEM image of the ZnO nanowires inside the porous template. (Reproduced from ref. [43] with
permission from the American Institute of Physics. c© 2000 American Institute of Physics.)

which oxidizes Zn, and thus ZnO nanowires with diameters of 50 nm were obtained. ZnO nanowires
of diameter 10 nm and 25 nm were also synthesized. The photoluminescence measurements of 25-nm
diameter ZnO nanowires showed strong photoluminescence due to exciton recombination. Figure 9.24 is
a TEM image of single ZnO nanowire that was released from the AAO template and captured on a TEM
grid for imaging.

Recently, West et al. [45]synthesized amorphous MnO2 nanowires inside porous alumina membranes.
They have applications in high energy and high power density Li ion batteries. Commercially available
porous templates with a pore diameter of 200 nm were used. One side of the membrane was coated with
Au to enable the deposition of the material inside the pores using the potentiostatic method. Two different
approaches were followed in depositing the nanowires. In the first technique, an electrolyte bath consisting
of an aqueous solution of 0.01M MnSO4 and 0.03M (NH4)2SO4 was used. A slight amount of H2SO4 was
added to maintain the pH of the solution around 8. The deposition was carried out using a potentiostatic
control by varying the applied voltage between 0.2 and 1.2 V. The second deposition method used an
electrolyte with 1M MnSO4 and 0.5M H2SO4 with a galvanostatic control set to 10 mA/cm2 at room
temperature. After the electrodeposition, the alumina membrane was removed using NaOH solution and

100 nm

FIGURE 9.24 TEM image of single ZnO nanowire released from the AAO template. (Reproduced from Ref [44] with
permission from Springer Science and Business Media.)
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FIGURE 9.25 (a) Cross-section SEM image of amorphous MnO2 nanowires deposited using potentiostatic method.
Reproduced from ref. [45] with permission from Elsevier. (b) Cross-section SEM image of MnO2 nanowires deposited
using galvanostatic control. (Reproduced from ref. [45] with permission from Elsevier.)

the sample was then dried in air for about 24 hours, forming amorphous MnO2 nanowires. Figure 9.25
(left) is a SEM image of amorphous MnO2 nanowires deposited using the potentiostatic method, while
Figure 9.25 (right) is the SEM image of MnO2 nanowires fabricated using galvanostatic control.

9.8 Half Cell Method for Fabricating Inorganic Nanowires
Using Porous Alumina

Recently, Yuanzhe Piao [46] and co-workers developed a new and simple technique for fabricating inorganic
nanowires called the “paired cell” method. Figure 9.26 is a schematic diagram of the paired cell.

A 1.5-cm diameter and 40-μm thick porous membrane separates Teflon half cells. Solutions A and B
with the same volume and proper concentration are then poured into the cell and left for a certain time
at room temperature, resulting in nanowires of the form AmBn inside the porous membrane. Using this
method, inorganic nanowires of AgI, CuS, and Ag2S were synthesized. For example, in synthesizing AgI
nanowires, an aqueous solution of 0.01M AgNO3 and 0.01M KI were poured into the cell and allowed to
react for about 48 hours at room temperature. AgI/Al2O3 nanowires were then formed inside the porous
membrane. The AAO membrane is then etched away leaving the wires behind, which are rinsed in DI water
several times. Figure 9.27 is an SEM image of AgI nanowires released from the porous membrane. Figures
9.28 and 9.29 are SEM images of CuS and Ag2S nanowires, synthesized using the paired cell method.

Al2O3 AmBn

FIGURE 9.26 Schematic diagram of the paired cell. (Reproduced from ref. [46] with permission from Elsevier.)
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FIGURE 9.27 SEM image of AgI nanowires released from the porous template. (Reproduced from ref. [46] with
permission from Elsevier.)

(c)

100 nm

FIGURE 9.28 SEM image of CuS nanowires synthesized using paired cell method. (Reproduced from ref. [46] with
permission from Elsevier.)

(b)

500 nm

FIGURE 9.29 SEM image of Ag2S nanowires synthesized using the paired cell method. (Reproduced from ref. [46]
with permission from Elsevier.)
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9.9 Pattern Transfer Using Anodic Alumina Templates

In spite of its many attractive features, realizing a stand-alone functional device (particularly a three-
terminal device) using exclusively AAO membranes is currently impossible. Ideally, conventional semi-
conductors like Si, GaN, etc. with well-ordered nanostructures similar to the porous membrane are desired
since they will enhance the performance of the present-day devices and also open up new possibilities in
device fabrication technology. One possible application is in quantum dot flash memories [47],which can
benefit from the use of AAO templates to embed well-ordered, size-controlled quantum dots in the gate
insulator of the metal oxide semiconductor transistor used as a memory element. Using a porous alumina
membrane as a deposition mask, uniform-sized nanodot arrays of any material can be synthesized on any
substrate at minimal cost. Over the next few paragraphs, we discuss this methodology.

First, a thin through-hole porous membrane of desired pore diameter is fabricated using the method
outlined in Section 9.3 of this chapter [6]. The template is then physically transferred onto a substrate
and dried. Using e-beam evaporation, the material of interest is evaporated inside the template. E-beam
evaporation is predominantly “line-of-sight” and is therefore ideal for transporting the evaporated atoms
directly into the pores. The evaporation should be carried out under optimum deposition conditions such
as in high vacuum (10−7 Torr or better) with a well-controlled rate of deposition. A faster rate of deposition
results in blocking the material from depositing inside the pores since the material would form clusters
and block the pore entrance. After depositing the material, the porous template is etched away in NaOH.
Figure 9.30 is a top-view AFM image of Co nanodots with a diameter of 70 nm and a height of 40 nm
on a Si substrate. Various metal nanodots like Au, Fe, and GaN can be deposited using this method. The
advantage of these kinds of ordered nanodots arrays is their usefulness as catalysts for growing nanowires
and fabricating nanopillars.

Xu et al. [48] synthesized highly ordered ZnO nanorods using Au nanodots as seeds for growth. The Au
nanodots were fabricated using alumina template on a GaN substrate. The diameter of the Au nanodots
is 50 nm, with center-to-center spacing of 110 nm. ZnO nanorods of an average length of 400 nm and a
mean diameter of 60 nm were synthesized using the VLS growth method. Figure 9.31(a) is a top-view SEM
image of the highly ordered ZnO nanorods, with traces of Au on top, while 9.31(b) shows the oblique-view
SEM image of the quasi-ordered nanorod array.
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FIGURE 9.30 (see color insert) Top-view AFM image of Co nanodots with diameter of 70 nm and height of 40 nm
on an Si substrate.
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FIGURE 9.31 (a) Top-view SEM image of the highly ordered ZnO nanorods with traces of Au on top. (Reproduced
from ref. [8] with permission from Elsevier.) (b) Oblique-view SEM image of the quasi-ordered nanorod array.
(Reproduced from ref. [8] with permission from Elsevier.)

9.10 Semiconductor Nanoporous Structures

A thin membrane (0.5 to 1μm thickness) with a highly ordered array of pores is physically transferred onto
a Si substrate and allowed to dry, whereupon it sticks to the Si surface due to surface tension. It is important
that the template make excellent physical contact with the substrate. Figure 9.32 is a cross-section SEM
image of the template physically transferred onto Si wafer [20].

The Si wafer with the template on top is then subjected to a plasma etch, carried out in a commercial
inductively coupled plasma (ICP) system with reactive ion etching (RIE). The main reason for using plasma
etch is that it is highly anisotropic, unlike the isotropic wet etch processing [49]. Chlorine gas diluted with
Ar gas is used as an etchant. The flow rates are 20 sccm and 5 sccm, respectively. The anodized sample is
held in a vacuum inside the reactor and mounted on a quartz wafer. Etching is carried out under optimized
conditions, which are as follows: ICP Power ∼ 300W; RIE power ∼ 200W; Pressure ∼ 8 to 9M torr. The
etching duration is about 3 minutes. This duration determines the depth of the pores obtained. After

200 nm EHT = 6.00 kV
WD = 19 mm

Signal A = InLens
Photo No. = 1871

Date: 19 Apr 2004
Time: 17:00:42

FIGURE 9.32 Cross-section SEM image of the template physically transferred onto an Si wafer.
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FIGURE 9.33 (a) Top-view SEM image of nanoporous Si. (b) Cross-section image of the nanopore array of Si.

etching, the traces of the template are removed by treating the wafer with a mixed chromic/phosphoric
acid solution at 600◦C. The wafer is cleaned in methanol and DI water, and then dried in air. This leaves
behind the Si wafer, consisting of ordered arrays of pores. Figure 9.33 (left, right) is the top-view and
cross-section image of the nanopore array of Si.

9.11 Nanopore Arrays on Generic Substrate

Nanopores can be fabricated on any generic substrate by a plasma etch of the porous membrane directly
deposited on the given substrate [50]. Figure 9.34 is a schematic diagram outlining the fabrication of
nanopores and nanopillars of the desired material.
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FIGURE 9.34 Schematic diagram showing the procedure for fabrication nanopores and nanopillars on a generic
substrate.

9.11.1 Integration of Nanoporous Films with Arbitrary Substrates

In this method, a nanoporous alumina membrane is directly formed on an arbitrary substrate. The initial
starting substrate could be a Si wafer cleaned in methanol and DI water. A 0.5-μm thick Al layer is deposited
using thermal evaporation. The base pressure used for the deposition is ∼ 10−7Torr. After the deposition of
the Al layer, the sample is anodized in 3% oxalic acid at 40 V. The Al film atop the Si wafer is anodized for a
few minutes. This results in the growth of a thin layer of porous alumina membrane over the Al. Figure 9.35
(left) shows the cross-section SEM image of the template after a 2-min anodization. The alumina layer is
∼ 0.6 μm thick and the pores have a diameter of ∼ 50 nm. There is also a thin Ti layer below the aluminum
layer, which is deposited in order to improve adhesion to the Si surface. A magnified image showing the
U-shaped barrier layer is seen in Figure 9.35 (right).

Porous alumina

Barrier alumina

Aluminum

Ti
000010     18.8 kV     × 50.0 K       600 nm

Porous alumina

Barrier alumina

Al
000010     18.0 kV     × 150 K       200 nm

FIGURE 9.35 (a) Cross-section SEM image of the template after a 2-min anodization. (b) Magnified image showing
the U-shaped barrier layer. (Reproduced from Ref [50] with permission from the Electrochemical Society, Inc.)
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FIGURE 9.36 (a) Cross-section SEM image of the sample after the plasma etching step. (b) Top-view SEM image
showing the nanoporous Al membrane.

Plasma etching is employed to transfer the porous pattern by etching through the barrier alumina layer
and the Al. Cl2/Ar gas is used as an etchant. The etch parameters are as follows: ICP Power ∼ 300 W; RIE
power ∼ 200 W; Cl2/Ar flow rate ∼ 20/5 sccm; Pressure ∼ 8 to 9 mTorr. The etching was performed for
about 1 minute. Figure 9.36 (left) shows the SEM image of the sample after the plasma etching step. One
can clearly see the top nanoporous layer. The etch has penetrated the Al layer after etching through the
barrier layer. Thus, we are left with a porous alumina layer, followed by the porous aluminum layer. The
porous alumina layer can be removed by means of a wet etch—that is, by treating the sample with a 0.2M
chromic/0.4M phosphoric acid mixture, resulting in a pore pattern on the aluminum layer as shown in
Figure 9.36 (right) (a top-view SEM image showing the nanoporous Al membrane). By continuing etching
into Si, an array of pores can be created in Si.

9.12 Fabrication of Nanopillars

A 1-μm thick Al layer is deposited on top of a Si substrate. As discussed in Section 9.2.3, once the anodization
process begins, the current begins to decrease, followed by a rise, and finally the steady state, indicating
both oxide growth and pore formation. This steady-state process continues until the interface of the porous
membrane with the Si substrate is reached. At this point, no aluminum layer is left. All the aluminum
has been consumed to produce alumina. Hence, no further oxide growth is possible. Oxidation of the
substrate is still a possibility, however. Once the interface region is reached, the anodization current drops
sharply, indicating the entire Al layer has been converted to porous alumina. The anodization process is
thus complete. We now have alumina scallops (or pillars) on the surface of the wafer. This is because the
dissolution rate of alumina is very slow. In fact, it is the slow rate of alumina dissolution that is responsible
for the growth of pores inside alumina rather than the complete dissolution of the alumina by the hydrogen
ions in the acid.

The thickness of the porous membrane obtained at this stage is about 500 nm. The sample is then
subjected to plasma etching in Cl/Ar. Chlorine begins to etch the scalloped-alumina layer. The regions
around the scallop where the alumina layer is thinnest are etched faster than the tops of each scallop.
Hence, the Si interface is reached faster around the scallop. Once the interface is reached, it begins to etch
Si very rapidly [20]. An array of Si pillars with traces of porous membrane on top of the pillars results.The
traces of the porous membrane are etched away using the chromic/phosphoric mixture. Figures 9.37(a)
and 9.37(b) show the cross-section and top-view SEM images of the sample after the plasma etch.
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FIGURE 9.37 (a) Cross-section SEM image of Si nanopillars array. (b) Top-view SEM image of the nanopillars array.

9.13 Conclusion

In this chapter, we have described various routes to the synthesis of nanostructures using anodic alumina
membrane technology. Many of these nanostructures, fabricated in our laboratories and elsewhere, exhibit
intriguing device functionality [51]. Thus, the anodic alumina template technology has made nanoscience
and nanoengineering accessible to a large community of researchers.
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Recent advances in neuroscience are revealing the principles of neural computation used by the mammalian
brain [7], while modeling studies show how neural architectures composed of diversified and unreliable
computing elements (neurons and synapses) can support robust and reliable computation using compu-
tational primitives of both analog and digital nature [10]. It is now clear that the principles of computation
used by nervous systems are radically different from those generally used in current computers. Unlike
computers, neuronal networks process information using energy-efficient asynchronous, event-driven,
methods. They are self-constructing and repairing, self-programming, and they are able to flexibly com-
pose complex behaviors from simpler elements. These biological abilities offer an attractive alternative to
conventional computing technology, and could have enormous consequences for future generations of
artificial information processing and behaving systems.

The quest to design and fabricate electronic neural systems composed of, for example, retinas, cochles,
and neuronal networks whose architecture and design principles are based on those of biological nervous
systems is known as neuromorphic engineering [4, 18]. In this chapter, we describe some general properties
of neuromorphic systems, and also how neurons and synapses can be implemented in the CMOS (com-
plimentary metal-oxide semiconductor) electronic medium using hybrid analog/digital VLSI (very large
scale integrated) technology.

10.1 Neuromorphic vs. Conventional Use of VLSI Technology

The primary feature of the vast majority of conventional VLSI circuits is that they are purely digital: They
use transistors as on-off switches, and they represent numbers as collections of binary digits. Because these
circuits use only a binary encoding, it is possible to reduce the performance of their component transistors
to the extent that they only reliably determine a single bit. These simple bits can then be combined to
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encode variables of arbitrary high precision. It is these two features—simplicity and reliability—combined
with the Turing Machine concept of how to encode an algorithm on simple symbols, that has enabled the
long and hugely successful growth of digital electronics.

This success has propelled a dramatic development of VLSI fabrication technology. However, this
industry has focused almost exclusively on producing circuits consistent with the digital—Turing—von
Neumann method, with the result that modern computer processors now contain millions of transis-
tors organized into stereotyped processor, communication, and memory architectures that manipulate
large fixed length variables via serial algorithms. As a consequence, present computers are obliged to use
deterministic, very high precision methods to deal even with real-world tasks whose natural characteristics
are usually asynchronous, stochastic, parallel, and have very low precision that could be encoded with a
few bits. For many such problems, particularly those in which the input data are ill-conditioned and the
computation can be specified in a relative manner, biological solutions are many orders of magnitude
more effective than those using digital methods.

Because digital computation requires that many binary nodes be combined to encode one variable, the
operation of the nodes of any one variable as well as its interactions with other variables, must be carefully
synchronized. This, together, with the need for serial implementation of algorithms means that digital
systems require global coordination supported by precise global clocking. Unlike these digital circuits, the
continuous variables of analog circuits interact with one concurrently, and in real-time. So, if their time
constants are set appropriately, their processing is inherently synchronized with real-world events.

Digital variables have no meaning in and of themselves. In order to express a function, the binary
components of digital variables must be set according to an externally imposed encoding scheme, and
then combined algorithmically to obtain a required result, which is then decoded according to the same
scheme. For example, to compute an exponential requires that the value of an argument be loaded into
a register. Then, many successive binary shifts and additions must be applied to multibit variables using
circuits that involve hundreds of transistors. Finally, the result must be read from the output register.

By contrast, analog processing is more compact than its digital counterpart: A single analog variable
is continuous and thus able to represent many bits of information; and computational primitives are
expressed directly in terms of the physical properties of the analog devices. For example, using the analog
approach, an exponential can be generated by just a single properly configured transistor operating in its
sub-threshold analog domain [15]. The transistor generates a drain current that is exponential in its gate
voltage. Moreover, this drain current does not encode the exponential result, it is the result itself; available
directly as a measurable, physical quantity. Not all functions can be computed so efficiently by analog
circuits. However, by exploiting the physics of silicon, it is rather straightforward to perform operations
such as invert, add, differentiate, integrate, and correlate; and to generate exponentials, logarithms, tanh,
and the like. Indeed, these are exactly the kind of operations and functions required for emulating the
electrophysiological behavior of neurons.

Although straightforward in principle, analog computing is difficult to implement in practice, because
the physical properties of the material used to construct the machine plays an important role in the
solution of the problem. Biology is successful in implementing analog computation because it is able to
directly grow adaptive structures. But we are still obliged to use feed-forward manufacturing procedures
for constructing VLSI circuits. Using this approach, it is difficult to control the physical properties of
micron-sized devices so their analog characteristics are well matched. The adaptive techniques used in
neuromorphic VLSI design, inspired by biology, play a key role in compensating for the effects of device
mismatch due to component differences. These adaptation techniques, used at the basic circuit level, lead
naturally to the design of systems that, at a fundamental level, can learn about their environment.

Adaptation may also become relevant for conventional technology, because as VLSI technology pro-
gresses and transistors become smaller, the individual processing components consume proportionately
more power, and become less reliable. Reliability is a serious problem for advanced digital computing
systems whose component counts are ever increasing, because if even only a single transistor is defective,
the functionality of the whole large circuit is compromised. Most neuromorphic circuits are designed to
emulate populations of spiking neurons and so comprise massively parallel arrays of silicon synapses and
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neurons. Consequently, these circuits are able to exploit their redundancy to achieve fault tolerance, and
compensate for the large variations of transistor properties.

10.2 Simulation vs. Emulation

Neuronal systems are composed of large numbers of nonlinear elements, and have a wide range of time
constants. Consequently, their mathematical behavior can rarely be solved analytically. Instead, simulation
methods must be used to explore their quantitative behavior [13]. Simulation is a strong tool for examining
the detailed, precise behavior of neuronal elements. However, the speed of simulation is limited by the
shortest time constant of the problem, and performance slows dramatically as the number and degree
of coupling of elements increases. Hybrid VLSI offers a medium in which neuronal networks can be
emulated directly in hardware rather than simply simulated on a general-purpose computer. Here, the
silicon neurons operate in real-time, and the speed of the network is independent of the number of neurons
or their coupling. However, analog circuits provide only a good qualitative approximation to the exact
performance of simulated neurons. Moreover, the design of special-purpose hardware is a significant
investment, particularly if it is analog hardware, since analog VLSI (aVLSI) design remains very much an
art form. Designing robust novel circuits depends on engineers with considerable experience, preferably
working in small groups with sufficient collective knowledge to monitor and criticize one another’s design
assumptions and circuit layouts. So, in their present form, neuromorphic circuits are not a substitute
for quantitative simulation. On the other hand, the electronic neural circuits do offer an advantage in
the investigation of questions concerning the strict real-time interaction of a neuronal system with its
environment; possibly accepting sensory input from neuromorphic sensors such as silicon retinas [14] or
silicon cochleas [20]. Emulation also has a strong role in exploring the relationship between algorithm
and architecture; understanding asynchronous, event-based methods; and understanding how to compute
with enormous numbers of imprecise and variable elements.

10.3 Action Potentials and the Address-Event Representation

Biological neurons communicate with one another through dedicated point-to-point axons that must
ramify widely to make the necessary connections between a source neuron and its many target synapses.
It is impractical to wire all VLSI neurons in this way: The connecting “wires” occupy too much space; the
general routing problem cannot be solved; the many axonal wires cannot be routed between chips; and
hard-wired connection schemes can not be modified by use and learning. Fortunately, the event-driven
nature of action potential generation provides a convenient solution for the VLSI emulations. Neurons
process only very slowly: Their shortest time constant is on the order of 1 millisecond, and their action
potentials occur relatively infrequently, and so the output of many different neurons can be multiplexed
on a single high-speed digital bus. For example, using a 10-MHz digital bus, one million other action
potentials can be transmitted during the inter-spike interval of a particular neuron firing at 100-Hz.

The binary (all-or-nothing) nature of action potentials makes them robust against computational and
intrinsic noise, and permits reliably transmission of these spike-events between multiple chips [16]. One
popular communication protocol used to transmit spikes between neuromorphic chips is the address-
event-representation (AER). In this protocol, each source node (e.g., the soma of a silicon neuron) on
a sending device is assigned a unique address. When a neuron generates an action potential its address
is written to a digital bus using asynchronous logic (see Figure 10.1). The AER is asynchronous and
in real-time, which means that the distributed processing amongst the connected neurons is inherently
synchronized by time, and the analog signals of the source somata are encoded by the intervals between
their successive action potentials.

In the case of single-sender/single-receiver communication, a simple handshaking mechanism ensures
that all events generated at the sender side arrive at the receiver. The address of the sending element is
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FIGURE 10.1 Asynchronous communication scheme between two chips using the address-event representation
(AER). When a neuron on the source chip generates an action potential, its address is placed on a common digital bus.
The receiving chip decodes the address events and routes them to the appropriate synapses.

conveyed as a parallel word of sufficient length, while the handshaking control signals require only two
lines. Event “collisions” (cases in which sending nodes attempt to transmit their addresses at exactly the
same time) are managed by on-chip arbitration schemes. Systems containing more than two AER chips can
be constructed by implementing additional special purpose off-chip arbitration schemes. Address-events
detected by the target chip are conveyed to the local synapses which initiate their local synaptic action (see
Figure 10.1). In this way, those target synapses that are “connected” to the source neuron are activated
whenever the source neuron spikes. These multiplexing strategies are optimal when, like their biological
counterparts, the neurons of a network are sparsely active.

AER facilitates network reconfigurability: the source address-event can be translated from a post-
synaptic bus onto a pre-synaptic bus through a programmable look-up table, which maps the addresses
of source neurons to (lists of) destination synapse addresses. In this way, arbitrary network topologies can
be programmed, and it is possible to construct large-scale multichip reconfigurable systems.

10.4 Silicon Neurons

The last half a century of intensive investigations in neuronal processing has revealed the rich membrane
biophysics of synapses, dendrites, somata, and axons. Nevertheless, we still do not have a clear under-
standing of the formal processing characteristics of neurons and their networks. That is, we do not have a
more sophisticated abstract model for the neuron that could replace the McCulloch–Pitts type simplicity
with one that has both richer biophysical verisimilitude and a clear computational specification. Such
a new neuronal model would provide the necessary foundation for understanding the global nature of
spike-based computations supported by neuronal circuits. In addition to its relevance for neuroscience,
this model would also be relevant for future technology. In their contribution to this quest, the relatively
small neuromorphic engineering community has, during the last decade, steadily developed a robust
infrastructure for studying event-driven computation in networks of neuron-like elements. They have
developed circuits for neurons, dendrites, and synapses, as well as a general method for event-driven com-
munication between neurons distributed over possibly many chips. It is now possible to assemble quite
complex systems of such neurons [19].
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A cornerstone of these systems is the integrate and fire (I&F) neuron. I&F neurons integrate pre-
synaptic input currents and generate a voltage pulse analogous to an action potential when the integrated
voltage reaches a threshold. Many variants of these circuits were built during the 1950s and 1960s using
discrete electronic components. The first simple VLSI version was probably the Axon–Hillock circuit,
built by Mead in the late 1980s [18]. In this circuit, a capacitor that represents the neuron’s membrane
capacitance integrates current input to the neuron. When the capacitor (membrane) potential crosses the
spiking threshold, a pulse is generated by a positive feedback loop and the membrane potential is reset.
This circuit captures the basic principle of operation of biological neurons, but cannot faithfully reproduce
all of the dynamic behaviors observed in real neurons.

More elaborate models of neurons, that take into account the biophysical properties of the voltage
dependent conductances and currents present in real neurons have also been proposed. The first and most
influential conductance-based silicon neuron is perhaps that of Douglas and Mahowald [17]. This silicon
neuron is composed of connected compartments, each of which is populated by modular subcircuits that
emulate particular ionic conductances. This circuit, as well as other conductance-based neurons that have
since been proposed [1], can reproduce in great detail many of the behaviors observed in real neurons, but
their overall size and circuit complexity is significantly larger than the one of the simpler Axon–Hillock
circuit.

A compromise between the preceding two approaches is provided by more elaborate models of I&F
neurons that include additional neural characteristics, such as spike–frequency adaptation properties and
refractory period mechanisms [3]. An example of such a circuit is shown in Figure 10.2. In addition to
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VspkVsf

Vlk

Vmem

Vrf

Positive feedback

Refractory period

Iin

Leak

Spiking
threshold

Adaptation

FIGURE 10.2 Schematic diagram of an integrate-and-fire neuron. The input current Iin is integrated onto the
neuron’s membrane capacitor Cmem until the spiking threshold is reached. At that point, the output signal Vs pk goes
from zero to the power supply rail, signaling the occurrence of a spike, and the membrane capacitor is reset to zero.
The “leak” module implements a current leak on the membrane. The “spiking threshold” module controls the voltage
at which the neuron spikes. The “adaptation” module subtracts a firing rate dependent current from the input node.
The amplitude of this current increases with each output spike and decreases exponentially with time. The “refractory
period” module sets a maximum firing rate for the neuron. The “positive feedback” module is activated when the
neuron begins to spike, and is used to reduce the transition period in which the inverters switch polarity, dramatically
reducing power consumption. The circuit’s biases (Vlk , Vadap , Valk , Vs f , and Vr f ) are all subthreshold voltages that
determine the neuron’s properties.
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implementing the basic behavior of integrating input currents and producing output pulses at a rate that is
proportional to the amplitude of its input, this low-power I&F neuron [11] implements a leak mechanism
(as in leaky I&F neuron models); an adjustable spiking threshold mechanism for adapting or modulating
the neuron’s spiking threshold; a refractory period mechanism for limiting the maximum possible firing
rate of the neuron; and a spike–frequency adaptation mechanism, for modeling some of the adaptation
mechanisms observed in real neurons.

10.5 Silicon Synapses

Synapses are highly specialized structures that, by means of complex chemical reactions, allow neurons to
transmit signals to target neurons. When an action potential generated by the soma of a source neuron
reaches its pre-synaptic terminal, a cascade of events leads to the release of neurotransmitters that give
rise to a flow of ionic currents into or out of the post-synaptic neuron’s membrane. These excitatory
or inhibitory post-synaptic currents (EPSC or IPSC, respectively) have temporal dynamics with a char-
acteristic time course that can last up to several hundreds of milliseconds [12]. In most simulations of
pulse-based neural models, synaptic currents are often reduced to simple instantaneous charge impulses,
so as to reduce computational load. This simplification can be a critical problem, because the precise
timing of spikes and the dynamics of the neuron’s transfer function play an important computational
role for learning neural codes, and for encoding spatio-temporal patterns of spikes [9]. In neuromorphic
chips, the detailed dynamics of post-synaptic currents can be easily modeled using dedicated subthresh-
old analog circuits. An example of a compact circuit that reproduces the temporal properties of synaptic
transmission and accounts for the linear summation property of post-synaptic currents is shown in
Figure 10.3. This circuit implements a log-domain linear temporal filter and supports a wide range of

Vthr

Vsyn

Iτ

Isyn
Iin

Exponential
dynamics

Csyn

Vspk

Vw Weight

Input

Gain

Vmem

Iw

FIGURE 10.3 A compact synaptic circuit that exhibits the exponential dynamics observed in real synapses. The
circuit’s analog output current Is yn encodes the frequency of the input spikes, represented as digital voltage pulses
arriving at the Vs pk node. The circuit’s time constant is set by adjusting the value of the Iτ current. The Vthr bias in
the “gain” module can be used to set the circuit’s gain: lower values increase the gain, while higher ones decrease it.
Similarly, the synaptic efficacy is controlled by the Vw bias voltage in the “weight” module. In this case, higher values
of Vw lead to higher output currents. Additional circuits can be connected to the Vw node to implement short- and
long-term plasticity mechanisms, and to locally store or refresh the value of the weight.
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synaptic properties, ranging from short-term depression to conductance-based EPSC generation, to synap-
tic plasticity.

10.5.1 Plasticity and Learning

One of the key properties of biological synapses is their ability to exhibit short- and long-term plasticity.
Short-term plasticity produces dynamic modulation of the synaptic strength by the timing of the input
spikes alone, while long-term plasticity produces sustained changes in synaptic strength that are induced by
the correlations in the spiking activity of the pre- and post-synaptic processes. Circuits have been developed
that emulate the short time-scale synaptic depression [5]. Various learning circuits that implement long-
term plasticity of synapses use spike timing information and/or rate information [8, 11]. Spike-driven
plasticity mechanisms are particularly well suited to VLSI implementation. In these mechanisms, the
precise timing of spikes generated by the pre-synaptic neurons, and the state of the post-synaptic neuron
at those instants play an important role in shaping the synaptic efficacy.

Several modeling studies have developed learning algorithms based on spike-driven plasticity, and
demonstrated how systems that use these types of algorithms can carry out complex information processing
tasks. In the past few years, several neuromorphic synaptic circuits that implement both long- and short-
term plasticity have been proposed. These circuits are now being integrated into large arrays in VLSI
technology to build large-scale learning neural networks.

10.5.2 Memory and Synaptic Weight Storage

Fundamental differences in architecture exist between conventional computers and neural networks.
Conventional computers have a single, or small number of processors connected to a random access
memory. This global access means that the state of the machine can be conveniently loaded and examined.
By contrast, in neuronal networks the memory and processing is massively distributed, and co-localized at
the synapses. In this case, direct loading and inspection of the memory element (i.e., the synaptic weight)
is not possible, except at the huge cost of providing duplicate access lines. Long-term plasticity circuits
alleviate these problems slightly (for both biology and neuromorphic VLSI) by allowing the weights of
synapses to be set automatically, without requiring dedicated access to individual synapses. But the difficulty
of experimental observation and control remains for these circuits.

Basic considerations concerning the relation between precision and the area of silicon required to
support it, suggest that biologically realistic low-resolution weights could be stored as analog voltages
across capacitors. Unfortunately, CMOS capacitors are subject to leakage, and so their voltages will decay
over a few seconds if not refreshed. Alternatively, the analog values can be stored using non-volatile
technology similar to that used in electrically erasable programmable memory (EEPROM). In this case,
the analog value is stored as charge on a “floating gate” which is the gate of a FET isolated between two layers
of (perfect) oxide insulation. Charge is added or removed from the floating gate by Fowler–Nordheim
tunneling and impact-ionized hot-electron injection. The uncontrolled decay of charge from floating gates
is negligible, so that learned synaptic weights can be retained for decades, even when the power to the
circuits is off. This exciting technology is still under development, but simple structures such as single
transistor synapses, and examples of networks that implement learning algorithms based on these circuits
have been demonstrated [6].

The problem of synaptic weight storage would be simplified considerably if only one binary bit, rather
than an analog value, needs to be stored. In fact, it has been demonstrated that networks of sufficiently
large numbers of only binary synapses are adequate for any memory task [8]. Circuits for such binary
synapses have been proposed. They bypass the need for having specialized structures for nonvolatile analog
memory within each synapse, as long as the circuit’s power supply is active. These binary synaptic circuits
have been successfully applied to learning tasks, and systems using them have been capable of classifying
complex patterns [2, 11].
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10.6 Multi-Chip Neural Networks

Several examples of successful multi-chip networks of spiking neurons have been demonstrated during
recent years. Using present CMOS technology, it is possible to implement on the order of hundreds of
neurons and thousands of synapses per square millimeter of silicon (see, for example, Figure 10.4).

In principle, networks of this type can be scaled up to any arbitrary size, but in practice the size is limited
by the maximum silicon area and AER bandwidth available. Given the current speed and specifications of
the AER interfacing circuits [3] and the availability of present silicon VLSI technology, the network size
could be increased by at least two orders of magnitude. It is likely that large neuronal networks, such as
those of the neocortex, are dominated by local connectivity, with only a relatively small fraction of long
range connections. In this case, it may be possible to make similarly large-scale VLSI networks, in which
multiple regional AER busses with the same address spaces carry local event traffic, and are interconnected
by sparser long range traffic between local domains. However, before testing those connectivity limits,
there is more immediate interesting work to be done with these multichip networks. For example, existing
methods can be used for investigating complex spike-based learning algorithms in real-time. These studies
are all the more interesting when considering problems of adaptation and learning in neuronal networks
interfaced to neuromorphic AER sensors such as silicon retinas or silicon cochleas.

FIGURE 10.4 Layout of a multi-neuron chip comprising an array of silicon neurons connected to plastic synapses.
The chip was fabricated using a standard 0.35-μm CMOS technology, and occupies an area of 122 mm. It implements
an array of 32 neurons and 8192 synapses. Each of the 32 neurons in the array is connected to 256 synaptic circuits.
Superimposed on the layout is a diagram of neurons and synapses similar to the one shown in Figure 10.1. Neural
networks of arbitrary topology can be implemented by simply rerouting output spikes to input synapses of the same
chip, or of other multineuron chips, using the AER communication protocol.
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Abstract
If single atoms at solid surfaces are used for storing the information, the chemical composition of the
surface is fixed, and the information is coded as a conformation or an electronic state (between two
possible ones) of any given surface atom (the Feynman dream), then the maximum bit density would be
of the order 1015 cm−2—the peta scale integration (PSI). The manipulation of atoms, however, requires
the use of macroscopic-scale apparatuses that may be operated at a negligible rate. Information coded
by electrons, that can be lodged with densities on the order of 1012 bit cm−2 (the tera scale integration,
TSI) at most, can instead be managed and felt by already existing mesoscopic-scale apparatuses in the
giga scale integration (GSI). Even though there is no idea for the full exploitation of the performances
of TSI devices, this density is within reach of present technology. Rather than scaling down conventional
CMOS (complementary metal-oxide-semiconductor) circuits, the TSI may almost be achieved via a hybrid
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architecture where a silicon-based CMOS circuitry controls a nanoscopic crossbar structure hosting in
each cross-point a collection of reprogrammable molecules able to mimic by themselves the behavior of a
nonvolatile memory cell. Solutions to the severe problems posed by this hybrid architecture are proposed.

11.1 Introduction

The race toward larger and larger scale integration of silicon integrated circuits (ICs) has always met some
“physical limits.” Their impact, however, has never been so strong as to slow down the exponential growth
of microelectronics (see Table 11.1). That was achieved more with the sophistication of the production
technology than with the use of materials with better intrinsic properties.1 An inspection of the major
changes associated with the evolution of microelectronics (see Table 11.2 [1]) shows, however, that the
situation has changed in recent years.

The latest difficulties met in the scaling down of the basic constituent of ICs, the metal-oxide-semiconductor
(MOS) field-effect transistor (FET), have been

� The non scalability of the gate SiO2 thickness to the values required by gate insulators of next-
generation circuits [6,7].� The adverse scaling behavior of interconnects, producing the prevalence of delay times due to
interconnection parasitics on the intrinsic switching time of transistors when horizontal dimensions
are shrunk on going from a scale integration to a larger one [8].

Both problems are now attacked with the use of tailored materials: the first via the substitution of an
oxide (HfO2) with high dielectric constant (high-κ insulator) for SiO2, and the second (initially overcome
uniquely with the use of more and more interconnection layers [9]) via the substitution of copper for
aluminum (reduction of resistivity by a factor of 2 [10]) and of materials with low dielectric constant
(low-κ insulators) for SiO2 [11] (reduction of κ by a factor close to 4, when very porous materials will
succeed in replacing SiO2 [12]).

The bit density ρ currently achievable with the silicon technology is in the giga scale of integration (GSI);
although 10-Gbit ICs have been announced, it is a widespread opinion that circuits with a complexity
of 102 Gbit will not be producible within the current technological paradigm [13]. The limits of the
silicon technology have been identified by the International Technology Roadmap for Semiconductors

TABLE 11.1 The Evolution of Semiconductor Integrated Circuits

Size
Transistor Chip

Year Class Bits [μm] [mm2]

1960 − 1968 SSI 2 – 128 > 10 1 – 15
1965 − 1975 MSI 64 – 4K 10 → 3 10 – 25
1972 − 1983 LSI 2K – 128K 4 → 1.5 15 – 50
1980 − 1988 VLSI 64K – 4M 2 → 0.75 25 – 75
1985 − 1993 ULSI 2M – 128M 1 → 0.5 50 – 200
1990 − 2006 GSI 64M – 4G 0.5 → 0.09 100 – 1000

The acronyms SSI, MSI, LSI, VLSI, ULSI, and GSI mean small, medium, large, very large, ultra-large, and
giga-scale integration, respectively.

1The major progresses in IC integration were actually obtained with the invention of techniques that allow the
self-alignment of a mask with respect to an underlying pattern. Previous analyses of the major changes associated
with the evolution of microelectronics have indeed shown that the passage from one generation to another was not
associated with the use of a material or device with better intrinsic performance [1]. In the author’s view, the milestones
characterizing the major progresses in IC integration are the silicon-gate technology [2], the local oxidation of silicon
(LOCOS) [3,4], and the spacer-patterning technique (SPT) [5].
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TABLE 11.2 Change of Technology and Physical Properties Associated with
the Change of Device

Device Technology Physical Property
tube → transistor vacuum → solid state vsat [cm/s]:

3 × 1010 → 107

Ge → Si mesa → planar vsat: unchanged;
μSi < μGe

bipolar → pMOS l [μm]:
0.1 − 1 → 10 − 100

pMOS Al gate → Si gate � [� cm]:
10−6 → 10−3

pMOS → nMOS ion implantation; μ [cm2/V s]:
LOCOS; 300(p) → 1000(n)
(1 1 1) → (1 0 0)

nMOS → CMOS transistors:
P [μW/gate]:
300 → 10 − 100;
μ [cm2/V s]:
1000(n) → 300(p)

oxidation → CVD SiO2 → high-κ
interconnections:

Al → Cu
SiO2 → low-κ

Symbols and acronyms: vsat, saturation velocity; μ, mobility; l , device length (base in
bipolar transistor, gate in MOS transistor); �, resistivity; P , dissipated power; low-κ ,
dielectric with low dielectric constant (κ < 2); high-κ , dielectric with high dielectric
constant (κ � 10); CVD, chemical vapour deposition.

(the “Roadmap”) [14]. They are discussed at length by many papers devoted to the practical limits of
circuit integration [15–21].

The Roadmap has been constructed under the assumption that the scaling down of MOS devices is not
limited by fundamental physical reasons. Going beyond the Roadmap poses the problem of identifying
which principles may be exploited for the construction of useful devices and which physical laws will
eventually impact on the scaling down.

In recent years, numerous efforts have been made to remove the constraint of using current technology
or devices: the latest experiments on condensed-matter–based systems (with characteristic size on the
super-nanometer length scale) for quantum-information processing have shown that they also can carry
information, for instance, in macroscopic quantum states (superconducting charge or flux qubits) or in
charge or spin states of quantum dots. It is possible that overcoming the classical Turing machine by new
paradigms (not only with intrinsically higher parallelism [quantum computers] but also with learning
[neural networks] or fault tolerance [bio-inspired systems]2) will render vain the current efforts toward
larger and larger integration; this work, however, is based on the stipulation of the persistence of the
current computational paradigm.

Within this conservative approach (for which computation is essentially a dissipative irreversible process),
I shall also try to be

� Application-driven, having in mind devices operating at room temperature� Concrete, concentrating my attention on a device which, though highly ideal, has features that
resemble those of a real device—the nonvolatile memory cell� Technology-biased, limiting the analysis to memory cells arranged in planar configurations

2For a recent review of this topic, see Ref. [22].
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Of course, removing one or the other of the preceding constraints (allowing, for instance, operations
close to 0 K, three-dimensional arrangements, etc.) would lead to different conclusions.

11.2 The Physical Limits of Computation

The figure of merit of a planar memory is the flop rate per unit area, ḟ , which should be as high as possible:

ḟ = max.

Since ḟ = νρ, where ν is the cell switching frequency andρ is the cell density, the problem of maximizing
f is reduced to the problem of finding the combination of ν and ρ, satisfying the following condition:

νρ = max.

Needless to say, computation must satisfy the underlying physical laws, that are specialized according
to the size of the cell, its material structure and environment, and how it is linked to the rest of the
world. If the attention is posed on the dynamics, the limits are presumably dictated by the uncertainty
principle and the ballistic motion of the information carrier; specifying the materials of which the cell is
formed will introduce constraints related to material science; if the cell is embedded in a thermal reservoir
at temperature T , decoherence phenomena and statistical properties ultimately related to the Second
Law of thermodynamics must be taken into account; and considering the phenomena (semiconductivity,
superconductivity, etc.) exploited for computation will result in limits given by the macroscopic laws
governing those phenomena. At the current level of development, the efforts toward larger and larger
integration have mainly been limited by the last kind of constraints. However, they are related to the
particular choice of materials and technology, and will henceforth be ignored.

Computers can be thought of as engines for transforming free energy into mathematical work and waste
heat. The thermodynamics of computing is relatively well established and does not depend appreciably
on the assumed model of the computer [23,24]. How fast the computer is performing the calculation,
however, is totally ignored by thermodynamics, and its identification requires a minimal dynamical model
of the computing act.

The present analysis is based on the fundamental assumption that the cell is constituted by a single
object (the “information carrier”) of mass m; the dynamics of this object are described by the Schrödinger
equation in a potential with two minima (coding the states |0〉 and |1〉) separated by a barrier of height
�E bit. Moreover, to simplify the calculations, all potentials are assumed to be sufficiently smooth to allow
the use of classical mechanics to describe the ballistic motion of the carrier (Ehrenfest theorem), provided
that the quantum expectation values are substituted for the corresponding classical variables (in this
situation, tunnelling from one minimum to the other is disallowed).

The system may be prepared in one or the other of two3 orthogonal states (|0〉 or |1〉), where the carrier
is in one or the other of the potential minima.4 In the absence of any other phenomenon, the information
is gradually lost via spreading of the wavefunction over the entire cell. Under certain conditions, however,
spontaneous decoherence phenomena reduce the quantum position eigenstates to classical states, 0 or 1,
which in the absence of interactions with the neighborhood do not vary with time, at least for a significantly
shorter time than that required for the thermal migration of the carrier from one minimum to the other.
The cell is assumed to undergo two possible operations: programming (i.e., the confirmation of the original

3Actually, even this assumption is a strong restriction. The use of three or more logic levels is by itself a way to
increase the bit density more than the cell density.

4States |0〉 or |1〉 are orthogonal, thus defining distinguishable states, only if their supports in the position repre-
sentation do not overlap; they may be regarded as position eigenstates in a coarse grain description where all points
around the minimum of each potential well are nearly equivalent.
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FIGURE 11.1 Programming the cell: from |0〉 to |1〉 and vice versa.

state, or the switching to the other one) or sensing (i.e., the detection of the actual state of the particle). In
this way, the memory cell resembles the cell of nonvolatile memories.5 Even though this model is highly
ideal and real computation requires certainly more complicated arrangements, it is nonetheless often
considered, and is at the basis of several fundamental investigations [25,26]. In this work, without anyway
specifying the structure of the ultimate memory cell, I shall admit that it is characterized by the same
operation modes that characterize nonvolatile memories: PROGRAM and READ.

Programming is achieved by decreasing the potential energy of one well, in such a way as either to
stabilize further the carrier therein if already there, or to produce the drift of the carrier from the other
well. This application is assumed to last a time sufficiently long to allow the dissipation of the original
particle energy as heat. In this way, any programming act implies the dissipation of an energy of about
�E bit. Figure 11.1 sketches the situation.

Sensing is essentially a measurement process where the state of the carrier is detected. The theoretical
description of sensing is a difficult point because it is intrinsically associated with the measurement of a
microscopic state—a problem that has hitherto gotten only partial and unsatisfactory solutions. However,
under certain circumstances (discussed in Section 11.2.1.2) the microscopic state may be regarded as
classical, thus allowing its determination without running into the difficulties of the measurement problem.

11.2.1 Programming

11.2.1.1 The Limits Imposed by the Particle Dynamics

In order that the particle remains localized in one or the other of the energetically equivalent potential
wells, the position eigenstate must be characterized by a certain energy spread �E . This spread is ultimately
responsible for a loss of information. The minimum time required by the system to switch from |0〉 and

5Of course, the similarity must not be taken in a strict sense. In complementary MOS (CMOS) nonvolatile memories,
states 0 and 1 are classical macroscopic states; programming is achieved either via the injection of 102 − 104 electrons
into a floating gate from the underlying channel (1 → 0: WRITE) or via their field-assisted tunneling to the source
(0 → 1: ERASE). Moreover, whereas erasing is a relatively efficient process involving the dissipation of approximately 1
eV per electron, the efficiency of writing depends on memory architecture: for NOR memories writing is an inefficient
process (yield on the order of 0.1%) involving “hot” electrons (with kinetic energy of 3 − 4 eV), whereas for NAND

memories writing is a relatively efficient process occurring via field emission from the channel.
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|1〉 or vice versa, is given by

�t ≥ h̄/�E , (11.1)

whereh̄ is the reduced Planck constant (states |0〉 and |1〉 are supposedly orthogonal) [27]. The higher �E ,
the shorter the switching time �t; on another side, in order to prevent a spontaneous loss of information
�E must be lower than the energy �E bit required for switching from the corresponding logical state to
another. Inserting condition �E = �E bit into Equation (11.1) gives the minimum switching time �tmin

as:

�tmin = h̄/�E bit.

A complete switching cycle is obtained when two transitions, |0〉 → |1〉 → |0〉 or |1〉 → |0〉 → |1〉, have
occurred. Thus, the switching frequency of a single memory cell satisfies the following condition

ν ≤ 1/2�tmin

= �E bit/2h̄. (11.2)

A similar argument may be applied to the minimum size of the cell. Let �q be the measure of the
support of the wave function in each of the states |0〉 and |1〉. Because of a well-known theorem of
quantum mechanics [28] (see also Chapter 6), the momentum dispersion associated with each of them is
given by

�p�q ≥ 1
2 |〈[ p, q]〉| = 1

2h̄.

The carrier momentum p cannot be smaller than its dispersion; condition p ≥ �p provides a lower limit
to the kinetic energy E kin of the information carrier in one or the other of states |0〉 or |1〉:

E kin = p2/2m ≥ (�p)2/2m ≥ h̄2/2m(�q)2. (11.3)

The condition for localization to be possible is E kin < �E bit, so that combining this inequality with (11.3)
one has

�q ≥ h̄/
√

2m�E bit (11.4)

=: �qmin

A closer inspection of the preceding derivation shows it assumes that the transition from one state
to another does not involve any material motion. This assumption, however, is unphysical: Whichever
process one can hypothesize for modifying the information (redox process, conformational change, change
of electronic state, etc.), it is inherently associated with some material motion (redox processes imply
electron transfer; conformational or electronic-state changes imply nuclear motions, etc.) in a region
which defines the cell size.6 For that, one has to consider the minimum distance � that the information
carrier must travel to allow the cell to switch from one state to another (� may be thought of as the distance
separating the minima defining the memory cell). If one wants the switching to be externally controlled,
thermally activated or tunnel transitions from one state to another must be negligible, so that one can limit
the attention to motions with energy higher than �E bit. Describing them classically, the carrier average

6Actually, situations which allow information to be stored, sensed, and modified without appreciable motion, at
least on the atomic scale, can be hypothesized. For instance, that could be achieved exciting, sensing, and de-exciting
internal degrees of freedom of nuclei. Since the energy involved in these processes is higher than the thermal one by so
many orders of magnitude, its thermalization is highly improbable—suggesting use of this route for non-dissipative
computation. However, in line with my conservative approach and in the absence of any idea for the exploitation of
this route, I shall ignore it.
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velocity v is given by v = χ
√

2�E bit/m, where χ is a quantity depending on the actual energy of the
carrier and on the potential energy inside the cell. Having assumed that the carrier attains its equilibrium
configuration in the second cell via dissipation of its kinetic energy, this implies the dissipation of the
maximum kinetic energy 1

2 mv2
max per switching. If one wants to minimize this energy, it must be just

above �E bit, which gives χ 	 1
2 .

The assumption that the time required for the ballistic motion, �/v , combines quadratically with the
time involved by the uncertainty principle enhances the minimum switching time to a new value �t∗ given
by

�t∗ ≥
√

(�tmin)2 + (�/v)2

= h̄

�E bit

√
1 + s

4χ2

(
�

a◦

)2

, (11.5)

where

s = m

m0

�E bit

E ◦
, (11.6)

a◦, m0, and 2E ◦ are the atomic units of distance, mass and energy: a◦ = 1 bohr = 0.53 Å, m0 = 9.1 ×
10−28 g—the electron mass, and E ◦ = 1 rydberg = 13.6 eV.

The assumption that �qmin combines quadratically with � enhances the minimum spatial localization
to a new value �q∗ given by

�q∗ ≥
√

(�qmin)2 + �2

=
√

h̄2

2m�E bit
+ �2

= a◦

√
1

s
+

(
�

a◦

)2

(11.7)

There is no special reason for assuming quadratic combinations; other (equally arbitrary) choices, like
linear combinations, would however produce nearly the same result.

Chapter 6 of this handbook (S. E. Lyshevski, “Three-Dimensional Molecular Electronics and Integrated
Circuits For Signal and Information Processing Platforms”) emphasizes that the Heisenberg uncertainty
principle provides the limits on the measurements, accuracy, and experimental device characterization.
It reports that the cornerstone equations of the uncertainty principle, e.g., the position-momentum and
energy-time uncertainties �x�px ≥ 1

2h̄ and �Ê �t ≥ 1
2h̄ are not related to the device physics as well as

to device dynamics and steady-state characteristics. In particular, the energetics, device sizing, switching
energy, switching time, as well as other “limits” and estimates, cannot be derived. To assess the device
characteristics, other concepts should be applied and coherently utilized.

11.2.1.2 Limits Imposed by the Thermal Embedding

The thermal environment has contrasting effects on the information content. On one side it produces
thermal migration of the information carrier over the potential barrier separating the wells; on another
side it produces a decoherence of the quantum state of the information carrier.

The first effect, eventually responsible for the loss of the information, is detrimental. In fact, the time
τT required to migrate from one well to the neighbouring one is given by

τT = τ∞ exp(�E bit/kBT) (11.8)

withτ∞ a characteristic period in the ground state. Assumeτ∞ in the interval 10−14−10−12 s (corresponding
to electronic motion in weakly bound states in the lower regime, or to hindered atomic vibrations in the
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higher regime); at 300 K, values of �E bit around 0.8 eV would produce lifetimes consistent with dynamic
memories (for which the information must be continuously refreshed) whereas �E bit around or greater
than 1.3 eV would produce lifetimes consistent with nonvolatile memories:

�E bit = 0.8 eV =⇒ τT = 2 × 10−1 − 2 × 101 s,

�E bit = 1.3 eV =⇒ τT = 5 × 107 − 5 × 109 s.

The second effect is beneficial because it prevents the carrier from tunneling from one well to the
other. The quantum state is indeed expected to be reduced to a classical state (thus justifying the classical
description given in the previous part) when the time tspread occurring for the wavefunction spreading over
the entire cell (tspread ≈ 2m�2/h̄) is much longer than tdeco, the decoherence time:

2m�2/h̄ � tdeco (11.9)

Though a complete understanding of the emergence of classical properties from the underlying quantum
behavior is still missing, it is generally believed that the appearance of the classical behavior is due to
interaction with the environment [29,30]. In this interpretation, if the decoherence is ascribed to the
erratic collisions of the information carrier with the particles of the thermal reservoir at temperature T ,
tdeco decreases with T . Thus, it seems not unrealistic to assume

tdeco ≈ τvib, (11.10)

where τvib is a time of the order of the period of atomic vibrations. Combining Equations (11.9) and
(11.10) one has (

m

m0

)(
�

a◦

)2

� E ◦τvib

h̄
. (11.11)

The decoherence length � determines not only the distance between the regions of the cell coding 0

and 1, but also between adjacent cells. In fact, if that distance were shorter than �, the information would be
destroyed via spreading over (quantum diffusion to) nearby cells. In a planar arrangement the maximum
bit density ρ per unit area cannot be larger than 1/(�q∗)2; even more, the consideration that wires and
contacts are required to allow the cell to be power supplied, addressed, and sensed leads to the introduction
of a packing factor k (k < 1) specifying the fraction of space linearly occupied by the cell along the x or y
direction:

ρ ≤ (k2/�q∗)2.

From Equations (11.7) and (11.5), one eventually has

ρ ≤ 1

a2◦

k2s

1 + s (�/a◦)2
(11.12)

ν ≤ �E bit

2h̄

1√
1 + 1

4χ2 s (�/a◦)2
(11.13)

ḟ ≤ �E bit

2h̄a2◦

k2s

[1 + s (�/a◦)2]
√

1 + 1
4χ2 s (�/a◦)2

. (11.14)

If each cycle involves the dissipation of an energy 2�E bit, the maximum dissipated power per unit area
is thus given by

Ẇ ≤ (�E bit)2

h̄a2◦

k2s

[1 + s (�/a◦)2]
√

1 + 1
4χ2 s (�/a◦)2

. (11.15)
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For electrons (m = m0) and τvib ≈ 10−13 s, Equation (11.11) gives � > 2.4 nm; assuming that� The cell has the corresponding minimum size (�/a◦ = 40 − 50)� χ = 0.5� k = 0.5 (a very aggressive packing factor),� �E bit = 1 eV� The maximum rate is limited by the switching of each cell from one state to another only,

the maximum bit density, flop rate, and dissipated power are given by

ρ ≤ 4.3 × 1012 cm−2,

ḟ ≤ 1.7 × 1026 cm−2s−1

Ẇ ≤ 5.4 × 1014 erg cm−2s−1

The upper limit of ρ is not dramatically far from what has already been achieved: The maximum
reported bit densities, obtained with crossbar structures produced transforming “vertical sizes” (which
can be controlled on the nanometer length scale) into “horizontal sizes,” are indeed in the range 1010 to
1011 cm−2 [30–36] (this matter will be discussed in Section 11.4.1). On the contrary, the upper value of
dissipated power (5.4 × 107 W cm−2!) is manifestly inconsistent with the properties of matter. Let Ẇmax

be the maximum allowed power dissipation. The constraint Ẇ ≤ Ẇmax may thus be satisfied limiting
the flop rate to a value lower than Ẇmax/2�Ebit. For �Ebit = 1 eV and Ẇmax = 1 W cm−2 (a value
that may assumed to be representative for silicon at 300 K) this would limit the maximum flop rate to
3 × 1018 cm−2s−1 and determines a maximum parallelism of 8 × 104.

11.2.2 Reading

As far as decoherence destroys the quantum nature of the state (transforming the quantum states |0〉 and |1〉
into the classical states 0 and 1) the determination of the memory state does not involve the characteristic
problems associated with the measurement of a quantum system.

11.2.2.1 Coupling the Carrier with the External World

The classical nature of the information carrier allows the specification of the most convenient quantity for
the management of the information carrier.

Excluding spin (because intrinsically it’s a quantum property, disappearing in the classical limit) the
attention is focused on the material properties that characterize matter: mass, charge, electric dipole,
magnetic dipole, refractive index, etc. Of them, the most convenient choice is thus dictated by the ease of
actuating the 0 →← 1 transitions (PROGRAM) and sensing the corresponding states (READ).

Excluding mass (that can be actuated and sensed through gravitational fields: in general, extremely weak
with respect to the Earth one), one must focus the attention on electromagnetic quantities—and among
them the electric charge is the quantity that allows the easiest manipulation.

If the information carrier is charged, the state can be measured by embedding one region of the memory
cell (for instance, that coding state 1) in an electrometer and connecting it to the gate of an MOS transistor.
To be a little bit more concrete, assume the electron as an information carrier and imagine that in the
absence of the electron (electron in the zone coding 0) the transistor is in the OFF condition, whereas in
the presence of the electron the transistor is switched to ON.7 In this arrangement, the macroscopic output
will be at ground potential (OUT = 0) when the electron is in the region coding 0 (responsible for the
transistor in the OFF condition), or it will have a positive voltage (OUT = 1) when the electron is in the
region coding 1 (responsible for the transistor in ON condition).

7That would occur for a hypothetical p-channel MOS transistor with gate capacity such that the addition of a
unitary charge produces an increase of surface potential that is able to bring the transistor from accumulation to
inversion—about 1 V for silicon.
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RJ

V

1 0

FIGURE 11.2 The cell is reading the current flowing through a resistance whose value is controlled by the charge in
one half of the cell.

Of course, the switching of an MOS transistor requires more than one electron (actually, 102 − 104

electrons are currently required for that). However, experiments involving the conduction along molecules
have demonstrated that certain molecules are able to store a single electron in a metastable state and that
the conductance in this state is higher than that in the neutral state by a measurable amount [37]. This
matter is discussed in detail in Section 11.4.4. In the following we are instead interested in the maximum
reading frequency.

11.2.2.2 Physical Limits in READ Operations

As far as the measurement of the conduction state of the cell state is essentially a classical measurement, it
can be attacked with elementary considerations. It is particularly easy if the sensing element of the memory
cell can be regarded simply as a reconfigurable resistance RJ (with one or the other of two possible values,
RJ = R0 when in the OFF condition or RJ = R1 when in the ON condition, with R1 � R0).

Denoting, as sketched in Figure 11.2, the supply voltage with V , the output voltage with VJ
out, the load

resistance with Rload, the current flowing through the sensing element with I J, and the dissipated power
with ẆJ, one has

I J = V − VJ
out

RJ
(11.16)

VJ
out = Rload

RJ
(V − VJ

out) (11.17)

ẆJ = Rload + RJ

(RJ)2
(V − VJ

out)
2 (11.18)

with e being the positive charge.
The minimum time required for reading the cell state is immediately obtained from Equation (11.16):

Whichever is the resistance state J, the electron flux �J flowing through the resitance is given by

�J = (V − VJ
out)/e RJ. (11.19)

Assume first that the resistance is in the ON state, J = 1. The measurement is actually able to sense the
ON state only if the duration lasts a time �t sufficiently long enough to allow the passage of at least one
electron, that happens when �1�t > 1, i.e.:

�t >∼ e R1/(V − V1
out). (11.20)
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On another side, the system will detect the passage of an electron even when the molecule is in the OFF

state, provided that the cell is observed for a time longer than e R0/(V − V0
out). Since V0

out < V1
out, the

detection of the passage of one or more electrons in the time interval{
�t : e R1/(V − V1

out) � �t � e R0/(V − V1
out)

}
(11.21)

may be considered to provide evidence for resistance in the ON state; missing any evidence for flowing
electrons in the time interval (11.21) may instead be considered evidence for resistance in the OFF state. Let

�tREAD := e R1/(V − V1
out) (11.22)

the quantity �tREAD is thus the minimum time8 required for the detection of the state, 0 or 1, of the cell.
The time sensitivity can be improved, thus increasing the potential difference V − VJ

out (of course,
maintaining it below the breakdown potential). In so doing, however, the dissipated power increases
quadratically because of Equation (11.18). Many believe that the ultimate physical limit to integration is
power dissipation [37–40]. In this line of thought, one can try to minimize the energy �E diss dissipated in
the switching. Actually, although non-dissipative computational schemes have been developed [41–46], as
far as computation is an irreversible physical process, it necessarily involves some dissipation. Moreover, if
dissipation is certainly detrimental, irreversibility is useful to decouple the outcomes of the computational
process from the intermediate states, thus rendering the results independent of the back propagation of
noise. The minimum dissipation required for computation in a thermal reservoir at temperature T , where
the computing device is embedded, is given by the famous formula

�E diss ≥ kBT ln(2) (11.23)

=: �E min

with kB the Boltzmann constant. This formula, first asserted (without justification) by von Neumann and
confirmed by Landauer analysis [25], is fully supported by the discussion of Meindl and Davis [39].

Since dissipation decreases with the total resistance (Rload + RJ), the attention can be limited to the case
of resistance in the ON condition; assuming that even reading is limited by power dissipation, V − VJ

out

must thus be as close as possible to the minimum voltage involved in the computation:

e(V − V1
out) 	 kBT ln(2). (11.24)

For assigned R1 and V−V1
out [= kBT ln(2)/e ,] Equation (11.18) requires that Rload is as small as possible.

On another side, if one requires that even V1
out is capable of computation [that is, V1

out ≥ kBT ln(2)/e],
Equation (11.17) gives Rload ≥ R1. Combining this constraint with the need for minimizing dissipation,
one gets the optimum combination

Rload = R1 (11.25)

The insertion of Equation (11.24) into Equation (11.20) gives

�tREAD
min 	 e2 R1

kBT ln(2)
; (11.26)

the minimum power dissipation in reading a single cell for the optimum circuit is instead obtained,
inserting Equation (11.24) into Equation (11.18):

Ẇmin = 2e2

R1[kBT ln(2)]2
(11.27)

8Actually, assuming that the electron flow is a Poisson process, �tREAD is just the time at which the standard deviation
of the number of detected electrons coincides with the average number. Statistical significance is obtained only for
�1�tREAD > r

√
�1�tREAD, with r 	 3. This condition reads �1�tREAD >∼ 10: i.e., �tREAD >∼ 10e R1/(V − V1

out).
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There remains to discuss R1, the sensing resistance. In view of the many mechanisms responsible for the
transport through molecules (tunnel, field emission from the contacts, Poole or Poole–Frenkel conduction,
etc.) [46], it is extremely difficult to assert anything about molecular conductance in general. However,
the discussion is greatly simplified if the attention is focused on carrier conduction from one contact to
another occurring through a classically forbidden region. In this case, indeed, one has

1

RJ
= e2

h
T J (11.28)

where h = 2πh̄, h/2e2 is Landauer’s quantum resistance (a kind of minimum contact resistance associated
with any classically forbidden region), and T J is a quantity associated with the transparency of the barrier
separating the two contacts and with the density of states in the arrival region. This case is particularly
interesting because T J can be modified easily by electric fields in the vicinity of the tunneling region
[generated, for instance, by the presence (J = 1) of absence (J = 0) of an electron in its vicinity—that
allows in principle an easy implementation; see Section 11.4.4].

The insertion of Equation (11.28) into Equations (11.26) and (11.27) gives

�tREAD
min 	 h

kBT ln(2)

1

T 1
(11.29)

and

ẆJ
min = 4

[kBT ln(2)]2

h
T J. (11.30)

Equations (11.29) and (11.30) specify how �tREAD
min and ẆJ

min depend on the environment (through T)
and on internal properties of the resistance (through T J).

As already mentioned, it is difficult to assert anything about RJ. In general, for the molecules which have
been considered of potential interest, resistances in the ON condition of the order of 109 � (thus, much
higher than the Landauer resistance, h/2e2 = 12.9 k�) have been found; the assumption that conduction
is limited by tunnelling would give T 1 ≈ 10−5. The typical current flowing through a molecule in ON is
thus on the order of 1 nA for a voltage of 1 V, or of 10 pA for the minimum voltage allowing computation
at room temperature.

Assuming the condition of minimum dissipation, for T 1 ≈ 10−5 Equations (11.29) and (11.30) give
�tREAD

min 	 2.4 × 10−8 s and Ẇ1
min 	 4.7 × 10−13 W—that would allow the simultaneous reading of all

memory cells if they are packed at the maximum density, and the allowed dissipation is of the order of
1 W cm−2.

Up to now, we have assumed that the condition T OFF � T ON may be achieved quite irrespective of
the applied signal. Actually, the sketch of Figure 11.2 would suggest that the minimum variation of input
potential required to switch the transistor from OFF to ON is that required to bring the transistor from
accumulation to inversion—roughly 1 V for silicon (E g/e , with E g the energy gap). For T ON ≈ 10−5

Equations (11.26) and (11.27) give access time and dissipated power per cell on the order of 10−9 s and
10−10 W, respectively. The last datum shows that in this situation only a part of the total allowed cells could
be simultaneously managed to be consistent with an allowed dissipation of 1 W cm−2.

An important quantity not considered yet is the current flowing through the reconfigurable resistance
in ON: of the order of 1 nA for a supply voltage of 1 V or about 20 pA for a supply voltage of kBT ln(2)/e .
Both these currents are easily measurable, but with an external amplifier only. If one needs to integrate it
into the control circuitry (this is mandatory if a number of cells must be managed in parallel) this value
would be reduced on the 1 μA current scale [47]. The effect of this technological constraint is considered
in Section 11.4.2.

How the signal of PROGRAM and READ are imparted to the cell has not been considered yet. Irrespective
of the detailed modes used to vary cell potentials or to measure flowing currents, the correspondingly
involved apparatuses are macroscopic, with a size in general much larger than the cell. If these apparatuses
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must be arranged in a planar configuration too, only an architecture allowing the sensing of all cells by
relatively few measuring apparatuses permits tera-scale integration. The integration of the ultimate memory
cells with such apparatuses is the final goal of nanoelectronics.

11.3 How a Hybrid Technology Can Approach the Physical
Limits------Molecular Electronics

Let Ncell denote the number of memory cells forming the circuit. The simplest way for sensing them with
relatively few measuring apparatuses is to organize the memory in a matrix where each cell is defined by
two crossing lines.9 The idea of using crossbar structures for next-generation circuits has been subjected
to systematic investigation since the early proposals [48]. The crossbar structure has actually been used
in exploratory memories exploiting reconfigurable molecules as memory cells [49]; though envisaged by
several years [50], the idea of integrating molecular devices in the existing CMOS technology has been
explored more recently [50–54].

Among the several architectures proposed for circuits with a complexity larger than 0.1 Tbit [55], I shall
focus on an architecture where a conventional, silicon-based, microelectronic part controls a nanoscopic
crossbar structure, in turn hosting in each cross-point a nanoscopic device behaving as a memory cell [48]:

TSI IC = micro IC ∪
nano crossbar ∪
nanoscopic cells.

This architecture shifts the problem of preparing TSI ICs to that of producing nanoscopic memory cells
and inserting them into the cross-points of a crossbar structure. It would be a mere declaration of will
were it not for the fact that molecules by themselves are able to behave as memory cells and have been
not only designed [55–60], but also synthesized [49,61]. This fact opens immediately the possibility of a
hybrid route to TSI ICs:

hybrid TSI IC = micro IC ∪
nano crossbar ∪
grafted reconfigurable molecules

This approach, in which the electronic-transport properties of programmable molecules are exploited
for the preparation of externally accessible circuits, is usually referred to as molecular electronics. The hybrid
molecular nonvolatile memory is thus formed by a nanometer-sized kernel (the functionalized crossbar)
linked to a conventional submicrometer-sized control circuitry.

The implementation of hybrid architecture requires the solution of a number of problems. The major
ones seem to be

1. The set up of an economically sustainable technology10 for the preparation of 1011 cross-points cm−2

2. The linkage of the addressing lines to the microelectronic circuit for writing and sensing

9The dimensionality d of the cell arrangement is critical not only for the possibility of linking a cell to its neighbors
(for balls of the same radius, the maximum kissing number being 2 for d = 1, 6 for d = 2, and 8 for d = 3), but also
for the number N∗

cell of externally accessible cells, N∗
cell ∝ N1−1/d

cell . Examples of memories with d = 1, 2, or 3 are the
shift register (N∗

cell independent of Ncell), static random access memory (RAM, with N∗
cell ∝ N1/2

cell ), and brain cortex

(with N∗
cell ∝ N2/3

cell ). A three dimensional (3D) arrangement is manifestly required when a large amount of information
must be simultaneously managed; the crossbar memory has a 2D arrangement; dynamic RAMs and NAND NVM may
be viewed as organized in a multi-1D arrangement.

10Here “economically sustainable” means “without the extended use of electron beam lithography (EBL).” Of
course, this exclusion does not mean that no layer can be defined via EBL, but rather that this technique is limited to
the definition of a few selected layers only.
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3. The design, synthesis, and electrical characterization of the reconfigurable molecules
4. The grafting of the functional molecules to those cross-points via batch processing

All the preceding problems have been attacked, and for all of them there are now clues suggesting the
possibility of their solution:

1′. Ways for the preparation of simple geometries (line arrays) with pitch on the nanometer length
scale (NLS) are known [30–35].

2′. Solutions have been found to the problem of demultiplexing [61–69].

3′. Molecules admitting two conduction states are known from the literature [48,55–60].

4′. Hydrogen-terminated silicon can be functionalized by simple exposure to alkene-terminated molecules
with the formation of chemically robust, environmentally stable, Si−C bonds [34].

11.4 Beating the Limits of Conventional and Electron-Beam
Lithography

It is possible to define wire arrays with pitch on the NLS without a massive use of EBL. Their preparation
exploits

� The possibility of transforming vertical features into horizontal features� The fact that the thickness (a “vertical” feature) of many films can be controlled to the sub-NLS.

For instance, a contact mask with nanometer-sized features for imprint lithography (IL) [70] may be
prepared via a process involving the following steps [32]:

i. Growing on a substrate a quantum well via molecular beam epitaxy

ii. Cutting the sample perpendicularly to the surface

iii. Polishing the newly exposed surface

iv. Etching selectively the different strata of the well

Another way is the multi-spacer patterning technique (SnPT). In this technique an array of n bars is
directly defined onto a substrate via a sequence of n conformal depositions and anisotropic etchings [32–
34]. The basic idea of the SPT is shown on the left in Figure 11.3: the upper part sketches the process, while
the lower part shows the cross-section of a wire produced via this technique. The basic idea of the SnPT is
shown on the right in Figure 11.3: the upper right part sketches the process; the lower part shows instead
how poly-silicon arrays separated by SiO2 dielectrics with sub-lithographic pitch (35 nm) can indeed be
produced.

In the approach based on the imprint lithography, the entire pattern is defined in a single step; the SnPT,
instead, requires the repetition of n (or n/2, if the process is carried out in a trench, like the structure
shown in Figure 11.3) cycles of conformal depositions and anisotropic etchings. This implies that the first
approach is by far more convenient when the array is formed by numerous lines. On the contrary, the
second approach is more convenient for the preparation of test structures with few devices on the NLS
(however, see Section 11.4.2.2).

Although the producible geometries are quite simple both for imprint lithography and multispacer
patterning, the minimum achievable pitches (16 nm [32] and 20 nm [71,72], respectively) are remarkably
smaller than the ones currently producible with the the most advanced lithography (around 40 nm for
EBL [71]), because both techniques exploit the self-alignment of a wire with respect to the adjacent ones
(see note 1).

The ability to produce wire arrays with pitch on the 10-nm length scale does not allow by itself the
preparation of transistors with such a feature length because the masks for the transistor involve a design
more complex than simple arrays, and masks at different levels must not only have definitions but also
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FIGURE 11.3 Up on the left: a sequence for obtaining sublithographic features via the spacer patterning technique:
(a) deposition of a sacrificial layer and definition of a vertical step by means of lithography and an anisotropic etching;
(b) deposition of a conformal layer; (c) anisotropic etching; and (d) a selective chemical etching of the sacrificial layer.
Down, on the left: an example of structure produced via SPT (from Choi, Y-K., et al., J. Phys. Chem. B, 107, 3340, 2003).
Up on the right, the SnPT: (a) fabrication of a first spacer by means of the SPT; (b) deposition of a novel conformal layer;
(c) anisotropic etching and fabrication of a second array of another material; (d) iteration of the sequence (b)–(c).
Down, on the right: an example of a S3PT multi spacer (with a pitch of 35 nm and formed by a double layer poly-Si|SiO2)
resulting after three repetitions of the SPT (from Cerofolini, G. F., et al., Nanotechnology, 16, 1040, 2005).

alignments on the NLS. Both these factors limit the scaling down of MOSFETs to the mask definition
limit. They, however, disappear using the crossbar structure, in which two perpendicularly oriented arrays
(orientation not being critical) are defined on two different levels, and each cross-point between lower
and upper arrays is the site containing the active memory element.

11.4.1 The Crossbar Structure

Seemingly, the simplest way to prepare a crossbar circuit consists of the following fundamental steps:

(XB1), definition of the first-level wire array
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(XB2), deposition of the active (reconfigurable) element, working also as vertical spacer separating
lower and upper arrays

(XB3), deposition and definition of the second-level array

This approach was used by a collaboration between Hewlett-Packard (HP) and the University of Cal-
ifornia at Los Angeles (UCLA) to prepare the kernel of a non-volatile memory [49]. The HP–UCLA
collaboration employed as an active element a complex bi-stable organic molecule transferred to the sub-
strate via the Langmuir–Blodgett technique. The HP–UCLA approach has however a serious limit: the
organic active element is incompatible with high-temperature processing, so the counter-electrode layer
must be deposited at room, or slightly higher, temperature. This need implied a preparation based on
physical vapour deposition,11 where the metallic electrode results from the condensation of metal atoms
on the outer surface of the deposited organic films. This process, however, poses severe problems of com-
patibility, because isolated metal atoms, quite irrespective of their chemical nature, are mobile and decorate
the molecule, rather than being held at its outer extremity [72–76].

Assuming that the reconfigurable is formed by organic molecules, the only way to overcome the difficulties
met by the HP–UCLA collaboration seems to consist in the preparation of the two arrays defining the crossbar
matrix before the insertion of the organic element [51,54].

That objective may be achieved by modifying the sequence (XB1)–(XB3) as follows:

(XB∗1), preparation of a first-floor array of wires

(XB∗2), deposition of a sacrificial layer as vertical spacer separating lower and upper arrays

(XB∗3), preparation of a second-floor array crossing the first-floor array

(XB∗4), selective chemical etching of the spacer

(XB∗5), insertion of the reprogrammable moles in a way to link upper and lower wires in each
cross-point.

A simplified scheme is sketched in the upper part of Figure 11.4.
Of course, both the definition of a sacrificial layer with thickness adapted to the molecular size and the

grafting in recessed regions with typical dimension on the NLS are not trivial. The first problem, however,
seems to have a relatively easy solution using poly-silicon wires and growing a thin layer of SiO2 (whose
thickness is easily tuned to match the molecule length), and constructing a second-level array of wires
oriented perpendicularly to the underlying one. A selective chemical etch is finally performed to remove
the interlayer oxide and to form the hosting sites for the molecular guests.

In the case of arrays produced via SnPT, in order to have an oxide of the same thickness at each stage
of the second-floor SnPT, the process is specified as follows: Let DX, EY and O denote the operations of
conformal deposition of layer X, anisotropic etching of layer Y, and silicon oxidation to a certain thickness;
if BA means that operations A and B are carried out in that order (operation  is not commutative:
BA �= BA), then the first- and second-floor SnPT may be summarized with the following symbols:

SnPT = S1PTSn−1PT

S1PT =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ESiO2

DSiO2
ESi

DSi

for first floor

ESiO2
DSiO2

ESi
DSi

O
for second or upper floor

(11.31)

11Actually, alternative methods can be envisioned. Imagine, for instance, that the upper layer is formed by a suspen-
sion of metallic nanoclusters (stabilized by their interaction with the medium) in a volatile liquid—the evaporation of
the liquid would result in a nearly compact layer. Another method could be the spin deposition of an organic conductor.
No such methods have been explored yet.
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FIGURE 11.4 Up; crossbar fabrication steps: (a) fabrication of a first-floor array of double spacers by means of SnPT;
(b) thermal growth of a thin film of SiO2; (c) fabrication of a second-floor array of double spacers crossing the first-floor
array; (d) selective chemical etching of the intralayer SiO2. Down: image at the scanning electron microscope of the
cross-section of a seven-spacer crossbar structure obtained with the SnPT using undoped poly-silicon and thermally
grown SiO2.

[33–35]. This method has the additional advantage that its simplest implementation results in poly-silicon
arrays, whose surface has a modest reactivity but still allows its controlled functionalization with organic
molecules [53].

The lower part of Figure 11.4 shows an image at the scanning electron microscope of a cross-section
of a crossbar structure obtained with the SnPT using undoped poly-silicon and thermally grown SiO2.
This picture is of certain interest because it shows how crossing two overlapped arrays is able to arrange,
without special care, over a region with area 350 × 350 nm2, 49 cross-points at a density of 4 × 1010 cm−2.
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According to Ref. [71], this technique would allow the preparation of cross-points at densities of 1.2 ×
1011 cm−2.

11.4.2 Addressing and Sensing the Cross-Points

The motivations for the industrial development of hybrid nano ICs are twofold:

� They allow the preparation of memories with the highest integration (denoting with F the mini-
mum achievable feature size, the crossbar memory cell area is about F 2 versus 4.5F 2 for NAND or
10F 2 for NOR nonvolatile memories [47]).12� In principle, the nanoscopic crossbar is producible without a massive use of EBL with definitions
FX much better than the feature size Flitho allowed by optical lithography.

For FX = 0.3Flitho the combination of the preceding factors gives for crossbar memories a higher density
than that of current NAND–NOR memories by a factor of 40–100. This advantage is paid with the difficulties
of connecting features with sublithographic pitch to lithographic features.

The development of strategies able to address ultra-high dense architecture on the NLS is under system-
atic investigation [61–68]. The major strategy for attacking this problem has been the stochastic linking
of nanoscopic lines to the external circuitry with structured wires embodying in themselves the ability to
address single cells [62,63,65,67]. In this way, a large amount of cells are left out of control (being either not
addressed or having its different cells identified by a unique code) and a special logic must be employed
to manage this situation, eliminating unaddressed cells and possibly exploiting redundancy (TERAMAC

approach) [68,76]. Needless to say, this deal is convenient only if the non-functioning cells are a minority
and the circuitry required to manage the stochasticity remains relatively simple.

That these conditions may really be satisfied in practice is not clear, especially if the expected cross-point
density, 1011 cm−2, is compared with the currently achievable density (1010 cm−2) for NAND memories,
whose control is deterministic.

In the following, the possibility of a deterministic access to all cross-points shall be explored. In particular,
three methods shall be discussed: one addressed to all kinds of nanoscopic crossbars (irrespective of their
preparation procedure) and the other two specific to crossbars prepared by the SnPT. Two of them are
based on the geometric separation of wires, while the other separates one wire from the other via a kind
of energetic filtering.

11.4.2.1 Geometric Separation

The horizontal bevelling technique The first technique, originally proposed with the name of CMOL

circuit by Likharev (see Ref. [69] for a recent review) is reminiscent of the bevelling technique once
used, together with micro-sectioning and staining, for the measurement of junction depth (and, more
recently, of carrier concentration profiles using spreading resistance techniques); because of this, it will
henceforth be referred to as horizontal beveling technique (HBT). Consider, as described earlier, an array
of n conductive parallel wires aligned in the x direction with width �y and pitch L y , so densely arranged
they cannot be singularly accessed by EBL and thus cannot be linked to the hosting microelectronic circuit.
A kind of hardware demultiplexing is possible via the following process: After the deposition of a protective
insulating cap, define (for instance, but not necessarily, by EBL — SPT could also be used) a bar with
width b, oriented in a direction tilted by a small angle α with respect to the x direction, and so long as
to cross all wires, and use this pattern to etch the underlying insulating cap. This process will result in

12Actually, the different estimates for crossbar and NAND memories are essentially due to the fact that lithographic
F (which can, in principle, be reduced well below the lithographic limit simply by over-etching) is conveniently set to
F = 0.5L , with L the pitch, while in SnPT the pitch may be very close to F .
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FIGURE 11.5 Plan view of the mask defining the wires and the trick adopted to allow the separate contact of each
wire using electron-beam lithography.

the exposition of N rhomboids with pitch �x and major side δx in the x direction given by

�x = L y/ tan α (11.32)

δx = b/ sin α (11.33)

the area of each open contact being thus b�y/ sin α. The orientation is chosen in such a way that both
δx and �x are in the reach of (not necessarily electron-beam) lithography. Because of Equations (11.32)
and (11.33), it is certainly possible for a sufficiently small α. Since the method produces from an array
with pitch L y another array with pitch �x [controlled uniquely by the orientation angle α of the cut-
ting bar, see Equation (11.32)], it may viewed as a kind of pitch converter with a geometric gain of about α−1.

Fusing adjacent lines in SnPT The SnPT offers a major advantage over other techniques—the possibility
to “separate” the wires by a distance which allows their connection to the microelectronic world via EBL
or even conventional lithography. Imagine indeed that the mask defining the sacrificial layer has the shape
shown in Figure 11.5 (a) where the kth indentation extends along, and perpendicularly to, the wire by
segments of length bk (with pitch Bk) and ak , respectively (the upper index k runs from 1 to n and defines
the wire in the array). Let these quantities satisfy the following conditions:

bk = 2tSi + 2(k − 1)tsp (11.34)

Bk = b0 + bk (11.35)

ak = (n − 1)tsp + a0 = a (independent of k) (11.36)

where tSi is the thickness of the deposited poly-silicon (transformed by SPT in poly-silicon width), tsp is the
width of each double spacer, b0 and a◦ are sizes that allow the alignment of contacts (defined by EBL) in the
zone where a single poly-silicon deposition fills the underlying region. Figures 11.5 (b), (c), (d), etc. show
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how the structure evolves after the deposition of 1, 2, 3, etc. spacers, provided that Equations (11.1–11.3)
are really satisfied; the whole sequence shows how it is possible to contact individually each wire with
lithographic resolution. Once lithographically accessible regions have been defined, the process continues
depositing on the surface a dielectric film and etching the insulator over those regions.

In both cases (SnPT and HBT), the process continues with the deposition of a uniform metallic film
and by the lithographic definition of wires connecting the nano-wires to conventional micro-contacts.

This number would be reasonable (on the order of 106 cm−2) even for N in the terabit range, but such an
arrangement imposes extremely strong constraints on the current–voltage characteristics of the memory
cell (ION/IOFF � 106, where ION and IOFF denote the currents in the ON and OFF condition, respectively).

It is thus possible that addressing in TSI devices should be obtained not only via geometric selection
but also, for instance, via energetic filtering.

11.4.2.2 Energetic Filtering

Addressing lines poses serious architectural problems. For instance, if the memory is organized as a
rectangular matrix of nx × Ny (with nx � Ny) cells and is addressed via nx + Ny externally accessible bit
and word lines, the number of lines would increase as nx (1 + Ncell/n2

x ), where Ncell is the number of cells.
This number has a minimum when nx = Ny , in which case the number of lines is reduced to 2N, where
N = √

Ncell.
Addressing N × N memory elements organized in a crossbar of N + N rows and columns (collectively

referred to as lines) requires that one arbitrary row and one arbitrary column are simultaneously enabled
while all others lines are disabled. The conceptually simplest way to enable or disable (“control”) a line
is to put it as the output of an AND (or NAND) gate whose inputs are all the signals coding the line. Since
a binary coding of 2N inputs requires log2(2N) bits, addressing the N2 cells of the crossbar requires in
principle 2N gates each with log2(2N) inputs.

A hybrid silicon-organic memory is manifestly of practical interest only if it has a complexity much
larger than the ones already available (of the order of 109 bits). Therefore, the example of a memory
with 234(	 1.7 × 1010) bits is relevant. The control of a crossbar with N2 = 234 cells would require
2N = 218(	 2.6 × 105) gates, each with log2(2N) = 18 inputs. Clearly enough, gates with so large fan-in
are inconsistent with the current technology; assuming a fan-in of 2, a single decoder would instead require
a maximum of log2(N) = 9 dual-input AND (or NAND) gates per line, and the total number of gates would
be 2N log2(N) 	 2.3 × 106. The example shows that in principle a very large TSI crossbar memory can
be controlled by a silicon circuitry with, at most, GSI complexity.

The hypothesized architecture is, however, practically impossible for the following reason: A single line,
indeed, has width on the NLS and height of the order of 102 nm, but a length of the order of 1 cm. The line
resistance, Rline, is thus expected to become so high as to make it impossible to recognize if the molecules
linking the two sides of the cross-points are in the ON or OFF state (this matter will be discussed in the
following). This difficulty can be made up by organizing the entire memory in K smaller sub memories,
each with n2 cross-points, with N2 = K n2 (and presumably n � N). Assume for this arrangement the
same solutions hypothesized earlier for the complete memory; the addressing of the entire memory would
therefore require from a minimum of 2nK = 2N(N/n) gates with fan-in of log2(2n) to a maximum of
2nK log2(2n) = 2N(N/n) log2(2n) dual-input gates. The complexity of the silicon circuitry therefore
increases, by a factor ranging from N/n, for a fan-in of log2(2n), to (N/n) log2(2n)/ log2(2N), for a
fan-in of 2. To give an idea of the increase of complexity resulting from this organization, observe that an
architecture with sub-memories with n = 25 (1024 bits) would require 1.1 × 109 gates with a fan-in of 6
(or 3.1 × 109 gates with a fan-in of 2). This simple example shows that the organization in sub-memories
of 1 kbits would require a silicon circuitry with almost the same complexity as the molecular part, thus
making useless the crossbar approach. The complexity of the addressing circuitry decreases with n. The
preceding example shows that TSI crossbar memory can be controlled by a silicon circuitry with GSI
complexity only for

n � 30. (11.37)



Allowing Electronics to Face the TSI Era ----- Molecular Electronics and Beyond 11-21

This need, however, is in conflict with the need for integrating the sense amplifier in the silicon control
circuitry. The minimum cross-point area is indeed controlled by the ability of sensing the current flowing
through the memory cells.

� The integrated sense amplifier has current sensitivity of the order of 1 μA (one order lower than
the value currently used [77,78], but presumably not an unrealistic forecasting [47]); and� For an applied voltage of 1 V, each molecule carries a current in ON condition of the order of 1 nA,
I ON ≈ 1 nA [59].

If these conditions are satisfied, the current flowing through the cross-point in ON condition is detectable
when it contains 103 molecules (additivity of effects is assumed). If each molecule occupies an area of
approximately 1 nm2 and all are closely packed,13 the cross-point area is about 103 nm2, corresponding to
a square with sides around 30 nm. If the dielectric separation between adjacent cross-points has a negligible
thickness (this is the situation achieved in the demonstrator on the right hand side of Figure 11.3) the
resistance of an array of n cross-point is given by Rline = R�n, where R� is the sheet resistance of the
poly-silicon layer. For heavily doped poly-silicon of thickness of the order of 102 nm, R� may be assumed
of the order of 103 �/�, R� ≈ 103 �/�. The ON state can be detected only if RON � 2R�n (otherwise,
the current would be smaller than the sensitivity limit of the amplifier; the factor of 2 comes from the fact
that the cross-point is accessed by two lines). This condition gives

n � RON/2R� ≈ 5 × 102. (11.38)

Even though perhaps there is a narrow range of n where inequalities (11.37) and (11.38) are simultane-
ously satisfied, they still show that a robust design of a hybrid silicon-molecular memory actually requires a
strategy for accessing the cross-points in a more sophisticated fashion than a simple geometric separation.

Whereas in IL all wires are defined collectively, in SnPT they are constructed sequentially. The batch
fabrication would make preferable IL over SnPT unless one were able to use the sequential array deposition
for the external recognition of single wires.

An inspection of the right side of Figure 11.3 shows that multispacer patterning results in wires whose
height is progressively reduced with the order of preparation (readers will easily convince themselves that
the amount of this decrease can be magnified in a controlled way via slight changes in the SnPT conditions).

Let ri and c j denote the i-th row and j -th column, respectively, and (i, j ) be the cross-point they define.
Imagine now that all rows ri (columns c j ) go to a unique photolithographically defined contact Cr (Cc)
running below a photolithographically defined electrode GEr (GEc) and dielectrically separated from it
by an insulator of fixed thickness. Figure 11.6 shows a plan view and two cross-sections of the considered
arrangement.

Considering the wires are formed of poly-silicon, electrodes GEr and GEc may be operated as control
gates for the underlying wires. Imagine now that for assigned silicon doping and insulator thickness, the
voltages of control gates GEr and GEc are so arranged that only the tallest wires are not totally depleted.
In this case, the current I(1,1) flowing from Cr to Cc is controlled by the conduction state of cross-point
(1,1) alone. Assume now that voltage of GEc is modified in such a way that even c2 is enabled: the current
flowing from Cr to Cc is thus the sum of the current I(1,1)∪(1,2) flowing through (1,1) and (1,2). If I(1,1)

was memorized, the current I(1,2) flowing through (1,2) (giving its state) is obtained as the difference
I(1,1)∪(1,2) − I(1,1). In this way, it is easy to convince oneself that, reiterating the argument to all cross-points,
the states of each of them can be determined provided the information contents of all (256 or 1024)
cross-points are memorized in a buffer memory. This implies that only a small part of the crossbar can

13In Section 11.2.1, the minimum separation between different memory cells was estimated to be larger than 2 nm.
In the present case, it’s assumed instead that molecules are spaced by about 1 nm. There is no inconsistency, because
the previous estimate applies to the distance between different memory cells, while the present one applies to the
molecular distance within the same cell.
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FIGURE 11.6 Top: Plan view of the crossbar and lithographically defined contacts. Middle: View projected on plane
AA′ perpendicular to the surface and crossing the tallest row line. Bottom: View projected on plane BB′ perpendicular
to the surface and crossing the smallest row line.

be read in parallel (otherwise, the silicon circuitry should have at least the same number of bits as the
nanoscopic memory).

However, it is noted that this difficulty would disappear if the molecules operating as memory elements
behaved as Schmitt triggers, with a non-negligible conductance only in a certain narrow voltage interval.
Actually several molecules considered as candidates for molecular electronics are reported to have this
behavior [79–82].

Remember now that the SnPT is more conveniently carried out in a cave, because the repetition of
n SPT produces 2n, rather than n wires. A single control electrode covering all wires would be unable
to resolve those with the same height, this difficulty my be circumvented by assigning to the cave a size
allowing the growth of just 2n − 1 wires (the central one having twice the width of the others, and using
two control-gate electrodes (GEu

l and GEd
l per line, l = r, c), each covering totally n − 1 outer electrodes

and partially the central electrode. Reading is achieved by first enabling GEu
l and disabling GEd

l (reading
sequentially the current through upper wires), then enabling GEd

l and disabling GEu
l (reading sequentially

the current through lower wires), and eventually enabling both GEd
l and GEu

l (reading the current through
the middle wire). Needless to say, other solutions of the same kind are possible.
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11.4.3 Grafting Reconfigurable Molecules to Poly-Silicon Cross-Points

Several additional modes of organic molecules to silicon are known. Among them are

1. The cycloaddition of molecules with alkene or alkyne functions to double-bonded silicon dimers
[83,84]

2. The alkyl/arylation with Grignard reagents of halogen-terminated silicon surfaces [85], and of
hydrogen-terminated silicon dimers [86]

3. The condensation of molecules containing alcoholic groups at hydroxyl-terminated silicon surfaces
[87]

4. The silanization of hydroxyl-terminated surfaces [88] as well as of hydrogen-terminated surfaces
[89] via reaction with chlorosilane-terminated molecules and the elimination of HCl

5. The silanization of hydrogen-terminated surfaces via reaction with azanes and the elimination of
NH3 [89]

6. The arylation of hydrogen-terminated silicon via its reaction with diazonium salts and the elimi-
nation of HBF4 and N2 [90]

7. The hydrosilation of alkenes at hydrogen-terminated surfaces [83,84].

If compatibility with poly-silicon is a major issue, cycloaddition is immediately discarded from these
routes. In fact, cycloaddition is limited to the extremely reactive, clean, 2 × 1 reconstructed, (1 0 0) surface
of single crystalline silicon, which is hardly producible at the poly-silicon surfaces — poly Si, indeed, is
usually producible with (1 1 1) orientation. (Actually, the adoption of the method described in [72] for
silicon-on-insulator substrates would allow the use of cycloaddition for molecular grafting on the lower
silicon-wire array.)

Grignard reagents XMgR (with X a halogen and R an alkyl or aryl group) are known to be very effective in
the derivatization of halogen-terminated silicon SiX′

n [85]. However, both the difficulties of preparing well-
defined halogen-terminated silicon surfaces and the nature of the waste reaction products of this reaction,
MgXX′, suggest that this route is poorly compatible with silicon device processing. Grignard reagents are
known to derivatize the silicon surface via the cleavage of the weak Si–Si bond of (SiH)2 dimers. Such
a pathway is thus effective for porous silicon [86] and expectedly for the monohydrogen-terminated 2 × 1
(1 0 0) surface of single crystalline silicon, but does not seem suitable for prevailing (1 1 1) poly-silicon.14

Since there may be no process yet known for the controlled preparation of hydroxyl-terminated silicon
surfaces, condensation and silanization of these surfaces seem difficult to implement too. (An additional
reason for discarding condensation is due to the environmental weakness of the Si−O−C group, which
undergoes hydrolysis in the presence of humidity.)

On the contrary, device quality, relatively stable, hydrogen-terminated silicon surfaces may be prepared
by etching with an aqueous solution of HF (HFaq) a sacrificial film of SiO2 thermally grown on the surface
[92]. Moreover, the quality of HFaq-etched surfaces can greatly be improved by their exposure to H2 at
moderate (700 to 800◦C [93]) or high (850 to 1100◦C [94]) temperature. This suggests the use of such
terminations for the functionalization. Highly homogeneous hydrogen-terminated surfaces are especially
useful if the reprogrammable molecules contain polar or ionic groups (as it happens for bipyridinium and
its derivatives) that could interact strongly with polar surface sites like silanols.

Of the considered processes, the ones involving the diazonium salts and chlorosilanes seem of difficult
implementation. Integration issues, indeed, locate the derivatization in the back-end stage of the process
[33], so that the waste reaction products (HCl and BF3) could react, even vivaciously, with the circuit
metallizations.

14Actually, even the hydrogen-terminated (1 1 1) surface, 1 × 1 (1 1 1)SiH, has been known to react in the absence
of any catalyst with Grignard reagents with the formation of Si–C bonds [91], but the actual pathway likely involves
first a surface substitution of halogen X for H due to XR contamination of the Grignard reagent, (1 1 1)SiH + XR −→
(1 1 1)SiX + HR, followed by the reaction of the resulting surface with XMgR to produce silicon derivatization,
(1 1 1)SiX + XMgR −→ (1 1 1)SiR + MgX2.
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Commercial availability of precursors of functional molecules (larger for alkene-terminated molecules
than for azanes) thus makes hydrosilation of unsaturated hydrocarbons at the hydrogen-terminated silicon
surface the most serious candidate process for silicon functionalization.

This conclusion is further supported by an additional reason: while the silylation and arylation with di-
azonium salts of hydrogen-terminated surface occurs at room temperature, the hydrocarbon hydrosilation
is effective at higher temperatures (say, 	 170◦C) only. Though this difference may seem a disadvantage
for hydrosilation, actually it is convenient because the functionalization via arylation or silanization would
result in an immediate reaction at the periphery of the cross-point, thus inhibiting the entrance of other
molecules in the cross-point region; rather, the derivatization via hydrosilation can be conducted in two
steps: the first at lower temperatures (say, < 100◦C) to allow the functional molecules to flow and fill the
cross-point region, and the second at higher temperatures, (say, 	 170 ◦C) to allow the grafting of the
functional molecules to the poly-silicon surfaces.

Even though for the hypothesized application one should be mainly involved in the hydrosilation at
hydrogen-terminated poly-silicon, the process is better understood at the surface of single crystalline
silicon. Most studies have been carried out functionalizing the hydrogen-terminated (1 1 1) or (1 0 0)
silicon surfaces with 1-alkenes [94–100] or 1-alkynes [101–107].

Having in mind the hydrosilation at poly-silicon wires, the best model surface is certainly the (1 1 1)
surface. Actually, though this surface has been the subject of most studies, relatively little is known about
the stability in air of the Si-C interface. Rather, this property was mainly considered for the (1 0 0) surface.
Extended investigation based on x-ray photoemission spectroscopy (XPS) has demonstrated the possibility
of derivatizing the hydrogen-terminated (1 0 0) Si surface via hydrosilation with 1-alkyne and the long-term
environmental stability of the derivatized surfaces [102–107].

11.4.4 Crossbar Functionalization

The hydrogen-terminated crossbar structure is characterized by a fixed distance between upper and lower
wires. The crossbar structure is eventually derivatized by its immersion at appropriate temperatures in a
solution of an unreactive solvent containing the functional molecules. If they are suitably terminated (for
instance, with terminal alkene groups) and their length is adapted to the inter-array distance, they are
preferentially grafted to the silicon (hydrogen terminated, in the considered example) linking upper and
lower wires.

Reprogrammable molecules able to mimic the structure and functioning of a flash memory cell can be
hypothesized, as shown in the following example.

Consider a molecule connecting two heavily doped p-type poly-silicon electrodes. The molecule is
formed by three moieties: a wire (for instance, a π-conjugated chain), covalently bonded at its extremes
to the silicon electrodes; a side redox center R, whose state charge may be varied via electron transfer from,
or to, the neighbouring electrodes; and an arm, linking materially the redox center to the wire. The arm is
supposed to decouple the redox center from the wire, in such a way that the state of the latter is affected
by the state of the former only electrostatically.

Figure 11.7 sketches a hypothetical molecule with the preceding characteristics.
The redox center admits two states: neutral R0 or reduced R−. The reduced state is more stable with

respect to R0 plus a free electron by a positive electron affinity Ael:

R0 + e− −→ R− −Ael

The energy level −Ael of R− is supposed to be appreciably lower than the energy E a
LUMO of the lowest

unoccupied molecular orbital of the arm (Ael > |E a
LUMO|). In this case, the reduced state of the redox

center is metastable and may decay to the neutral state via electron tunnelling through the vacuum to
the electrode (with energy barrier Ael) or through the arm to the wire and then to the electrode, with
energy barrier Ael − |E a

LUMO|. (The decay has been supposed not to be thermally activated. If the process
were thermally activated, the lifetime should be given by τ−

0 exp[(Ael − |E a
LUMO|)/kBT)], where τ−

0 is the
oscillation period of the outer-electron in R−).
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FIGURE 11.7 A candidate molecule for mimicking a flash memory cell, where the wire is formed by a π-conjugated
poly-paraphenylene chain, the arm is a rigid chain linked to the wire by a group discontinuing the π conjugation, and
the redox centre, SbF5, is a group with high electron affinity. The chain contains two groups (an acceptor CN and
donor OCH3 group on the same benzene ring) that allows it to behave as a rectifier.

In the absence of negative charge on the redox center, the wire is supposed to be an insulator, which
means (for hole conduction) that the energy E w

HOMO of the highest occupied molecular orbital of the wire
is lower than the valence band edge E VB (|E VB| < |E w

HOMO|). When a negative charge is injected into the
redox center, however, its effect is to increase (for purely Coulombic interaction) the HOMO energy of
the wire. If the arm length is short enough and the wire is suitably chosen, it may thus happen that E w

HOMO

will become higher than the valence band edge (|E VB| > |E w
HOMO|). This situation allows the injection of

holes from the electrode into the wire and, in the ultimate analysis, brings it into a conductive state. Thus,
according to the 0/− charge state of the redox center, the wire will be in different insulating/conductive
states—this allows the use of the described molecular arrangement to code a bit and to sense it by the
application of a weak electric field between the poly-silicon contacts. Since the charge distribution in the
redox center is pointlike, it may happen that condition |E VB| > |E w

HOMO| is satisfied only in the region
of the wire closest to the redox center. In this case, the conduction mechanism will change from direct
tunneling to superexchange-mediated tunneling, thus producing an increase of conductance by probably
several orders of magnitude.

It remains to be explained how the redox center may be modified. Assuming the neutral state as the
equilibrium one, the reduced state may be obtained via the application between the contacts of a potential
difference so strong as to allow an avalanche injection of electrons into the region containing R0. Once an
electron is captured by the center, the current will then flow mainly through the wire, allowing an external
circuitry to switch off the writing potential. Erasing the R− state may be achieved via tunneling of the trapped
electron into the writing electrode, sustained by the application of a large as reverse potential difference
between the contacts (sufficiently large to increase the tunneling rate to a poly-silicon conduction band
but not not so as large as to produce an avalanche injection). This can be achieved without an unwanted
flow of current through the wire via the insertion along it of a rectifying moiety (like the one hypothesized
by Aviram and Ratner [56]).

The reason for considering hole conduction through the wire (rather than electron conduction, thus
destroying the complete analogy with conventional flash memories) is that transition R0 + e− −→ R−

usually involves an energy in the electronvolt energy scale, while transition R0 −→ R+ + e− involves an
energy in the energy scale of 10 eV.

Figure 11.8 shows the electronic configurations of the molecule in the considered states.
Let 0 and 1 denote the neutral and negative states, respectively, of the redox center. As discussed earlier,

the 0 state imparts to the wire a low conductance, while the 1 state imparts a high conductance, allowing
determination of the charge state of the redox center by a measurement of the wire conductance under
static or quasi-static conditions— a quantity which seems accessible to current apparatuses.
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FIGURE 11.8 Energy configurations for the molecule in the neutral and charged states, and their analogy with the
flash memory cell.

If the molecule admits two electronic states characterized by largely different conductance (as for the
HP–UCLA collaboration) the whole structure may be viewed as a hybrid molecular IC with achievable bit
density of the order of 1011 cm−2.

11.5 How the Hybrid Technology Can Attack Physical
Problems------Beyond Molecular Electronics

The analysis of Section 11.4.1 has led to identify in the hybrid approach a suitable route to nanoelec-
tronics. The hybrid device is formed by the following parts: a conventional, silicon-based, circuitry; a
non-lithographic, silicon-based, crossbar; and reprogrammable organic molecules providing the func-
tion of a nonvolatile memory cell. This structure offers two advantages: the problem of nanotechnology
(definition of wires and their demultiplexing, left to the silicon technology) is decoupled from that of the
design and production of the nonvolatile memory cell (left to organic chemistry), and the actuation and
sensing of individual molecules is possible with macroscopically accessible nanoscopic apparatuses rather
with macroscopic apparatuses (like scanning tunneling microscopes).

However, the hybrid approach requires the insertion of organic molecules in regions of size adapted
to the molecule length. Needless to say, this is a difficult task, and is unavoidable if the reprogrammable
elements are organic in nature. The substitution of inorganic reprogrammable materials for the organic
molecules would allow easier processing (with the deposition of the inorganic functional material before the
preparation of the second-floor array) and, likely, better reliability. Since that substitution seems possible
in principle, it is expected that in the long run, nanoelectronics will no longer be hybrid but rather fully
inorganic.
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Along this line, one might argue about the usefulness of developing a hybrid technology. In the author’s
view, such a technology deserves to be developed not only for its usefulness in nanoelectronics but also for
its potential regarding the manipulation and sensing of single molecules. In fact, it seems relatively easy to
prepare crossbar structures, embedding in each cross-point a number of molecules of the order of unity.
This situation would allow the testing, at the scale of one molecule and with a minimum of perturbation,
of fundamental properties otherwise known only via collective behavior [109].

To be concrete and show how the accessibility of single molecules to the macroscopic world may bring
a new sap to the body of basic science, let’s consider three examples, related to (i) the effect of repeated
measurements, (ii) the appearance of interference phenomena in electronic conduction, and (iii) the
possibility of using Brownian motion as the engine for charge separation under a static electric potential.

11.5.1 Dynamic Memories and the Quantum Zeno Effect

The first case to consider is similar to that sketched in Figures 11.1 and 11.2 but characterized by a spatial
separation between states |0〉 and |1〉 smaller than the one consistent with the appearance of the classical
behavior.

In that case, decoherence phenomena are unable to produce a stable localization so that the information
stored in the quantum state (|0〉 or |1〉) is gradually lost unless the datum is refreshed (i.e., projected onto
the original position eigenvector) within a time much shorter than the spreading time of the wavefunction.
According to a fundamental principle of quantum mechanics (the quantum Zeno effect [109–111] the
refresh is achieved by repeated measurements of the state of the system with a period much shorter than
h̄/2m�q 2

∗ . Since the measurement of state |1〉 is nothing but the passage of a current I satisfying condition
(11.22), this implies that a system prepared in state |1〉 persists indefinitely in that state, provided that a
current higher than eh̄/2m�q 2

∗ flows through the detector.
The preceding description, however, is formal and advocates the unproved property that the setup

sketched in Figure 11.2, an apparatus for the measurement of a classical, though microscopic, state, is
actually a measuring apparatus for the quantum state, too. A dynamic, rather than axiomatic, analysis
of the situation previously considered, suggests that the electron quantum state |1〉 may be stabilized by
its Coulombic interactions with the holes flowing through the sensing resistance. That the seldom and
erratically acting Coulombic interactions really succeed in refreshing the position eigenstate, however, is
extremely difficult to demonstrate, but can be attacked on experimental grounds. In fact, if the considered
arrangement is a measuring apparatus for quantum mechanical states, a current of only 10μA should be
sufficient to stabilize the information. In that case the information could be stored even at densities higher
than that allowed by the classical limit, thus allowing a kind of dynamic memory.

Actually, the current allowing for localization is too high for the molecular systems currently produced
(a resistance of 109 � would require a voltage of about 104 V applied over a region of few nanometers!); a
molecule with the minimum resistance, the Landauer limit 3 × 104 �, would instead require a voltage of
0.3 V, low enough for not producing any breakdown. The availability of molecular wires with resistance
very close to the Landauer limit would thus allow study of how a classical measuring apparatus may behave
as a quantum measuring apparatus.15

11.5.2 Interference Among Molecular Wires

Exploring the idea of a practical exploitation of molecules in electronic devices, let’s consider a collection
of them, assuming a linear superposition of their observable effects:

conductance = the sum of molecular conductances. (11.39)

This condition, however, ignores the interference phenomena in the conduction along molecular wires.

15This situation is the counterpart of the textbook problem of studying the conditions, specified by Ehrenfest’s
theorem, which allows a quantum system to be described in classical terms.
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FIGURE 11.9 Two-dimensional sketch of a three-wire molecule possibly displaying interference effects.

Consider an electron impacting a surface with n funnels through which the particle may move from
one electrode to the other. As far as the motion is truly ballistic, the particle wavefunction—supposedly
localized at one funnel—undergoes a lateral spreading to the surrounding channels, thus giving rise to
interference phenomena and violating the assumption (11.39) of the superposition of classical effects. Of
course, this consideration applies only to motions preserving the phase relationships (ballistic motion);
it does not apply to situations that destroy those relationships (molecular resistance controlled by erratic
scattering). The amount of the interference effects depends critically on the mutual distances between
pairs of wires. In view of the statistical nature of the grafting process of the molecule to the surface (and
of the defects it contains) the overall effect is expected to be negligible.

A regular distribution of wire distance can only be achieved within a unique molecule, (for instance,
arranging therein two or more equivalent moieties departing from a unique atom and arriving to another
unique atom). Figure 11.9 shows an example of such an arrangement.

The chemical equivalence of the various wires does not necessarily imply their conformational equiva-
lence, however. A possible, but not unique, reason for their non-equivalence is due to the thermal reservoir,
which modifies dynamically the conformation of the various wires, thus partially destroying the interfer-
ence effects. The maximum of such effects is achieved using rigid wires (well represented in practice by
π-conjugated moieties) and operating at the lowest possible temperature. The theoretical description of
this situation (given, for instance, by Magoga and Joachim), predicts that they combine in a nonlinear
fashion [113]. The experimental verification of this prediction is, however, still far away.

Limit now the attention to a system composed by two wires: their equivalence is destroyed by the
presence on one of them of a charged site (like in the molecule sketched in Figure 11.7) whose effect on
the wire is controlled by the potential difference applied to the contacts. This arrangement, sketched in
Figure 11.10, is somewhat similar to the one hypothesized by Aharonov and Bohm for predicting their
celebrated effect [114]. The availability of many-wire molecules and nanometre-sized contacts in such an
arrangement would thus allow a study of the Aharonov–Bohm effect [115] on a length scale otherwise
inaccessible.

11.5.3 A Molecular Van de Graaff Machine Exploiting the Brownian Motion

Among the molecular systems considered for their ability to mimic the behaviour of macroscopic ma-
chines, rotaxanes play a central role. A rotaxane (A, R) is a supramolecular system formed by a cyclic
molecule R (“ring”) threaded on a linear molecule A (“axle”) with bulky caps on the heads to prevent the
ring from falling off. Chemically speaking, the ring is usually a rigid, nearly flat, arene (a famous example
being the “paraquat”—two doubly charged bipyridinium units linked by two benzene rings, with the net

FIGURE 11.10 Two-dimensional sketch of a molecule able to display the Aharonov–Bohm effect.
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positive charge balanced by four PF−
6 anions), whereas the axle is formed by n sites (for instance,

benzene units) typically connected by chains of ethoxy groups. See [115–118] for topochemistry, [120]
for supramolecular chemistry, [121,122] for molecular machines, and [37,50,57,58] for applications in
electronics.

Up to now, rotaxanes have mainly (or perhaps uniquely) been hypothesized or used because of the pos-
sibility of functionalizing the axle via the insertion of two or more positions where the ring is preferentially
hosted [37]. However, there is another possibility that has likely not been considered yet, but that could
be exploited: the functionalization of the ring. Assume that

� The axle A is an unstructured, rigid, nearly linear, insulating wire connecting two electrodes C1

and Cf .� Cf is floating and geometrically arranged between C1 and another electrode C2.� A potential difference may be applied betweenC1 andC2 so thatCf attains an intermediate potential.� The electron affinity of the ring is intermediate between the Fermi energy of C1 and Cf , so that R
spontaneously ionizes in close proximity to C1, whereas the negatively charged state R− sponta-
neously undergoes oxidation, ceding its extra electron to Cf when in its close proximity.� No other reaction is thermodynamically allowed.

An idea for obtaining a redox centre with the required features is to insert covalently in the ring a
transition metal M admitting two oxidation states M(n) and M(n+1), where M is covalently bonded to n and
n + 1 atoms, respectively. When in oxidation state (n + 1), the ring R is globally neutral and all valencies
of M are fully saturated; in oxidation state (n), the ring is globally negatively charged and the unsaturated
valencies of M are stabilized by suitable ligands possibly undergoing conformational changes after the
redox reaction.

Assume that at time t = 0 the ring is neutral and in an intermediate position between C1 and Cf . Since
R is in the neutral state, it does not feel the electric field applied between the electrodes and is, therefore,
subjected only to a Brownian motion due its erratic collisions against the gas-phase molecules. The time
required by the ring to dock either C1 or Cf is of the order of (�x)2/8D, where �x is the distance separating
C1 from Cf and D is the diffusion coefficient of the ring along the axle; let τs 1 and τs f be the sojourn
times of R in close vicinity of electrodes C1 and Cf , respectively (tentatively, τs 1 ≈ τs f). Consider first the
docking on Cf . The thermodynamics of the system inhibits any reaction so that the particle will leave Cf ,
eventually diffusing to C1 (after a time, on the order of (�x)2/2). Let τ0/−1 and τ−1/0 be the mean times
required for the ionization and neutralization of the ring:

τ0/−1 :R + e− C1−→R−,

τ−1/0 : R− Cf−→R + e−.

Once in contact with C1, if the ionization of R is a Poisson process, the probability of its occurrence is
given by 1 − exp

(
τs 1/τ0/1

)
. If there is no electron transfer from C1 within the sojourn time, the system

will evolve by a sequence involving the desorption of the neutral ring and its docking to the electrode

until, after the repetition of
[
1 − exp

(
τs 1/τ0/1

)]−1
cycles on the mean, the ring will undergo ionization.

This will produce a coupling of the ring with the applied electric field and its drift with average velocity v
from C1 to Cf . If the mean free path in the medium is smaller than �x , v is controlled by the mobility μ

in the medium: v = μE , with μ given by the Einstein relation μ = (kBT/e)D. Once in contact with Cf ,
the ring will stay thereon (stabilized by the electric field) until it undergoes spontaneous neutralization
(in a time τ−1/0).

Once the ring regains its neutral state, the initial condition is restored, thus allowing the repetition
of the cycle, as sketched in Figure 11.12. The cycle can be repeated until the increase of Fermi energy,
produced by the accumulated electrons, thermodynamically disallows further electron transfer to the
floating electrode. The electron transfer, indeed, increases the voltage (and thus Fermi energy) of the
floating electrode by an amount e/CCf , where CCf is its capacity.
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FIGURE 11.11 Various states of the nano Van de Graaff (from top to bottom): (a) the neutral ring in Brownian
motion does not feel the applied electric field; (b) once in the vicinity of contact C1, the ring undergoes ionization; (c)
the ionized ring feels the applied electric field and shifts to electrode Cf ; (d) the ionized ring is kept by the electric field
in the vicinity of electrode Cf until it is neutralized, ceding its extra electrode to the floating electrode; (e) the neutral
ring does not feel any longer the applied field and is subjected to the Brownian motion only.
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FIGURE 11.12 The cycle allowing the rotaxane to behave as a van de Graaff generator.
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The described device is reminiscent of the ratchet-and-pawl machine sketched by Feynman in his famous
Lectures [123], the pawl being provided by the ionization and by the applied electric field. Rather than
trying to use this device for extracting energy from the medium, the device is operated as a nanoscopic
Van de Graaff generator, where the drift of the electron carrier is provided by the applied electric field
while its return to the low-voltage electrode is provided by Brownian motion.

What is of uppermost interest in this arrangement is the fact that many of the quantities that affect the
observable increase of voltage of Cf are experimentally accessible (for instance: �x , by choosing molecules
with different axle lengths;E , by applying different voltages; D, by varying the gas pressure in the medium),
thus allowing a study of the involved phenomena (electron transfer, Brownian motion, drift) at the scale
of a few (or possibly one) molecules.

11.6 Conclusions

Planar arrangements allowing bit density of the order of 0.1 Tbit cm−2 can be achieved by exploiting electri-
cally reconfigurable molecules in concert with a silicon-based circuitries for supplying power, addressing,
and sensing.

Hybrid architectures allowing the large-scale production of ICs on the 0.1 Tbit integration scale have
been proposed. Solutions have been found for each of the putative factors (the definition of cross-points,
demultiplexing of lines, choice of functional molecules, and surface derivatization) that are expected to
limit the development of such an architecture. All of them require the adaptation of already existing
technologies to the proposed architecture.

Of course, this is only a minor step in the road going from GSI to TSI, not only because almost all
technological details that are really necessary to the goal have been ignored, but also because the complexity
of the arrangement impacting on memory architecture (fault tolerance, intrinsic statistical behavior,
management of the information, and certainly others still to be identified) have not been considered yet.

Identification of the scaling possibilities of the silicon technology is nonetheless a fundamental step to
address the research and eventually to allow it to face the TSI era. Moreover, the setup of a technology for
molecular electronics will allow phenomena like the quantum Zeno effect or the Aharonov–Bohm effect,
currently studied on a length scale that requires the use of macroscopic quantum states, to be studied on
a length scale (the molecular one) where they are expected to occur spontaneously.
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Abstract
This chapter will start with a brief review of nanoelectronic challenges while focusing on the reliability
challenge. One of the most recent call-to-arms [1] raises two fundamental questions: “what is the meaning
of reliability for systems that use nano or new technologies, and how do we interpret this meaning in practice?”
The chapter has a hands-on approach for implementing computations (logic). The reader will be walked
through a series of simple CMOS-based examples starting from the device (e.g., transistor) level and
moving up to the gate, the circuit, the block, and only pointing towards the system level. Reliable memory
design will not be dealt with in this chapter, as viable solutions (based on detection and errors correcting
codes, stand-by spare rows and columns, reconfiguration, etc.) have long been used in industry, and are
well known (the only question being how much will these be needed). The choice of CMOS for most of
the examples is due to the broad design base available, but the ideas presented here can be translated to
other nanotechnologies (as a few single electron technology set examples will show). The design approach
will constantly be geared towards enhancing reliability as much as possible at all the levels. Unexpectedly,
the final solution will not be a very power hungry one, but on the contrary, it will be quite low power for
one that incorporates so much redundancy (at all the levels). Possible explanations can be found in some

12-1



12-2 Nano and Molecular Electronics Handbook

neural computations (and communications) articles, suggesting that unreliable “devices” (i.e., neurons
and synapses) can lead to reliable computations (and communications) by cleverly combining redun-
dancy and encoding, while simultaneously minimizing energy. The main conclusions of this chapter are
that:

� Reliable designs should not be weighted with respect to their redundancy factors (as commonly
done in the literature), but with respect to power, energy, and/or area (as it is customary in the
VLSI community).� Reliable designs for implementing computations using spatial redundancy are possible, and can
even be low power. [Remark: For memory and communications, error detection and correction
codes—maybe in combination with novel data encoding techniques—will most certainly prevail.]� Defects and faults manifest themselves in different ways, one of them being by increasing currents
(i.e., also power and heat). Hence adaptive local detection at reasonably low-levels could be de-
signed based on current sensors (built-in IDD testing), which could automatically trigger reconfigu-
ration at the higher levels (when a predefined threshold current is exceeded), leading to self-healing
systems.� A lot of effort has to be invested for the development of EDA tools for quickly and precisely
estimating the overall reliability at the system level, and for their integration with the EDA tools
currently used for estimating area, delay and power. This aspect was also very strongly vouched for
at the IEEE/ACM International Conference on Computer-Aided Design [2] where chip designers
spoke of their difficulties in coping with reliability, power, clocking, statistical timing, verification
and analog/mixed signal design, mentioning that “there are a number of major holes in the IC
design flow, and more research and development are urgently needed to fill them” and that “design-
for-reliability needs help.”

12.1 Introduction

12.1.1 Challenges Due to Scaling

CMOS scaling has been the mean by which the semiconductor industry has achieved its historically
unprecedented gains in productivity and performance quantified by Moore’s Law [3]. Scaling CMOS
technology to the next generation (“a mad descent into the infinitesimal”) has always increased transistor
densities, improved performance, and reduced power consumption. The most recent International Tech-
nology Roadmap for Semiconductors (ITRS) report [4] predicts that the semiconductor industry will still
continue its success in downscaling CMOS for a few more generations. It also predicts that the scaling
of CMOS devices and process technology, as it is known today, will become very difficult as the industry
approaches the 16 nm technology node (which is only a few generations away). Scaling might continue
further, but it is expected that alternative nano-devices will start to be integrated with CMOS onto a silicon
platform. The alternative nano-devices can be classified into solid-state (e.g., rapid single flux quanta, 1D-
structures like nanowires and carbon nano tubes, resonant tunneling devices, SET, ferromagnetic devices,
spin devices, etc.) and molecular ones. However, there are many fundamental and technical challenges that
must be resolved to continue the scaling CMOS technologies deep into the nanometer regime [5]–[12].
The three greatest challenges are: power and heat dissipation, reliability, and the overall complexity (of
fabrication, design, test, etc.) [13], [14]. Other great challenges include: connectivity and communication,
verification, as well as logic encoding and hybrid integration (see [13]–[16]). The most difficult aspect is
that all of these challenges are intricately (but hopefully not intractably) intertwined.

Power dissipation (and the associated heat) is strongly affected by the increasing leakage currents. With
the advent of the sub-100 nm CMOS technology (i.e., the “nanoera”), leakage currents have reached a level
that cannot be ignored anymore. Leakage will continue to increase the static power dissipation exponentially
(about 5× at each generation at 30◦C), till new high-k dielectrics and/or multi-gate transistors will become
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mainstream. These are expected to reduce leakage currents down to less than 10% (multi-gate transistors),
and even down to 1% (new high-k dielectrics). Nevertheless, with forecasted 1012 devices per chip [17],
[18] (for comparison the human body has roughly 1013 cells, while the Brain has about 1012 neurons),
even SET—which is obviously advocated as an ultra-low power technology—is going to become power
constrained [4], [19].

With device geometries scaling below the 65 nm range, the available reliability margins are drasti-
cally being reduced [13]–[16], [20]. As a result, the reliability community will be forced to thoroughly
investigate what exactly is determining these margins, and how we can change our reliability assessment
methodology to gain new reliability space for the most advanced technologies [1], [4], [14–17]. From
the chip designers’ perspective, reliability manifests itself more and more as time-dependent uncertainties
in electrical parameters. In the sub-65 nm era, these device-level parametric uncertainties will be too
high to handle with prevailing worst-case design techniques—without incurring significant penalty in
terms of area, delay, power, and energy. Additionally, with continued scaling, the copper (Cu) resistivity
is starting to increase sharply due to interfacial and grain boundary scattering, while the introduction
date for newer ultra low-k dielectrics has been slower than ITRS predictions. Besides the performance
issues associated with interconnect scaling, several interconnect-related reliability issues are very trouble-
some (electromigration, stress migration, and heating), while, equally important, others are increasing
with scaling (poor pattern definition, line-edge roughness, nano-scale corrosion, low-k dielectric cracks,
post-chemical-mechanical polishing residues, etc.). The global picture is that the reliability issue looks like
one of the greatest threats to the design of future integrated computing systems. For emerging nano-devices
and their associated interconnects [21]–[23], the expected higher probabilities of failures, as well as the
higher sensitivities to noise and variations, could make future chips prohibitively unreliable. The result is
that the current IC design approach based on the conventional zero-defect foundation might simply not
work. Therefore, fault- and defect-tolerance techniques that allow the system to recover from manufac-
turing and operational errors will have to be considered from the very early design phases.

Finally, complexity will certainly be the name-of-the-game for nanoelectronics. Miniaturization will
increase the device density, which will subsequently increase the complexity of every aspect related to the
design and manufacturing of future chips. Future EDA tools will have to consider quantum behaviors
[24], while currently the modeling complexity of a multilevel interconnect network in a Gigascle chip is of
the order of 1017 coupling inductances and capacitances throughout a nine-to-ten-level metal stack [11].
These will aggravate many other problems, like testing and verification [25], as well as integration and
packaging [11], [17].

It is important to highlight here once again that all the challenges enumerated above are strongly and
intimately entangled. On one hand, increasing the design complexity will increase the power and heat
dissipation and also reduce the reliability margins. On the other hand, adding more devices (e.g., spatial
redundancy) for improving the design’s reliability will also increase the connectivity, and lead to extra
power and heat. Furthermore, the increasing design complexity will also exacerbate connectivity both as
the total number of wires as well as the overall length of these wires, and so on.

12.1.2 The Reliability Challenge

The reasons chip reliability is becoming the major hurdle are on the one hand due to the continuous
increase in internal electrical fields and current densities, and on the other hand due to the introduction
of new materials and devices with unknown reliability behavior—let alone the increase in the number of
devices and interconnects. Another reason for the increased importance of reliability is that, in spite of
these scaling trends, the market has continuously been demanding higher reliability levels. In the past,
the technological reliability margins have always been sufficiently high, and have been guaranteed at the
technology level (e.g., based on accelerated stress tests). Currently, the semiconductor industry approach
is to extensively test the fabricated circuits and abandon those not operating correctly. Still, in 1994 Intel
had to start the first ever chip recall campaign that cost US$ 475 millions when it was discovered that the
Pentium processor generated slightly incorrect results for some floating-point operations. In the future,
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larger number of devices will be deployed in many applications and embedded systems, and reliability
could turn out to be a showstopper for economically viable technology scaling: the cost to perform a similar
recall—especially in the realm of failure-sensitive and energy-conscious real-time embedded systems—will
be exponentially larger. Thus, there is very high pressure to make sure that future nanoelectronic systems
will be functioning correctly over their expected lifetime—even if not free of faults and defects!

There is also an increasing concern that the massive scaling of the CMOS devices deep into the
nanometer regime will introduce extreme static and dynamic parameter fluctuations at material, device,
and circuit levels [8], [10], [17], [26]. Extreme parameter variations are a major barrier to achieving reli-
able and predictable system implementations [27]. At the material level, one of the potentially significant
sources of fluctuation is the randomness in the exact location of doping atoms [8], [26]. Although the
average concentration of doping is well controlled by ion implantation and annealing processes, it was
shown in [17] that the standard deviation of the number of doping atoms per device could increase without
bound as the doping volume decreases. This will lead to a device-to-device fluctuation in key device para-
meters, including the threshold voltage (Vth), as device dimensions scale down. The probability of failure
of a CMOS inverter due to such fluctuations of Vth [15] can be calculated as pINV = exp[−2VDD/σ (Vth)]
(mentioned as early as 1980 by Mead and Conway [28]) where σ (Vth) is the variance of Vth, and VDD is
the supply voltage. As a result, some devices will not perform correctly. Fluctuations in manufacturing
tolerances, on top of temperature variations and VDD changes at the circuit level, will prevent circuit per-
formances from reaching those defined by nominal physical limits. Typical increases in propagation delay
and power dissipation due to such fluctuations are expected to be in the 30% to 50% above nominal for
the 45 nm generation CMOS logic circuits [17].

Additionally, soft errors will occur for example when the radioactive atoms in the chip’s material decay
and release alpha particles that contain positive charges and kinetic energy. Similar effects are due to
electromagnetic interference or electrostatic discharge. Since capacitance and voltages will decrease in
future technologies to tiny fractions of what they are today, very small charges will be needed to flip a
bit in memory, the output of a gate, or the value on a wire. Although such an event is highly unlikely
per single device, soft errors are becoming a major reliability concern for future systems based on nano-
devices [29]−[33], due to the expected massive number of devices the system will have. For instance, a
future design having one Terabyte of memory and a probability of soft error per single bit of one per
million years, will experience a soft error about every 3.94 seconds. Typically, data in memory is protected
using error-correcting codes (on top of stand-by spare rows and columns, and off-line reconfiguration),
or might be even self-testable [34], while fresh research results can be found in [35]. However, mecha-
nisms to protect latches and flip-flops (that store state) and random logic have only recently started to
appear [30]−[33].

According to classical scaling theory, the gate insulator thickness must shrink with the other transistor
dimensions in order for the newly scaled transistor to function similarly as its predecessor. Shrinking the
gate insulator thickness increases the gate leakage current and the power consumption exponentially. At
the same time, there is an increasing concern about the ability of the very thin layer of insulation material
to maintain its insulating properties while subjected to high electric fields and high temperatures for many
years. The current flowing through the gate oxide causes reliability problems by leading to long-term
parameter shifts and eventually to oxide breakdown. Frank et al. argue in [8] that a range of different
device designs (for different applications), utilizing a range of gate insulator thicknesses could alleviate
the problem (but these will not simplify the fabrication process), while ITRS predicts the use of high-k
dielectrics starting from the 45 nm node [4].

Interconnect scaling raises another reliability concern for future nano-devices. In [11], Davis et al. men-
tioned that the miniaturization of interconnects, unlike transistors, does not enhance their performance
(see also [36]). Interconnect scaling will significantly affect the circuit reliability due to increased crosstalk
and latency. Reliability will be also negatively affected by the electrical, thermal, and mechanical stresses in
a multilevel wire stack. Sakurai was among the very first to conclude in 2000 that the interconnects—rather
than transistors—will be the major factor in determining the cost, delay, power, reliability and turn-around
time of the future semiconductor industry [7].
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Besides electrical and thermal stresses, as well as structural uncertainties (e.g., line edge roughness
and oxide thickness), the introduction of new materials could sharply decrease reliability margins. Lack
of thorough understanding of degradation mechanisms and their interactions with new materials and
ultra-scaled structures demands much higher reliability margins to maintain confidence levels in reliability
projections, and “we are likely to see many no-fault-found failures” [1]. These conflicting trends are rendering
technologists unable to meet—as per prevailing reliability assessment methodology—failure rate targets
and impose the delegation of reliability qualification to designers, using EDA tools based on appropriate
reliability models.

Unfortunately, reliability problems for beyond CMOS technologies [37], [38] are expected to get even
worse, as device failure rates are predicted to be as high as 10% (e.g., background charge for SET [21])
going up to 30% (e.g., self-assembled DNA [22], [23]). Clearly, achieving 100% correctness at the system
level using such devices (and their associated interconnects) will be not only outrageously expensive, but
might be plainly impossible! Therefore, relaxing the requirement of 100% correctness for devices (and
interconnects) might significantly reduce the costs of manufacturing, verification, and test [25]. Still, this
will lead to more transient and permanent failures, and most (if not all) of these failures will have to be
compensated by architectural/design level techniques [13]–[16], [39]–[44].

Previously fault-tolerance has been an issue only for high profile high-cost designs, but it looks like
it will be here to stay, i.e., it will become part of any future design [14], [16], [42], [45]–[47]. From
the system design perspective errors fall into one of the following three classes: permanent (also called
defects), intermittent, and transient [20]. The origins of these errors can be found in the manufacturing
process (spot defects, bridging faults, metal silvers, cracks, lithography and process variations, edge and
striation effects), the physical changes appearing during operation (electromigration and self-heating—
amplified by the existence of mousebites or hillocks—soft breakdown, temperature effects, hot carriers,
relative mismatch), internal (crosstalk noise, antenna effects, skin effects, hot spots, IR drops, ground
bounce, timing inaccuracies), and external noise (radiation, electromagnetic interference, electrostatic
discharge). The oldest and most commonly used model is the stuck-at fault model. It is not clear if
emerging technologies will not require new fault models [43], [46], or if multiple errors might have to be
dealt with [32]. In fact Kuo mentions in [1] that “we are unsure as to whether much of the knowledge that
is based on past technologies is still valid for reliability analysis.”

The well-known approach for developing fault-tolerant architectures in the face of uncertainties (both
permanent and transient faults) is to incorporate redundancy [48]–[50]. Redundancy can be either static (in
space, time, or information) or dynamic (requiring fault detection, location, containment, and recovery).
Space (hardware) redundancy relies on voters (e.g., generic, inexact, mid-value, median, weighted average,
analog, hybrid, etc.) and includes among others the well-known: modular redundancy, cascaded modular
redundancy, and multiplexing (including von Neumann multiplexing [48], enhanced von Neuman mul-
tiplexing [42], [51], [52], and parallel restitution [53]). Time redundancy is trading space for time (e.g.,
alternating logic, recomputing with shifted operands, recomputing with swapped operands, etc.), while
information redundancy is based on error detection and error correction codes. Hybrid approaches are also
known, e.g., time-shared triple modular redundancy, recomputing with triplication with voting, hardware
partitioning in time redundancy, recomputing with partitioning and voting, quadruple time redundancy,
and many fresh ones [54]–[59]. For dynamic fault tolerance one should rely on periodic tests, self-checking
circuits, and watchdog timers. Examples of fault detection include: duplication with comparison, recom-
puting with duplication with comparison, error detection codes, checkers, and so on. The fault recovery
relies either on repeating calculation(s) based on an automatic ‘repeat request’, or on the use of extra
spare modules and reconfiguration. Examples here include: hot and cold spares, standby spares, reconfig-
urable duplication, self-purging systems, shift-out modular redundancy, triple-duplex architectures, and
reconfigurable arrays [39].

Many of the reliability-enhanced schemes enumerated above can be implemented at different levels:
device, gate, circuit, block, and system. All of them have in common that improved reliability is traded
off for increased area and higher connectivity, normally leading to higher power consumptions, and/or
slower computations [60]. As an early example for nanoelectronics, Roychowdhury et al. [61] showed that
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a Quantum-dot Cellular Automata (QCA) circuit implemented with a redundancy factor R = 16 (i.e., the
number of replicated identical copies) will be able to perform correctly even if 15% of the devices failed.
However, very serious manufacturing concerns were raised later [62]. That is why it was strongly argued
that, since manufacturing processes will not be able to produce perfect devices at a sustainable cost, future
designs will have to be defect- and fault-tolerant, reconfigurable, functioning despite imperfections, and
able to diagnose and repair failures dynamically (from the very early [63], followed recently by [64], [43],
[42], and currently by many-many more). Any architecture that will disregard the fact that the underneath
devices and interconnects are unreliable is anticipated to be impractical.

Still, implementing effective defect- and fault-tolerant architectures intimately depends on the existence
of accurate fault models, and both device and gate levels modes have been left behind. Currently there are
no models that can be used to precisely estimate the manufacturing defects and transient error rates of
(future) nano-devices [39], [43], [64]. In 2003, Fortes even mentioned that existing fault modes need to be
reevaluated and maybe new ones will have to be devised [45] (see also [1], [47]). However, it is possible to
make estimates of the amount of redundancy that is required to ensure reliable system operation, given gate
failure probabilities. Recently, even the assumption of how effective such an approach is was challenged
[65]–[67], by showing that approximating the probabilities of failure of the gates by a (bounding) constant
introduces non-negligible errors. It is only very recently that we were able to find the explanation for this
unexpected behavior [68]. Innovative EDA tools, which incorporate the newly developed fault models for
different nano-devices, have to be developed [1], [43], [69]. In addition to power consumption and delay,
future EDA tools should be able to estimate—reasonably quickly and precisely—the reliability of circuits
and architectures starting from the device levels. Using such EDA tools will allow the designers to evaluate
the effectiveness of different defect- and fault-tolerant nano-architectures and select the most suitable one
for the application at hand.

Till now, VLSI designers did not have to care about reliability, which was characterized at the technology
level (i.e., it was considered to be the job of the technology/process engineer). In the future only material
and device engineering together with logic design will not suffice anymore for tackling reliability, which
will become a key design concern at all levels. No ‘silver bullet’ will be able to cope with all the types of
(new) faults in nanoscale circuits and systems, and the blending of several techniques will certainly be
needed. Boosting reliability will require a cooperative approach, where high-level techniques will rely upon
lower levels’ support.

In the following, we shall walk the reader through a series of examples starting from the device level and
going towards the system level by trying to emphasize the synergy between the design and the technology
levels and qualitatively and quantitatively analyzing the benefits such an approach will bring.

12.2 Reliability Simulation Tools

Trying to determine the reliability of a large (i.e., complex) logic circuit through simulations would allow not
only verifying the many theoretical results [48]–[53], [70]–[85], but will also help in the design/selection
of better/optimal nano-architectures. The methods used for simulating stochastic systems can be divided
into experimental and numerical. In the case of experimental methods, the analysis is performed implicitly
by observing the results obtained from many experiment runs. The most popular experimental method
is Monte Carlo simulation, which reproduces the behavior of the system. For doing this, Monte Carlo
relies on random number generators that sample the random activities of the system being analyzed. Once
the model is built, the computer performs as many sample runs from the model as necessary to draw
meaningful conclusions about the model’s behavior. It follows that the Monte Carlo analysis is conducted
indirectly, based on the observation of many sample runs. The biggest advantages of Monte Carlo are
its intuitiveness and its ability of simulating models for which deterministic solutions are intractable.
The Monte Carlo method is widespread in the VLSI community. It will have to be used in the future
for thoroughly analyzing the behavior of (novel) devices, gates, and small sub-circuits. Being (very) time
consuming its use appears to be limited, but the reliability results obtained should be collected and used at
the higher design/circuit levels (e.g., as parameters in future libraries of gates). Different implementations
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of the same gate will have different reliabilities, hence could be used for optimizing circuit reliability in a
similar way multiple Vth designs are used for reducing power consumption.

Numerical methods are designed for analyzing stochastic models without incorporating the random
behavior. The simulation results that they deliver are the same for the same model parameters. These
methods work by describing the flow of probabilities within the system—usually using differential equa-
tions and numerical methods for solving them. Markov chains can be used for describing and analyzing
models that contain exclusively exponentially distributed state changes. Depending on the character of
the time domain, there are discrete-time Markov chains (DTMCs) and continuous-time Markov chains
(CTMCs). In the following we shall provide a brief review of some of the numerical tools and tech-
niques with emphasis on those that have been developed lately. The interested reader can find many earlier
results including: REL70, RELCOMP, CARE, CARSRA, CAST, CARE-III, ARIES-82, SAVE, MARK, HARP,
SHARPE, GRAMP, SURF, SURE, SUPER, ASSIST, SPADE, METASAN, METFAC, ARM, and SUPER, in
the excellent review of Johnson and Malek [86]. These were followed by ASSURE, CAREL, SIDECAR, and
MEASURE+.

The Hybrid Automated Reliability Predictor (HARP) tool was pioneered in 1981 at Duke (www.ee.duke.
edu/∼kst/software packages.html) and Clemson University. HARP uses a fault-tree analysis technique for
describing the failure behavior of complex systems. Fault tree diagrams are logical block diagrams that
display the state of a system in terms of its components. The basic elements of the fault tree are usually
failures of different components of one system. The combination of these failures determines the failure
of the system as a whole. Further developments have led to Symbolic Hierarchical Automated Reliability
and Performance Evaluator (SHARPE) [87] (Duke University) and Monte Carlo Integrated HARP (MCI-
HARP) [88] (developed at Northeastern University).

In the early 90s a few other tools providing numerical analyses have been developed: TimeNET at
the Technical University of Berlin (pdv.cs.tu-berlin.de/∼timenet/), UltraSUN (and later Möbius) at the
University of Illinois at Urbana-Champaign (www.mobius.uiuc.edu/index.html), and SMART at the Uni-
versity of California at Riverside (www.cs.ucr.edu/∼ciardo/SMART/). These were followed in the mid-90s
by Dynamic Innovative Fault Tree (DIFTree) [89], and Galileo [90] (www.cs.virginia.edu/∼ftree/), both
from the University of Virginia. Galileo extended the earlier work on HARP, MCI-HARP and DIFTree
using a combination of binary decision diagrams (BDD) and Markov methods.

In 1999 a team from the University of Birmingham introduced the Probabilistic Symbolic Model Checker
(PRISM) [91], [92] (www.cs.bham.ac.uk/∼dxp/prism/). PRISM relies on a probabilistic model checking
for determining if a given probabilistic system satisfies given probabilistic specifications. The circuit is
described as a state transition system with probabilities attached to each of the transitions. It applies
algorithmic techniques to analyze the state space and calculate performance measures associated to the
probabilistic model. PRISM supports the analysis of three types of probabilistic models: DTMCs, CTMCs,
and Markov decision processes (MDPs).

The proxel based method was introduced in 2002 [93] as an alternative to simulating discrete stochastic
models. For want of a better phrase, and borrowing from pixel, proxel is the abbreviation for probability
element. It describes every probabilistic configuration of the model in a minimal and complete way. Each
proxel carries enough information for generating its successor proxels, i.e., for determining probabilistically
how the model will behave [94]. This transforms a non-Markovian model into a Markovian one. The
approach analyzes models in a deterministic manner, avoiding the typical Monte Carlo problems (e.g.,
finding good-quality pseudo-random-number generators) and partial differential equations (difficult to
set-up and solve). The underlying stochastic process is a DTMC, which is constructed on-the-fly by
inspecting all the possible behaviors of the model.

The probabilistic transfer matrices (PTMs) framework was first presented in 2003 [95], but the underlying
concept can be traced back to the 60’s [96]. The PTMs can be used to evaluate the circuit overall reliability by
combining the PTMs of elementary gates or sub-circuits [97], [98]. It performs simultaneous computation
over all possible input combinations, and calculates the exact probabilities of errors. Another advantage
(beside accuracy) is that it is trivial to have different probabilities of failures for different gates (see
e.g. [66]). PTM however has a major memory bottleneck: for a circuit with n inputs and m outputs, the
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straightforward PTM representation requires O(2n+m) memory space. This limits the size of the circuits that
can be simulated to about 16 I/O signals. The use of the algebraic decision diagrams compression method
can reduce the memory requirements, and circuits with about 40 I/O signals have been evaluated [97].

Probabilistic gate models (PGM) [99], [100] is another analytical approach for estimating reliabilities of
circuits. This method can be used for any type of gate and fault models. A circuit is divided into many
smaller modules (i.e., gates), and I/O signals are assumed to be statistically independent (uncorrelated).
The overall reliability for a circuit is obtained by multiplying the individual reliabilities for each output. In
a circuit that includes fan-outs, signals are correlated, hence, in general PGMs lead to approximate results,
which are traded off for PGM’s higher speeds and reduced computational resources.

Recent work has also been done in modeling signal dependencies using Bayesian Networks (BNs)
[101]–[103]. The relation between circuit signals and Markov random fields was presented in the context
of probabilistic computations. The conditional probability of output(s) given input signals determines
how errors are propagated through a circuit. Using this theoretical model, it is possible to estimate the
probability of output error given the gate errors. Kuo, the Editor-in-Chief of the IEEE Transactions on
Reliability, mentions in his opening article from December 2006 [1] that “we predict that the Bayesian
approach will be even more frequently utilized in the nano era as product life cycles based on new technologies
become even shorter, and it is becoming impossible to obtain sufficient data before a new product requires
reliability assessment.”

These sustained efforts over almost four decades have led to only a few commercial products:

� Galileo from Exelix (www.exelix.com), which was already mentioned;� Predict from ReliaSoft (www.reliasoft.com/predict /index.htm);� ProTesT from Doble (www.doble.com/products/protest.html); and� the products from Reliass (www.reliability-safety-software.com/), including PRISM® (which is
completely different from the PRISM developed at the University of Birmingham and mentioned
above).

12.3 More Reliable Gates

The design of more reliable gates has been of high interest when vacuum tubes were the elementary
devices [16], [48]–[50]. By that time, threshold logic (including majority and ternary logic) was an active
topic of research, even used in building some of the early computers. During 1957 and 1958, Rosenblatt
together with Charles Wightman and others constructed the Mark I Perceptron having 512 adjustable
weights [104]. Shortly afterwards, Bernard Widrow together with his students developed the ADALINE
(ADAptive LINear Element) [105]. The next threshold logic computer was DONUT [106], followed later
by Setun [107], [108]. Due to the low reliability of vacuum tubes, fast elements on miniature ferrite cores
and semiconductor diodes were designed for implementing ternary logic. Brousentsov stated in [107]
that: “Ternary threshold logic gates, as compared with the binary ones, provide more speed and reliability, and
required less equipment and power. These were the reasons to design a ternary computer.”

With the advent of MOS and CMOS integrated circuits, such topics were quickly forgotten. Still, radi-
ation hardened [109] has been constantly in demand for special applications. Some of the designs that we
shall present in this sub-chapter belong to the so-called rad-hard by design class, while other CMOS designs
specifically targeting ultra deep sub-micron technologies are only now starting to appear. Such designs can
be classified into either layout-level (i.e., based on modifying the layout) or switch-level (i.e., based on modi-
fying the circuit at the transistor level) techniques, while hybrid and even adaptive techniques are emerging.

Most circuit designers have used the switch-level approach. A CMOS fault tolerant architecture based
on encoding the circuit outputs with Berger codes (error correcting codes) requires the introduction of
additional networks to provide tolerance to single stuck-on faults, as well as to a number of multiple
faults, while also reducing unidirectional faults [110]. Another approach is quadruplication applied to
combinatorial CMOS gates, both at the net (the p-stack and the n-stack are quadruplicated separately)
and at the transistor level (every transistor is quadruplicated preserving the interconnection topology of
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FIGURE 12.1 Radiation hardened by design: (a) differential fault-tolerant architecture at the CMOS level [112];
(b) soft error suppression technique for domino logic [113] using isolation device and dual keeper; (c) single event
upset hardened inverter in silicon-on-insulator [114]; (d) classical output-wired-inverter solution [117] for a hardened
majority voter [114].

the net) [111]. An alternate switch-level solution can be seen in Figure 12.1 (a). It duplicates the n-stack and
the p-stack and adds cross-coupled transistors, achieving fault tolerance with almost no speed degradation
[112]. A low-power soft error suppression technique for dynamic logic can be seen in Figure 12.1 (b). It
adds pass transistor device(s) as isolation and weak keeper(s) to standard domino logic [113]. Optimizing
the size of the keeper (layout-level) can also help. As can be seen from these few examples, the solutions
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developed are quite involved. Under switch-level redundancy, we could also include active biasing and
isolated well transistors [114] (see Figure 12.1 (c)). These prevent transients (in combinational logic) from
reaching the output node. Such approaches complement noise-immune designs, like e.g., those detailed
in [115], [116], and can be combined with hardwired voting (see Figure 12.1 (d)), e.g., based on the old
output-wired-inverters idea [117].

In parallel, the analysis of the failure mechanisms of integrated circuits, has led to defining layout rules
enabling to improve the testability of circuits [118]. Later layout-level design for testability rules were
used for avoiding some hard to detect faults or even undetectable faults [119]. Such layout rules include:
redundancy of contacts, ring-shaped or close loop conductive layers, and duplication of interconnections
and I/O conductive paths. These avoid some open faults, or reduce their appearance probabilities. Another
recently advocated layout technique—borrowing from analog designs—is high matching (Figure 12.2 (a)).
This has been used in a combined switch- and layout-level approach for enhancing the noise immunity
of threshold logic gates [116]. Having their roots in hardwired voting [117], hybrid solutions (bridging
the switch- and layout-level) have been detailed for CMOS [120] (see Figure 12.2 (b)), as well as for SET
[69], [52] (Figure 12.2 (c)), and for nano-PLA nano-circuits [121], [122] (Figure 12.2 (d)). These rely on
built-in transistor-level redundancy, with redundant signals added on top, and can be combined at higher
levels with system-level voting and/or with error correcting codes.
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FIGURE 12.2 Built-in redundancy at the device level: (a) high matching techniques (used in analog designs) applied
to digital circuits [116]; (b) an extension of the output-wired (inverter) principle [120]; (c) the high matching technique
applied to SET circuits [69], [52]; (d) PLA style circuit (NASIC circuit [121], [122]).
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FIGURE 12.3 Radiation tolerant latches: (a) single event resistant latch structure [123] based on asynchronous
sequential circuits; (b) soft error rate tolerant latch [124] utilizing local redundancy (see [125])—i.e., similar to the
designs presented in Figure 12.2.

All these solutions are for logic gates, but original designs have been detailed for latches too. One of them
is based on an asynchronous design [123] (Figure 12.3 (a)), while another hardened feedback topology,
which does not incur speed penalties, is presented in Figure 12.3 (b) [124], [125].

Among the few other robust circuit and system design methodologies specifically intended for nanometer-
scale devices we can mention the use of threshold logic gates for evaluating an analog average [126], [127],
while [128] advocates for real time reconfigurable threshold logic gates (see also [129]). Finally, process
variation compensation techniques should also be mentioned. They range from trying to optimally adjust
the strength of the keepers (for domino logic gates) based on an on-die leakage current sensors [130], to
the use of active body bias and transient noise attenuation via voltage division [56].

All these solutions are highly innovative, but there is a clear need for comparing such non-standard
designs. Only a few preliminary results based on detailed Monte Carlo simulations for CMOS have started
to be reported (e.g., [131]), while there are almost none for beyond CMOS nanotechnologies (for SET see
[69], as well as [65] and [67]).

We conclude this sub-chapter by mentioning that a growing number of publications are dealing with
such problems. This is encouraging, while there is a tendency to move too quickly to higher levels [29],
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[32], [56]–[58], [132]. This should be done at a slower pace, as the expectation is that the highest reliability
rewards will be at the lowest level, so we should first of all take advantage of all the ‘low lying fruits’. These
imply that many versions of the same gate, having different reliability performances, should be designed
and tested. These will be equivalent to multiple Vth designs of the same gate, which have long been used
in the bid for low power. Future EDA tools should use such (libraries of) gates for optimizing circuits’
reliability—in the same way current EDA tools are using multiple Vth, and multiple VDD, for optimizing
power consumption. This means that future EDA tools will have to optimize in four dimensions: timing,
area, power, and reliability.

12.4 Reliable Full Adders

12.4.1 Full Adder Cells

Addition is by far the most common arithmetic operation in a wide variety of applications including
digital signal processors (DSPs), microprocessors, microcontrollers, and memories [133], [134]. Adders
are crucial in arithmetic logic units (ALUs), floating-point units (FPUs), and for cache or memory address
calculations. They are also easy to compare and benchmark due to the wealth of results already published.

A full-adder (FA) is a basic Boolean logic circuit that takes three binary inputs: A, B , and Cin, and
provides two binary outputs: the Sum bit (S) and the Carry-out bit (Cout). The 2-bit binary number (Cout ,
S) is the binary representation of the arithmetic sum of the three inputs bits. The Boolean logic equations
are as follows:

S = A ⊕ B ⊕ Cin = (A ⊕ B) ⊕ Cin (12.1)

Cout = A · B + A · Cin + B · Cin = MAJ (A, B , C) (12.2)

or

Cout = A · B + Cin · (A ⊕ B) (12.3)

The increasing demand for mobile electronic devices such as cellular phones, PDA’s, and portable
computers has raised the demand for power efficient VLSI circuits. The FA cells usually lie in a critical path
that determine the system overall performance. Therefore, designing a new FA cell that is both faster and
more power efficient than a standard FA cell was the driving force behind many research papers during
the last decade [135]–[145]. However, all of these FA designs assumed that the circuits are implemented
using reliable gates. Therefore, reliability was not considered as one of the FAs’ optimization criteria. It is
only very recently that reliability has started receiving revived attention in the nanotechnology community
[20], [30], [146], [147].

In this sub-chapter we will use the PTM technique (mentioned in subchapter 12.2) to numerically
evaluate the reliability of four different FA implementations. We shall also try to link such PTM gate-level
simulations with device-level estimates. For each FA a reliability model is constructed. These models are
then used to study the effect of the gates (and devices) malfunctions on the reliability of each FA. The first
FA implementation uses seven NAND-2 gates and five inverters (used as a PGM example in [99]), and
will be called NAND-FA (Figure 12.4 (a)). The second implementation uses three NAND-2 gates and two
Exclusive-OR (XOR) gates and will be called XOR-FA (Figure 12.4 (b)). This FA is the normal implemen-
tation when using direct synthesis (see e.g. [144]). The third implementation uses five majority (MAJ-3)
gates and three inverters and will be called MAJ-FA (Figure 12.4 (c)). This solution was advocated by
early QCA designs [148]. The fourth implementation uses three minority (MIN-3) gates and two inverters
and will be called MIN-FA (Figure 12.4 (d)). Solutions having only three MAJ (and/or MIN) gates have
been advocated as the simplest ones in the threshold logic community since 1961 [149]. This solution has
been adopted later by many SET designs [150]–[152], as well as by recent QCA designs [153], while some
authors do not seem to be aware of the very early threshold logic results (for reviews about threshold logic
see [154], [155]).
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12.4.2 Probability Transfer Matrix Calculations

In an error-free operation, the function of a combinational logic circuit or gate can be represented by a truth
table, which shows how a logic circuit’s output responds to various combinations of the inputs, using logic
‘1’ for true and logic ‘0’ for false. For example, the truth table for a NAND-2 (NAND gate of fan-in = 2) maps
the input value ‘01’ to the output value ‘1’. However, in the presence of (transient) faults or (manufacturing)
defects this input may (occasionally) lead to a ‘0’ at the output. If how often this is likely to happen is known,
the gate behavior can be modeled using PTM. In this model, column indices represent input values, and row
indices represent output values, while matrix elements capture the transition probabilities. For instance,
consider the PTM for a standard NAND-2 gate with a probability of failure of pNAND−2. The PTM elements
corresponding to the input value ‘01’ are pNAND−2 and 1 – pNAND−2 for output ‘0’ and ‘1’ respectively.

Patel et al. in [95] showed that the PTM concept is not restricted to gates. It can also be used to model
the functionality of (unreliable) circuits. In general, the cell aij in the truth table/matrix represents the
probability that the i th output value is observed when the j th input value is given to the circuit. In order to
calculate the circuit PTM, it is assumed that gate errors occur independently (i.e., uncorrelated) and the
PTM of each gate in the circuit is already known. The PTM of a larger circuit is constructed by combining
the PTMs of the individual gates into sub-circuits’ PTMs. The sub-circuits’ PTMs are then combined to
generate the circuit’s PTM. Gates and sub-circuits are connected using wires. Wires can be treated either
as a special class of gates, or—if they make no errors—as Ideal Transfer Matrixes (ITMs), i.e., they are
equivalent to ideal gates.

Gates and sub-circuits are combined using the following three rules:

1. If two gates (or sub-circuits) with PTM1 and PTM2 are connected in series, then their combined
PTM is the product of the individual gates (or sub-circuits) PTMs:

PTM12 = PTM1 × PTM2. (12.4)

2. If two gates (or sub-circuits) are connected in parallel, then their combined PTM is the tensor
product of the individual gates (or sub-circuits) PTMs:

PTM12 = PTM1 ⊗ PTM2. (12.5)

3. If two gates (or sub-circuits) are connected with fan-out (an output of one gate/sub-circuit is
connected to more than one input of the following gates/sub-circuits), the combined PTM is
constructed by calculating the tensor product of the two gates/sub-circuits and eliminating all the
columns that have different values for the fan-out inputs.

To construct the PTM associated with each FA, the FAs were divided into several serially connected
stages/sub-circuits (see Figure 12.4). The above second and third combinations rules were used to construct
the PTM associated with each stage. The PTMs were then combined together using the first combination
rule.

Stages are classified into either a computing stage or a connecting stage. A connecting stage contains only
a group of connecting wires (or simply connections). Connecting stages are preparing the inputs for the
following computing stages. Connecting stages can be used to augment the number of connections using
the fan-out rule #3. For example, the connecting stage S1 of the NAND-FA (see Figure 12.4 (a)) uses the
fan-out rule to increase the number of wires form three (input wires) to five (output wires). [Remark: The
wires for each stage are always counted from top to bottom.] A connecting stage can also be used to swap
any two wires (when required) using a wire swap matrix (e.g., like the ones shown in Figure 12.5). For
example, the 2-wire swap matrix is used to swap wires number 2 and 3 as well as wires number 7 and 8
in stage S7 of the MAJ-FA (see Figure 12.4 (c)). At the same time, the 3-wire swap matrix is used to swap
wires number 4 and 6 (over wire number 5) in the same S7 stage of the MAJ-FA (Figure 12.4 (c)).

Unlike a connecting stage, a computing stage must contain at least one gate. A computing stage may also
contain a group of connecting wires (e.g., S2, S4, S5, and S7 of the MIN-FA in Figure 12.4 (d)). The MAJ-
FA (Figure 12.4 (c)) consists of four computing stages (S4, S9, S10, and S11) and seven connecting stages
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FIGURE 12.5 Wire swap matrices: (a) 2-wire swap matrix; (b) 3-wire swap matrix.

(S1, S2, S3, S5, S6, S7, and S8). The first three stages (S1, S2, and S3) are used to fan-out a copy of the three
input signals and prepare the connections for the computation of the Cout (in stage S4). The following
connecting stages S5 to S8 create three copies of the input signals and swap the wires to prepare the inputs
for the first computing stage of the sum calculation (S9). The summation of the three digits is performed
by the computing stages S9, S10, and S11.

After calculating the PTMs for each stage independently, these are combined for obtaining the overall
PTM. The probability of failure of each FA is then calculated as the average probability of failure for all
the input combinations. Since all the stages are serially connected, the overall PTM is constructed using
the first combination rule as follow:

PTMS1−2 = PTMS2 × PTMS1, (12.6)

PTMS1−3 = PTMS3 × PTMS1−2, . . . , (12.7)

PTMS1−n = PTMSn × PTMSn−1. = the product (PI) from i = 1 to n of PTM Sub si (12.8)

12.4.3 Full Adders Reliability Simulations

Numerical simulations have been conducted to assess the reliability of the four FAs. In the first experi-
ment, the probability of failure of each FA was measured against the probability of failure pGATE of the
elementary gates. For each elementary gate, the numerical simulations were performed assuming that only
a single type of gate is unreliable while all the other types of gates are ideal ( pGATE = 0). This was done
for estimating the influence of each type of gate on the FAs’ reliabilities.

In a second set of simulations, the reliability of each FA was estimated assuming that all the elementary
gates are unreliable with the same pGATE (as it is customary, see e.g., [40], [41], [46]–[53], [95]–[103]). Fig-
ure 12.6 presents all these simulation results. They point to the NAND-FA as the least reliable of the four FAs.
PNAND−FA goes almost up to 0.4 when pNAND−2 = pINV = 0.06 (Figure 12.6 (a)). For the same conditions
both PXOR−FA and PMAJ−FE are slightly below 0.25 (Figure 12.6 (b)), while PMIN−FA ≈0.225 (Figure 12.6 (d)).
The simulation results also show that the elementary gates influence the FAs’ reliabilities. For instance, using
ideal MAJ-3 gates ( pMAJ−3 = 0) and unreliable inverters ( pINV = 0.06) leads to PMAJ−FA = 0.09. However,
using unreliable MAJ-3 gates with pMAJ−3 = 0.06 and ideal inverters (pINV = 0) leads to quite a different
value, namely PMAJ−FA ≈0.19 (see Figure 12.6(c)). These results suggest that the MAJ-3 gates have a stronger
influence on the probability of failure of MAJ-FA than the inverters, hence one should try to enhance first the
reliability of the MAJ-3 gates. Furthermore, the simulation results show that the influence of the elementary
gates on the circuits’ reliabilities intimately depends on the circuit’s design. Although the MIN-FA and the
MAJ-FA have different number of inverters (2 and respectively 3) in their design, using unreliable inverters
pINV = 0.06 causes the two FAs to have the same probability of failure (PMAJ−FA = PMIN−FA = 0.09).
Since gates are implemented together using similar nano-devices, assuming that only one type of gate is
unreliable while (all) the others are ideal is unrealistic. However, this assumption has been used in the
previous experiments only for studying the effect of each different type of gate on the FAs’ reliability.
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FIGURE 12.6 Probability of failure of four full adders (FAs) versus those of their elementary gates: (a) NAND-FA;
(b) XOR-FA; (c) MAJ-FA; and (d) MIN-FA.

In a third series of experiments, the probability of failure of each FA was calculated assuming that the
gates have different probabilities of failures. The simulation results from these experiments (Figure 12.7
and Figure 12.8) can be used to determine the probability of failure of the FAs corresponding to any
combinations of pGATE values. For example, if the NAND-FA is implemented with unreliable gates where
pINV = 0.02 and pNAND−2 = 0.08, Figure 12.8 (a) shows that PNAND−FA = 0.4. These simulation results
can also be used to determine the maximum allowable pGATE for each type of gate in order to guarantee
a predefined allowable PFA. For instance, to implement a NAND-FA satisfying PNAND−FA ≤ 0.1, the
elementary gates cannot exceed pINV ≤ 0.035 and pNAND−2 ≤ 0.018 respectively (Figure 12.8 (a)). For
more simulation results see [156].
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FIGURE 12.6 (Continued).

As mentioned earlier, different types of gates are implemented using similar nano-devices. However,
different gates are built using different numbers of devices, not mentioning various logic styles and maybe
atypical materials. While a standard CMOS inverter is implemented using two transistors, the NAND-2
and the MAJ-3 gates are implemented in standard CMOS using 4 and respectively 6 transistors. In [146]
Forshaw et al. suggested an old and simple possible estimation of the probability of failure of a gate:

pGATE ≈ 1 − (1 − ε)n (12.9)

where ε denotes the probability of failure of a nano-device (e.g., CMOS transistor, SET junction, etc.), and
n is the number of devices per gate.
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FIGURE 12.7 3D views of the full adders’ (FAs) probabilities of failure versus those of their elementary gates: (a)
NAND-FA; (b) XOR-FA; (c) MAJ-FA; (d) MIN-FA.
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FIGURE 12.7 (Continued).
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FIGURE 12.8 Contour plots of the full adders’ (FAs) probabilities of failure versus those of their elementary gates:
(a) NAND-FA; (b) XOR-FA; (c) MAJ-FA; (d) MIN-FA.
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Figure 12.9 shows the PFA as a function of ε when the gates are implemented using standard CMOS
and pGATE is estimated using eq. (12.9). These simulation results reveal that NAND-FA is still the least
reliable FA from the ones considered, followed by XOR-FA. However, the difference amongst NAND-FA,
XOR-FA and MAJ-FA is reduced when ε is used to estimate PFA (compare Figure 12.9 with Figure 12.6).
The simulation results also show that the effect of the inverters’ malfunctions on the reliability of the FAs
(which use it) is reduced when pGATE is estimated using eq. (12.9). For instance, if pGATE = 0.04, the
MAJ-FA will fail with PMAJ−FA = 0.175 (Figure 12.6 (c)). However, using MAJ-3 gates with pMAJ−3 = 0.04
implies that ε ≈ 0.0068 (using eq. (12.9) for n = 6). Hence, pINV ≈ 0.0135 (using eq. (12.9) for n = 2)
and the PMAJ−FA reduces to about 0.15 (see Figure 12.9 (c)).

The PTM simulation results reported here show that different FAs have quite different reliabilities,
which should be considered (in addition to speed, area, and power consumption) when a FA design is
evaluated for implementation using (novel) nanoelectronic devices. The simulation results also show that
the reliability of a FA does not only depend on the number of gates it has, but also on the way these gates are
implemented and interconnected. Moreover, the accuracy of the FA reliability estimates depends on how
accurate the reliabilities of the individual gates are evaluated. An accurate evaluation of the gate’s reliability
cannot be obtained only by considering the number of devices per gate (like in eq. (12.9)) and should
rely on exhaustive Monte Carlo simulations [65], [67] based on better experimental data and fault/defect
models [157]–[159]. Unfortunately, preliminary results on these lines point to the fact that bounding the
probabilities of failure (with constants) will not be good enough [65]–[69]. Detailed simulations as well as
preliminary theoretical explanations are expected to appear in [68]. Last but not least, the time dependence
of pGATE should not be forgotten [157]−[159].

12.5 Reliable Adders

12.5.1 A Theoretical Analysis

Binary addition has been studied extensively, starting with the classical (serial) ripple carry (RC) adder
and going towards parallel implementations [160]–[164]. It is commonly accepted that RC is the slowest,
while Kogge-Stone (KS) [161] is, theoretically, the fastest, but requires about 5× more transistors (i.e.,
larger area and power—both dynamic due to longer wires, and leakage due to more gates). Still, only a few
recent studies have analyzed the reliability of such adders [165]–[170].

To get rough reliability estimates, four different adders will be analyzed theoretically in this sub-chapter.
The four adders under investigation are RC, Brent-Kung (BK) [163] (Figure 12.10 (a)), Han-Carlson (HC)
[164] (Figure 12.10 (b)), and KS (Figure 12.10 (c)) [161]. All four adders have been characterized by their
number of layers, their number of nodes (i.e., blocks), their number of gates, and the length of their wires
on the longest path (for more details see [171]).

� The number of layers has been estimated as LayersRC = n, LayersBK = 2 log2(n), LayersHC =
3 + log2(n), and LayersKS = 2 + log2(n).� The number of nodes has been estimated as NodesRC = n, NodesBK = 4n−log2(n)−2, NodesHC =
2n + n log2(n)/2, and NodesKS = 2n + n log2(n) − (n − 1).� The number of gates has been estimated as GatesRC = 3n, GatesBK = 4n + 3[2n − log2(n) − 2],
GatesHC = 4n + 3n log2(n)/2, and GatesKS = 4n + 3[n log2(n) − (n − 1)].� Finally, the length of the wires on the critical path was estimated geometrically as LengthRC = n,
LengthBK = n + 2LayersBK , LengthHC = n+ 2LayersHC, LengthKS = n+ 2LayersK S .

Here, the factor 2 (used for estimating the Length for BK, HC, and KS) is conservative, and accounts
for the height of the cells and for the routing space between adjacent layers. For a better understanding
compare the layout of a 64-bit KS adder shown in Figure 12.10 (d)—a few other layouts can be seen in
[172]–[175]—with the schematic of a 16-bit KS adder presented in Figure 12.10 (c) drawn at a similar
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FIGURE 12.9 Probability of failure of four full adders versus the device probability of failure: (a) NAND-FA; (b) XOR-
FA; (c) MAJ-FA; (d) MIN-FA.
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FIGURE 12.9 (Continued).
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FIGURE 12.10 Interconnect pattern for parallel adders: (a) Brent and Kung (BK); (b) Han and Carlson (HC);
(c) Kogge and Stone (KS); and (d) layout of a 64-bit Kogge-Stone adder.
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scale (see also [176]). Remark: All the above equations have been refined using ceilings and floor when
appropriate, while even more precise estimates are possible [177], [178].

The reliability of these four adders was quickly (but crudely) estimated based on the number of gates
as PADDER = 1 − (1 − pGATE)#Gates (i.e., using eq. (12.9) at the gate level). [Remark: An alternate estimate
could have started from the device failure rate ε, as done in the previous sub-chapter, and use the total
number of devices.] The results of these simulations can be seen in Figure 12.11, and are supporting the
intuition that a simpler structure is more reliable. [Remember Albert Einstein’s quote: “Everything should
be made as simple as possible but not simpler.”] The interested reader can find a few other probabilistic
simulation results for RC, BK, and KS in [166] and [167], as well as some theoretical ones for RC in [170].
Additionally, any redundancy scheme is much easier to integrate with RC [179], [180] than with a parallel
adder. This claim is in fact valid for any locally connected architecture like e.g., cellular automata, systolic
arrays, cellular neural networks, quantum cellular automata, etc.

12.5.2 Reliability Enhancements

Multiplexing has been advocated as a powerful solution for enhancing reliability, unfortunately one that
requires large redundancy factors [48], [53], [146]. An exact performance evaluation of multiplexing
schemes (MUX) was reported in [51], [52], with simulation results detailed in [67], [69], [65], and [68].
All of these confirm that there is a maximum threshold for pGATE up to which multiplexing schemes
improve on the reliability of the individual gates. For SET and R = 6 the values obtained from Monte
Carlo simulations [65] are ≈ 0.13 for NAND-2 MUX and ≈ 0.225 for MAJ-3 MUX (when implemented
using capacitive SET). If the gate failure probability becomes higher than this threshold, the multiplexed
schemes are not able to improve anymore, leading in fact to worsening the overall reliability. A simplistic
solution would be to increase the redundancy factor to R = 10 (i.e, use MAJ-5 gates), but more efficient
approaches seem possible.

The integration of MAJ-3 MUX with KS (as an example of parallel adders) was shown in [179], with the
conclusion that the connectivity pattern is nontrivial (and the longer wires contribute both to increasing
the delay and the switching power). Based on all of the above factors, and on the simulation results from
[181], we decided to focus our attention on multiplexed RC (see Figure 12.12). The main block of the
RC is the well-known FA. The FA we will consider here is the standard CMOS implementation and is
represented by a square. For enhancing reliability, a multiplexed RC with a redundancy factor R = 3 is
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FIGURE 12.11 Estimated probability of failure of four different adders versus the number of input bits: RC, BK, HC,
and KS, for a gate failure probability of pGATE = 0.1%.

used (3-RC). [Remark: Here the redundancy factor 3 is being counted at the block level, i.e., there are 3
adders in parallel. This corresponds in fact to a MAJ-3 vN-MUX with R = 6, while as we shall see below,
it can really be R = 3, depending on the way some of the MAJ-3 gates are implemented.] Figure 12.12 (a)
presents a block diagram of a standard RC. A multiplexed RC (3-RC) has three FAs (squares) per stage as
follows:

� three RCs (used in parallel);� three MAJ-3 gates (circles) ‘vote’ on the Cout coming from these three FAs (at position i);� the output of each of these three MAJ-3 is used to drive the three Cin of the next three FAs (at bit
position i + 1).

These ideas can be implemented by several different structures out of which three are presented here
(see Figure 12.12 (b), (c), (d)), with each subsequent configuration being ‘simpler’ than the previous
one. The first of the three structures (Figure 12.12 (b)) properly implements three MAJ-3 gates for the
restorative stages (circles). This solution doubles the delay and increases power. The second solution is
simpler, as the outputs of the FAs are fed to restorative inverters (triangles in Figure 12.12 (c)). The MAJ-3
gates have now been replaced by inverters (similar to the output-wired-inverters [117]). This solution
will be faster, and will dissipate less than the previous one, as long as there are no faults/defects. In case
of faults/defects, there will be fighting, which will increase the power consumption, while the inverters
will try to restore the logic levels. The simplest structure (Figure 12.12 (d)) eliminates even the restorative
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FIGURE 12.12 (a) Classical ripple carry (RC) adder where the square blocks represent full adders (FAs). Three
different multiplexed RCs: (b) using MAJ-3 gates (circles) in between FAs; (c) short-circuiting the outputs of three FAs
and using three inverters (triangles) to recover the voltage level; and (d) short-circuiting the outputs of three FAs (the
voltage is recovered by the next three FAs).

inverters and relies upon the next stage of FAs for providing the needed signal restoration. The MAJ-3 gates
have now completely vanished [180]. This solution will be the fastest, as long as there are no faults/defects.
In case of faults/defects the shorting of the outputs will result in fighting, increasing the current and the
signal propagation delay. These three structures have been tested for stuck-at faults, which is a simplistic
scenario, as in practice a fault/defect could manifest itself as an analog/nondeterministic value (see [46],
[126], [127], [179]–[181]).

Figure 12.13 compares the results of the multiplexed RC (3-RC) adder with the standard RC, BK, HC,
and KS adders (compare Figure 12.13 with Figure 12.11). We have used pGATE = 0.01 in Figure 12.13 (a),
and pGATE = 0.1 in Figure 12.13 (b), i.e., 1% and 10% respectively. These two values have been used in
PADDER = 1−(1− pGATE)#Gates for RC, BK, HC and KS. For 3-RC we used a hybrid approach. We have used
PTM to calculate the reliability of one multiplexed block, and have used P3−RC = 1 − (1 − pBLOCK)#Blocks

(where #Blocks is equal to the number of bits n) to estimate the probability of failure of the 3-RC as a whole.
PTM has calculated pBLOCK = 0.000298 for pGATE = 0.01, and pBLOCK = 0.028 for pGATE = 0.1 (see [65],
[66], [68]). These simulation results show that multiplexing (even at the smallest redundancy factor) can
significantly improve reliability. The case when pGATE = 0.01 (i.e., 1%) is presented in Figure 12.13 (a). For
16-bit adders the multiplexing scheme was able to reduce the probability of failure of the RC adder from
0.35 to ≈ 0.01 (3-RC), i.e., 35 times. The simulation results for pGATE = 0.01 show that none of the adders
will work (!), while 3-RC is the only one which might be used, but only for very small length addition.
When pGATE = 0.1 (i.e., 10% errors), the simulation results from Figure 12.13 (b) show that even the 3-RC
adder is not reliable enough anymore. This suggests that more redundancy is needed. One solution is to
increase R (long advocated by von Neumann [48]), see 5-RC, 7-RC, 9-RC, and 11-RC in Figure 12.13
(b). We advocate for an alternate solution, namely to keep R = 3 and use more reliable gates (like the
ones presented in subchapter 12.3) in the design of the elementary FAs, or to design novel highly reliable
FAs. Such an approach would reduce pBLOCK, hence could make the combined approach—reliable gates
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FIGURE 12.13 Estimated probability of failure of four different adders and the multiplexed RC versus the number
of input bits: 3-RC, RC, BK, HC, and KS for: (a) gate failure probability of 1%; and (b) gate failure probability of 10%.

by design and low redundancy multiplexing—perform similarly to the 3-RC shown in Figure 12.13 (a).
Unfortunately, simulation results for backing such claims require massive Monte Carlo simulations for
multiplexing with the hardened gates. Supercomputing or grid computing power is required, as only one
simulation for pBLOCK with MAJ-11 takes about 6 hours (on an Intel Xeon 3.73 GHz processor with 16 GB
RAM), while it takes over 9 days, for MAJ-19. Still, preliminary results [16] suggest that such a hybrid
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approach should be the most rewarding one, confirming that redundancy is more efficiently when used
at the lowest possible level, i.e., at the device/component level.

The last two solutions (Figure 12.12 (c) and (d)) have one more advantage, namely the fact that an
error will cause a fighting. Apparently this would seem to be a disadvantage, as it is going to increase
both the current and the power consumption. This is true, and detailed simulations for several technology
nodes can be found in [180]. Those simulations clearly show that each error (defect or fault) translates into
a current increment. In case of a transient fault, the current will increase, but will return to the nominal
value once the fault disappears. In case of a defect, the current will remain higher. This means that we
have a very simple way to detect errors: by locally monitoring the current [130], [180], [182]. This will
allow us to log faults, and also to identify the case when a fault becomes a defect. Knowing that the circuit
can tolerate a few defects, we could set a certain threshold value for a local current sensor (built-in IDD

testing). If the current becomes larger than the threshold the local sensing circuit could automatically send
a request to the higher level. A control scheme at the higher level could automatically reconfigure the I/O
connections, power up a spare unit, and shut down the defective circuit (hot swap). Such an approach
combines several reliability schemes:� highly reliable gates at the lowest level (maybe including multiplexing at the device level);� low redundancy designs at the gate/circuit level;� automatic (local current-based) detection at the block level;� reconfiguration at the block/system level.

This would span not only all the design levels, but also three different schemes for enhancing reliability,
leading to a self-healing system. One last remark is that such an approach is not possible for the classical
solution presented in Figure 12.12 (b) which includes MAJ-3 gates (circles), as it does not lead to fighting,
so the IDD current cannot be used for sensing (i.e., faults and defects cannot be detected by monitoring a
current; simulations results can be seen in [180]).

12.6 Power-Performance Considerations

Reliability by itself cannot be the one and only design goal, but it should certainly support performance as
represented by the well-known speed-power or energy-delay trade-offs. Many results concerning adders
have been reported over the years, with recent ones including both simulations and measurements [176]–
[178], [183]–[185]. On top of these, many other results have been reported using threshold logic instead of
Boolean logic [155], or mixed Boolean-threshold logic solutions (advocated in [186]), and even capacitive
SET threshold logic [19]. Originally, speed was the one and only goal, with speed-power and energy-delay
optimizations emerging later [178], [187].

One approach in the bid to lower power dissipation is the reduction of VDD—obviously a very effective
way of reducing all the components of power (dynamic, static, and leakage) [188]. The aggressive scaling
of VDD to below Vth (known as subthreshold operation) has been known and used in ultra-low power
designs [189]–[197]. The major disadvantage is its very slow speed. Therefore, subthreshold operation has
been considered a poor approach where the much-needed speed is sacrificed for ultra low power (thus
limiting its application range). Unfortunately, while reducing the voltage supply might save the day for
power consumption, it is detrimentally affecting reliability. This is because in subthreshold noise plays a
significant role [191], [29], [30], [188], let alone the higher sensitivity to variations [26]. In spite of these,
many subthreshold results have been reported recently [198]–[203] (see also [188]). Falling in this trend,
an RC and a KS operated in subthreshold have been compared in [181]. The main conclusions were that:� the wires reduce the speed advantage of KS over RC to half (from 4.5× to 2.2×); other results

showing that wire delays in parallel adders are significant have been presented in [178]);� the higher speed of KS at a given VDD can be matched by an RC powered at a VDD which is only
10% to 20% higher (in subthreshold);� at equal speeds the RC still maintains both its power and energy advantages.
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Obviously, wires are playing an important role in subthreshold, both affecting the delay and influencing
the dynamic power. The simulation results reported in [181] were used to fine-tune our estimates for the
Delay of the four adders analyzed in the previous sub-chapter. The Delay of the adders was evaluated taking
into account both the number of gates on the longest path (which is GatesLongest path = 2 × Layers − 2 for
KS, HC, and BK, while being only GatesLongest path = Layers for RC), and the length of the wires on the
longest path (Length):

Delay = GatesLongest path + α × Length. (12.10)

When α = 0, only the gates are contributing to the delay, while the wires are not. By increasing α, the
wires (Length) start affecting the delay more and more. A value of α ≈ 0.25 was determined by fitting the
results of the simulations obtained for RC and KS in [181] (i.e., when operating in subthreshold).

For estimating power, both the length on the longest path (Length) and the total number of gates (Gates)
were considered. These account for part of the switching capacitance (Length), hence dynamic power is
sub-estimated for parallel adders (BK, HC, and KS), and for the total leakage power (Gates). A factor β

was used for specifying indirectly the ratio between dynamic and leakage power leading to the following
estimate:

Power = (1 − β) × Length + β × Gates. (12.11)

Closer estimates of power are possible (see [177], [178], [183]). Preliminary estimations indicate that these
do not lead to significant changes.

Finally, the power-delay-product (PDP) and the energy-delay-product (EDP) have been estimated in a
straightforward manner as:

PDP = Power × Delay = Energy (12.12)

EDP = PDP × Delay. (12.13)

The results of these approximations can be seen in Figure 12.14, where Delays, PDPs, and EDPs are
shown for two cases:� Without wire delays and with no leakage power, i.e., for α = 0 and β = 0 (see Figure 12.14 (a),

(c), (e)).� With a delay comparable with that of subthreshold operation at 65 nm, and an estimated leakage
power of 33% of the estimated dynamic power, i.e., for α = 0.25 and β = 0.25 (β/(1 − β) =
0.25/0.75 = 1/3) (Figure 12.14 (b), (d), (f)).

Obviously, when scaling down CMOS, α will increase, so the delays of the KS, HC, and BK adders
will also increase, but KS, HC, and BK are always going to be faster than RC (as α < 1). The more
interesting results are the ones showing PDPs and EDPs. For α = 0, RC has the best PDP for n < 58
(Figure 12.14 (c)), and the best EDP for n < 26 (Figure 12.14 (e)). When wires are properly accounted for
(i.e., for α = 0.25), the RC gets the best PDP always (Figure 12.14 (e)), while achieving the best EDP for
any n < 24 (Figure 12.14 (f)). These results should get even better for a real implementation, as the power
for KS, HC, and BK were underestimated, while being reasonably correct for RC. The plots in Figure 12.14
support the intuitive claim that serial adders could achieve better PDP and EDP than parallel adders in
general, but clearly have more weight when one or more of the following are true:� wires are introducing substantial delays;� leakage power represents a significant percentage of the power consumption;� circuits are operated in subthreshold;� elementary devices have small gain.

These four different adders show very different power-delay tradeoffs both when working correctly and
when faulty. The somehow unexpected result is that a very reliable adder (RC) can also be a low-power
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FIGURE 12.14 Estimates of the delay ((a) and (b)), the power-delay-product ((c) and (d)), and the energy-delay-
product ((e) and (f)) for the four different adders (RC, BK, HC, and KS) with ((a), (c), and (e)) and without wires
((b), (d), and (f)).
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one, but it is clearly not the fastest one. Still, it also looks like the speed advantage of parallel adders will
reduce when gain will become very small (e.g., SET, molecular, DNA).

Finally, subthreshold operation might become an interesting design approach particularly because the
operation speeds are improving as scaling proceeds towards smaller technology nodes, but also because
it might allow for an easier hybridization with ultra low-voltage technologies (SET, molecular, DNA). It
is not difficult to envision a situation in which designs in older technology nodes operating at standard
power supply voltages (nominal VDD) would have comparable speeds to those in advanced technologies but
operating in subthreshold. This would mean for example that a microprocessor designed to run at 1 GHz
in 0.18 μm (or 0.13 μm) at nominal VDD could be redesigned to operate at 1 GHz in subthreshold in say
32 nm (or 22 nm). The main advantage would be a power reduction of one to two orders of magnitude. Even
incorporating spatial redundancy, such a solution (1 GHz, 22 nm, subthreshold) could be significantly lower
power than the one from which we have started (1 GHz, 0.18 μm, nominal VDD), while also being reliable
enough. The research path is being opened for portable applications that could enjoy extended operation
times (see e.g. [188], [204]), and also towards low-power analog computations [179], [205]–[208].

12.7 Conclusions

Although we have not discussed memory and communications, one could expect that these will be non-
volatile and respectively (at least partly) optical and asynchronous, but it is not clear how future compu-
tations will be implemented. Irrespective of the technology, reliability will be a concern at all levels. Based
on what we have presented in this chapter we should expect the following.� Optimization will become even more difficult, as there are many options for trading power and

speed for reliability (“complexity strikes again”).� Serial solutions (or more generally regular ones like e.g., cellular automata, systolic arrays, cellular
neural networks, quantum cellular automata, etc.) will be a good bet from the power-reliability
perspective [181] — in addition to the fabrication/manufacturing point of view.� The probabilities of failure should be represented as functions [65], [157] and not as bounding
constants (as they are now), and novel EDA tools will have to take advantage of these.� Algorithms for quickly and closely estimating the reliability of large (complex) systems will have
to be developed. Systematic approaches for estimating reliability will have to take advantage of the
results obtained at lower levels, e.g., experimental and Monte Carlo results from the device and
gate levels should be incorporated into reliability tools at higher levels.� Subthreshold operation might be a simple and practical way to test novel reliability ideas, as a
subthreshold design in 65 nm might be “as sensitive as” a CMOS design in 22 nm at nominal VDD

(or a molecular, or a SET one).� Redundant designs should not be weighted with respect to (their) redundancy factors (as commonly
done in the literature), but with respect to power, energy, and area, as it is customary in the VLSI
community. This also implies that circuit optimization will have to be done in four dimensions:
timing, area, power, and reliability.� Reliable designs for implementing computations can be low-power. Ad hoc reliable designs within
a low power budget have already been reported [123], [130], [209]–[212]. There is no simple
explanation for this, but high level approaches suggest that working at the reliability limit—like
what the Brain seems to be doing—optimizes energy [213]–[221], [14]. Moreover, encoding could
help both for reliable communications and for reducing power.� For certain designs, defects and faults could manifest themselves as reasonably well defined cur-
rent steps. If this is the case, current sensors (for limits see [222]) could automatically trigger
reconfiguration at the higher levels [180].� A lot of effort has to be invested for the development of EDA tools for quickly and precisely
estimating reliability at the system level, and for the integration with current EDA tools (used for
estimating area, delay, and power) [1].
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Finally, one more aspect that certainly deserves a lot of attention—and was not discussed in this
chapter—is that of asynchronous or self-timed circuits. MAJ gates are well positioned here again, as a
C-Muller element is nothing more than a MAJ gate with feedback. Such designs will be needed for two
reasons: the fact that delay variations will have to be compensated (and it might be cheaper to use self-
timed circuits than hardwired redundancy, while it seems that nobody knows a good/detailed answer to this
tradeoff), and the fact that the power required for clock distribution is already prohibitive. Unfortunately,
we are not aware of optimal energy-delay organizations for asynchronous designs, while clock distribution
is already limiting the maximum frequency. It follows that quite a number of items should be added to an
already busy reliability-related research agenda.
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Abstract
The observed properties of guanine-quadruplex “G-wire” DNA are summarized. These observations
include the evaluation of the growth kinetics, along with structural and electronic properties of the dry
self-assembled G4T2G4 polymer. The primary investigative tool for these studies was scanning probe
microscopy. Growth kinetics studies indicate the self-assembly process is diffusion limited and provides
Poisson-like distribution of G-wire lengths upon reaching equilibrium. This evidence suggests that self-
assembly is driven by thermodynamic processes. The average lengths of these molecules are around 100
nm after 24 hours of growth. Longer G-wire DNA molecules (many micrometers) have been found both
in flexible and crystalline forms following many months of growth. The latter structures are extremely
interesting candidates for molecular templates.

Hydration layer scanning tunneling microscopy (HLSTM) of G-wires on mica was carried out under
controlled humidity conditions. The HLSTM images were similar to those measured by atomic force
microscopy (AFM) in dry air. The G-wire height above the mica substrate, interpreted as quadruplex
diameter, and the G-wire width appeared to decrease slightly with increasing humidity. Though much
of the lateral broadening is likely a result of shielding by residual cations and the lower resolving ability
of HLSTM, the dependence of the DNA height and width on humidity suggests a simple explanation in
terms of a hydration layer. An increased thickness of the hydration layer of up to 0.6 nm was observed.

The electrical conductivity of G-wire DNA adsorbed to the surface of mica was examined with the
assistance of silicon shadow masks. Four-point probe masks were fabricated in silicon using photolitho-
graphic patterning and dry reactive ion etching. The silicon “stencils” were designed specifically for use in
generating shadow-deposited metal contacts on top of G-wire DNA samples adsorbed to the atomically
flat surface of mica. Two types of metal contacts were employed in these experiments: electron beam evap-
orated gold using a high vacuum system, and argon sputtered gold using a low vacuum scanning electron
microscopy sample coating apparatus. The metal electrode patterning was characterized through AFM
imaging. The conductivity of the G-wire DNA samples was analyzed using a high impedance multimeter.
The lower limit of resistance of the G-wire DNA networks was determined to be in excess of 1 G� (sheet
resistance of 105G�-m2) indicating from these experiments that “dry” G-wire DNA is an insulator.
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13.1 Introduction

The electrical conductivity of duplex DNA has been extensively characterized. Conductivity through short
DNA sequences (∼ 15 base pairs) has been established by photo-induced and flash-quench techniques[1].
Experiments on single-stranded DNA have suggested that short segments of DNA (∼ 30 bp, about 10 nm)
are electrically conducting [2–6]. However, the majority of experiments on longer strands (> 100 nm)
indicate that duplex DNA is an insulator [7–10]. Those experiments that have indicated conductivity in
bundles of DNA suggest the conduction mechanism may be related to charge migration through hydrated
samples [9]. In this paper, we examine the growth kinetics, structure, and electrical properties of four-
stranded “G-wire” DNA, primarily via scanning probe microscopy.

G-wires belong to a polymorphic family of quadruple helical nucleic acids collectively known as
G-DNA. The common structural motif of G-DNA is the guanine tetrad (G-quartet) [11,12], in which
four guanine bases are H-bonded in a cyclic planar array (Figure 13.1[a]). The formation and stability
of G-DNA is greatly enhanced by the coordination of monovalent and/or divalent metal cations [13–17].
G-DNA is known to occur in a variety of functional settings within the genomes of living cells [18–24]. The
important biological role of guanine self-recognition may also be viewed as a useful materials property for
the development of self-assembling supramolecular structures. Guanine-rich oligonucleotides (GROs)
spontaneously form G-DNA under appropriate conditions [12,25,26]. A number of GRO have lead to
the development of self-assembling supramolecular G-DNA structures [27–30] from a single sequence
component. One supramolecular G-DNA in particular, the G-wire, has been extensively characterized
by scanning probe microscopy (SPM) [31,32]. The fundamental building block of a G-wire is a 10mer
oligonucleotide with the telomere-like sequence d(GGGGTTGGGG) designated “Tet1.5” (Figure 13.1[b]).
Self-assembly occurs in the presence of group I and group II metal cations over a broad range of temper-
atures to produce a supramolecular G-DNA that appears as rigid linear fibers when examined by SPM
(Figure 13.1[c]). Whereas duplex DNA tends to collapse on the surface of mica, G-wire DNA appears to
hold its cylindrical shape (Figures 13.2 and 13.3) [33]. This report summarizes baseline conditions for
the growth of G-wire DNA, as well as substrate deposition, and estimates the equilibrium constant for
multimers. These and future efforts may define conditions for the controlled growth and manipulation of
“superstructures” (many micrometers long).

Tapping Mode™ atomic force microscopy (TMAFM) and hydration layer scanning tunneling
microscopy (HLSTM) [34,35], high-resolution near-field three-dimensional imaging techniques, were
used to characterize G-wires prepared in different growth media and imaged under controlled humidity.
HLSTM suggested semiconductivity of hydrated G-wires [36]. The conduction mechanism may be the
result of the base stacking of G-quartets and caged monovalent cations [37] (Figures 13.1[a] and 13.1[b]).
HLSTM measurements indicate G-wires could be reproducibly imaged at tunneling currents above a
picoampere at moderate relative humidity (Figure 13.4) [36]. The contrast mechanism for nonconductive
molecules imaged by HLSTM stems in part from the hydration layer on top of a hygroscopic substrate,
such as mica in humid air, depending only upon the applied “bias” voltage. Under low bias, high-resolution
imaging is maintained by conduction through the hydration layer. At high voltages, ballistic tunneling
takes place through the air gap into the hydration layer, at the expense of resolution. The HLSTM obser-
vations were interesting because of a 10 to 100 increase factor in tunneling current attained in the presence
of G-wire DNA, compared to double-stranded DNA. The implication was that the G-wires were assist-
ing conductivity over the substrate. The caged metal cations integrated into a hydrated G-wire molecule
may have some mobility. In addition, the metal cations are sufficiently close to each other (estimated
between 0.3 and 0.7 nm) to support electron tunneling. Lastly, the π-bonding of adjacent Guanine-
quartets may overlap enough to enhance electron “hopping.” G-wire DNA inherent stability, uniformity,
and long lengths make them candidates for molecular wiring [38,39]. This report describes humidity de-
pendence of G-wire HLSTM images and estimates the thickness of the hydration layer. We also summarize
efforts for direct measurement of G-wire DNA conductivity under dried conditions.
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a b

200 nm

2.0 nm

FIGURE 13.2 Topographic comparison between duplex and quadruplex G-wire DNA co-adsorbed on the same
substrate (a). The duplex DNA collapses on the surface of mica to a height of 0.5 nm above the surface, as seen in the
cross-section of (b). Even the supercoiled segments of the double-stranded DNA measure only about 1.0 nm above
the mica substrate. This is about half the diameter expected from Watson–Crick duplex DNA in solution. However,
the quadruplex DNA is uniformly about 2.2 nm in diameter, very close to the NMR and x-ray spectra of G-quartet
DNA (2.4 nm in diameter). The vertical height range is 10 nm from black to white.
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FIGURE 13.3 The “pinning model” suggests the greater internal attractive forces of G-wire DNA, comprised of
guanine-quartet building blocks, four in a row, enable it to retain its solution state structure when exposed to tether
cations (shown here as magnesium). However, the stronger tethering force exerted on the unsupported phosphate
backbone of duplex DNA, illustrated here with an example A-T base pair, pins the duplex DNA flat to the mica
substrate.
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a b c

200 nm

FIGURE 13.4 G-wires freshly adsorbed onto mica imaged via Tapping Mode (a) and the same sample imaged by
the same tip 24 hours later after drying in an oven at 37◦C (b). Note the preferential orientation is NOT a sample
preparation artifact—e.g., due to rinsing. G-wires appear to align with the underlying potassium vacancy sites of the
freshly cleaved mica substrate. Note the broadening of the G-wire structure due to hydrated residual buffer salts. After
drying in an oven, the G-wires appear much narrower and the buffer salts appear to distribute themselves in between
the DNA strands. It is the freshly made, hydrated form of the G-wires that are essential for hydration layer scanning
tunneling microscopy (HLSTM) imaging seen in (c). This HLCSTM image of G-wires freshly adsorbed on mica is
recorded at 1pA tunneling current, –7 V bias and 80% relative humidity in a sealed imaging chamber. Successful
images of G-wires on mica occur most frequently on freshly prepared samples, high G-wire densities, but NOT G-wire
“networks” as seen in (a) and (b), and high concentrations of residual buffer cations. Note in this image sample there are
pathways of tunneling current that do not require travel over the G-wires. These pathways are important for providing
electron conduction from a bias voltage source. The vertical height range is 10 nm from black to white.

13.2 Materials and Methods

Quadruplex G-wire DNA was prepared according to the procedure outlined by Marsh et al.[31]. Melting
of the G4T2G4 monomers (Tet1.5) was maintained with a PCR Thermocylcer (Thermo Hybaid, U.K.)—
that is, the growth cocktail and Tet1.5 were raised to 95◦C for ten minutes to promote the melting of
fortuitous G-4 structures (i.e., to ensure a monomeric concentration of G-wires). Samples of concentrated
G-wires (monomer concentration 1.0 mM) were diluted to a factor of 10 to 100 in a buffer consisting of
10 mM Tris (pH 7.6), and 1 mM MClx , where M = sodium, potassium, magnesium, or zinc. G-wire net-
works: The oligonucleotide Tet1.5 d(GGGGTTGGGG) were purchased from integrated DNA technologies
(Corralville, IA). Samples of pure oligonucleotide were dissolved to a final concentration of 100 µM in a
buffer consisting of 50 mM NaCl, 10 mM MgCl2, 10 mM Tris-HCl pH 7.5, and 1 µM spermidine, and
then incubated at 37◦C for three days. These samples were allowed to sit on Parafilm® for ten minutes at
room temperature and adsorbed onto freshly cleaved muscovite mica. The samples were then incubated
on the mica between 0 to 10 minutes, rinsed with 1 mL deionized water, dried in a stream of dry nitrogen,
and allowed to stabilize in a 37◦C oven before imaging. Samples were imaged with 125 µm × 20 µm
silicon nitride probes using a Nanoscope E controller (Digital Instruments: Santa Barbara, CA) in contact
mode in dry air. Fresh samples were imaged under ambient humidity using a Nanoscope IIIa controller
in Tapping Mode and 75-µm long Tapping Tips. Freshly prepared G-wire DNA was also imaged with a
PicoSPM (Molecular Imaging: Tempe, AZ) low-current STM. G-wires were imaged at RH ≈ 75 to 85%,
bias voltages of −5 to −10 V, and a tunneling current of ≈ 1 to 3.0 picoamperes. A Nanoscope IIIa con-
troller and Multimode AFM operated in Tapping Mode were used to image freshly prepared and dessicated
samples. Silicon shadow masks, or stencils, were made by lithographic patterning and dry reactive-ion
etching. The stencil pattern creates four metal contacts, separated by 600 microns, with which a four-point
probe measurement can be made to determine the sheet resistance of the film. Metal contacts were made
by thermal electron beam evaporation of gold onto the DNA samples at high vacuum (Temescal, 10−9

Torr) or by argon sputter coating at low vacuum (Polaron, 10−1 Torr). A Nanoscope IIIa controller and
Multimode AFM operated in Tapping Mode were used to image the G-wire DNA networks and the inte-
grated metalized contacts. Conductivity measurements were made using both two- and four-point probes
and an HP 3258A Multimeter, with a maximum resistance measurement of 1.2 G� at a potential of 500
V and maximum current capacity of 500 nA throughout the sample.
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13.3 Results and Discussion

Figure 13.4 is an example of a concentrated G-wire network that was created by depositing a sample
containing a concentrated 24-hour-old G-wire solution onto freshly cleaved mica. The sample is rinsed
and immediately imaged in TappingMode, revealing an oriented network of G-wire strands over the surface
of mica, as shown in Figure 13.4(a). The orientation affect is due to the G-wire alignment with potassium
vacancy sites on the surface of freshly cleaved mica [32]. The density of the G-wire DNA appears to depend
upon local variations of the mica surface. For example, imaging a region of the mica surface a millimeter
away can provide results similar to Figure 13.4(c) in which the G-wires are clearly separated. In Figure
13.4(b), the same sample from Figure 13.4(a) had been dried for 24 hours. Note that the G-wire DNA
appears much narrower because of the dehydration of the hydration layer over the surface. The hydration
layer is absolutely essential for imaging of the molecules via low current scanning tunneling microscopy
(LCSTM), seen in Figure 13.4(c).

Monovalent cations (Na+ and K+) are assumed to stabilize a G-wire internally by residing in the
coordination pocket provided by the four O6 groups of the G-quartet (Figure 13.1[a]). However, self-
assembly into relatively long supramolecular structures (Figure 13.1[c]) requires Mg2+[27]. Compared to
monovalent cations such as Na+ and K+, Mg2+ is known to stabilize a nucleic acid structure to a 100-fold
or more effectively, primarily functioning as a counter ion for the negatively charged phosphates in the
backbone. The manner in which divalent cations interact with G-DNA to stabilize a quadruplex is more
complex. Studies of divalent cation stabilization of various G-DNAs have shown a general trend for divalent
metal cations to stabilize G-DNA structures at lower concentrations (M2+ below 10 mM) and destabilize
G-DNA at higher M2+ concentrations [40,41]. Oligoucleotides such as d(GGGGTTGGGG) [27] and
d(GGGGTTTTGGGG) are an apparent exception to this general trend. In the case of the hairpin dimer
forming dG4T4G4, increasing Ca2+ concentration induces a switch in the conformation of a d(G4T4G4)
G-DNA from an anti-parallel hairpin dimer to a parallel tetramer G-DNA leading to a supramolecular
assembly similar to the Tet1.5 oligonucleotide [42].The model presented in Figure 13.1(b) suggests a slipped
or out-of register strand(s) promotes the further growth of G-wires once a stable G-DNA is formed. In
this scheme, combination monovalent and divalent cation (G-DNA stabilizing and destabilizing) effectors
promote longer G-wires by reducing the number of G-DNA intermediate species exposed to a solvent. The
initial assembly of a slipped strand G-DNA may occur through several paths, as indicated in Figure 13.1(b).
Molecular dynamic simulations of precursor G-DNA structures predict stable slipped strand structures
stabilized by Na+ or K + occur in possible assembly pathways [43,44] and lend support to this model. The
precise role divalent cations play in G-DNA assembly and, by extension, in G-wire self-assembly is not
known at this time.

This study outlines a simple model based on a duplex dimerization [45] model for the formation
of an out-of-register G-wire nucleating G4-DNA. The kinetics of G-DNA assembly explored through
spectroscopic methods [42] indicate it is an initially slow process that is greatly enhanced by the pres-
ence of monovalent cations, and once formed, remains stable for extended periods of time [20]. Here,
the rate of G-wire formation was tracked by SPM and considers the overall rate of G-wire formation.
Two monomers combine to form the ladder structure L1, or the staggered structure L1′ , with associated
equilibrium constants K1 or K1′ . The rate-determining step in the growth process of the G-wires is the
generation of L2, an essential structure required for the growth of extensible G-quartet multimers. After
the construction of L2, the growth of longer wires is possible. Initially, the concentration increase of L2 is
driven thermodynamically:

�G = �G o + RTln(Q) (13.1)

where the reaction quotient “Q” is defined by

Q = aL2/a2
L1 ≈ [L2]/[L1]2 (13.2)



Properties of ‘‘G-Wire”DNA 13-7

K1 = (L1)/(GGGGTTGGGG)2

K1′ = (L1′)/(GGGGTTGGGG)2

GGGGTTGGGG + GGGGTTGGGG L1
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GGGGTTGGGG 

GGGGTTGGGG 

GGGGTTGGGG 
GGGGTTGGGG + GGGGTTGGGG 

GGGGTTGGGG

K2 = (L2)/(L1)2 = (L2)/(L1′)2

Caged metal cation of K, or Na 

GGGGTTGGGG 

L2

L1 + L1
Or

L1′ + L1′
GGGGTTGGGG GGGGTTGGGG 

GGGGTTGGGG 

L3L1 + L2

K3 = (L3)/(L1)(L2), …, Kn = (Ln)/(L1)(Ln − 1)
Keq = K1K2K3… = ΠKi 

FIGURE 13.5 The self-assembly process initially is thermodynamically driven by the excess of ladder monomers L1

and L1’. As the concentration of dimers (L2) reaches equilibrium with the monomers, the process of growing larger
G-wire structures is driven by the excess numbers of dimers and monomers compared to the smaller concentrations
of multimers (Ln). Characterization of the equilibrium constant for different length molecules involves the product of
the equilibrium constant of the different length multimers. Complicating the growth process even more are the caged
metal ions: sodium and potassium. Incorporation of potassium leads to a more uniform spread of smaller G-wire
DNA, whereas incorporation of sodium leads to a greater distribution in G-wire lengths.

Here, “aL2” is the activity of the dimer and “aL1” is the activity of the monomer. The ratio of the
activities is approximated by the ratio of their respective concentrations.

The free energy initially drives the formation of the dimers because the concentration of L 2, and thus Q,
is zero. Consequently, �G is large and negative (spontaneous assembly). The system rapidly seeks to reach
equilibrium between dimers and monomers. Eventually, the concentration of L2 increases sufficiently
enough that the system approaches equilibrium and the growth of longer wires is thermodynamically
driven by the incorporation of dimers into the lower concentrations of multimers (Figure 13.5).

The formation of dimers is always spontaneous because of the competition between polymerization
into multimers, with decomposition into L 1 or L 1′ . The total self-assembly equilibrium constant, Keq , can
be expressed as a product of all the individual equilibrium constants for a given length G-wire multimer
Ln:

Keq =
∏

Kn = [Ln]/[G 4T2G 4]2[L 1]n−1 ≈ [Ln]/[G 4T2G 4]n+1 (13.3)

where the last approximation is the result of assuming the concentrations of Tet1.5 and L 1 are about the
same.

If the model is accurate, we would expect to see a Poisson-like distribution of G-wire DNA lengths, with
a greater number of smaller length G-wires compared to longer structures. Furthermore, if the process
is diffusion limited by the concentration of monomers interacting with multimers, we would expect a
comparison of length versus time to behave in a square root of time dependence. Both of these features
can be seen in Figure 13.6. In the time study presented in Figure 13.6, the mean length <L> (in nm) of
the empirically determined growth rate is:

< L >= 28 nm + [11 nm/(day)1/2](t)1/2 (13.4)
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FIGURE 13.6 A measurement of the distribution of average G-wire lengths indicates a greater number of smaller
wires (median equilibrium value of about 50 nm) over longer wires in (a). N = 400 from an image taken of G-wires
grown for over a month. Error bars represent standard deviation. Note the presence of 30 nm in (b) wires even after
growth for about a month. These short wires are present from essentially the very first measurement during the growth
process. Increasing the concentration appears to reduce the growth time almost linearly.

where “t” is time in days. The appearance of short wires happens almost immediately at the concentrations
undertaken in this study—i.e., 1.0 mM Tet 1.5 monomer (Figure 13.6[a]). Attempts to resolve mean lengths
at smaller time scales (seconds) always yield short length G-wire DNA. At 5 to 10 nm resolutions with our
best SPM probes, the initially measured average of 28 nm is well within resolution limits. As mentioned in
the sample preparation procedure, the melting of fortuitous G-quartet structures through initial heating
does not appear to generate a zero elapsed time, zero G-wire length. We speculate that growth of the
multimers takes place extremely fast in a variety of growth conditions. Samples of the Tet 1.5 monomer
taken from melting temperatures, and imaged by the SPM, have yielded no G-wire structures.

In Figure 13.6[b], we find the common Poisson-like distribution of G-wire lengths from samples allowed
to self assemble for several weeks. Under these conditions, the mean length is approximately 73 nm in a
potassium-rich mixture. With each L2 half-length of about 1.55 nm, this corresponds to an average length
multimer Ln of n = 47. Depending on growth conditions, as much as 25% of the mixture remains as Tet1.5
oligonucleotide. Each Tet1.5 oligo has a molecular weight of 3180 g/mole. The frequency distribution of
G-wire lengths in Figure 13.6(b) provides us with a relative concentration of average G-wire lengths of
23%. If we assume this concentration reflects the relative amount of monomers tied up in the mean length
multimer, then we can estimate the concentration of L n for n = 47:

[L 47] = (0.23)(0.75 mM)(3180g/mole)/(286200g/mole) = 0.0019 mM (13.5)

Thus the equilibrium constant is

Keq = [L 47]/[G 4T2G 4]48 ≈ 1026 (13.6)

The estimated equilibrium constant greatly favors the growth of the wires.
The fact that G-wires appear to self-assemble into smaller average lengths is challenging for the purposes

of determining their macroscopic electronic characteristics—that is, large wires facilitate macroscopic
electronic characterization. Curiously, diluting G-wire DNA samples with either growth or imaging buffers
does not appear to greatly affect the average length of the molecules. From a thermodynamic growth
standpoint, dilution should result in disassembly of the G-wires. However, dilution of samples to 1/1000
of their initial concentrations only reduces the density over the mica surface. The reason for this behavior
is still being investigated.
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a b

500 nm

FIGURE 13.7 Interesting structures sometimes emerge, including these examples of loops of single- and multiple-
stranded G-wires. These results are found with numerous smaller G-wires surrounding the immediate vicinity as seen
in the two examples provided here. We speculate that looped G-wire structures are stable against disassembly after
dilution and rinsing by virtue of continuity. G-wires tend to maintain an average length much smaller than the contour
lengths of the loops shown here. Multiple-stranding of G-wire DNA is common, as shown in and Figures 13.8 and
13.9, a result that is surprising in view of the strong electrostatic repulsion expected from the four strands of phosphate
backbones on each G-wire. The vertical height range is 10 nm from black to white.

13.3.1 G-Wire Superstructures

Occasionally, as shown in Figures 13.7 through 13.10, G-wire superstructures are observed. They have
appeared in three different forms: helices, ribbons and tubes (G-wire DNA), and intentionally cross-
linked. Figure 13.7 includes two examples of flexible G-wire loops, similar in shape and size to plasmid
DNA. If not for the fact these structures retain a minimum diameter of 2.2 nm when imaged in dry air—
i.e., the diameter of G-wire DNA—contamination of the sample might be suspect. Double-stranded DNA
collapses on the surface of mica due to interactions between the substrate and the DNA. The four-stranded
G-wire DNA has always maintained its integrity on the surface of mica in dry air. The G-wire loops might
be kinetically stable because, by self-assembling into a closed structure, disassembly is discouraged. There
is no “end” on a closed loop for the ladder building blocks to vacate (in the absence of cross-linkers).

a b

1.00 µm

FIGURE 13.8 Two successive images from the same sample can be seen baring G-wires of the typical 200 nm length
in the left image, and extremely long (hundreds of micrometers), spaghetti-like structures in the right image. Note
the arrows in the right image indicating kinked regions of the spaghetti-like structures, and that the alignment of the
straight lengths all are in the same direction. This orientation effect is a common feature of G-wire DNA. The diameter
of these long structures (as measured by the height above the surface) is measured to be integrals of 2.2 nm. The latter
is the diameter of the G-wire DNA as measured by SPM and NMR, and x-ray crystallography. This combination of
evidence suggests that G-wire DNA under the right conditions can form one-dimensional crystals.
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FIGURE 13.9 (a) One-dimensional crystals observed at 60◦ intervals, orienting themselves with the underlying
potassium vacancies in the surface of mica. A contact AFM image taken in dry air with a vertical height scale of
10 nm from dark to light. The black line through the crystal is a cross-section described in (b). The cross-section
indicates the different heights of the crystals, which form three distinct layers of heights—1.4 nm, 2.2 nm, and 3.6 nm
tall (each ± 0.2nm)—incremental steps exactly one half the diameter of G-wire DNA. (c) Deflection image example
of the purported crystalline of G-wires, indicating the micrometer lengths that these structures can attain. Note the
arrowed flexible G-wire DNA segments in (c) and their alignment with the crystals, evidence of the lattice match with
the underlying potassium vacancies of mica, and indirect evidence of the similar nature of the crystalline and flexible
structures on the same surface.

The conditions under which such long structures develop, when the surrounding solution contains only
smaller 100-nm length G-wire DNA, is still under investigation.

Flexible 1-D crystals have been found on occasion, as shown in Figure 13.8. Figure 13.8(a) provides a
glimpse of a typical surface of mica inundated with G-wires approximately 100 nm long. Only the bright
patch near the center of the image provides a hint of the longer structures found on the same surface a
few hundred micrometers away. These spaghetti-like structures are several micrometers long, the kind

a b

500 nm500 nm

FIGURE 13.10 G-wire networks revealed by slow deposition (a) or rapid deposition (b) of self-assembled Tet1.5 on
mica. Slow deposition involves a five-minute adsorption period prior to rinsing the sample with water and drying
under a stream of nitrogen. Rapid deposition involves drying the sample immediately after spreading, followed by a
water rinse and a second drying step. Note the greater condensation of G-wires upon slow deposition, a process that
might enable the G-wires to aggregate.
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FIGURE 13.11 In this cross-section cartoon of the electron conduction path between the tip and sample, the tradi-
tional STM tunneling current (a) is typically 1000 times greater than the hydration layer scanning tunneling microscopy
(HLSTM) current (b). The substantial reduction in HLSTM current is due to the greater resistance of the conduction
pathway. The current passes through a thin hydration layer atop the hygroscopic mica surface coated with residual
buffer ions in the presence of high humidity. In STM, tunneling currents are typically in the nanoampere range, whereas
in HLSTM the tunneling currents are in the picoampere range.

of lengths of interest for electronic characterization. Two forms of evidence that these are G-wires are
diameters over 2.2 nm or larger (larger presumably due to multiple wraps of the G-wires) and alignment
of some segments of the structures with the mica substrate (the arrowed regions in Figure 13.8[b]). This
alignment has been associated with the potassium vacancy-sites of the mica substrate. The sharp bends in
these structures (arrowed regions) are suggestive of flexible one-dimensional crystals.

Evidence for more rigid structures is seen in Figure 13.9(a) and 13.9(c). Alignment with the potassium
vacancies in the mica substrate is strongly evident in these pictures. The hexagonal arrangement of the
potassium vacancies demands orientation at 60◦ intervals, as seen in these images. Unlike Figure 13.8, the
structures in Figure 13.9 are rigid. Furthermore, they appear to be multilayered (Figure 13.9[b]), as seen
in the cross-section image of Figure 13.9(a). The layers are integrals of half diameter of G-wires (about
1.1 nm). These structures might be examples of ladder G-DNA (L1) crystals, as shown in Figure 13.5. Since
these structures are much wider than the artificial broadening generated by finite tip geometry, the greater
width could be explained by parallel packing of the ladder structures. A lattice match with the ladders and
the potassium vacancy sites of the mica substrate (1.04 nm) would create a surface that the ladder DNA
could also adsorb to—i.e., create multiple layers of ladder G-DNA. Note in Figure 13.9(c) that flexible
strands of G-wire DNA are also seen aligning in the same direction as the crystalline structures.

Finally, networks of G-wires have been observed with samples deposited directly from the self-assembly
cocktail onto a freshly cleaved mica substrate. Analysis of G-wire self-assembly by gel electrophoresis often
shows material that appears at limit mobility even at very low gel density or that remains adsorbed at the
origin of the gel [27,31]. It is possible that higher-order aggregation or network formation accounts for
this phenomenon. The standard protocol used for the analysis of G-wires by SPM involves diluting the
self-assembly cocktail to secure well-resolved structures. This process is intended to disrupt aggregates
and may also disrupt any weak bifurcation point along the G-wire. A small aliquot (∼0.5 µL or less)
of G-wire cocktail is gently spread across freshly cleaved mica with buffer, and is allowed to adsorb to
the mica substrate prior to rinsing and drying. This method yields a random, highly bifurcated network
of G-wires (Figure 13.10[a]). All of the structures are of uniform height and width, and often adopt a
preferred alignment with the mica in a manner consistent with previous observations. Alternatively, a
rapid drying of the sample after spreading the G-wires results in the fortuitous crowding of concentrated
G-wires on the substrate. Rapid solvent evaporation reproducibly generates networks of G-wires that trace
a continuous path across the entire scan range of the image (> 2.5 µm). An example of such a network
on mica is shown in Figure 13.10(b). This rapid method for deposition of G-wires may enable a much
broader range of substrate materials to be used in device construction.

Figure 13.12 is a panel representing the humidity dependence of G-wire contrast. Most notable is the
apparent reduction in width as the humidity of the imaging chamber was increased, even over a very
small range. Figure 13.13 reflects the quantitative measurements of the images in Figure 13.12, clearly
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100 nm

FIGURE 13.12 Freshly made G-wires imaged by HLSTM at 3pA tunneling current, –7 V bias, and four different
relative humidities in a sealed chamber with different Pt-Ir tips. N.B. the apparent decrease in width as the humidity
increases. The vertical height range is 5 nm from black to white.

indicating decreasing trend lines. The error bars are so large in the average width measurements, and the
relative humidity range so small, it is not possible to glean the exact type of relationship between the
two, though it appears the reduction in width is significant. Height information from the same samples
indicate a decrease of 0.6 nm as the humidity increases, but the measurement error bars are so large that
we are unable to determine if this decrease is significant. In our hands, the relative humidity range at which
images can be intermittently collected is between 65 and 90%, with stable imaging between 75 and 85%.
Crashing tips is a common casualty as the humidity changes, and all these measurements involved different
tips. Consequently, the trend lines could represent fortuitous tip broadening since HLSTM can involve
a slightly different contrast mechanism compared to regular STM—i.e., through ballistic tunneling. In
ballistic tunneling, many apical atoms contribute to the tunneling current, reducing the resolution of the
image.

The diagram in Figure 13.14 speculates about a possible contrast mechanism that would explain the
data in Figure 13.13, namely a reduction in height and width of the G-wire DNA as the humidity in the
chamber rises. With increased humidity comes greater adsorption of water into the hygroscopic hydration
layer on the surface of the sample. If the DNA is firmly anchored onto the surface of the mica, the rising
hydration layer would slowly submerge the DNA. The decrease in the height of the DNA is thus reflective
of the increase in the thickness of the hydration layer, about 0.6 nm over the range indicated. This thickness
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FIGURE 13.13 Height and width information plotted as a function of relative humidity. The trend lines decrease in
both with increasing humidity, but the exact relationship with relative humidity can not be established because of the
large error bars and limited range of the humidity measurements. Unlike the decrease in width, the slight reduction in
height—about 0.6 nm as the humidity increases—is within the measurement error and cannot be established as being
significant.
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FIGURE 13.14 This cross-section cartoon speculates about the possible contrast mechanism observed in Figure
13.13. The full width half maximum (FWHM) of the G-wire DNA imaged at low humidity will be greater when the
hydration layer is thinner than at higher humidity. Also the height of the DNA may appear diminished—assuming it is
firmly anchored to the substrate—by the rising hydration layer. The conduction may pass through the dissolved ions
from the buffered media (indicated by positive and negative circles shown above) or through electron hopping.

is substantially larger than thicknesses measured for water on mica by scanning polarization microscopy
[46]. However, the latter results are for pure water on mica without any ions in the solution.

The metalized contacts were made by evaporating or sputtering gold through shadow masks, such as
those shown in Figure 13.15(a) and (b). The contacts were deposited (150 nm—Figure 13.16[a]) over a
variety of conductive and nonconductive surfaces, including G-wire DNA networks (Figure 13.16[b]). The
samples stayed very nearly at room temperature during the coating procedure to ensure no degradation
due to heating. The impact of extreme dehydration of the samples under vacuum conditions was not
examined. Table 13.1 details average conductivity measurements from three samples each of three different
types of conductive thin films, control surfaces (mica, mica rinsed and dried with imaging buffer) and
six different samples of G-wire DNA networks. The thin film thicknesses were measured with the AFM in
tapping mode. No visible surface deposits were imaged on either the mica or buffer treated mica surfaces.
G-wire DNA networks were found to be in excellent contact with the gold coatings (Figure 13.16[b]).
The calculated values of the resistance are in the same range as the measured resistances found with
the multimeter. No observed conductivity was found on the mica and buffer-treated mica samples, as
expected. Also no measurable conductivity was found over G-wire DNA network samples in either dry

a b

120 µm

20 µm

FIGURE 13.15 (a) A low-resolution bright-field optical image of a four-point probe configuration. The two arms on
the wings are for setting up large currents at high voltages in conductive samples. (b) A high-resolution optical image
of gold contacts made by evaporating gold through the shadow mask at left. The gap between the two center probes is
about 15 µm and can be used for traditional two-point probe experiments. N.B.: the shadow on the top right of the
gold contacts is a result of a thinner gold coating due to incomplete removal of the silicon oxide layer during the dry
etching process.
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a b

5 µm 500 nm

FIGURE 13.16 (a) Gold contacts on either side of this image are 150 nm above the G-wire DNA networks observed
in the background in (b). The transition region between gold contacts and the G-wire DNA networks is shown in (b),
where the height scale is 10 nm from dark to bright.

TABLE 13.1 Sample Conductivities

Sample Depth (nm) ρ (�-m 2) Rcalculated(�) R measured(�)

Gold 13 ± 1 2.5 ×10−9 1.8 18 ± 5
Chromium 13 ± 1 1.3 ×10−8 10 40 ± 5
Carbon 12 ± 1 10 ×10−5 8300 8700 ± 1000
Freshly cleaved mica — 109 > 1.2 × 109 > 1.2 × 109

Mica rinsed w/buffer, water, and dried — — > 1.2 × 109 > 1.2 × 109

G-wire DNA in either wet or dry air 2.0 ± 0.1 > 105 ? > 1.2 × 109

or hydrated states. Rehydration of the G-wires was undertaken by exposing the samples to moist air
over a saturated salt solution of potassium chloride (85% relative humidity at 20◦C) over an hour. The
resistance was measured with the probes already connected and inside the enclosed humidity chamber. The
time used in this experiment may very well be insufficient to rehydrate the G-wires sufficiently to return
the biomolecules to their native solution state. The results appear to be inconsistent with the HLCSTM
data, though the reasons for the difference are probably due to structural differences between dried and
hydrated DNA. In summary, the lower limit of G-wire resistance is in excess of 1 G� (105�-m2) under
dry conditions.

Though not conductive under dry conditions, G-wire DNA still is an interesting candidate for molecular
templates because of the long lengths and narrow dimensions. Rinaldi et al. [38] undertook experimental
investigation in which ribbon-like guanine structures (for an example, see Figure 13.8) were part of a metal–
semiconductor–metal photodetector. I-V curves indicated “striking” semiconductor behavior. Calzolari
et al. [39] subsequently made first principle theoretical calculations that tube-like G-wire DNA should have
semiconductor-like behavior. There results assume idealized configurations that are not achieved under
dry conditions. Future research in our lab will focus on the electrical properties of hydrated G-wires.
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14.1 Introduction: Metalloprotein Electronics

The term metalloprotein electronics refers to a particular branch of molecular electronics that aims to
exploit the peculiar electron transport characteristics of redox metalloproteins for implementing hybrid
electronic devices. Metalloprotein electronics shares with molecular electronics the bottom-up approach
to the assembly of devices, as well as the use of intrinsically functional units. In both these cases, the
functionality to be instilled in a device is already intrinsically present in the molecules rather than achieved
by implementing a particular design or by exploiting a specific material for building a device.

This characteristic makes it possible to identify a single molecule with a device, and is why so much is
expected of bioelectronics (and not just in regards to device miniaturization). Moreover, at variance with
organic, synthetic molecules, the use of particular biomolecules such as redox metalloproteins (see Section
14.2) bears a number of potential advantages. As we will see, redox metalloproteins are biomolecules that
have evolved over billions of years to perform the task of transferring electrons between molecular partners.
Therefore, their effectiveness is usually so high it is virtually impossible to further enhance it by molecular
biology approaches such as protein engineering. Furthermore, a protein’s chemical nature endows its
external surface with a remarkable chemical richness that can be exploited for anchoring molecules in

14-1
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desired positions. Protein’s surface chemistry is also responsible for its (possible) self-assembling ability
(i.e., the possibility of self-organizing in complex supra-molecular edifices—for example, 2D crystals).
The ability to transfer electrons by changing their oxidation state (see Section 14.3) may also be connected
with special protein functional characteristics (i.e., catalytic in general), which could open the door to
novel device functionality, something that is unachievable with conventional electronic devices.

Using proteins for technological scopes counts on another important feature of these biomolecules
connected with their production: the possibility of their recombinant, massive expression in suitable
systems (e.g., bacteria, yeast, other eukaryotic cells). This aspect is of paramount importance if large high-
purity amounts of a certain native or specifically mutated protein has to be obtained. Indeed, high-yield
expression levels can in general be achieved, optimizing the expression procedure at the level of the chosen
expression vector, as well as at that of the expression system (e.g., a particular bacterial strain), and of
course at that of protein purification. Notwithstanding the aforementioned difficulty of improving artificial
electron transport performance of natural proteins, protein engineering is a very important resource for
the production of proteins for bioelectronics purposes. In fact, point-directed mutagenesis can be readily
exploited to insert special functional groups on the protein surface that can be used for specific molecular
immobilization at surfaces. Moreover, a similar approach can also be employed for inserting a chemical
functionality that can facilitate protein purification (e.g., Hys tag).

Among the most diffused protein-based electronic devices, one should recall hybrid structures used for
sensing biointeractions of different kinds. These are usually electronic devices (e.g., solid-state field effect
transistors) coupled with a biomolecular layer (e.g., a layer of antibodies or a self assembled monolayer of
functionalized ssDNA) [1], which imparts biospecificity and biorecognition sensitivity to the electronic
transducer. Many examples of these kinds of devices have been reported in the literature, and all of them
share the common feature of limiting the role of the electronic device to that of a transducer, and of
exploiting the specific features of the biomolecular layer to sense some interaction (e.g., immunological
interaction, hybridization, etc.).

Only recently, the idea of exploiting molecules of biological origin for assembling electronic devices has
come into being. Indeed, biomolecules such as redox metalloproteins could be used to assemble a functional
part of an electronic device such as the channel of a field effect biotransistor. The implementation of such
a device requires, of course, a deep knowledge of the mechanisms ruling the transfer of electrons in single
metalloproteins as well as an understanding of intermolecular electron flows in strong electric fields. Two-
and three-terminal protein hybrid planar devices have been already demonstrated and characterized, and
models for device functioning have been reported (see Section 14.9.2).

The intrinsic functionality present and demonstrated in each metalloprotein suggests the charming
implementation of single-molecule devices, which requires a number of technological and biophysical
problems be solved. Among the most relevant ones, we recall the ultimate lithographic resolution needed
to fabricate a nanometer gap suitable for locating a single metalloprotein in it, as well as the need for
effective approaches for gating the current via the molecule. Some solutions to these problems have been
recently proposed, giving rise to the first single-metalloprotein transistor operating in a liquid environment
and endowed with an electrochemical gate. Such a recent achievement has shown how the concepts of
protein bioelectronics can differ from those typical of today’s solid-state electronics. Namely, the idea that
bioelectronics, rather than competing with conventional electronics, could be fruitfully used to implement
novel functionalities and generate devices operating in unconventional environments, thus promising
charming potentialities for this novel field.

14.2 Proteins and Redox Metalloproteins

Proteins are biological macromolecules that represent the main functional units in living systems. As such,
they are deputed to perform an extremely wide range of tasks in every biologically relevant event. In
particular, the transfer of electrons by biological macromolecules represents the means by which a relevant
number of complex functions is partially or fully accomplished [2]. Key phenomena such as respiration,
photosynthesis, catalytic reactions, etc. involve, as single or multiple crucial steps, the transfer of one
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or more electrons between molecular partners along free energy cascades. A peculiar role in biological
electron transfer is played by special classes of biomolecules called redox metalloproteins.

These molecules belong to the larger family of metalloproteins, biomolecules containing one or more
metal ions or clusters, which represent about 25 to 30% of the known proteins [3]. Generally speaking,
the set of biological metals (i.e., those metals important for biological functions) includes vanadium,
magnesium, manganese, iron, cobalt, nickel, copper, zinc, molybdenum, and tungsten [4]. These met-
als and their ligands configure prosthetic groups that are usually covalently bound to the polypeptide
backbone by endogenous ligands brought about by amino-acid side-chains. Redox or electron transfer
metalloproteins are characterized by bearing one or more metal ions in their active sites, whose oxidation
state can reversibly change, being the basis of their ability to exchange electrons. These metalloproteins can
be typically subdivided into three families: blue copper proteins (or cuprodoxins), cytochromes (contain-
ing haem groups), and iron–sulphur complexes, to which one can add chlorophyll-based photosynthetic
complexes (e.g., reaction centers), which are redox metalloproteins where a photoionization event triggers
the electron transfer cascade [5].

Due to their peculiar functional activity and extreme biological relevance, redox metalloproteins have
been the object of intense study using computational (theoretical) and experimental approaches [6]. These
different approaches range from classical and semiclassical (QM/MM) molecular dynamics to spectroscopy
(UV-Vis and IR absorption, Raman, EXAFS, neutrons, fluorescence, NMR, EPR, XPS), diffraction (x-rays,
electrons), pulsed radiolysis, electrochemistry, and, more recently, scanning probe microscopy (STM, EC-
STM, AFM), often assisted by protein engineering to help unravel proteins’ fine structural and functional
details by site-specific mutagenesis.

The generalized scientific effort towards metalloproteins characterization, has resulted in a deep under-
standing of the structure and function of several redox metalloproteins and, in many cases, it has helped
in clarifying to a good extent the mechanisms by which these biomolecules shuttle electrons between
molecular partners.

The latter aspect is, of course, very important as far as the technological exploitation of metalloproteins
electron transfer is concerned.

The recent advent of nanoscience has fostered the possibility of attaining a so far unmatched level of
comprehension of the electron transfer mechanisms ruling the functional activity of redox metalloproteins:
that of the single molecule. Indeed, at such a level, one can get rid of the statistical average that tends to
smear out the specific features inherent to the different ET mechanisms, hoping to be able to attain a
quantitative, mechanistic description of the observed phenomena.

The efficiency with which redox metalloproteins perform the task of transferring electrons, along with
their intrinsic nanometer size, optimized by natural evolution along billions of years, makes them ideally
suitable candidates for technological aims [7], namely for implementing bioelectronic devices.

Of course, the way to fully attaining such results is still far off since many data and technological
approaches are still lacking. For instance, it is necessary to rely on very powerful experimental tools, capable
of direct-space investigation and, of course, of achieving molecular or submolecular resolution. Moreover,
the technological exploitation of (single) redox metalloproteins requires the development of methods for
the robust anchoring of these molecules onto surfaces (e.g., metal electrodes, oxides) in locations of choice
and to carry out a full characterization of their behavior in such a particular environment.

Ultimate lithographic approaches along with current-sensitive scanning probe techniques, performed
in a liquid, physiologic-like environment, are among the experimental tools most needed for the imple-
mentation and the characterization of hybrid bioelectronic devices.

14.3 Biological Electron Transfer

At the root of the marked interest in bioelectronics for redox metalloproteins is their unique ability to
perform electron transfer reaction (i.e., to shuttle electrons between molecular partners as crucial steps of
a large pool of different biological events).
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Electron transfer reactions are characteristic features of a variety of fundamental biological processes that
include energy metabolism (photosynthesis, respiration, nitrogen fixation), hormone biosynthesis, and
xenobiotic detoxification. For most of the proteins involved in these processes, the active site is comprised
of a metal center, although organic cofactors (e.g., quinones, flavins) may also accomplish this function.
Irrespective of the specific features of each electron transfer reaction, the basic principles that rule the
electron transfer rate are common to any reaction. In order to understand the basis of this phenomenon
and to define many of the mechanistic issues related to biological electron transfer reactions, it is useful
to consider the impulse from pioneering inorganic chemistry studies to the current biological research
activities.

The genesis of the nowadays approach to biological electron transfer reactions dates back to the late
1940s, when coordination compounds with radio-labeled transition metals were used to study inorganic
electron transfer reactions [8]. These initial studies allowed for the first time the determination of the
rate constants for the transfer of an electron from the reduced to the oxidized form of a coordination
compound (self-exchange rate constant). The availability of reliable experimental information for self-
exchange reactions combined with the chemical simplicity of electron transfer reactions (no bonds are
formed or destroyed and the free energy of the products is identical to that of the reactants) attracted the
attention of both experimentalists and theoreticians.

We can divide inorganic electron transfer into two different general types. The simplest mechanism is
that called outer-sphere electron transfer in which the coordination shells of the reactants stay intact. It
involves three steps:

A + D ↔ A || D (14.1)

A || D → A− || D+ (14.2)

A− || D+ ↔ A− + D+ (14.3)

Step (1) corresponds to the formation of the so-called precursor complex (A||D), in which the electron
acceptor (A) and the donor (D) interact through the ligands coordinated to the central metal atom.
Following the formation of the precursor complex, the electron is transferred from the donor to the
acceptor, with the rate constant ket, to form the successor complex (A−||D+), step (2). The reaction is
completed with the dissociation of the successor complex to the reaction products, step (3). Here, the rate of
intramolecular electron transfer will be influenced only by factors affecting ket, whereas the intermolecular
reaction will also be a function of those factors influencing the mutual interaction of the reactants (diffusion
enabling the formation of the precursor complex, electrostatic interaction between reactants).

A different scenario is that characterizing the inner-sphere electron transfer reactions. Here, a reaction
intermediate characterized by an inner coordination sphere of donor and acceptor sharing a common
ligand of a metal ion is transiently formed.

Generally speaking, coordination complexes that are relatively inert to ligand substitution employ
outer-sphere electron transfer mechanisms, whereas those complexes in which coordinating ligands are
more labile, are more prone to undergoing inner-sphere reactions. The requirement for formation of a
ligand-bridged intermediate prior to electron transfer indicates that the energetic barrier to formation
of the transition state is significantly greater in the inner-sphere electron transfer case. This difference in
activation barriers between the two mechanisms reflects the Franck–Condon principle, which states that
nuclear rearrangements are slower than electronic ones.

The relative simplicity of the outer-sphere electron transfer reaction promoted the development of
theoretical efforts towards the prediction of electron transfer rate constants. In what follows, we will recall
only the basic ideas referring the interested reader to one of the numerous works reviewing the topic
[8–12].

Let us start by considering the reaction described in Equation (14.2) in the framework of the transition-
state theory (see Figure 14.1). In this panel, the potential energies of the precursor complex (A||D) and the
successor one (A−||D+) are depicted in 2D as a function of the nuclear coordinate, representative of the
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FIGURE 14.1 Energy diagram for an electron-transfer process between A and D. The potential energy of the nuclei for
both the reactants and the products is represented by two parabolas (A||D and A−||D+) with equilibrium configuration
Req(R) and Req(P). The passage from one parabola to the other represents the electron transfer process, which can
occur in the proximity of the crossing point Rcp. The activation energy for the reaction is given by �G*, whereas
the thermodynamic driving force is given by �G◦. The reorganization energy λ is the energy required to reorganize
all the atoms from their equilibrium position in the reactant state to the equilibrium position in the product state
without transferring the electron (staying on the reactant curve). In case of strong interaction between the donor and
the acceptor, at the crossing point the two parabolas split, giving two curves separated by HAD. This is referred to as an
adiabatic transition, with a smooth transition from the reactants to the products (no quantum jump).

nuclear motion. The Franck–Condon principle states that electronic transitions take place in times that
are very short compared to the time required for nuclei to move significantly. This implies that electron
transitions take place at the crossing point Rcp. Mutual proximity of the acceptor and donor centers within
the A||D complex causes electronic interaction between the centers that yield mixing and splitting of the
two potential energy surfaces in the region of their intersection (the crossing point Rcp). The greater this
electronic coupling (HAD), the greater the separation between the upper and the lower curves of Figure
14.1, and the greater is the probability that the reactants will proceed from the A||D curve to the A−||D+

one at Rcp. Reactions characterized by a strong electronic coupling are called “adiabatic” (i.e., no electron
quantum jumps); in this case, the probability that the activated complex will proceed to products is nearly
unity. For complexes in which this coupling is poor (as in the case where distances separating centers
are large), the separation between upper and lower curves is small and there is an increased probability
that reactants will not progress to the product curve at the crossing point. These types of reactions are
referred to as “non-adiabatic.” The active sites of redox metalloproteins are quite insulating in nature and
their metal ions are usually separated by relatively large distances from each other. As a result, transfer
of electrons in proteins are usually non-adiabatic in nature, and mechanistic analysis of such reactions
involves quantum-mechanical electron tunneling.

In order to compare experimental electron-transfer rate constants for non-adiabatic reactions with
theoretical predictions, one needs to consider the following contributions:

1. The magnitude of the electronic coupling between donor and acceptor as described by the matrix
element HAD (the separation between the A||D and the A−||D+ curve at the crossing point)

2. The contribution of the Franck–Condon factor (FC)
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All these aspects are accounted for by the fundamental equation of non-adiabatic electron transfer
theory, according to Fermi’s golden rule:

κet = (2πh̄)|HD A|2 F C (14.4)

Equation (14.4) highlights that it is possible to decouple the electronic and the nuclear contribution in
the electron transfer rate. This is due to the fact that electron transfer occurs in a time too short for nuclei
to change their position.

The magnitude of the matrix element HAD depends on the nature of the donor and acceptor centers
and the distance between them, and can be described by the relationship of Gamow:

|HD A|2 = |HM|2 exp(−βR) (14.5)

where R is the distance separating the centers, β is the decay length of electronic coupling with R, and HM

is the value of the matrix element for maximum coupling.
Marcus [13] suggested that the FC factor in Equation (14.4) depends on:

1. The energy λ associated with the rearrangement of the atomic nuclei of the reactants in their
configuration in the products

2. The thermodynamic driving force for the reaction, –�G 0, which is derived from the difference in
the midpoint redox potential of donor and acceptor.

According to Marcus, the classical expression for FC factor is

F C = (4πλkB T)
1
2 exp

[−(λ + �G 0)2/4λkB T
]

(14.6)

where λ is the reorganization energy, kB is Boltzmann’s constant and –�G 0 is the thermodynamic driving
force of the reaction. ln(ket) varies parabolically with –�G 0 such that ket increases with the driving force
until –�G 0 = λ. As the driving force increases beyond this point, ket decreases (if λ is constant). This
critical prediction configures the so-called Marcus inverted region.

Therefore, the two dominant factors contributing to the electron transfer rate are the distance between
the donor and acceptor and the thermodynamic driving force of the reaction. A consequence of these
considerations, first noted by Marcus, is that the cross reaction rate constant (k12) for electron transfer
between two substitutionally inert complexes (i.e.,λ is nearly constant) is a function of the self-exchange rate
constants for each of the reactants (k11 and k22) and of the equilibrium constant of the reaction K12 which is
related to the difference in their reduction potentials (i.e., the thermodynamic driving force of the reaction):

k12 = (k11k22 K12 f )
1
2 (14.7)

where

log f = (log K12)2/4 log(k11k22/z2) (14.8)

and z is the collisional frequency between neutral molecules in aqueous solution.
The simplicity of the Marcus theory, along with the availability of the self-exchange rate constants for

a variety of inorganic complexes (since the 1950s and early 1960s), made it amenable to experimental
corroboration. Particularly, it was possible to predict cross-reaction rates between couples of coordination
complexes from their self-exchange rate constants and the thermodynamic driving force of the reaction.
An increasing amount of experimental results provided compelling evidence for the validity of this theory.

Electron transfer proteins in which the active sites are metal centers have many features in common
with simple coordination complexes. Metalloproteins that function solely in electron transfer reactions
possess metal centers that undergo minimal changes upon varying their oxidation state. On the other
hand, metalloproteins that perform electron-transfer reactions as a part of catalytic cycles can exhibit
more extensive structural rearrangements upon changing their oxidation state. In general, the location
of the metal center within the protein and, hence, its accessibility by a redox partner, allows a treatment
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of the electron transfer behavior of these molecules according to the Marcus theory. Particularly, the
electron transfer rate constants measured for numerous redox metalloproteins revealed that fast, long-
range electron transfer takes place at distances of up to 14 Å, involving inverse electron transfer decay

lengths of up to about 1 Å
−1

[14].
At any rate, the Marcus theory represents the starting point for any further refinement, and still configures

the most suitable framework for the interpretation of data involving the transport of electrons by proteins.

14.4 Two Empirical Models: Pathways and Average
Packing Density

To account for the electron transfer rate between two redox centers through the intervening protein matrix,
two empirical models have been proposed.

In order to get a good estimate for the ket in intermolecular electron transfer between metalloproteins, a
single average value for β might not be appropriate to describe the intervening medium, which is known to
modulate significantly the electron transfer phenomenon. Electron tunneling between covalently bridged

redox centers in synthetic systems (β ∼ 0.9Å
−1

) has proven to be much faster than tunneling through a

vacuum (2.8Å
−1

< β < 3.5Å
−1

). That is why the last years have witnessed the development of increasingly
successful theoretical approaches for predicting ket in proteins taking secondary and tertiary structure into
account [15]. In 1991, Beratan and co-workers proposed an empirical model [16] named “Pathways for
estimating HDA.” Considering discrete steps in a chain between the donor and the acceptor, their model
treats the intervening medium as different segments that have their own decay factors (i.e., separating
the factors determining the coupling into bonded, nonbonded, and hydrogen-bonded steps). From this
approach, results:

|HDA|2 = A2

(∏
i

εbond (i)

)2 (∏
j

εspace

(
j
))2 (∏

k

εH−bond (k)

)2

(14.9)

where A is the value corresponding to the maximum coupling. As such, the Pathway model reflects the
huge difference in through-bond and through-space electronic propagation. The unit-less decay factors
corresponding to the different connection types are defined as:

εbond = 0.6 (14.10a)

εspace = 0.5εbondexp[−1.7(RDA − 1.4)] (14.10b)

εH−bond = ε2
bondexp[−1.7(RDA − 2.8)] (14.10c)

where RDA is the distance between the donor and the acceptor. An alternative empirical model was suggested
by Dutton and co-workers, the so-called average packing density tunneling model [14]. Their formulation
similarly balances the through-bond and through-space decay of electronic interactions in proteins. The
model writes:

|HDA|2 = A2exp{−[0.9ρ + 2.8(1 − ρ)][RDA − 3.6]} (14.11)

Within this approach, the overall packing density ρ of protein atoms in the volume between redox
centers, rather than the pathway connectivity, defines the coupling. ρ is defined as the fraction of the
volume between redox cofactors that is within the van der Waals radius of intervening atoms. In principle,
ρ can range from 1, corresponding to a fully packed medium, to a value of 0. Dutton surveyed a large set
of proteins with known structure involved in electron transfer reactions, finally affirming that although
long-range electron couplings depend on protein structure, there has been no necessity for proteins to
evolve optimized routes between redox centers, provided the distance between the redox centers is within
a critical value (1.4 nm), thus denying the role of preferred pathways in accompanying protein-mediated
electron transfer. The critical role of the protein structure in determining the electronic coupling still
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remains a subject of debate in the literature. However, the differences in the predictions of the average
packing density and pathway approaches are generally not significant when through-bond interactions
dominate the coupling, given the mathematical isomorphism and the simplicity of the models.

14.5 Azurin

Among the electron transfer metalloproteins, an important family is that of the so-called blue copper
proteins. This family is comprised of redox biomolecules bearing a single Cu ion in their active site, whose
particular distorted coordination geometry imparts an intense blue color to them. They can be found in
bacteria and plants and are usually involved in early steps of respiration or photosynthesis [17]. Their family
is comprised of azurin, plastocyanin, rusticyanin, amicyanin, caeruloplasmin, etc. Azurin, in particular,
has been the object of extensive investigations by electrochemically assisted scanning probe techniques,
owing to a number of peculiar reasons that will be discussed later.

Azurin from Pseudomonas aeruginosa is a soluble protein (molecular mass 14600) involved in the
oxidative phosphorylation of its expressing bacterium. It is believed to accomplish the function of shuttling
electrons between two molecular partners, cytochrome c551 and nitrite reductase, which act as the primary
donor and acceptor, respectively [18]. Its functional behavior is guaranteed by the reversible oxidation of
Cu+1 to Cu+2. The peculiar electronic properties of this molecule are connected with the special structural
features of its redox active site. Indeed, it contains a copper ion ligated to five aminoacids (two hystidines
and a cysteine strongly bound to copper, and two weaker axial ligands: a methionine and a main chain
carbonyl oxygen) [19] according to a peculiar ligand-field symmetry that provides the center with unusual
spectroscopic and electrochemical properties. Among them, an intense electron absorption band at 628
nm (due to the S(Cys)-Cu bonding to anti-bonding transition), a small hyperfine splitting in the electron
paramagnetic spectrum [20] and an unusually large standard potential (+116mV versus SCE) [21] in
comparison to the Cu(II/I) aqua couple (–89 mV versus SCE) [22].

Its structure is characterized by a globular shape, endowed mainly with a β-barrel conformation
(Figure 14.2). The active redox site is located at ∼ 8 Å below the globule surface, and an exposed S-S
bridge is formed between the Cys3 and Cys26 side chain thiol moieties.

Cys2

Cys3

Gly45
His46

His117

Cys121
Met121

FIGURE 14.2 Cartoon representation of azurin. In the insets, the active site and the disulphide bridge are highlighted.
Structural information from PDB file 1E5Y.
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Both these characteristics make azurin an ideally suited candidate for single molecule investigation by
scanning probe techniques. Particularly, the presence of the aforementioned exposed disulfide offers a
very convenient means for anchoring this molecule to the surface of electronically soft metals (Au, Pt, Ag,
Cu, etc.) by the formation of one or two S-Me bonds [23], whereas its β-barrel conformation endows the
protein with an excellent resistance to repeated probe scans.

A number of different characterization techniques (FTIR in ATR configuration, QCM, SFM, XPS,
CV, etc.) confirm that azurin chemisorbs on Au and that it retains its redox activity once arranged in
submonolayer [24].

14.6 Cytochrome c

Cytochrome c is a small monomeric water-soluble protein that belongs to the haemproteins family.
It is located in the intermembrane mitochondrial space where its role is to shuttle electrons between
ubiquinol/cytochrome c oxidoreductase (QCR, cytochrome bc1 complex) and cytochrome c oxidase
[25,26].

Cytochrome c (Cyt c) is one of the most extensively studied proteins because of its central role in
electron transfer in living organisms. Its diverse functional roles and the availability of high-resolution
crystallographic data since the early 1970s have helped make this protein a paradigm in the study of electron
transfer processes [27].

Cyt c contains a c-type haem prosthetic group covalently bound to the polypeptide chain through
two thioether bonds with the side chain of two cysteines, Cys14 and Cys17 (horse heart numbering)
(Figure 14.3). The haem contains an iron atom, which is coordinated by the four pyrrole nitrogens of
the haem moiety, by the Nε1 of His18 and by the Sγ of Met80 [28,29]. The iron has two physiologically
relevant oxidation states: Fe (II) and Fe (III) [28].

Alignment of mitochondrial cyt c sequences from different eukaryotes showed that the primary sequence
is well preserved during evolution, the most conserved region being the one around the axial Met80 ligand
[29]. The polypeptide chain wraps the prosthetic group so that only 7 to 10% (depending on the different
cyt c) of the haem surface area is exposed at the molecular surface [30].

Naturally, most of the hydrophobic residues are buried. All the internal residues in the van der Waals
contact with the haem macrocycle are bulky hydrophobic groups, which help stabilize the overall protein

FIGURE 14.3 The three-dimensional fold of S. cerevisiae iso-1-cytochrome c . Haem inside the protein is high-
lighted together with axial ligands His18 and Met80. Cys102 is highlighted in the right-bottom part of the structure
(PDB code: 1YCC).
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structure. Further stabilization of the native structure is conferred by an extensive array of hydrogen
bonds. Most of the charged groups are located on the protein surface, where they are distributed in a
highly asymmetric manner [31]. Lysines are clustered predominantly around the exposed haem edge and
on the right and left sides, while carboxylates are located primarily on the top and back of the molecule.
Comparative analysis of amino acidic sequences of more than 100 mitochondrial cytochromes c shows
that exposed residues are significantly more variable than buried ones, which are constrained by the
requirements to provide a stable folded protein structure.

Therefore, a high degree of conservation of specific exposed amino acids implies an important functional
role in intermolecular recognition and electron transfer: indeed, residue-specific interactions within a
framework of electrostatic complementarity are important for the biological role of cyt c in electron
transfer.

Within the family of cytochromes c , iso-1-cyt c from Saccharomyces cerevisiae is unique in containing
a single surface-exposed cysteine that may be used for chemisorption on gold or other soft metals.

14.7 Tools for Studying the Functional Behavior
of Redox Metalloproteins

Bioelectronics approaches must rely on a multitude of strategies to link biological molecules with electronic
circuits. After the biomolecules and an inorganic structure have been interfaced, experimental techniques
able to investigate the quality of the coupling are needed. The following is a brief survey of the main
techniques used to investigate this fundamental issue in the case of metalloproteins.

14.7.1 Protein Film Voltammetry

Once transferred onto a surface, the retention of the functional behavior of proteins must be investigated,
this last being of course a critical step towards the implementation of functional hybrid devices. For
redox proteins on a solid substrate, the natural sign of a successfully assembled protein film without
denaturation is the retention of the native redox electrochemical features with no significant differences
from what is measured in solution. For example, in the case of cytochrome c , when adsorption on a surface
is accomplished at the expense of the native conformation, changes in the ligation to the haem, or increased
exposure of the redox active site to the solvent can greatly modify the redox potential.

Redox film voltammetry is one of the methods of choice in the study of the functional properties of
redox proteins immobilized on a substrate [32,33]. Voltammetric techniques are dynamic electrochemical
methods in which controlled potentials are applied to the electrodes, inducing electron transfer reactions
measured through the current response. A schematic setup for protein film voltammetry is shown in
Figure 14.4. In this configuration, the electroactive molecules are confined to the working electrode surface
of a three-electrode electrochemical cell in which electron transfer to and from the proteins is induced by
altering the electrode potentials. One advantage of protein film voltammetry over conventional solution
voltammetry is that diffusion effects do not complicate the interpretation of the voltammetric signals.
Figure 14.5 reports a typical cyclic voltammogram (the voltage is continuously varied at a constant rate in
a cyclic loop) obtained in the case of a protein film undergoing a reversible oxidation-reduction cycle upon
voltage sweeping. In this case, the reductive and oxidative waves are symmetrical, one being the mirror
image of the other with respect to the potential axis, while the reduction potential E◦’ of the reaction
(14.12) corresponds to the position of the maxima of the two waves.

ProteinOx+ ne− −→←− ProteinRed (14.12)

Integration of the area under the oxidative or reductive wave allows one to estimate the number of
exchanged electrons and, consequently, the number of electroactive molecules on the surface. In fact,
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FIGURE 14.4 Schematic representation of a configuration employed for protein film voltammetry. The proteins are
arranged on a conductive substrate either directly or via a “soft” self assembled monolayer. The substrate represents
the working electrode of an electrochemical cell endowed with a reference electrode and a counter electrode driven by
a potentiostat. Electrons are exchanged between the redox active center in the proteins and the working electrode.

the peak current, after subtraction of the capacitive contribution baseline to the overall current, is given
by:

i p = n2 F 2ν A�

RT
(14.13)

where n is the number of exchanged electrons, F is the Faraday constant, ν is the scan rate, A is the
electrode area, and � is the surface coverage. A comparison of the surface coverage obtained from protein
voltammetry analysis with data obtained from other experimental techniques, such as scanning probe
microscopy (see Section 14.7.2), that are not directly sensitive to the electric charge exchanged with the
substrate, may allow one to establish the amount of proteins which, upon adsorption to the electrode,
preserve their functional behavior.

Protein film voltammetry offers an easy way to establish whether the obtained electrochemical signal
is really ascribable to an immobilized protein layer. Due to the relation between peak current and voltage
scan rate, a linear relation should be found between the scan rate and the current maximum, instead of
the usual square-root dependence observed for solution experiments due to diffusion effects [32].
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FIGURE 14.5 Scheme of an ideal cyclic voltammetry response for a monolayer of adsorbed proteins. The dependence
of the current as a function of the working electrode potential is shown. The reductive and the oxidative waves are
symmetrical and the current reaches a maximum at the formal reduction potential E◦.
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In the ideal case of reversible electron transfer, the half-height peak width is expected to be 3.53 RT/nF
(90.6 mV at 25◦C for n = 1). Deviation from this value may be caused by a spread of redox potentials
indicating a nonhomogeneous distribution of the modes of molecular interactions with the electrode [34].
If the electron transfer process is followed by a chemical reaction that leads the species into a more stable
electroinactive configuration, or to a species with a different electronic coupling with the electrode, the
voltammetric response will be highly asymmetric. However, by using different potential scan rates, it is
possible to investigate this kind of “gated” redox reaction [35].

Protein film cyclic voltammetry allows one to also measure the rate of electron transfer between the
redox site and the electrode. In this case, the standard electron transfer rate can be derived from the
behavior of the anodic and cathodic peak positions as the scan rate increases. Increasing the voltage scan
rate, if the electron transfer is a slow process, a separation between the oxidation and reduction peak is
observed. Fitting an appropriate analytical model of the electron transfer kinetics to the experimental peak
positions as a function of voltage scan rate allows one to extrapolate, as a fitting parameter, the standard
electron transfer rate [36], which represents the electron transfer rate at a zero free energy reaction.
Usually, a relation different from the Butler–Volmer model is used to account for the fact that all the
energy levels below the Fermi level in the metal electrodes are to be considered and that the potential
energy varies parabolically along the reaction coordinate. This technique is particularly useful to establish
the degree of coupling of the redox active site to the metal electrode, when coupled with protein engineering
experiments to find the best efficiency of electronic coupling by modifying the immobilization strategy.
Moreover, the same technique may be exploited to investigate the electronic coupling between proteins
and the electrode when a self assembled monolayer (SAM) is used to immobilize the biomolecules (see
Section 14.8). Using SAMs of molecules having different lengths, the degree of electronic coupling can
be varied. For example, the behavior of cytochrome c immobilized on SAMs composed of alkanethiols
terminating with carboxylic acid head groups has been studied as a function of the number of methylene
units (n)[37]. It has been found that at large reactant-electrode separations (n > 9), the electron transfer
rate has an exponential dependence on the charge-transfer distance with a decay constant of about 1Å−1 per
methylene unit analogous to the tunneling transport through saturated hydrocarbon chains. Decreasing
the cytochrome c /electrode distance (n < 9), the electron transfer rate reaches a plateau, highlighting
the occurrence of a different electron transfer mechanism between the protein and the metal electrode.
This behavior has been interpreted either as the transition from a regime of weak electronic coupling
for n > 9 (non-adiabatic regime) to an adiabatic charge transfer mechanism (n < 9) as a consequence
of a stronger coupling between the protein and the electrode [37] or as a conformational variation gated
electron transfer process that, when the electron transfer is fast (n < 9), starts to limit the observed electron
transfer rate [38].

14.7.2 Scanning Probe Microscopy

Scanning probe microscopy includes a variety of techniques that allows the investigation of molecular
adsorbates on a solid substrate all the way down to the level of the single molecule. Using these techniques,
information on single molecule behavior can be gained, at variance with the voltammetric methods,
which are limited to ensemble behaviors. Scanning probe microscopy techniques are based on measuring
an interaction between a tiny probe and a sample in close, mutual proximity. The tiny probe scans the
sample surface while measuring the interaction locally; thus, an image representing the two-dimensional
map of the sensed physical quantity is obtained. Usually, the measured physical quantity has a strong
dependence on the mutual probe-sample distance and a feedback system is used to keep the interaction
constant during scanning. The feedback operates on the probe’s “vertical distance” and the voltage signals
imparted to a piezo-translator in order to maintain the interaction at the setpoint value represent the
third dimension, which adds to the 2D scan of the probe on the sample. The strong dependence of
the interaction on the probe/sample distance is the keystone to the high spatial resolution capabilities
of these microscopes. The main elements constituting a scanning probe microscope are then the probe
(which is able to sense locally a certain property of the sample), a system enabling the measurement of
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the interaction, a feedback circuit, and the piezo-translators enabling both the 2D scan of the sample
and the vertical movements. The great breakthrough of the scanning probe techniques is not limited to
the high spatial resolution exceeding the optical diffraction limits, rather it includes the possibility of
working in a number of different conditions, including aqueous solutions. This is particularly relevant
for the case of proteins, which usually require a physiological environment to be characterized from a
functional point of view. Moreover, all these techniques are endowed with spectroscopic potentialities that
add to the more conventional surface topography information. In what follows, we will concentrate mainly
on two techniques, atomic force microscopy (AFM) and electrochemical scanning tunneling microscopy
(ECSTM). It will become evident that, apart from the potentiality in characterizing the morphology
of molecular adsorbates, scanning probe techniques represent an optimal tool to establish a molecular
junction in which a single metalloprotein is sandwiched between two electrodes. When the techniques
used are sensitive to current, they allow a straightforward characterization of the current flowing through
a single metalloprotein.

14.7.2.1 Atomic Force Microscope

Atomic force microscopy [39] generates a three-dimensional image of a sample surface by scanning a tiny
tip mounted at the end of a flexible cantilever in contact with the sample (Figure 14.6). Extensive reviews
can be found in literature on issues related to the instrumental aspects of AFM [40,41], and we refer
the interested reader to them. Briefly, as the tip in contact with the sample scans the surface, variations
in the sample topography are translated into variations of the vertical deflections of the cantilever. The
spring constant of the cantilever can be so small (∼ 0.01 N/m) that damage to the sample is minimal.
In the framework of metalloproteins, investigation using AFM offers the possibility of characterizing the
molecules on the surface from a morphological point of view, enabling an estimate of surface coverage
independently of the retention of their functionality. In the following, some basic aspects regarding the
operating principles and imaging modes are given.

Cantilever deflections are measured with high accuracy by optical means [42]. A laser beam is focused
on the back of the cantilever and reflected towards a Position Sensitive Detector (PSD). Deflections of
the cantilever are amplified by the optical systems and are translated in voltage signals. In constant force
operation mode, the feedback system operates by regulating the tip-sample distance in order to maintain
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FIGURE 14.6 Schematic representation of an atomic force microscope (AFM). The main elements are highlighted.
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the cantilever deflection (which can be translated directly in tip-sample force) constant. Different imaging
techniques have been developed which can be grouped mainly into three categories: contact mode, non-
contact mode, intermittent-contact mode. The difference between them derives from the different regions
of the tip-sample force-distance curve exploited to acquire the image. In the contact mode, the tip gently
touches the sample surface throughout the scan. In the noncontact imaging mode, the tip never touches
the sample, exploiting long-range attractive forces to map the sample. In the intermittent-contact mode
the cantilever oscillates over the sample surface, making the tip experience both the repulsive and attractive
region of the force–distance curve [43]. The tip touches the sample only intermittently, allowing a strong
reduction of the dragging forces which can limit resolution in the case of highly deformable and softly
bound samples.

If both AFM probe and substrate are conductive, it is possible to use the two surfaces as two metal
electrodes contacting a sample and to measure the current carried, for example, by a single sandwiched
molecule. This approach configures the Conductive Atomic Force Microscopy (C-AFM) [44,45] in which
it is possible to both image the topography and measure the current between the tip and the substrate
through the sample under an applied bias. The Holy Grail of C-AFM applications in the framework of
metalloprotein transport characterization would be the extension of this technique to physiologic-like
environments in order to measure current across metalloproteins while controlling the probe-sample
distance by the conventional AFM apparatus.

14.7.2.2 Electrochemical Scanning Tunneling Microscopy

Electrochemical scanning tunneling microscopy (EC-STM) is a particular implementation of the pro-
genitor of all the scanning probe microscopy family: the scanning tunneling microscope (STM) [46]. An
STM consists of a conductive probe that is brought near a conductive sample, or a sample positioned
on a conductive substrate, until, under the presence of a small bias voltage (in the order of hundreds of
millivolts), electrons can tunnel between the two electrodes (Figure 14.7). Different operation modes can
be implemented. In the constant-current mode of operation, the tunneling current is kept constant via the
feedback system by varying the vertical distance between the tip and the sample at each measurement point.
The strong dependence of the tunneling current on tip/sample separation allows images to be acquired at
high lateral resolution. Atomic resolution is routinely achieved by STM due to the fact that only atoms at
the very apex of the tip contribute to the measured tunneling current.
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FIGURE 14.7 Schematic representation of an STM setup. The main components are highlighted.
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The STM, like other members of the SPM family, has enlarged the idea of a microscope, coupling
the possibility of performing high lateral resolution images with the ability to perform various types of
spectroscopies with high lateral resolution. In such a way, analytical information can be added to the
imaging capabilities of the microscopes. In the case of STM, scanning tunneling spectroscopy (STS) [47]
allows the local electronic structure of a sample to be studied. Different methods can be used to collect
STS information: imaging the same sample area at a different bias voltage and comparing the acquired
images; positioning the tip at a fixed position with respect to the sample and ramping the bias voltage while
recording the tunneling current (I-V curves); positioning the tip at a fixed lateral position and modulating
the vertical tip-sample distance while recording the tunneling current (I-z curves). As a general comment,
it is important to realize that STM does not map the true topography of the sample; rather, due to its
sensitivity to the local electronic structure of the sample, it maps a surface of constant tunneling probability
[48]. As a consequence, information about sample topography can not be obtained straightforwardly from
STM images.

The electrochemical scanning tunneling microscope is an extension of the STM, and is endowed with
the possibility of working in liquid and in an electrochemical cell. Provided the current which enters the
feedback circuit arises mainly from the tunneling region between the tip and the sample, it was shown
that the STM could work also in liquid [49]. Moreover, the conductive substrate could be configured as
the working electrode of an electrochemical cell comprising a reference electrode and a counter electrode
[50,51]. With respect to a conventional three-electrode electrochemical cell, the conductive STM tip can be
considered a polarizable electrode, configuring a four-electrode cell (two working electrodes: the substrate
and the tip) [52] (Figure 14.8). This configuration allows one to keep the tip and the substrate under
potentiostatic control while imaging by the tunneling current. Non-tunneling currents have to be reduced
to a small percentage of the tunneling setpoint current by both reducing the exposed tip-electrolyte
interfacial area and by controlling the electrochemical potentials of the tip and substrate. The tip is coated
by an electrical insulating material such as Apiezon wax [53] or electropolymerizable paints [54], leaving
only the very apex of the tip, which has been previously electrochemically sharpened, exposed to the
solution. The current that enters the feedback control at a large tip-sample separation can be characterized
as a function of both tip and substrate potential in the electrochemical cell allowing it to establish a potential
window in which non-tunneling currents can be kept to a very small contribution, so as not to prevent the
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FIGURE 14.8 Schematic representation of an EC-STM setup with bipotentiostatic control. It represents the tunneling
current that feeds the feedback system in constant current imaging.
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imaging capabilities [55]. In ECSTM experiments, the reference electrode is usually a Ag wire in solution,
representing a “quasi reference” whose potential can be measured with respect to other common reference
electrodes such as a Saturated Calomel Electrode (SCE) or Ag/AgCl. The counter electrode is usually made
of Pt and is the one through which the cell current is passed, playing the role of a sacrificial electrode. In
the bipotentiostatic approach, the tip and substrate potential are independently controlled with respect to
the reference electrode in solution, and their difference represents the tunneling bias voltage.

ECSTM represents the tool of choice to study the electron transfer properties of metalloproteins im-
mobilized on a conductive substrate. The conductive substrate to be used in EC-STM experiments has to
fulfil mainly two requirements. It has to allow the immobilization of the proteins (and not prevent their
functional behavior), and it has to be atomically flat. The first requirement is usually fulfilled by using
electrodes onto which proteins can directly bind via chemical functional groups present at their surface
(for example, exploiting cysteine on gold) or by functionalizing electrodes with self assembled monolayers
terminating with chemical groups able to immobilize the proteins (for example, ω-functionalized alka-
nethiol on gold) (see Section 14.8). The second requirement is a mandatory condition for having high
spatial resolution in SPM experiments. If small adsorbates are to be visualized by SPM, the roughness of
the substrate surface has to be as low as possible and lower than the typical dimensions of the samples.
Usually, Highly Oriented Pyrolitic Graphite (HOPG) or a well-defined crystallographic metal surface is
used as a substrate for EC-STM studies. Among the second type of substrates, Au(111) is one of the most
often used because of the ease in its preparation [56], its resistance to oxidation, and the possibility of
exploiting the sulphydril reactivity for developing immobilization strategies.

In the framework of metalloprotein investigation for biomolecular electronics applications, the use of
EC-STM allows one to study the behavior of the electron transfer molecules as a function of the potential
of the electrode onto which the molecules are immobilized [57]. As a common rule, when interpreting EC-
STM experiments, it has to be considered that EC-STM data contain information on both the electronic
structure of water and of the molecules interposed between the tip and the substrate.

14.8 Strategies for Protein Immobilization on Surfaces

A bioelectronic device in general requires the wiring of biomolecules on a conductive or semi-conductive
substrate—a critical issue being the retention of the functional properties of the molecules [58]. Metallo-
proteins’ functional properties involve the ability to exchange electrons with the substrate. In the following,
a description of the main strategies adopted to immobilize proteins on surfaces will be given. Although
biomolecules could be immobilized on surfaces by means of physisorption—as in cases where hydrophobic
effects or electrostatic interactions are exploited—only the strategies that yield a chemisorbed protein layer
will be treated, because only those approaches provide the surface stability usually required in bioelectronic
devices.

The assembled protein layers can be investigated by different techniques [59] such as surface plasmon
resonance (SPR) scanning probe microscopies (SPMs), infrared spectroscopy, x-ray photoelectron spec-
troscopy (XPS), ellipsometry, UV-vis spectroscopy, surface enhanched raman spectroscopy, quartz crystal
microbalance (QCM), and electrochemical techniques. Some of these techniques are also able to provide
a functional assay of the assembled protein (see the following).

The immobilization approaches can be divided into two main strategies: covalent bonding by means of
heterobifunctional crosslinkers or direct immobilization of the proteins on the surface. Which of the two
is to be used depends on the surface material and on the specific requirements on the final protein layer.

The general approach for covalent immobilization of proteins by means of heterobifunctional crosslink-
ers is sketched in Figure 14.9. A surface exposed reactive group is exploited to bind a short molecule endowed
with two functional groups at the ends. In some cases, the affinity of the surface material for the chemical
groups of the heterobifunctional linker can also be exploited. We will refer to this first step as the “surface
chemical modification.” The presence of two different functional groups assures that only one of the two
is able to covalently bind to the surface. However, under particular circumstances, even a crosslinker with
two identical terminal functional groups could be used, provided that one gets rid of the possibility that
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FIGURE 14.9 Schematic of the protein immobilization approach based on a surface chemical modification by a self-
assembled monolayer of heterobifunctional crosslinkers. Surface-exposed reactive groups (A) react with one functional
group of the crosslinkers (B) endowing the surface with the other functional group (C), which is then exploited for
the immobilization with protein surface functional groups (D).

they both bind to the surface, yielding a surface-lying molecule. The assembled layer provides an exposed
functional group which is then exploited to covalently bind a chemical group of the exposed protein
aminoacids. From this scheme, it is evident that the final configuration of the assembled layer strictly
depends on the number of exposed side-chain groups available to react with the pre-assembled surface
layer. This aspect influences the orientation and the homogeneity of the immobilized biomolecules.

We will deal with two main types of surface chemical modifications: chemical modification based on
the formation of siloxane monolayers and on sulfhydril group reactivity.

The first type of chemical modification is exploited for substrates which expose hydroxyl groups. This is
the case, for example, with metal oxides [60], mica [61], glass [62], and silicon oxide SiOx , resulting both
from oxidation in air (native oxide) and from chemical or thermal oxidation [63]. The surface density
of hydroxyl groups can be controlled by the use of O2-plasma, through the use of strong oxidants, or by
electrochemical oxidation. The surface endowed with hydroxyl groups is then exposed to organosilanes.
Organosilanes are based on a Si atom which is tetrahedrally bound to three similar hydrolyzable functional
groups and to a non-hydrolyzable one by means of a short methylene chain. Typically, chlorosilane or
alkyloxysilane are used. The driving force for the surface functionalization is the formation of siloxane
monolayers, which are connected to the surface by means of Si-O-Si bonds, as shown in Figure 14.10.
The assembled layer results are thermally stable, thus affording a very robust system due to surface cross-
polymerization.

OH

OH

Z = OCH3, OCH2CH3, Cl
X = SH, NH2

Z Z

Z

Z

Z

X X

X

Si Si
O

O

OH

O

O
Si

OH

OH

OH

FIGURE 14.10 Scheme of the immobilization strategy based on silanization of surfaces endowed with hydroxyl
groups.
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FIGURE 14.11 Scheme of the surface chemical modification based on SAM of alkanethiols.

The main difficulty in the formation of silane monolayers is the presence of water in the reaction
environment, which is required for the hydrolization of the alkyloxy groups, but which may also lead
to polymerization of the silane molecules before bonding to the surface [64,65]. Great care should be
paid to the pre-treatment of the surface before silanization to reduce contamination and also increase
the density of reactive hydroxyl groups [66]. The level of order in the obtained silane monolayer depends
on the roughness of the functionalized substrate, and on the underlying structure of the polysiloxane
cross-polymerization, which, in its turn, depends on the distribution of hydroxyl groups on the surface,
the presence of water molecules, and surface contamination. Different silanization methods can be used
based on liquid phase or gas phase strategies. In the first case, surfaces to be silanized are immersed in
a solution of silane molecules in an organic solvent followed by extensive wash to remove nonbonded
silane molecules [66]. In the case of gas phase silanization, the reaction is performed in a vacuum, but
it usually requires a long reaction time, and heating of the environment to enhance silane evaporation
[67,68].

Biomolecule immobilization based on the exploitation of surface chemical functionalization by thiol-
based molecules makes use of the strong affinity between sulphydryl groups and metals such as gold,
silver, platinum, and copper (Figure 14.11). Very extensive reviews can be found in the literature about self
assembled monolayers (SAMs) of thiolates [69,70], so only a short introduction to the technique will be
given here. Briefly, sulphydryl groups have a strong affinity to transition metal surfaces and sulphur–metal
bonds are formed by immersing the substrate in a solution containing the desired thiols by a reaction that
can be considered an oxidative addition of the SH bond to gold as in reaction 14.14

R – S – H + Au0 → R – S – Au+ •Au0 + 1/2H2 (14.14)

Initial adsorption is fast and is followed by a slow organization phase that is mainly driven by van der
Waals forces (intermolecular forces). The length of the alkyl chain is a determinant in the properties of the
SAM. The most studied system is the SAM of thiolates on gold because gold is easy to obtain even in thin
films. It gives relatively simply single-crystal surfaces and is reasonably inert under standard conditions.
Moreover, the thiol–gold affinity is so high that if a physisorbed contamination layer is present on the
surface to be functionalized, it will be displaced by the thiols. In the process, both primary thiols and
molecules containing a disulfide bond can be used, given the tendency of the disulfide bond to reduce to
form two S-Au bonds [71]. Both thiol molecules with straight alkyl chains, and with aromatic rings, can
be used to obtain well-ordered SAMs.

Using different ω-functionalized alkanethiol molecules, the functionalized surface can be endowed with
chemical functionalities exploitable to immobilize biomolecules. The most relevant ω-functionalizations
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FIGURE 14.12 Immobilization strategies exploiting different protein side-chain groups.

are SH, COOH, NH2, and CHO. Alternatively, SAMs can be modified to incorporate other chemical
groups exploiting nucleophilic substitutions, esterification, and nucleophilic addition. By using this last
strategy, chemical groups that are impossible to introduce into the alkanethiol chain due to synthetic
difficulties can also be inserted.

Once a functionalized surface endowed with chemical reactive groups has been obtained by means
of silane molecules or alkanethiols, the biomolecules of interest can be immobilized [72]. In the case of
proteins, the typical side-chain chemical functionalities exploited are NH2 groups from lysines, SH groups
from cysteines, and COOH groups from aspartic acid and glutamic acid [73]. Figure 14.12 summarizes the
most common reactions used to immobilize proteins on a SAM. Attention should be paid to the possibility
that side reactions involving other amino acid residues occur.

When amine functions of lysine residues are present at the surface of proteins, reactive esters on the
surface, such as N-hydroxysuccinimide can be used to end with an amide-bond formation. An alternative
route to the immobilization of protein-exploiting NH2 groups is the coupling with aldehyde groups to
the creation of imine bonds (Schiff bases). Otherwise, isothiocyanate on the surface can result, in a basic
environment, in the formation of a thiourea bond with exposed amines. In most proteins, several lysine
residues are present at the surface and many bonds with the surface groups can be established. This fact
would increase the orientational heterogeneity in the immobilized proteins.

If the proteins have exposed SH groups, the reaction with maleinimides can lead to the formation
of thioether bonds. Otherwise, a thiol disulfide exchange reaction using pyridyldisulfides can result in
disulfide bond formation. Thiol groups can result also from the reduction of cystines. Cystines, which
result from a disulfide bond between two cysteines, usually contribute to the protein stability—in some
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cases, they can be reduced and the two thiols can bind the surface without affecting protein integrity.
Cysteines are less abundant then lysine and, in the case where a single free cysteine is accessible, a more
controllable immobilization can take place.

The carboxylic group of aspartic/glutaric acid residues can be exploited by using 1-ethyl-3-
(3-dimethylaminopropyl)-carbodiimide (EDC) to convert the carboxylic acid into a reactive interme-
diate. This is susceptible to attack by amines on the surface, yielding an amide bond.

Under some circumstances, proteins can be immobilized on a surface directly, without the use of a soft
SAM. An example of this immobilization strategy is that occurring when exposed cysteines are present and
immobilization is performed on a gold surface. This approach is exploitable also when cystines are available.
In this latter case, the immobilization proceeds by a reduction of the cystine to give two sulphydril groups
that bind to the gold surface. The main drawback of a direct protein immobilization on a substrate consists
in the possible denaturation of the molecules, due to the high surface energy of a solid-gas interface [74].
Nevertheless, it has been demonstrated that in several cases proteins can bind directly to gold, preserving
their functionality.

An alternative route to those previously described consists in the tagging of the proteins in solution
with a molecule that also provides a reactive group that is subsequently exploited for the immobilization
of the construct on the substrate.

Genetic engineering techniques represent a major means towards the task of efficient protein immobi-
lization on surfaces. Site-directed mutagenesis has been exploited to introduce specific functional groups
on the protein surface in order to immobilize them according to specific demands. If, for example, protein
immobilization strategy is based on sulfhydryl reactivity, introducing a single cysteine on a protein surface,
which is naturally devoid of this type of residue, at a specific position, can lead to a uniformly oriented
protein film [75]. Moreover, in the case of a metalloprotein, an appropriate choice of the position in which
the cysteine is inserted can lead to an enhanced coupling of the active site to the substrate, allowing it
to establish a more efficient electron transfer. In a reversed approach, native cysteines can be replaced by
other amino acid residues if the cysteines are not necessary for the biological activity of the protein, and
a new cysteine can be inserted in a location of choice. Site-specific mutagenesis can be exploited both in
the case where immobilization is performed, exploiting a heterobifunctional linker and in that of direct
immobilization on the substrate.

Another approach to protein immobilization consists of the exploitation of a polyhistidine tail towards
a metal support in a fashion resembling affinity chromatography. Proteins can be expressed with a specific
affinity tag that may consist of a sequence of histidines to help purification, but that can also be used to
immobilize the proteins on a substrate [76]. The immobilization results from the strong affinity between
histidines and metal ions such as Zn2+, Cu2+, Ni2+, and Co2+.

A well-controlled immobilization strategy allows one to avoid the formation of multilayers and agglom-
erates on the surface and, by a controlled orientation of the immobilized proteins, the protein–protein
interaction between an immobilized protein and its partner in solution can be controlled. Also the surface
density of the immobilized proteins can be controlled by using a suitable approach. In cases where a
different immobilization scheme also leads to a different protein function, it could be possible to assemble
patterned protein films where the protein function is controlled by the molecular architecture exploited
for immobilization.

The possibility of controlling immobilization with spatial resolution, and of introducing dynamical
immobilization and release properties to a surface is of great appeal in the framework of molecular
bioelectronics. A control on these aspects would allow one to selectively immobilize molecules only on
a specific electrode out of a full set. Approaches based on surface chemical modification by redox active
molecules such as quinones [77–81] or on the reductive desorption technique (see the following) are
being explored to pursue this aim. The first strategy relies on the reactivity of quinones towards functional
groups such as thiols and primary amines only in their oxidized state. It is, indeed, possible to drive
electrochemically the binding of biomolecules at surfaces and to address an individual electrode in a
matrix. The second strategy relies on the electrochemically driven detachment of preassembled SAM on
gold to expose an electrode to a solution containing other molecules to be immobilized.
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14.8.1 Metalloproteins Surface Immobilization

In the framework of metalloprotein bioelectronics, different strategies have been exploited to come up
with well-defined protein film on various types of surfaces. Most of the works concentrated on the immo-
bilization of two well-known types of metalloproteins: haem-based metalloproteins, such as cytochrome
c; and blue copper proteins, such as azurin.

Cytochromes c are haem proteins which immediately appeared as good candidates for bioelectronic
applications. Different species of cytochrome c may be found in nature and, among them, iso-1-
ncytochrome c from Saccharomyces cerevisiae (YCC) is endowed with a feature that has attracted much
interest for its immobilization on substrates. In fact, YCC has a unique surface cysteine residue at position
102 (Cys102), which can be exploited for its immobilization. In principle, the immobilization could be
obtained directly on gold, exploiting the affinity of the thiol for this metal, but, due to its limited accessibility
[82], only under particular conditions this residue can be exploited directly, preventing protein denatura-
tion (see the following). Immobilization of this molecule on different substrates has been obtained by the
formation of disulfide bonds with extrinsic thiols provided by a surface chemical modification [83–85].
Depending on the nature of the substrate for the protein immobilization, silane chemistry (on glass or
silicon oxide), or a double-step chemistry (on gold), has been exploited. In the first case, monolayers of
11-(trichlorosilyl)undecyl thioacetate or 3-mercaptopropyl-(trimethoxysilane ) (3-MPTS) [85] have been
assembled on the substrate and the cytochrome c has been made reacting with the exposed SH moieties
through the formation of an intermolecular disulfide bond. The chemistry used in the case of 3-MPTS
silane SAM is sketched in Figure 14.13.

To demonstrate that the protein immobilization effectively took place via the Cys102 residue, a mutant
in which the Cys102 residue was substituted for a threonin (C102T) was expressed. This mutant was
not expected to react with the surface SH moieties, and this was confirmed by imaging the assembled
layers by atomic force microscopy (AFM). Comparing the morphology of the assembled layers on mica
(mica can be silanized and at the same time provides a low surface roughness essential in atomic force
microscopy imaging of small features such as proteins), it was possible to attribute bumps on the surface
to single proteins in case of native cytochrome c (Figure 14.14), whereas no bumps were visible for the
C102T mutant. The monolayers obtained with the native protein and the mutant were also characterized
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FIGURE 14.13 Protein immobilization scheme based on silanization of surfaces endowed with hydroxyl groups (a)
and an intermolecular disulfide bridge between the thiol group of the silanes and the thiol group of a protein surface
cysteine residue (b). (From Gerunda, M. et al., Langmuir, 20, 8812, 2004. With permission.)
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FIGURE 14.14 (a) Atomic force microscopy image of 3-MPTS silylated mica; (b) 3-MPTS silylated mica after
exposure to native iso-1-cytochrome c ; (c) 3D view of (b); (d) 3-MPTS silylated mica after exposure to the C102T
mutant as a comparison. All the images are reported with the same z scale of 7 nm. (From Gerunda, M. et al., Langmuir,
20, 8812, 2004. With permission.)

by optical absorption spectroscopy. Cytochrome c from yeast was chemisorbed on a glass slide exploiting
silanization by 3-MPTS and the corresponding absorption spectrum showed typical features of the protein,
whereas upon substituting it with the C102T mutant, no spectroscopic features were observed. To verify
the redox properties retention upon this immobilization strategy, voltammetric techniques were applied
using Indium Tin Oxide (ITO) as the working electrode and substrate. A linear sweep voltammetry of
a monolayer of native cytochrome c showed a clear Faradaic signal from which the surface coverage of
functional molecules was estimated. A value of 1.8 × 10−11 mol/cm2 was obtained, which is consistent
with a near-monolayer coverage. Interestingly, the surface coverage obtained from the functional signal
was consistent with the value obtained from absorption spectroscopy, highlighting that the fraction of
proteins which lost their functional activity upon chemisorption was negligible. The oxidation peak of
the cytochrome c turned out to be 168 mV (versus SHE), pointing to a lower reduction potential of the
protein with respect to the freely diffusing protein in solution. Since the optical absorption spectrum did
not show a variation of the spin state of the haem iron, this shift could not be attributed to the detachment of
coordinating ligands that occurs upon denaturation. This shift is probably due to a variation in the solvation
properties of the proteins and to intra- and intermolecular electrostatic and hydrophobic interactions that
occur upon protein chemisorption.

The immobilization strategy based on disulfide bond formation with a thiol capped SAM on the surface
should, in principle, lead to uniformly oriented protein layers. The orientation distribution can be assessed
by absorbance linear dichroism measurements which probe the orientation of the haem plane with respect
to the substrate [84,86]. It has been found that the assembled protein monolayer has a certain degree of
order but, the overall angular distribution of the haem plane around the average value could be made
narrower if aspecific adsorption of cytochrome c could be kept to a negligible level.

Direct YCC immobilization on gold by the C102 residue can be accomplished if the protein is im-
mobilized in the reduced form [87,88]. Under these circumstances, the immobilized protein layer is
still electrochemically active, having a very fast interfacial electron transfer with the substrate. Direct
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Gold substrate

FIGURE 14.15 Scheme of the direct immobilization of YCC on bare gold exploiting the C102 residue. The SH group
of the cysteine in position 102, which is positioned in a hydrophobic pocket in the native form, unwinds to allow the
formation of a sulphur–gold bond.

immobilization on bare gold allows the buried edge of the haem to be nearer to the gold electrode with
respect to the case in which the immobilization is performed exploiting a heterobifunctional crosslinker
(Figure 14.15). This is the reason why the direct immobilization assures a high electron transfer rate to the
gold substrate, whereas the other immobilization strategies are severely rate limited in electron transfer
due to the additional distance from the surface. In the framework of metalloprotein bioelectronics, it is to
be stressed that direct immobilization on gold may present some advantages with respect to other immobi-
lization strategies besides the increased electron transfer rate. In particular, some metalloproteins undergo
conformational changes upon environmental variations (e.g., pH), which are reflected in a modification
of the redox midpoint. The use of a SAM for protein immobilization usually prevents the possibility of
exploring suitable pH values due to stability problems of the SAM to strong pH variations. For example, a
direct immobilization on gold has allowed the investigation of the YCC low pH transition, whose study is
usually prevented in diffusion experiments due to the detachment from the surface of the promoter layer
used in freely diffusing electrochemistry of cytochrome c [88].

Another possible strategy for the immobilization of YCC on gold is the exploitation of a double-step
chemical surface modification. In this case, a first layer of cysteamine (2-Mercaptoethylamine) is assembled
on the gold surface and it is subsequently coupled to a glutaric dialdehyde layer. Glutaric dialdehyde is
a symmetric molecule endowed with two terminal aldheyde groups able to bind to the NH2 group of
cysteamine from one side, and to lysine NH2 groups on the protein from the other side.

A great deal of work has been dedicated to immobilization strategies for blue copper metalloproteins such
as azurin. Azurin, from Pseudomonas aeruginosa, is endowed with a surface disulfide bridge between Cys3
and Cys26 which can be exploited for direct immobilization on gold. Evidence that azurin chemisorption
on gold takes place by the reduction of the disulfide bridge and the formation of two thiol gold bonds has
been obtained by different techniques [89]. Among the techniques used, reductive desorption is one of
those more frequently used. It concerns measurement of the Faradaic signal that occurs when S is detached
from the gold substrate at negative potentials. Each S atom contributes one negative charge to the total
Faradaic peak, which is measured by conventional linear or cyclic voltammetry. Experiments are usually
performed at a high pH in order to shift to lower potentials the onset of hydrogen evolution which could
hide the desorption peak. Reductive desorption of an azurin monolayer immobilized on gold showed a
desorption peak at –900 ± 30 mV versus SCE, which is attributable to S desorption [89]. Integration in
time of the current under the desorption peak allows one to establish that the proteins were assembled
in a quasi close-packed monolayer. Another technique that permits one to retrieve information on the
immobilization details is x-ray photoelectron spectroscopy (XPS). From the binding energy of S(2p), the
typical features of S bound to Au were identified, plus a contribution that may be due to other S atoms in
the protein.

An azurin layer immobilized on a bare gold surface via the disulfide bridge is still endowed with a stable
electrochemical activity (see Figure 14.16) [90–93]. The electron transfer rate is around 300 to 400 s−1 due
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FIGURE 14.16 Cyclic voltammogram of an azurin (sub)monolayer chemisorbed on a Au(111) electrode in NH4Ac
50 mM, pH 4.6 at a sweeping rate of 5 mV/s. Redox midpoint + 120 mV versus SCE, peak separation 160 mV. (From
Facci, P., Alliata, D., and Cannistraro, S., Ultramicroscopy, 189, 291, 2000. With permission.)

to the high distance between the redox center and the surface (about 3 nm). Moreover, the redox potential
measured on immobilized azurin films is very similar to those obtained in solution diffusion experiments,
pointing to negligible conformational changes of the proteins upon immobilization.

Azurin mutants in which cysteines have been inserted in specific positions on the protein surface with
the aim of obtaining a different orientation of the immobilized proteins on gold have been expressed. The
mutant S118C, in which a serine in position 118 has been substituted for a cysteine, was immobilized on
gold electrodes and the obtained protein film was imaged by STM and characterized by cyclic voltammetry
[94]. The position at which the cysteine was inserted is adjacent to the residue 117, which is thought to
reside on the electron transfer pathway between the copper ion and the natural electron transfer partners
of azurin. The electrochemical response of the protein layer was stable to repeated scans pointing out the
retention of protein structure upon immobilization. Also, the K27C azurin mutant, in which the lysine in
position 27 has been substituted by a cysteine, has been expressed, and its electrochemical activity upon
immobilization on gold has been confirmed by cyclic voltammetry [93].

Azurin molecules have also been immobilized on oxygen-exposing surfaces (SiO2, mica, glass, etc.)
by different strategies [24,95]. On oxygen-exposing surfaces, the method of choice for protein covalent
immobilization is based on silanization. Using 3-Aminopropyltriethoxysilane (3-APTS), a silane layer
exposing primary amines groups has been assembled on silicon, glass, and mica. Exposing the silylated
sample to glutaric dialdehyde (GD), an imine bond is created, endowing the surface with exposed aldehyde
groups. Exposing this surface to an azurin solution, protein chemisorption via formation of imine bonds
between the aldehyde groups and protein primary amines (especially from lysines) is realized. A scheme
of the immobilization steps is reported in Figure 14.17. The various stages of azurin film formation have
been monitored by XPS and ellipsometry in order to measure the average thickness of the layers. The
data obtained by both techniques agreed very well. According to x-ray crystallography, 12 amino groups
(including the terminal NH2 group) are present on the azurin surface, so no particular uniform orientation
is imparted on the protein layer. The protein film has also been characterized by atomic force microscopy
in liquid. Images clearly showed the presence of bumps with a lateral extent of about 10 nm, which can be
attributed to single proteins (Figure 14.18).

The possibility of tuning the orientation of immobilized azurin molecules both on surfaces exposing
hydroxyl groups and on gold has been demonstrated [96]. Whereas the previous immobilization strategy
for azurin relied on the presence of surface amino groups, which amount to a total of 12, resulting in a
non-uniform protein orientation, a new immobilization strategy was used, resulting in a more uniform
orientation. Exploiting 3-mercaptopropyl-(trimethoxysilane) (3-MPTS), a surface chemical modification
resulting in a surface endowed with thiol groups was obtained. Azurin immobilization was achieved by
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FIGURE 14.17 Protein immobilization scheme based on a two-step surface chemical modification by 3-APTS and
GD (a, b) and on an imine bond formation between the aldehyde group of GD and the primary amines on the protein
surface (c).

exploiting the disulfide bridge between Cys3 and Cys26 and a disulfide thiol exchange reaction with the
surface thiols. The different uniformity in the protein immobilization has been assessed both by XPS
and cyclic voltammetry. XPS analysis of the Cu2p3/2 signal from the protein active site shows a different
intensity depending on the exploited immobilization strategy. This behavior can be attributed to the
asymmetric position of the Cu ion in the azurin molecule (see Figure 14.2). In fact, the Cu ion is buried

20 nm

FIGURE 14.18 Atomic force microscopy image of an azurin monolayer on functionalized mica. The image was
acquired in contact mode under NH4Ac buffer. z scale 3.9 nm.
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FIGURE 14.19 Comparison of the oxidation peaks of linear voltammetries of 2-MEA+GD+azurin (dashed line)
and 1,4-benzenedimethanethiol+azurin (solid line) on gold. (From Alessandrini, A. et al., Surf. Sci., 542, 64, 2003.
With permission.)

0.8 nm under the globule surface, almost at the opposite side of the disulfide bridge from which it is
3 nm distant. The signal probed by XPS reflects the particular attenuation due to the location of the Cu
ion in the protein layer. In the case of azurin molecules immobilized by the disulfide bridge, if aspecific
binding is avoided, a unique orientation of the proteins is obtained and the average distance of the Cu
ion from the surface will be higher with respect to the case of immobilization with random orientation.
According to this prediction, the obtained Cu/N ratio was higher in the case of chemisorption via 3-MPTS
with respect to chemisorption via 3-APTS+GD pointing to a higher distance from the surface of the Cu
ion. The different orientation distribution of the two immobilization strategies were also studied by cyclic
voltammetry. In order to obtain a voltammetric signal, similar immobilization schemes were developed
for gold. To obtain a random orientation distribution, a first layer of 2-mercaptoethylamine (2-MEA) was
chemisorbed on the gold surface, followed by a layer of GD, whereas, for a uniformly oriented protein
layer, a SAM of 1,4-benzene dimethanethiol was assembled on the gold surface. Molecules endowed with
sulphydril groups at both ends are prone to chemisorb on a gold yielding lying down molecules. However,
it has been established that in the case of short or rigid molecules, such as 1,4-benzene dimethanethiol,
the molecules on gold adopt a configuration in which a sulphydryl group is available off the surface for
further reaction [97]. Using this configuration, a uniformly oriented protein layer is obtained as in the case
of 3-MPTS. In both cases, a stable electrochemical signal was obtained and the FWHM of the oxidation
waves were compared (see Figure 14.19). The FWHM varied from 0.17 V (in the case of the oriented layer)
to 0.26 V (in the randomly oriented layer). Being that the FWHM is an indication of the distribution
of formal potentials, the obtained behavior could be interpreted as the sign of a larger distribution of
formal potentials in the case of the immobilization via 2-MEA+GD, due to a random orientation of the
immobilized proteins.

14.9 Characterization of the Transport Properties
of Immobilized Metalloproteins

In the framework of molecular bioelectronics, metalloproteins’ transport properties have been investigated
both in a configuration in which they are positioned between two planar electrodes, possibly using a third
electrode to modify the energy levels in the molecules, and in a configuration in which they are sandwiched
between two electrodes represented by the probe and the substrate of a scanning probe technique. Both
types of investigation will be the subject of specific sections in which the potentiality and the main results
so far achieved by each approach will be illustrated.
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14.9.1 Scanning Probe Techniques in Metalloprotein Transport
Properties Characterization

Scanning probe techniques are the most suitable methods for characterizing the behavior of proteins
interacting with inorganic surfaces at the level of the single molecule in real space. Specifically, the two
most important techniques that have been exploited in the context of metalloprotein bioelectronics are
the STM (in EC-STM configuration) and the C-AFM. Here we will summarize the most important results
so far obtained by these techniques.

The EC-STM allows one to characterize (sub)monolayers of metalloproteins adsorbed on a substrate
and to shed light on the long range electron transfer mechanism across a single molecule. Starting from the
characterization of the tunneling current between the tip and the substrate through a single metalloprotein,
at the end of this section we will show how the EC-STM setup can be thought as a device that can implement
a single molecule transistor in a physiological environment. Moreover, we will complement experimental
results with theoretical interpretations in light of the developed models for the electron transfer mechanism
in the EC-STM setup.

The potentiality of EC-STM to perform a sort of molecular spectroscopy of the density of states of
the redox adsorbates was theoretically discussed by Schmickler in the early 1990s in trying to explain the
conductivity of redox adsorbates in an STM setup [98,99]. Later on, the first experimental data appeared
and more efforts were also concentrated on the theoretical models that could account for the observed
behaviors.

Even if it did not concentrate on a biomolecular adsorbate, it is worthwhile introducing the experimental
results related to EC-STM starting from the work of Tao on Fe-protoporphyrins [57]. In this work, Tao
investigated Fe(III)-protoporphyrin (FePP) with respect to protoporphyrin (PP) adsorbed on a Highly
Oriented Pyrolytic Graphite (HOPG) electrode. FePP is able to change reversibly its oxidation state from
Fe(III) to Fe(II) at a substrate potential value available to the EC-STM setup, whereas the reference sample
(PP), without the metal center, is electrochemically inactive. Imaging a sample composed of a mixture of
FePP and PP at a substrate potential near the redox midpoint of FePP (–0.48 V versus SCE), the molecular
species bearing Fe appeared brighter than the reference one (see Figure 14.20). The enhanced contrast for
the electroactive molecules comes from the coupling between the Fe ion density of oxidized states and
the Fermi levels of the tip and the sample. The presence of these molecular orbitals supports the electron
tunneling between the tip and the substrate. Imaging in the constant current mode implies that molecular
adsorbates which elicit higher tunneling current appear brighter in the image, corresponding to a virtual
height increment. Tao measured the apparent height increment of FePP with respect to PP as a function of
substrate potential at constant bias between the tip and the substrate, obtaining a resonance-like behavior
peaked at a substrate potential (–0.42 versus SCE) very near to the redox potential of FePP.

One of the possible interpretations which has been invoked for explaining the obtained behavior of
the tunneling current as a function of substrate potential is the resonant tunneling scheme, in which the
electrons transfer between the tip and the substrate without being trapped in the molecule between them.
As a general rule, all the proposed theories for the interpretation of the EC-STM contrast mechanism on
redox adsorbates extrapolate an expression of the current as a function of the applied bias and the substrate
potential involving microscopic quantities related to the molecule and to the molecule–environment
interactions. In the resonant tunneling model, electrons tunnel from the tip to the substrate, exploiting
the empty redox level of the molecule. From the electron energy point of view, the resonant tunneling
mechanism implies that the starting level in the tip, the intermediate level on the molecule, and the final
empty level in the substrate all have the same energy. Even if the electron never localizes on the molecular
adsorbate, a significant role in establishing the electron current is played by the reorganization energy
of the redox molecule, λ. This quantity can be interpreted as the difference between the center of the
Gaussian distribution of the density of oxidized states and the redox energy level of the molecule derived
from the standard reduction potential [100]. The latter quantity has to be considered in the particular
configuration of the EC-STM setup, in which the redox adsorbate is under the influence of the electrostatic
potentials produced by the charged tip and substrate in a nanometer-sized gap. Under the assumptions
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FIGURE 14.20 EC-STM images of FePP/PP adsorbed on a HOPG substrate from solutions containing FePP and PP
at the ratio of 0:1 (a), 1:4 (b), 4:1 (c), and 1:0 (d). All the images were acquired at a substrate potential of –0.41 V versus
SCE, with a tunneling current of 30 pA and a tip-substrate bias of –0.1 V. The percentage of brighter spots increases
from A to D accordingly with the increase in the presence of FePP in the solution. From (E) to (H), the corresponding
cyclic voltammograms of the adsorbed samples are reported. Clearly, the redox current increases with the presence of
FePP. (From Tao, N.J., Phys. Rev. Lett., 76, 4066, 1996. With permission.)

of a resonant tunneling transfer mechanism, the maximum in the tunneling current is expected when the
maximum of the density of oxidized states is half way between the tip and substrate potential. The width
of the resonance-like behavior of the tunneling current depends on its turn on the reorganization energy
of the molecular species. This allows one to obtain an estimate for this molecular parameter of 0.2 eV,
which should lead to a maximum in the tunneling current for a substrate potential equal to −0.73 V
versus SCE instead of the experimentally obtained value of –0.42 V versus SCE. In order to predict a
value for the potential corresponding to the tunneling current maximum, the quantities involved should
be quantified. These quantities include both the reorganization energy and the redox energy level in the
EC-STM setup. Dealing with the former, it should be pointed out that the value to be considered refers not
to that obtained in homogeneous electron transfer reactions in solution, but to the specific configuration
of EC-STM experiments, where the redox active molecules experience both a reduced solvent exposure and
the electrostatic potentials of both electrodes. These considerations explain why the reorganization energy
is a difficult quantity to be measured independently in this configuration. Theoretical calculations allows
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one to establish that it is not straightforward to derive the reorganization energy in the EC-STM setup
from that in solution [101]. However, as a general behavior, λ increases with the tip-substrate distance. The
other quantity involved in the relationship between tunneling current and substrate potential is the redox
energy level in the EC-STM setup, which shows how the potential felt by the redox center is influenced
by the electrostatic field in the nanometric-spaced tip–substrate gap. Also, this quantity is difficult to
be extrapolated since it depends on the particular behavior of the voltage drop in the gap. All these
considerations explain why the road to establish which is the electron transfer mechanism underlying the
experimental data is not devoid of problems and could explain the apparent discrepancies found in Tao’s
experiment.

FePP studied by Tao is the prosthetic group of many haem-based metalloproteins such as cytochrome c
and haemoglobin. One of the first EC-STM investigations performed on a metalloprotein was that by Friis
et al. [102], in which they investigated the behavior of the well-known molecule, azurin, chemisorbed on
Au (111) under double potentiostatic control in an aqueous solution.

The aspects related to azurin chemisorption on gold and its characterization have already been dis-
cussed in Section 14.8.1. The most important feature in the framework of molecular bioelectronics is that
azurin, once chemisorbed on gold, retains its functional property—i.e., its ability to exchange electrons.
Friis et al. [102] demonstrated that azurin molecules formed a submonolayer on gold that could sustain
repeated scans by the STM tip. Moreover, they were able to identify a submolecular feature in the EC-STM
images represented by a central brighter spot on each molecule, which was attributed to electron transfer
enhancement due to the presence of the copper active site.

In parallel to experimental data from this first work and other data which followed, a theoretical
effort was devoted to better understand the mechanism of long-range electron transfer in EC-STM on
metalloproteins. These efforts lead to the theoretical development of other possible scenarios apart from
the already described resonant tunneling mechanism.

In the regime in which electron transfer is much slower than the typical redox energy fluctuations of the
redox adsorbates, the overall electron transfer between the tip and the substrate (or vice versa, depending
on the sign of the bias) can be seen as a sequential combination of two processes: first, an electron
transfers from the tip to the molecule, and another electron transfer event occurs from the molecule to the
substrate. The overall tunneling current can be described in terms of electron transfer rates between the
metal electrodes and the molecule. In the case of equally small electronic coupling between the substrate
and tip to the redox molecule, the electron transfer mechanism has been defined as a “sequential two-
steps model” [103]. In this scenario, after the first electron transfer process has taken place, the molecule
relaxes to its reduced equilibrium configuration and a second thermally activated transition is necessary to
transfer the electron to the second electrode. The maximum in the tunneling current in this model occurs
when the redox level of the molecule is midway between the Fermi levels of the tip and substrate [103].
An alternative to the sequential two-step model is represented by the “vibrationally coherent model” in
which the second electron transfer process takes place before the full relaxation of the molecule [104]. In
this case, the second step must not be thermally activated because the transfer occurs when the energy of
the molecular level is higher then the Fermi level of the second electrode. So, even in this case, similar to
the resonant tunneling scheme, the electron never gets trapped in the molecular redox level. The substrate
potential of the maximum in tunneling current corresponds to the maximum in the density of oxidized (or
reduced) states of the molecule. Another scenario applies when the molecule–electrodes coupling is strong,
configuring the system in a full-adiabatic regime. In this case, an initially oxidized molecule, after receiving
an electron from the more negative electrodes, starts to relax to the reduced equilibrium configuration,
opening a multitude of channels for the electron transfer between the two electrodes [103,105]. This
phenomenon leads to an amplified electron current with its maximum at a substrate potential value equal
to that of the sequential two-step process.

It is clear from all the previous discussion on the mechanism of electron transfer that all the theories
foresee a dependence of the tunneling current on the substrate potential value in EC-STM experiments
on redox adsorbates. This dependence has indeed been observed in Tao’s experiment, but it has also been
observed on metalloproteins. The first example of a substrate potential dependent contrast in an EC-STM
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FIGURE 14.21 Upper set: EC-scanning force microscopy images obtained in contact mode at different values of
substrate potential with respect to SCE: –225 mV (a), –125 mV (b), –25 mV (c), and +75 mV (d). Scan area 200 × 200
nm2. Vertical range: 1 nm. Lower set: EC-STM images of the same sample recorded at the same substrate potentials as
for EC-SFM: –225 mV (e), –125 mV (f), –25 mV (g), and +75 mV (h). Imaging conditions: tunneling current 2 nA,
bias 400 mV tip positive. Scan area 70 × 70 nm2. (From Facci, P., Alliata, D., and Cannistraro, S., Ultramicroscopy, 189,
291, 2000. With permission.)

experiment on metalloproteins is that by Facci et al. [90]. In their experiment, Facci and co-workers
concentrated on azurin molecules immobilized on a Au(111) substrate. Freshly prepared substrates were
incubated in a 10−4 M azurin solution in 50 mM NH4Ac buffer, pH 4.6, which corresponds to the isolelectric
point for azurin. Incubation time was long (three days) for the cyclic voltammetry characterization, whereas
it was on the order of 20 to 40 minutes for the EC-STM characterization. This allowed a strong signal in
CV and the possibility of concentrating on single molecules in EC-STM images. Cyclic voltammetry was
used to ascertain the retention of the functionality of azurin molecules once chemisorbed on the surface.

The voltammetry highlighted a redox midpoint not significantly different from the solution value (+116
mV vs. SCE) pointing out that no significant conformational variations occurred upon chemisorption
despite the involvement of the disulfide bridge between Cys3 and Cys26, which is considered structurally
relevant for azurin. The most striking result of this investigation was the substrate potential contrast
dependence of the azurin molecules on gold. When imaging was performed at –225 mV and –125 mV
versus SCE, the azurin molecules were almost invisible on gold, whereas, imaging at −25 mV and +75
mV versus SCE resulted in bright spots on gold attributable to azurin molecules (Figure 14.21). It is to be
stressed that AFM imaging, which is sensitive only to topographical features, performed on a similar sample
under potentiostatic control of the substrate revealed no significant difference for the same potential values
used in the EC-STM investigation. This feature assures that the contrast difference observed in EC-STM
is due to a different behavior of azurin molecules for the different values of substrate potential and not
to a removal of the sample by the STM tip. This last aspect is further confirmed by the fact that it was
possible to step back and forth with the substrate potential value and switch on and off the visible spots
accordingly, as shown in Figure 14.22.

The possibility of tuning substrate potential represents, therefore, a sort of control mechanism on the
tunneling current elicited by azurin molecules, enabling a higher or lower value of the current. The trend
of the tunneling current did not reveal a resonant-like behavior characterized by a rising of the current,
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FIGURE 14.22 Sequence of consecutive EC-STM images obtained on the same sample area for three different values
of the substrate potential with respect to SCE: –25 mV (a), –125 mV (b), and –25 mV (c). (Other imaging conditions:
tunneling current setpoint 2 nA, bias 400 mV tip positive.) Azurin molecules are clearly visible only at –25 mV. Even
if at –125 mV, the molecules appear as darker spots, they again reappear if the substrate potential is brought back to
–25 mV, highlighting that the molecules are not removed by the tip.

followed by a decrease upon changing the substrate potential at constant bias, as would be expected on the
basis of the previously described theories. This particular feature of the tunneling current, characterized
by a rising step followed by a plateau, can be understood in light of the particular experimental conditions
used in this work. As has been stressed before, the details of the electron transfer mechanism depend on
different quantities of the redox adsorbates and their coupling with the electrodes which can be modulated
by varying the experimental conditions. The high value of the tunneling current setpoint used in the work
by Facci and co-workers [90] (2nA) implies a low tip-sample distance. Reducing the tip-sample distance
causes a decrease of the reorganization energy of the immobilized azurin molecules [101]. The system
may find itself in a configuration where the voltage bias (times e) is higher than twice the molecular
reorganization energy. In light of the two-step electron transfer model, this consideration implies that
once the electron transfers from the first electrode to the molecule, the latter relaxes to its equilibrium
reduced configuration, but the energy level of the molecular configuration is still higher than the second
electrode’s Fermi level (see the scheme in Figure 14.23). This means that the second electron transfer
takes place without the need for a thermally activated transition. Until both the energy levels of the redox
adsorbates, which differ by twice the reorganization energy, are within the Fermi level difference of the
electrodes imposed by the bias, no sensible variation of the tunneling current upon substrate potential is
expected. In addition, when the tip-surface distance is lowered, the electrostatic coupling of the molecular
redox level with the electrodes increases, and the effective overpotential is, consequently, decreased. This
means that a larger overpotential must be applied to reach the point where the current decreases, leading
to a longer plateau.

On the basis of these considerations, if the setpoint current were lowered maintaining the same applied
bias, it would be possible to switch to a configuration in which the tunneling current shows a resonance-like
behavior. This has been indeed demonstrated in another work by EC-STM on azurin molecules performed
with a lower setpoint current (1 nA) [91]. The latter work concentrated on establishing the role of the redox
active center on the tunneling current observed in the EC-STM imaging of azurin. This aim was pursued
comparing the behavior of azurin molecules with Cu2+ as the ion in the redox center with azurins having,
instead Zn2+. Zn-azurin is structurally very similar to Cu-azurin, but it is not electroactive in the potential
window accessible to EC-STM experiments using gold as the substrate. EC-STM imaging performed on
a defined mixture of Cu- and Zn-azurin molecules at a substrate potential value of −250 mV versus
SCE revealed the presence of spots of different brightness with a bimodal distribution of the apparent
peak-height. This is consistent with the presence of two classes of adsorbates with a different efficiency in
eliciting tunneling current through them. Imaging the mixture at different values of substrate potential
showed that some spots in the images varied their intensity in a resonant-like fashion, whereas some
spots remained unchanged (see Figure 14.24). Concentrating on a single spot which varies its intensity
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FIGURE 14.23 Energy level schemes for the two-step sequential transport mechanism in the case of small bias with
respect to the reorganization energy (2λ > eVbias) (a) and in the case of large bias (2λ < eVbias) (c). The expected
behavior of the tunneling current as a function of the tip or substrate potential versus the reference electrode is reported
in (b) and in (d) for the (a) and (c) cases, respectively.

upon substrate potential (see Figure 14.24[h]), it is possible to obtain the potential corresponding to the
maximum in the tunneling current. The obtained value is –210 mV versus SCE which is sensibly different
from the redox potential of 120 mV versus SCE. The same value of the substrate potential corresponding
to the maximum current is obtained when the apparent height variation is averaged over more molecules.
To finally confirm that spots in the images which did not change their apparent height were attributable
to Zn-azurin molecules, a control experiment with a sample consisting of only Zn-azurin was executed.
This analysis showed that no dependence of the apparent height on the substrate potential could be found,
corroborating the aforementioned interpretation of the experiment with the mixed sample. The position
of the current maximum in principles provides a mean of establishing which is the electron transfer
mechanism ruling the experimental data. This opportunity can be fully exploited if the reorganization
energy of azurin in this particular configuration is known, along with the local electrostatic potential
sensed by the redox active center. A theoretical investigation performed to evaluate the reorganization
energy for azurin in the EC-STM setup reported a value of 430 meV, which makes the two-step electron
transfer mechanism for the process involved more plausible than resonant tunneling.

14.9.2 Planar Biomolecular Devices

The amount of data retrieved from surface-immobilized redox metalloproteins samples by scanning probe
techniques operated in an electrochemical environment suggests clearly that these molecules behave like
molecular switches, being able to allow or prevent electrons flowing through them according to the
availability of molecular electronic levels in between the Fermi levels of tip and substrate. Such particular
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FIGURE 14.24 (a)–(g) EC-STM spectroscopy-like-imaging of a mixture of Cu- and Zn-azurin molecules adsorbed
on a Au(111) substrate. The value of the substrate potential with respect to SCE is reported in each image. Some
molecules do not change their apparent height upon substrate potential, whereas others do. In (h), the apparent height
increment of a spot (in the black circle in [a]) with respect to the non-varying ones is reported. The inset to (h) reports
the apparent height increment averaged over six molecules. (Other imaging conditions: tunneling current setpoint
1 nA, bias 400 mV tip positive, scan range 130 × 130 nm2.) (From Alessandrini, A. et al., Chem. Phys. Lett., 376, 625,
2003. With permission.)

feature matches, at best, the general requirement of molecular electronics, which needs elementary units
(building blocks) endowed with intrinsic functionality. The possibility of switching the conduction state
of an object such as a molecule or a semiconductor cluster by gating the flow of electrons through it, indeed
represents the basic feature of a molecular (nano)transistor. Therefore, the idea of trying to implement
a single (few) molecule(s) transistor exploiting the electronic conduction properties of metalloproteins
(e.g., azurin) arises naturally [7]. Redox metalloproteins arranged in monomolecular film (or even single
molecules) could thus act as the channel of a field-effect three-terminal device in the gap defined by a
couple of planar electrodes. Of course, the problems to be faced for implementing such devices seem serious
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FIGURE 14.25 Possible scheme for a single metalloprotein planar nanotransistor. The gate electrode acts on the
electronic levels brought about by the protein. When these levels are tuned to the Fermi levels of the leads, conduction
via the molecule is enabled.

and numerous. Among them are the two most relevant issues: (1) the implementation and theoretical
description of effective electrical contacts between metalloproteins and metal electrodes, and (2) the
understanding and optimization of the mechanisms and conditions of intermolecular electron transfer in
2D ensembles of metalloproteins. Albeit, a final solution for these classes of problems is still lacking, but
the practical realization of working devices appears possible and has already been achieved.

The implementation of a FET- or single particle transistor-like protein device, should likely take advan-
tage of state-of-the-art lithographic techniques for the definition of planar (nano)electrodes. Figure 14.25
depicts the operating principle of a generic single metalloprotein planar transistor. Here a redox metallo-
protein is located in the nanometric gap between two planar electrodes and is electrostatically coupled to
a gate electrode. The coupling is responsible for shifting the electronic levels of the molecule with respect
to the Fermi levels of the metal leads, enabling or hindering the electronic flow via the aforementioned
levels in a process that usually involves electron tunnelling.

Interestingly, the physics behind the operating principles of such a single molecule transistor is the same
that describes the electrochemical gating of the current in EC-STM experiments on surface-immobilized
azurin. In the latter case, however, the gate is somehow “diffused,” being electrochemical in nature.

To date, a limited number of different planar nanoelectronic devices have been implemented. All of them
make use of the redox metalloproteins that have so far shown the most robust performance in withstanding
large electric fields without denaturation, and to survive a nonphysiological, waterless environment such
as that on the surface of a hybrid electronic device.

The implementations reported so far have been those of two- and three-terminal devices. They have
had the scope of demonstrating the feasibility of such hybrid devices and have been used especially to
characterize those particular systems, trying to shed light on the role of molecular organization, as well as
on that of the particular metal ion in the protein.

The first implementation of a hybrid nanoelectronic device was a solid-state molecular rectifier based
on a (sub)monolayer of azurins [106]. A monomolecular carpet of metalloproteins has been chemisorbed
on the surface of thermally grown SiO2 in between two gold nanoelectrodes (Cr-Au) defined by e-beam
lithography (EBL). The chemistry which was used for the chemisorption of the protein carpet was a silane-
based one. Particularly, by functionalizing the SiO2 surface with 3-MPTS (see Section 14.8), it was possible
to achieve a surface endowed with active thiols. Hence, exploiting the disulfide bond present at the surface
of azurin (see Section 14.8.1), intermolecular disulfide bonds were formed between azurin and 3-MPTS by
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FIGURE 14.26 MEP of an oxidized azurin. The white circle identifies the Cu ion in the active site. Iso-potential
surfaces corresponding to –0.5 (dark grey) and 0.5 kcal/mol/e (light grey) are highlighted. (From Rinaldi, R. et al., Adv.
Mater., 14, 1449, 2002. With permission.)

means of a thiol-disulfide exchange reaction. This construct guaranteed a covalent linkage of the molecule
to the surface as well as a defined, uniform orientation of the proteins at the surface, considering the
aforementioned disulfide was the only one available for the described reaction. Control experiments on
non-uniformly oriented azurin hybrid devices were performed using 3-APTS and glutaric dialdehyde,
exploiting the protein surface amine, as described in Section 14.8.1. The achievement of a uniformly
oriented protein film in between nanoelectrodes is of extreme importance for the performance of a hybrid
device for two broad reasons: (1) it enables a higher surface coverage, which can facilitate intermolecular
electron transfer between neighboring metalloproteins; and (2) for a given protein coverage, it endows
the molecular carpet with a uniformity in the location and orientation of the Cu-based redox active
sites, increasing electron transfer probability. There is, moreover, another element that has to be taken
into account as far as protein orientation is concerned: protein electrostatics. Proteins, being complex
zwitterionic molecules, possess on their surface a variety of charged and polar groups whose global
effect is described by MEPs (molecular electrostatic potentials). MEPs are known to play a major role
in protein interaction and biorecognition in solution and drive the phenomena of self-assembling at
surfaces and adsorption kinetics. MEPs for azurins have been computed (see Figure 14.26), in a range of
different conditions involving different protein oxidation states, as well as solution pH, and ionic strength.
Calculations have revealed that azurin in the experimental conditions used in this work possesses a strong
dipolar moment (150 D) that can sum up in an oriented, 2D molecular assembly, influencing the overall
field sensed by electrons flowing in the mono-molecular layer.

The electrical characterization of a two-electrode device with a gap of 60 nm for the uniformly oriented
and random immobilization of the proteins is reported in Figure 14.27. Some important features and
differences are evident: (1) the uniformly oriented sample shows a marked rectifying behavior (rectification
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FIGURE 14.27 Current–voltage characterization for the randomly oriented azurin sample (sample A) and for the
uniformly oriented azurin sample (sample B) in a 60-nm gap. Schemes of the possible orientation of azurin molecules
in the two configurations are shown. (From Rinaldi, R. et al., Adv. Mater., 14, 1449, 2002. With permission.)

ratio of 175 at 1.5 V versus just a figure of 10 for the randomly oriented counterpart); (2) the uniformly
oriented sample shows a tenfold higher current with respect to the randomly oriented one; this effect, along
with that of rectification, can be attributed to the molecular dipoles summing up in the self-assembled
edifice and providing an electrostatic field superimposing to the external bias; (3) marked steps in the I/V
curves, tentatively ascribable to the involvement in the conduction mechanism of protein redox levels, are
present in both samples, albeit differently in intensity. This first demonstration of a metalloproteins-based
molecular rectifier showed poor stability against aging and STP environmental conditions, suggesting that
the nature of the observed phenomena was biomolecular in nature.

Another work addressed several open issues related to protein sample purity, and the role of the Cu
ion in azurin active site [107]. In nanogaps 50 to 100 nm wide, it turned out that recombinant native
azurin performed better than the wild type since it showed a rectifying ratio of 500 at 10 V. Moreover, an
extensive study with different molecules (recombinant native, Zn-azurin, and Apo-azurin—without the
metal ion), all immobilized with a uniform orientation, was undertaken in order to understand the role of
the particular metal ion in the active site, in a similar fashion to what was previously studied by EC-STM
at the level of the single molecule.

Figure 14.28 shows I/V curves for the three different samples. These results confirm the key role of Cu
ions and that of the electronic levels brought about by its presence in assisting current flow through the
molecular carpet. Zn-azurin and Apo-azurin, albeit almost identical to Cu-azurin in molecular structure,
were in fact unable to let flowing any appreciable current into the device. Finally, the role of relative
humidity in preserving over time the performances of the hybrid device were pointed out. A relative
humidity of around 50% was found to be optimal towards device performance and lifetime.

As a further step, a three-electrode device was implemented [108]—i.e., a device where the current
flow through the molecular carpet was controlled by a gate electrode in a FET-like implementation. The
experimental configuration for such a device was pretty much similar to the two-electrode one (EBL
defined Cr/Au arrow-shaped nanoelectrodes facing in a 100-nm gap on a Si/SiO2 substrate). However,
the main difference was the presence of a Ag electrode on the back of the structure, making an ohmic
contact with the p-doped Si substrate. This electrode was used as a gate in a FET configuration. The
main results of this work were the presence of a marked resonance in the measured transcharacteristics
(see Figure 14.29), which displayed a peak-to-valley ratio of 2 at Vg = 1.25 V. Only devices assembled
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FIGURE 14.28 Current–voltage curves for samples of recombinant azurin (sample A), Zn-azurin (sample B) and
Apo-azurin (sample C). The gap between the gold electrodes was 60 nm. (From Rinaldi, R. et al., Appl. Phys. Lett., 82,
472, 2003. With permission.)

from Cu-azurin displayed such a feature, at variance with Zn- and apo-azurin. The realized devices were
unable to withstand more than a dozen cycles. Their aging was attributed to the degradation of the metal
leads, subject to strong electric fields rather than to protein denaturation in virtue of the results of a
autofluorescence-based investigation devoted to assessing the effect of strong electric fields (of the order
of 104 ÷ 105 V/cm) on the native structure of azurin.

Interestingly, the switching behavior of this protein-based FET was also modeled upon a simplified
frame of protein chains of alternated reduced and oxidized molecules, invoking a hopping mechanism
for intermolecular electron transfer. Within this framework, it was possible to account for the main
experimental features arising in the implemented device, namely: (1) the appearance of the described
resonance in transcharacteristics, and (2) the marked onset in the I/V curves, as already described in the
implementation of the two-terminal devices.
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FIGURE 14.29 Three transfer characteristics obtained in sequence (dark-grey circles, light grey triangles, and black
inverted triangles) on a 100-nm gap with azurin molecules immobilized in a uniform orientation. In the resonance
region, the transconductance changes from positive to negative values. The resonance feature gradually disappears.
(From Maruccio, G. et al., Adv. Mat., 17, 816, 2005. With permission.)
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14.9.3 A Single Protein Transistor in a Wet Environment

The described planar devices demonstrate the active role played by a metalloprotein monolayer in eliciting a
current in between metal electrodes. The particular configuration of the immobilized protein layer is able to
influence the electric current properties, imparting a directionality when a uniformly oriented molecular
assembly is realized. However, the planar devices so far implemented make use of dried protein layers
and of electrical characterization performed in air. Although the preservation of a non-denatured protein
conformation upon exposure to a high electric field has been demonstrated, the possibility to take advantage
of the protein functionalities in a physiologic-like environment would lead to a better exploitation of the
protein properties that nature has evolved and selected over billions of years. Moreover, in the framework
of metalloproteins bioelectronics, the possibility to work in an electrochemical environment allows one
to relate the electrode voltages to the redox midpoint of the proteins via the presence of a reference
electrode. The presence of a reference voltage allows one to establish a correlation between the transport
properties of a bioelectronic device and the electrochemical properties of the biomolecules, which is not
easy to establish in a “dry” device. For example, the bias voltage at which a sudden variation of the current
occurs, or the gate voltage corresponding to the appearance of a resonance in the I-V curve are not easily
related to the protein redox midpoint. Furthermore, it is difficult to explore single molecule properties in
planar devices, due to difficulties in defining nanometer gaps. For this reason, the nanometer gap which
naturally forms between the probe and the substrate of a scanning probe microscope appears as a valuable
platform to implement a single biomolecule electronic device. Moreover, scanning probe techniques are
easily operated in a physiologic-like environment even in an electrochemical cell. All these considerations
prompted the idea of implementing a single-metalloprotein wet transistor exploiting an EC-STM based
setup.

We already discussed the capability of EC-STM to give access to the density of states of the redox
adsorbates exploiting a sort of spectroscopy-like imaging. This means that different images taken with
different values of the substrate potential or bias voltage on the same sample area are compared. The usual
tunneling spectroscopy technique based on positioning the tip at a fixed position in three dimensions and
ramping the bias voltage is, in this case, prevented both by lateral drift and by the capacitive currents that
arise when the bias voltage is swept in an aqueous environment. Moreover, all the electron transfer theories
are formulated in terms of electron transfer rates, meaning electron current. When EC-STM imaging is
performed in the constant current mode, variations in the tunneling current are converted to tip-sample
distance differences. Extrapolating the corresponding variations in tunneling current can be done only
if the decay factor of the current is known. Since it is not easy to estimate this quantity, direct access
to the tunneling current variation is not possible in this experimental configuration. All these problems
(measurement stability and the direct measurement of the tunneling current) have been circumvented
by a reversed approach in which a metalloprotein has been immobilized on an EC-STM tip and brought
into tunneling distance to a conductive substrate in a work by Alessandrini et al. [109]. The overall
setup on the experiment is sketched out in Figure 14.30. In this work, a gold tip was electrochemically
sharpened, insulated by molten Apiezon wax in order to reduce faradaic currents, and then incubated
with a 10−4 M azurin solution in 50 mM NH4Ac pH 4.6. Tip functionalization by azurin molecules has
been characterized by transmission electron microscopy images at high resolution, which highlighted the
presence of blobs protruding from the tip surface with a dimension compatible with that of azurin molecules
(see Figure 14.31[a]). Protein functionality upon immobilization was confirmed by cyclic voltammetry
directly on a non-insulated tip (see Figure 14.31[b]).

The metalloprotein-coated tip was then brought into the tunneling distance with a Au(111) substrate
in an electrochemical cell under bipotentiostatic control. Tunneling current intensities not exceeding a
few tens of picoAmps were adopted for the setpoint in order to achieve large enough tunneling gaps to
preserve azurin integrity. Once the current setpoint had been reached, the system was left to stabilize over
several minutes. Then, the feedback system was switched off and the tip potential was swept (keeping the
bias constant) recording the tunneling current. At the end of each voltage sweeping cycle, the feedback
system was again re-established. In such a configuration, it is plausible that the current flows through a
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FIGURE 14.30 Schematic representation of the setup used to implement the single metalloprotein wet transistor.
Azurin molecules were immobilized on a gold tip and faced to a gold substrate in an electrochemical cell endowed with
a reference and a counter electrode. (From Alessandrini, A. et al., Appl. Phys. Lett., 86, 133902, 2005. With permission.)

single azurin molecule in light of the exponential dependence of the tunneling current on distance since
there will be one molecule nearest to the substrate.

Repeated tip potential sweeps resulted in tunneling current showing a resonance-like behavior, as shown
in Figure 14.32(a). The same trend was not observed when the tip was functionalized with Zn-azurin instead
of Cu-azurin, or the potential was swept when the tip was out of tunneling distance from the substrate.
Moreover, the measured behavior of the tunneling current was reproducible and reversible, ensuring that
the phenomenon was not related to irreversible structural modifications of azurin. Interestingly, in some
curves reporting the tunneling current as a function of the tip potential, a bump was seen at higher potential
with respect to the current maximum. This feature can be attributed to the faradaic contribution that enters
the tunneling current circuit due to azurin molecules immobilized on the tip but out of tunneling distance.
This aspect further confirms the nature of the observed resonance-like behavior, which is different from
a faradaic effect.

The difficulty of obtaining I-V characteristics in an aqueous environment was in this case circumvented
by performing repeated measurements of the same kind just described, but with different bias voltages
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FIGURE 14.31 Characterization of the azurin functionalized tip. (a) TEM image of an azurin-coated gold tip. Scale
bar = 20 nm. Each blob protruding from the tip surface is attributable to a single protein. (b) Cyclic voltammetry of
an azurin-coated tip. The presence of both the oxidation and reduction peak assures the preserved electron transfer
functionality of the immobilized azurin molecules. (From Alessandrini, A. et al., Appl. Phys. Lett., 86, 133902, 2005.
With permission.)
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FIGURE 14.32 (a) Six repeated tip potential sweeps (initial conditions: Vbias = +100 mV, tunneling current = 15 pA,
tip potential = −225 mV) showing tunneling current peaks compared to the behavior of a bare insulated gold stylus
(hollow circles) and to that of a Zn azurin-coated tip (filled triangles). Inset: eight repeated sweeps (initial conditions:
Vbias = +100 mV, It = 20 pA, tip potential = −225 mV) on another sample also showing an oxidation wave (outlined
by the arrow). (b) Bias voltage dependence of the trans-characteristics. Curves (displayed with an offset of 50 pA each
to avoid overlap) were obtained at different bias voltages stepped by 0.05 V in the range 0.05 to 0.35 V, starting from
the lowest curve (see the arrow), using a sweep rate of 2.4 V/s. Inset: Itip– Vbias characteristics measured from the set of
curves at Vtip = −0.2 V ( “off res”) and at each current maximum position (“in res”), showing a different tunneling
barrier transparency. (From Alessandrini, A. et al., Appl. Phys. Lett., 86, 133902, 2005. With permission.)

across the hybrid nano-junction. The obtained trend is reported in Figure 14.32(b). The resonance intensity
and width increase, and the tip potential corresponding to the maximum shifts towards positive tip
potential values upon a bias voltage increase. This behavior allows one to further shed light onto the
involved mechanism of electron transfer. In fact, the experimental I(Vtip) curves are nicely fitted by the
two-step electron transfer models, whereas, a pure resonant tunneling mechanism appears unlikely in light
of the mean residence time of the electrons on the protein.

From the obtained set of data, it was possible to estimate the tunneling resistance in the two limiting cases
of “in” and “off resonance.” This can be done by measuring the maximum tunneling current corresponding
to each applied bias, and the tunneling current measured at a point far from resonance. The data reported
a tunneling resistance of 660 ± 30 M for the “in resonance” case, and 3.28 ± 0.25 G for the “off
resonance” case. A fivefold decrease of the tunneling barrier in resonant conditions was observed due to
the temporary population of azurin redox states brought about by the redox active site and aligned with
the Fermi levels of the gold electrodes.

This experiment showed for the first time that metalloprotein redox properties can be exploited to vary
the electronic transparency of a wet bio-inorganic junction comprising even a single molecule between two
metal electrodes. The great breakthrough of this demonstration is the possibility of exploiting the electron
transfer properties of a metalloprotein in the framework of molecular electronics in its physiological
environment. The described setup can be thought of as configuring a wet single-metalloprotein-based
transistor, where the gating effect is provided by the electrochemical control of the solution potential.

14.9.4 Further SPM-Based Implementations

Using the C-AFM, it is possible to probe both the sample conductivity and the topography. If a metallo-
protein is immobilized on a conductive substrate, which may be biased with respect to the conductive tip,
the conductibility properties of the protein sandwiched between the two electrodes can be investigated (see
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FIGURE 14.33 Schematic representation of a C-AFM experiment in which the transport properties of a single
metalloprotein are investigated.

Figure 14.33). At the moment, the main shortcoming of this investigation technique is that it cannot be
implemented in an aqueous environment where the full functional properties of the metalloproteins are
retained. This limitation rises mainly from the faradaic currents, which can not be limited as easily as in
EC-STM tips. High faradaic currents may obscure the signal coming only from the current passing from
one electrode to the other through the protein. In principle, if instrumental developments could bring to
our disposal a C-AFM able to work in an aqueous environment, we would have an investigation technique
of improved potentiality with respect to EC-STM. In fact, the position of the tunneling tip with respect
to the protein is essentially unknown in EC-STM experiments, and also in STM experiments aimed at
studying molecular transport in general. The independent control on the applied force would provide a
valuable means to work with well-defined electrodes–molecule contacts. The C-AFM technique, used in
nonconducting solvents, has so far allowed one to obtain impressive results on the conduction properties
at the level of single molecules for alkanethiols and other organic molecules [45,110,111].

Nevertheless, important information can be gained by studying the transport properties of metallopro-
teins by C-AFM in air. Davis et al. measured the dependence of the tunneling barrier of azurin molecules
sandwiched between a conductive substrate and a conductive atomic force microscope tip on the applied
force [112–114]. This has been accomplished by immobilizing azurin molecules either on a gold substrate
or on a gold coated tip faced to a conductive substrate (usually HOPG). It has been found that under
low force conditions (< 2 to 3 nN) azurin molecules are highly insulating due to the lack of a reliable
protein–AFM tip electrical contact. Increasing the applied force (> 3 nN) current through azurin increases
linearly with bias for a low bias regime, while the entire range of the current–voltage characteristic is well
described by a Simmons tunneling model or a modified one [115], where the protein resembles a tunneling
barrier characterized by a specific width and a mean height. The high reproducibility of the data suggests
that the transport properties of a single molecule are being measured. The zero bias resistance obtained in
this condition is about 45 to 60 G, which is one order of magnitude higher than the tunneling resistance
observed in the off-resonance status in the experiment in Ref. [103] under potentiostatic control of the
metal electrodes. Upon a further increase in the applied force (5 to 50 nN) the current is enhanced till a
breakdown occurs, pointing out a facile direct tunneling or even a direct contact between the tip and the
sample. The enhanced current is a consequence of an increase in the atom packing density, which causes a
decrease in the β tunneling coefficient and in the barrier height. However, these experiments usually lack
the requirement of reversibility of the measurements. After a cycle in which the force is increased to the
breakdown limit, upon releasing the force, electron transport does not take itself back to the initial value.
Interestingly, the variation of the transported current upon the applied force can be deconvoluted into
contributions due to the variation of the barrier height and to the variation of the tunneling distance. In
all the previously described experiments, the protein matrix has been considered the same as an insulating
film. More relevant to the presence of an active redox-site and to the redox properties’ accessibility is the
case in which a negative differential resistance (NDR) has been observed by C-AFM for low applied force
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and high bias (± 3 to 4 V) [116]. The presence of an NDR feature is relevant in the framework of molecular
electronics in general, because it would configure the possibility of obtaining a two-electrodes switchable
device. In the literature, a correlation between an NDR feature and the electroactivity of the investigated
molecules in a nanoscale junction have been already established [117]. This correlation is relevant to the
case in which an NDR phenomenon is observed for azurin molecules. In fact, this behavior is strictly
related to the presence of the copper ion as evidenced by a control experiment with Zn substituted azurin
molecules for which no such phenomenon is observed. The experimental observation that in the case of
high applied force no NDR effect is found seems to point out the relevance of having two non-negligible
tunneling barriers in the junction. However, a clear correlation between the potentials at which NDR
happens and the potentials typically encountered in electrochemical investigations of azurin has not been
established, and the phenomenon is still poorly understood. Moreover, as usual in the case of NDR effects,
the occurrence of this feature requires a high applied bias voltage. Recently [118], an NDR effect has
been observed for a single molecule I(V) characterization of an STM-based junction with electrochemical
potential control of the electrodes. In this case, the decrease of current upon the bias voltage increase has
been observed for very low biases with respect to usual experiments performed without potentiostatic
control and has been attributed to a bias-induced variation of the molecules’ oxidation state. However,
the details of the NDR mechanism, even in this case, are still much debated.

14.10 Future Trends in Metalloprotein Electronics

These first 15 years of activity on metalloproteins characterization towards their exploitation in hybrid
electronic devices, along with the achieved relevant successes, has drawn the attention of scientists active in
the field, wondering if such an approach is worthy of pursuit. The particular features of metalloproteins—
i.e., the need for operating in a wet environment and the relative slowness of their intrinsic electron transfer
mechanism, suggest that biomolecular electronics will hardly be able to act as surrogate to conventional
solid-state electronics.

Rather than seeing such things as negative remarks, these considerations have inspired scientists to look
for alternate routes to make biomolecular electronics a technological reality.

In fact, both the need of a wet environment and the richness and diversity of functional activity
displayed by these molecules are now the basis of the most advanced and innovative ideas concerning
their exploitation.

This means that instead of trying to emulate solid-state electronics by forcing a biomolecular system to
undergo their rules, scientists now tend to find out the peculiarities of these molecular systems that might
allow them to implement devices endowed with unique functionalities.

Among these possibilities are those connected with the characteristics of biomolecular-specific recog-
nition and binding. In general, these features are, or can be made, dependent on the oxidation state of
a redox biomolecule. Therefore, it is plausible to foresee redox state-dependent molecular binders or
releasers, whose oxidation state can be tuned by an external electronic source. This general framework
should open the way to a series of so far unmatched applications connected with the possibility of modu-
lating biological phenomena at the molecular level by an electric source. Furthermore, it is even possible to
imagine scenarios in which important key biomolecules, such as transcription factors in gene expression,
will be functionally modulated by an external potential source.

Moreover, the general demonstration of the possibility of varying the transparency to electrons of a
bio-inorganic single-molecule junction represents in itself a paradigm of the implementation of effective
ways for interfacing biological systems with the inorganic world of solid-state electronics and technology.

In this direction goes also another future trend of metalloprotein electronics: that of exploiting special
enzymes for hydrogen production. The possibility of interfacing in an effective and optimized way with en-
zymes (possibly engineered) belonging to the family of hydrogenases with solid-state metal electrodes rep-
resents a charming possibility of taking advantage of the functional features of special metalloproteins and
of the amount of knowledge developed during these years in the complex field of metalloprotein electronics.

These few examples set the future standard in this fascinating and promising discipline.
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Abstract
In this review, we describe some of our recent contributions related to the nonlinear localization of
vibrational energy and electric charge in spatially discrete systems. We present some results concerning
a polaronic charge transport mechanism in a DNA model, as well as on the existence and stability of
polarobreathers solutions in the Peyrard–Bishop–Holstein model. Also, we review a lattice model for
a neutral exciton (bound state of an electron and a hole) in a nanoring structure, and show that this
neutral entity exhibits Aharonov–Bohm (AB) oscillations when the system is immersed in a magnetic
field. Our results indicate a route to enhancing the possibility of experimental verification of the excitonic
AB effect.

15.1 Introduction

Nonlinear localization of vibrational energy, electric charge and magnetic flux in spatially discrete systems
has been widely investigated in during recent years (for a review of theoretical, experimental, and possible
applications, see [1–5]).

In this review, we summarize some of our results obtained in this field, in particular our research
concerning the polaronic charge transport mechanism in DNA, the existence and stability of polarobreathers
in the Peyrard–Bishop–Holstein model, and some properties of electrons and holes in a nanoring using
a 2D attractive fermionic Hubbard model. In particular, in this model, we demonstrate the existence of
bound states of an electron-hole pair exciton and its sensitivity to variations of magnetic flux. Our results
indicates route to enhance the possibility of experimentally verifying the excitonic AB effect.

This review is organized as follows: In Section 15.2, we present the results about the polaronic charge
transport mechanism in DNA chains by means of a nonlinear, three-dimensional, semi-classical, tight-
binding model. In Section 15.3, our findings related to the existence and stability of polarobreathers in
the Peyrard–Bishop–Holstein model are given. Finally, in Section 15.4, we describe our research on the
existence of Aharonov–Bohm oscillations for an exciton in a nanoring using a 2D attractive fermionic
Hubbard model.

15.2 Charge Transport by Polarons in a DNA Molecule

Since the discovery of the DNA structure by James Watson and Francis Crick in 1953, research into
DNA and the unraveling of the genetic code has given a great understanding of many processes of life.
This knowledge has permitted the implementation of many useful applications in the sciences of life and
biotechnology. Recently, scientists have become increasingly interested in other potential technological
applications of DNA not directly related to the coding for functional proteins that is the expressed form
of genetic information. All these potential applications imply the development of new disciplines, which
are highly interdisciplinary, requiring biology, physics, engineering, chemistry, mathematics, computer
science, and so on. Between others, we specifically mention the construction of nanostructures, DNA
computing, DNA memory, and DNA electronics.

One of the most interesting applications of DNA is related to the construction of nanostructures of high
complexity, as in the creation of “crystal lattices”, structures where biomolecules of pharmacologic interest
could be located periodically and then studied using standard crystallographic methods, or they could be
used as “nanobreadboard,” to which diverse components of a nanoelectronic device could be added. Also,
molecular precision structures made of, or with, DNA could be used to build sensors, or, in general, different
nanomachines [6]. At present, in our knowledge, it has been possible to create two-dimensional arrays
with less than 20 nm of spacing [7], three-dimensional shapes [8], folding long single-stranded DNA
molecules, arbitrary two-dimensional shapes [9], and structures which offer a wide range of potential
applications.
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Other possible technological applications based on DNA are related to DNA computers and DNA
computing. The similarity between the way that DNA works and the operations of a Turing machine, a
theoretical device that processes and stores information, suggests the possibility of using DNA to perform
computations. In general, DNA computing is similar to parallel computing, taking advantage of different
DNA molecules to simultaneously perform different calculations. In this field, the role of information
processing in evolution and the possibility to reproduce these issues in a controlled environment was first
addressed by Adleman’s experiment, where the so-called Hamiltonian Path problem was set out [10] and,
since this experiment, some Turing machines have proven to be constructible; even DNA computers with
different input and output modules capable of fighting diseases have been developed [11]. On the other
hand, molecular logic gates are crucial for the development of nanocomputers. Logical gates perform basic
logic operations, (such as AND, NOT, OR), and in this field DNA have proven to be useful in building
them [12, 13]. For a review about DNA computing, see [14, 15].

On the other hand, a strand of DNA is encoded with four bases (known as nucleotides), adenine (A),
guanine (G), cytosine (C), and thymine (T) spaced every 0.35 nm along the molecule, giving a data density
as approximately one bit per cubic nanometer, or a potentially exabyte (1018) amount of information in
a gram of DNA [16]. This characteristic can be used to build an inexpensive, long-lasting medium for
information storage. In fact, it has been created in encoded DNA strand, hidden behind a dot in a printed
document, sealed and mailed through the U.S. Postal Service, and, finally, recovered via the message [17].
Recent advances in genetic engineering allows us to introduce foreign DNA into living cells, and it has
been shown that information can be encoded as an artificial DNA strand, and safely and permanently
stored in a living host. This living organism could grow and multiply, and eventually it could be possible
to extract this information back from the organism [18]. The true potential of the organic data memory
based on DNA is still under research, and it is a challenging field.

In the field of nano-technology, molecular electronics based on electronic transport through bio-
molecules has recently attracted great interest. Material scientists have argued that DNA is of fundamen-
tal interest to the development of DNA-based molecular technologies, as it possesses ideal structural and
molecular recognition properties for use in self-assembling nanodevices with a definite molecular architec-
ture [19]. Also, the robust, malleable one-dimensional structure of DNA can be used to design electronic
devices [20–25], serving as a wire, transistor switch, or rectifier depending on its electronic properties
[23, 26, 27]. For example, some type of sequences have p-type properties, while others have n-type ones
[28]. Combinations of such sequences could form powerful logic elements, because only a short sequence
of DNA base-pairs would be necessary to create all the combined n-p type properties. The conductivity
properties of DNA have made it a candidate for the design of DNA-based electronic devices that could be
much faster, smaller, and energy efficient than semiconductor-based electronic devices.

On the other hand, electronic transport can play an important role for some biological functions of
DNA, such as biosynthesis and DNA repair after radiation damage. This is of great importance since
some mutations in living systems and radical migrations are critical issues in carcinogenesis studies, and
may yield insight into damage prevention or repair processes [29–31]. Also, charge transport has been
demonstrated to proceed within HeLa cell nuclei [32] as well as in the nucleosome core particles, and can
provide a practical method of genetic screening for known gene sequences and an alternative method for
hybridization-based arrays [33].

At present, a clear picture about the electronic properties of DNA does not exist. Experimental results
are controversial and probably the different base pairs sequences, layouts, and environmental conditions
impact upon its conductivity properties [20, 34]. DNA can behave as a well conducting one-dimensional
molecular wire [21, 22], an insulator [24], or even a semiconductor [25]. In general, charge carriers can
hop along the DNA over distances of at least a few nanometers, but the evidence for electronic transport
over larger distances is not so clear.

It has been proposed that charge transference through DNA proceeds along a one-dimensional pathway
constituted by the overlap between p-orbitals in neighboring base pairs [35], and can be viewed as a
“molecular wire,” a one-dimensional twisted chain of stacked base pairs with a somewhat flexible structure
[36]. Also, in order to explain the different experimental results, some different conduction mechanisms
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have been considered, such as coherent tunneling [35], incoherent phonon-assisted hopping [37], classical
diffusion under thermal fluctuations [38], variable range hopping between localized states [39], charge
carriers assisted by solitons [40], and polarons [41, 42].

In this review, we focus on some results obtained recently, related to polaronic charge transport mech-
anisms in DNA chains, by means of a simple tight-binding model.

15.2.1 Model for Polaron-Like Charge Transport Along a DNA Chain

In order to describe the dynamics of a DNA chain, we consider a variant of the twist-opening model [43–45],
which itself is a modification of the Peyrard–Bishop model, taking into account the helical structure of the
molecule and the torsional deformations induced by the opening of the base pairs. Each nucleotide and
base is considered as a single non-deformable object, with mass m, which is an averaged estimate of the
nucleotide mass. As we are interested in base pair vibrations, and not in acoustic motions, we fix the center
of mass of each base pair (i.e., the two bases in a base pair are constrained to move symmetrically with
respect to the molecular axis). Moreover, the distances between two neighboring base pair planes is treated
as fixed, because in the axial direction DNA seems less deformable than within the base pair planes [43].

In this model, all bond potentials are considered harmonic. This can be justified because charge transport
is related to small deformations of the double chain. Furthermore, as the angular twist and the radial
vibrational motion evolve on two different time scales, they can be considered as decoupled degrees of
freedom in the harmonic approximation [46]. Thus, the position of the nth base pair is represented by
the variables (rn, φn), where rn represents the radial displacement of the base pair from the equilibrium
value R0, and φn is angular displacement from equilibrium angles with respect to a fixed external reference
frame. A sketch of the model is shown in Figure 15.1.

The Hamiltonian of the system is decomposed into three parts Ĥ = Ĥel + Ĥr ad + Ĥtwis t . The term
Ĥel corresponds to the part related to the charged particle described by a tight-binding system: Ĥel =∑

n E n|n〉〈n|−Vn−1,n|n−1〉〈n|−Vn+1,n|n+1〉〈n|, where |n〉 represents a localized state of the charge carrier
at the nth base pair. The quantities {Vn,n−1} are the nearest-neighbor transfer integrals along base pairs,
and {E n} are the energy onsite matrix elements. A general electronic state is given by |�〉 = ∑

n cn(t)|n〉,
where cn(t) is the probability amplitude of finding the charged particle in the state |n〉. The time evolution
of the {cn(t)} is obtained from the Schrödinger equation ih̄(∂�/∂t) = Ĥel |�〉.

I0 + dn, n−1

R0

rn

nθ0 + Φn

θ0

I0

FIGURE 15.1 Sketch of the model. Filled circles represent bases. The variables used in the text are displayed.
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The nucleotides are large molecules and their molecular motions are slow compared to those of a
charged particle; thus, the lattice oscillators may be treated classically and Ĥr ad and Ĥtwis t , describing the
radial and torsional contributions to Ĥ are de facto classical Hamiltonians. They are given by (omitting
the hat symbol):

Hr ad =
∑

n

[
1

2M

(
pr

n

)2 + M�r 2
n

2
r 2

n

]
(15.1)

Htwis t =
∑

n

[
1

2J

(
pφ

n

)2 + J �2
φ

2
(φn − φn−1)2

]
(15.2)

where pr
n and pφ

n are the conjugate momenta of the radial and angular coordinates. M is the reduced mass
and the inertia moment of each base pair, respectively, m is an average estimate of the nucleotide mass,
and �rn is the linear radial frequency, which is proportional to the strength of the hydrogen bonds.

The study of charge transport in this review is restricted to homogeneous DNA strands, where all base
pairs are of the same type, or homogeneous DNA chains where all bases are of the same type, except for
one of them which is of a different type. It can be supposed that the ratio between the elastic constants of
bonds in a C-G base pair and an A-T base pair is 3/2 because the first involves three hydrogen bonds and
the second involves only two. Then, we take bn = 0.8 for an A-T base pair, and bn = 1.2 for a C-G base
pair [47]. The linear twist frequency is �φ , and we represent the deviation of the relative angle between
two adjacent base pairs from its equilibrium value θ0 by θn,n−1 = (φn − φn−1).

In general, the ionization potential of different nucleotides differs by around 0.2 to 1.0 eV [48]. This
could imply different values of the onsite energies E 0

n for each base pair. If the study is focused only on
geometrical effects due to the stretching of the chain over the charge, E 0

n can be considered independent
of the base type.

The interactions between the electronic variables and the structure variables, rn and φn, arise from the
dependence of the matrix elements E n and Vn,n−1 on them. The first are given by E n = E 0

n + krn [49],
expressing the variation of the onsite electronic energies {E 0

n} with the radial deformations. It is assumed
the transfer matrix elements Vn,n−1 depend on the distances between two consecutive bases along a strand
dn,n−1, as Vn,n−1 = V0(1 − αdn,n−1), where

dn,n−1 = [a2 + (R0 + rn)2 + (R0 + rn−1)2 − 2(R0 + rn)(R0 + rn−1) cos(θ0 + θn,n−1)]1/2 − l0 (15.3)

with l0 = (a2 + 4R2
0 sin2(θ0/2))1/2, and a is the vertical distance between base pairs. The parameter

α describes the influence of the distances between nucleotides on the transfer integrals. Note that, if
the perturbations are small enough, a linear approximation of the distances dn,n−1 can be considered
[42, 50, 51].

There exists a general agreement about the range of values of some parameters for a DNA molecule
[44, 52]. It is considered that a = 3.4 Å, M = 4.982 × 10−25 kg, R0 = 10 Å, �r = [6 − 8] × 1012 s−1,
�φ = [0.5 − 1] × 1010 s−1, and θ0 = 360. Also, we have assumed that V0 = 0.1 eV, a supposition widely
used and found to reproduce ab initio results and experiments [36, 53].

No reliable data are available for the parameters α and k, and as in some other studies, the value of k
can be fixed, and α can be taken as an adjustable parameter. In later studies, we have performed some
quantum–chemical calculations in order to determine the values of parameters α and k [54], and the
quantum–chemical estimates for these coupling parameters differs from the previous one. The results
obtained using the parameter k as fixed and parameter α as adjustable are shown in the next three
subsections, and the most relevant results obtained by computing credible values for the electron–mode
coupling strengths k and α are shown in the last subsection.



15-6 Nano and Molecular Electronics Handbook

We scale the time according to t → �r t, and introduce the dimensionless quantities:
r̃n = rn (M�2

r /V0)1/2, k̃n = kn/(M�2
r V0)1/2, Ẽ n = E n/V0, �̃ = �φ/�r , Ṽ = V0/(J �2

r ), α̃ =
α (V0/M �2

r )1/2, R̃0 = R0 (M �2
r /V0)1/2. The scaled dynamical equations of the system, from which the

tildes have been omitted, are

i τ ċ n = (E n + k rn) cn − (1 − α dn+1,n) cn+1 − (1 − α dn, n−1) cn−1 (15.4)

r̈n = −bnrn − k |cn|2 − α

[
∂dn,n−1

∂rn
(c∗

ncn−1 + cnc∗
n−1) + ∂dn+1,n

∂rn
(c∗

n+1cn + cn+1c∗
n)

]
(15.5)

φ̈n = −�2 (2φn − φn−1 − φn+1)

−α V

[
∂dn,n−1

∂φn
(c∗

ncn−1 + cnc∗
n−1) + ∂dn+1,n

∂φn
(c∗

n+1cn + cn+1c∗
n)

]
(15.6)

and the quantity τ = h̄ �r /V0 determines the time-scale separation between the fast electron motion and
the slow bond vibrations. Observe that, in the case of α = 0 and uniform E n = E 0, the set of coupled
equations represents the Holstein system, widely used in studies of polaron dynamics in one-dimensional
lattices; for α = k = 0, with random values of E n, the Anderson model is obtained. In all cases, E 0cn can
be eliminated by a gauge transformation cn → exp(−i E 0l/τ )cn.

Using the expectation value for the electronic contribution to the Hamiltonian, the new Hamiltonian
H = 〈φ|Ĥ|φ〉/V0 is given by

H =
∑

n

{1

2

(
ṙ 2

n + bnr 2
n

) + R2
0

2

[
φ̇2

n + �2(φn − φn−1)2
]

+(
E 0

n + krn

)|cn|2 − (1 − αdn,n−1)(c∗
ncn−1 + cnc∗

n−1)
}

(15.7)

15.2.2 Stationary Polaron-Like States

The study of nonlinear charge transport in this DNA model requires us to focus on the localized stationary
solutions of Equations (15.4–15.6). Since the adiabaticity parameter τ is small, the fastest variables are the
{cn}, with a characteristic frequency (the linear frequency of the uncoupled system) of order 1/τ ∼ 19. Next
come the {rn}, with frequency unity, and finally the {φn}, with �φ ∼ 0.11. Using the Born–Oppenheimer
approximation, it can be supposed initially that rn and φn are constant in order to obtain the stationary
localized solutions. For this purpose, it is necessary to use a modification of the numerical method
outlined in Refs. [49, 55]. Substituting cn = �n exp(−i E t/τ ) in Equation (15.4), with time-independent
�n’s, results in a nonlinear difference system E � = Â�, with � = (�1, ..., �N), from which a map
�′ = Â�/‖ Â�‖ is constructed, ‖.‖ being the quadratic norm.

Thus, using Equations (15.4–15.6), the stationary solutions must be attractors of the map:

r ′
n = − k

bn
|cn|2 (15.8)

− α

bn

[
∂dn,n−1

∂rn
(c∗

ncn−1 + cnc∗
n−1) + ∂dn+1,n

∂rn
(c∗

n+1cn + cn+1c∗
n)

]
(15.9)

φ′
n = 1

2
(φn+1 + φn−1) − αV

2�2

[
∂dn,n−1

∂φn
(c∗

ncn−1 + cnc∗
n−1) + ∂dn+1,n

∂φn
(c∗

n+1cn + cn+1c∗
n)

]
(15.10)

c ′
n = [(E n + k r ′

n) cn − (1 − α d ′
n+1,n) cn+1 − (1 − α d ′

n,n−1) cn−1]

‖{(E n + k r ′
n) cn − (1 − α d ′

n+1,n) cn+1 − (1 − α d ′
n,n−1) cn−1}‖ (15.11)
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FIGURE 15.2 Profiles of the ground state in a homogeneous DNA chain with a different base pair at site 0. a =
3.4 Å, M = 4.982 kg, R0 = 10 Å, �r = 8 × 1012 s−1, �φ = 9 × 1011 s−1, θ0 = 360, V0 = 0.1 eV , E 0

n = 0, k = 1, and
α = 0.05. Homogeneous C-G chain with an A-T base-pair inhomogeneity (top) and homogeneous A-T chain with a
C-G base-pair inhomogeneity (bottom). The continuous line represents the wavefunction amplitude |Cn|2, dashes are
the static radial displacements rn , and dots are the twist elongations θn = φn − φn−1.

where d ′ = d(r ′, φ′). The starting point is a completely localized state given by cn = δn,0, rn = 0, and
φn = 0, ∀n. The map is applied until convergence is achieved. In this way, both stationary solutions and
their energies E are obtained.

We have studied both the homogeneous case, where E 0
n = E 0, and the random case, where E 0

n ∈
[−
E , 
E ] is a random parameter with mean value zero. Different interval sizes 
E can be introduced
in order to reproduce a certain degree of parametric disorder in the onsite electronic energy. A typical
ground state is shown in Figure 15.2, it can be appreciated that the charge is fairly localized at only a few
sites, and the amplitude decays as the distance increases from the central site. In the random case, if 
E
is not too large, the patterns do not change qualitatively.

15.2.3 Charge Transport

It can be expected the the polarons become mobile under perturbations. In order to move a polaron, the
discrete gradient method [56] is an easier alternative to the more systematic pinning mode approach [57].
By means of the discrete gradient method, we perturb the (zero) velocities of a stationary state { ˙rn(0)},
{φ̇n(0)} in a direction parallel to the vectors (∇r )n = (rn+1 − rn−1), and/or (∇φ)n = (φn+1 − φn−1).
A typical profile of the moving polaron is shown in Figure 15.3.

If an amount of disorder in the onsite energies E 0
n is introduced, it is found that mobile polarons exist

below a critical value, 
E crit . Beyond this value, polarons are static. In general, the mobility induced by
angular activation is more robust with respect to parametric disorder, the polaron has lower velocity, and
the activation energy is higher than in the radial mobility regime.
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FIGURE 15.3 Polaron motion along an homogenous A-T chain. All magnitudes are in dimensionless units, and
time is measured in units of the natural period of the unperturbed polaron T = 2πτ/E , E being the energy of the
unperturbed system. The moving polaron is generated by perturbing a static polaron located at site 21 by means of a
radial perturbation of magnitude 
E = 0.002. a = 3.4 Å, bn = 0.8, M = 4.982 kg, R0 = 10 Å, �r = 8 × 1012 s−1,
�φ = 9 × 1011 s−1, θ0 = 360, V0 = 0.1eV , E 0

n = 0, k = 1, and α = 0.01. Electronic breather (top), radial vibrational
breather (center), and position of center of the electron breather n0 (bottom).
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15.2.4 Twist and Radial Polarons in a DNA Chain with a Base-Pair
Inhomogeneity

In order to study the interaction of a mobile polaron with a single inhomogeneity, a mobile polaron
induced far enough from the local inhomogeneity can be launched toward it, perturbing radial variables
(radial mobility regime), angular variables (angular mobility regime), or both (mixed regime). Different
kinds of behavior can be observed in Figure 15.4.

In the radial mobility regime, we have not observed the transmission of the charge through the local
inhomogeneity. In the case of the homogeneous G-C chain with an A-T base pair inhomogeneity, when
the polaron reaches the A-T base pair, it is trapped by it. This is caused by resonances between the polaron
and the stationary state centered at the inhomogeneity. In the case of an A-T chain with a G-C base pair,
when the polaron approaches the inhomogeneity, it is reflected by it. This phenomenon is due to the low
probability of a resonance, due to the different shapes of the radial mode of the polaron and the ground
state centered at the local inhomogeneity. These phenomena of trapping or reflection have been found
in a great variety of situations, such as the interaction between a moving breather and an impurity in a
Klein–Gordon chain [58]. A detailed study of these phenomena can be found in [59].

Some recent experiments on electron transfer in the DNA molecule [60] shows that an electron can
migrate over long distances between triplet C-G base pairs and a C-G base pair separated by a number
n of A-T base pairs. Also, the triplet C-G base pairs acts as a sink for holes in the chain. In our model,
by decreasing slightly the ionization energy of the C-G base pair, as occurs in real DNA, we are able to
reproduce (qualitatively) the experimental results.
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FIGURE 15.4 Polaron motion along a C-G chain with an A-T base pair located at site 51. All magnitudes are in
dimensionless units, α = 0.01, and time is measured in units of the natural period of the unperturbed polaron
T = 2πτ/E , E being the energy of the unperturbed system. The moving polaron is generated by perturbing a static
polaron located at site 21 by means of a perturbation of magnitude 
E . a = 3.4 Å, M = 4.982 kg, R0 = 10 Å,
�r = 8 × 1012 s−1, �φ = 9 × 1011 s−1, θ0 = 360, V0 = 0.1eV , E 0

n = 0, and k = 1. (Top left) Trapping phenomenon
due to the interaction between a radial moving polaron and the impurity. The moving polaron has been obtained by
perturbing a static polaron with a radial perturbation of magnitude 
E = 0.002. (Top right) Trapping phenomenon
due to the interaction between a twist polaron and the impurity. The moving polaron has been generated by perturbing
a static polaron with an angular perturbation of magnitude 
E = 0.002. (Bottom left) Destruction of a static polaron
due to a radial perturbation of magnitude 
E = 0.10. (Bottom right) Transmission phenomenon through the
impurity of a twist moving polaron. The moving polaron has been obtained by perturbing a static polaron with an
angular perturbation of magnitude 
E = 0.10.
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15.2.5 Charge Transport in DNA Polymers Using Computational Values
for the Electron-Mode Coupling Parameters

The study of charge transport by polarons in synthetic DNA polymers, built from a single type of base
pairs can be carried out using a simplified version of the previous model. This is done by assuming
that the impact of other vibrational degrees of freedom are negligible in comparison with the transverse
vibrations.

Within this simplified model, some quantum–chemical calculations on symmetrical homodimers have
allowed us to calculate reasonable values for the electron-mode coupling strengths k and α [42, 54].

Using the set of consistent parameter values for a DNA chain, a = 3.4 Å, M = 4.982 × 10−25 kg,
R0 = 10 Å, �r = 6.25 × 1012 s−1, θ0 = 360, and V0 = 0.1 eV for the coupling parameters of the

poly(dA)-poly(dT) DNA polymer, we find k = 0.0778917 eV/Å and α = 0.053835 Å
−1

. The correspond-

ing values for the poly(dG)-poly(dC) DNA polymer are k = −0.090325 eV/Å and α = 0.383333 Å
−1

.
The quantum–chemical results for the coupling parameters in this simplified model differ from the ones
previously used. These facts, the simplification of the model and different coupling parameters, implies
that, in general, some different behaviour related to the mobility of the polaron can be expected.

Using the method described in previous sections, we have studied the existence of polarons and their
mobility, observing that in the (dG)-(dC) case, unlimited electron propagation proceeds with uniform
velocity. In comparison, the (dA)-(dT) electron travels with a smaller velocity, and can even stop and
become trapped eventually, after having traversed a few lattice sites.

15.2.6 Experimental Results

An open question in our model is whether the polarons survive at ambient temperature. The values of
radial variables are small, but the transfer integral elements are larger than kB T , and this suggests that
they would survive. In fact, our results are in agreement with experimental data [61] which show that
poly(dG)-poly(dC) DNA polymers form a better conductor than their poly(dA)-poly(dT) counterparts.

For example, in these works, direct measurements of electrical transport through poly(dG)-poly(dC)
and poly(dA)-poly(dT) DNA molecules containing identical base pairs have been performed. Some
results are shown in Figure 15.5, where conductance at null tension has been numerically calculated
from experimental I − V curves. It is easy to appreciate that poly(dG)-poly(dC) DNA polymers are much
better conductors than the poly(dA)-poly(dT) polymer.
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FIGURE 15.5 Conductance versus inverse temperature for poly(dA)-poly(dT) (•) and poly(dG)-poly(dC) (◦).
(Reprinted with permission from K.-H. Yoo, D.H. Ha, J.-O. Lee, J.W. Park, Jinhee Kim, J.J. Kim, H.-Y. Lee, T. Kawai,
and Han Yong Choi. Phys. Rev. Lett.. 87, 19810, 2001. Copyright (2001) by the American Physical Society.)
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15.3 Polarobreathers in the Peyrard---Bishop---Holstein Model

In some nonlinear systems, such as the Holstein model, the study of the conditions for the existence of
intrinsic localization due to interacting degrees of freedom, even in a linear regime, is very interesting
[49, 62].

It has been shown that a great variety of nonlinear systems sustain single- and multi humped polaronic
and excitonic solutions [63]. The notion of effective nonlinearity in the setting of coupled excitonic and
vibrational degrees of freedom was central to Davydov’s suggestion of solitonic excitations arising in
biomolecules [64, 65]. Also, a new aspect has been added to this type of problem [66, 67], by considering
the interplay of the linear self-trapping with a soft nonlinear potential, such as a Morse potential. This has
been proposed as a more general model relevant to many soft-matter applications.

The main stationary solutions obtained in the earlier work of [66] (namely, the single-site polarons)
are dynamically stable within their region of existence. Furthermore, a different class of solutions which
are genuinely “breathing” in time was termed polarobreathers. Such solutions were first obtained and
discussed in the context of the Holstein model in [49, 68]. The domain of existence of such solutions was
also obtained, together with their stability, by performing the corresponding Floquet spectral analysis. In
this section, we show the most relevant results obtained regarding this type of model (a detailed study can
be found in [69]).

15.3.1 The Model

The coupled charge/excitation-lattice model introduced in [66], describes the competition between linear
polaronic self-trapping and self-focusing effects of a soft nonlinear potential. The Hamiltonian is given
by:

H =
∑

n

[
1

2
mu̇2

n + V(un) + k

2
(un − un+1)2

]
−

∑
n

[
χ(|�n|2un) + J (�n�

∗
n+1 + c.c.)

]
. (15.12)

where dots denote time derivatives, and the lattice index n runs from 1 to N (the total number of lattice
sites). �n(t) represents the “electronic” degrees of freedom, un corresponds to the lattice displacements
(i.e., “vibrational” degrees of freedom), while the parameters J , k, and χ denote, respectively, the transfer
integral, the lattice spring constant, and the coupling constant between the interacting fields. Finally, V(un)
is a Morse onsite potential:

V(u) = D[exp(−bu) − 1]2. (15.13)

The lattice parameter values are chosen the same as in [70]: D = 0.04 eV, b = 4.45 Å, and m =
300 a.m.u. We have also chosen J = 0.4 meV, k = 0.21 eV/ Å2, and χ is a free parameter.

In order to get the lattice and electronic coordinates vibrating with the same frequency, the following
transformation is introduced:

n(t) = �n(t)e−i E 0t/h̄ . (15.14)

Then, the dynamical equations take the following form:

i̇n − E 0

h̄
n + J (n+1 + n−1) + χunn = 0. (15.15)

ün + V ′(un) − χ |n|2 − k(un+1 − 2un + un−1) = 0. (15.16)

Stationary solutions can be obtained when all time derivatives in Equations (15.15) and (15.16) are set
to zero. On the other hand, time-periodic solutions are characterized by a frequency of oscillation νb (or
period Tb = 2π/νb) in the time dependence of both the electronic wavefunction n and of the lattice
displacements un. Our aim is to study the existence and stability of such stationary and breathing polaron
solutions; the latter, adopting the terminology of [49, 68], will be henceforth called “polarobreathers.”
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The results presented next have been obtained with fixed values of the transfer integral and lattice spring
constant, and by letting the coupling constant χ and the polarobreather frequency νb vary.

In order to find either stationary or time-periodic solutions of the dynamical equations (15.15) and
(15.16), we have used the methods based on the anti-continuous limit [71–73]. Once the numerically exact
solutions are obtained, linear stability analysis should be performed to examine the dynamical stability of
the solutions. In the case of stationary solutions, this has been implemented by a normal modes analysis
[67]. On the other hand, in the case of (time-periodic) polarobreather solutions, a Floquet analysis has
been performed [68].

15.3.2 Numerical Results

Apart from static polarons, we have considered the existence of stable, time-periodic, and spatially localized
solutions within the context of the model. Figure 15.6 shows an example of these solutions and its relevant
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FIGURE 15.6 Floquet spectrum of a l-site polarobreather with vb = 0.91 THz and χ = 0.53 eV/ Å2 (top). Profiles
of the lattice (un , center) and electronic component (|�n|2, bottom) corresponding to this solution.
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Floquet spectrum. Polarobreathers exist as long as the conditions of the MacKay–Aubry’s theorem are
fulfilled [72]. A necessary condition is that none of the harmonics of the polarobreather frequency resonate
with the linear modes. Based on this criterion, an analysis of the linear modes can provide the range of
existence of polarobreathers for a given frequency. Figure 15.7 shows the real part of the normal mode
frequencies and indicates the existence of a continuum band of (extended) linear modes together with
several localized modes.

As the system is chosen to have an onsite soft potential, the polarobreathers must stem from the linear
mode which is at the bottom of the band of extended modes. Then, the polarobreather frequency must
be smaller than this localized-mode frequency. This fact is indicated in the top panel of Figure 15.7. It can
be the observed that the bifurcation points correspond to the values of χ , for which the frequency of the
localized mode coincides with the frequency of the polarobreather branch. The existence of polarobreathers
is also limited by second-harmonic resonances.
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FIGURE 15.7 The top panel shows the dependence of the polarobreather energy as a function of χ for different
values of the frequency (from left to right): νb = 1.02, 0.95, 0.91, 0.79 THz. The line at the bottom corresponds to the
static polaron. The bottom panel shows the real part of the linear mode spectrum.
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FIGURE 15.8 The modulus (top) and argument (bottom) of the Floquet eigenvalues as a function of the coupling
constant χ for one-site polarobreathers.

An analysis of the stability of polarobreathers is shown in Figure 15.8. It is observed that, for the branch
in question, all the solutions are linearly stable. It is worth noticing that for every polarobreather, two pairs
of phase/growth modes exist.

In addition to one-site (site-centered) polarons, we have also considered the existence and stability
of two-site (bond-centered) static polarons and polarobreathers. Whereas one-site polarons are stable,
two-site ones are unstable. An example is shown in Figure 15.9, where the real and imaginary parts of the
linear mode spectrum for two-site polarons are illustrated.

Contrary to their static counterparts, two-site polarobreathers are unstable. This instability is expo-
nential (i.e., the Floquet eigenvalues responsible for the instability have zero phase). In Figure 15.10, an
example of two-site polarobreather and its Floquet spectrum is shown. A full stability analysis for a branch
of solutions is shown in Figure 15.11.

Two-site polarobreathers can be continued as a function of χ for J and k fixed. As in the one-site case,
the branches for a fixed frequency merge with a static solution branch. The domains of existence of the
one-site and two-site polarobreathers are shown in Figure 15.12. It is interesting to note that, similar to the
case of their static counterparts [66], one-site polarobreathers have a narrower domain of existence (the
grey region in Figure 15.12) than their two-site counterparts (the grey and black region in Figure 15.12).
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FIGURE 15.9 The imaginary (top) and real (bottom) part of the linear mode spectrum as a function of the coupling
constant χ for two-site polarons.

Given that the termination of such branches occurs upon their collision with the stationary branch of
solutions, this trait is natural to expect in the present setting. A wider domain of existence for two-site
breathers was also observed in a model with competing attractive and repulsive interaction [74].

15.4 Aharonov---Bohm Effect for an Exciton
in a Hubbard Ring

The Aharonov–Bohm effect (AB effect) is a quantum effect of a charged particle interacting with a electro-
magnetic vector potential, even when the field is zero [75]. The wave function of a charged particle in a
ring geometry subject to a magnetic field acquires a phase proportional to the magnetic flux � through the
ring [76, 77], and all observable phenomena depend periodically upon that flux, with period �0 = hc/e ,
the universal flux quantum [77–80]. Measurement of the original AB effect has been performed [80]
and investigations and applications of this effect have been studied in different materials and devices
[77, 78, 81–84].
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Profiles of the lattice (un , center) and electronic component (|�n|2, bottom) corresponding to this solution.

It has been proposed that a neutral excitation, as in an electron–hole pair (exciton), can also exhibit
AB oscillations [85–88]. However, this effect might be very weak, because when the ring becomes large
enough, the effect is suppressed. On the other hand, progress in micro-structuring technology allows
the construction of nano-sized InGaAs rings by self-assembly [89–91] or by using lithographic techniques
[92, 93]. Similarly, PbSe-based nano-rectangles have been synthesized in solution through oriented attach-
ment of nanocrystal building blocks [94]. In these systems, electrons and holes can propagate coherently
and the AB effect can be explored. The AB effect for charged excitons was observed in optical experiments
on quantum rings [93] and AB oscillations have been detected in Type–II quantum dot ensembles for a
neutral exciton [95].

We present the main results obtained in a lattice model of a nanoring with an electron and hole subjected
to a perpendicular and uniform magnetic flux. This model allows a finite number of transport channels,
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either arranged annularly (coupled rings laid out in a 2D plane with increasing radius), or stacked vertically.
Therefore, we can study in a controlled way how the excitonic AB oscillations evolve when additional rings
are added, either in-plane or vertically.

15.4.1 The Model

In order to describe the dynamics of the electron/hole pair, we consider a simple two-band model with
spinless particles, which is suitable to study some interesting physical situations, such as the dynamics of
excitons in some semiconductor nanostructures [96].

The electron and the hole are located in an anharmonic lattice of N rings, each ring having M sites.
The system is subject to a uniform magnetic field B, perpendicular to the lattice, with magnetic flux �, as
shown in Figure 15.13.

We assume a short ranged interaction potential and describe the system by an attractive fermionic
Hubbard model where only hopping between nearest-neighbors sites is possible. Thus, the Hamiltonian
is

Ĥ = −γ

N∑
n=1

M∑
m=1

a†
n,man,mb†

n,mbn,m

−
N−1∑
n=1

M∑
m=1

t⊥
n [a†

n,man+1,m + a†
n+1,man,m + µ(b†

n,mbn+1,m + b†
n+1,mbn,m)] (15.17)

−
N∑

n=1

M∑
m=1

t ||
n [e2π iϕn/M(a†

n,man,m+1 + µb†
n,m+1bn,m) + e−2π iϕn/M(a†

n,m+1an,m + µb†
n,mbn,m+1)]

where the operator a†
n,m (an,m) creates (destroys) an electron in the conduction band at site m and ring n,

and b†
n,m (bn,m) creates (destroys) a hole in the valence band at the same place, and satisfies the standard

fermionic anticommutation rules. We assume periodic boundary conditions (M + 1 = 1).
The parameters t ||

n represent the hopping coefficient between neighboring sites along the nth ring, and
t⊥
n the hopping coefficient between neighboring sites, one corresponding to the nth ring and the other to

the (n + 1)th ring. In general, they will be a function of the distance between sites. In a single ring with
no interaction, the effective mass of electron and holes at the extrema of conduction and valence band,
respectively, are proportional to the inverse of the square of the distance between sites [96]. Hence, we

B

B

FIGURE 15.13 Sketch of the model. (Left) The lattice is a 2D system of N rings and M sites in each ring. (Right) The
lattice is a system of N stacked rings and M sites in each ring. Each system is subject to a uniform magnetic field B
perpendicular to the rings, with � the magnetic flux.
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consider a similar dependence for the intra-ring and inter-ring hopping coefficient

t⊥
n = ε

(rn+1 − rn)2
, t ||

n = ε

4r 2
n sin2(π/M)

, (15.18)

where rn is the radius of the nth ring, and dn = 2rn sin(π/M) is the chord distance between two
neighboring lattice points of the nth ring. Also, the formal continuum limit can be obtained, making
this distance zero. It is supposed that the distance between rings 
r = rn+1 − rn is constant, t⊥

n = t⊥, and
thus independent of the ring.

The parameter γ represents the short-range repulsive interaction between the electron and the hole,
γ /ε being the ratio between anharmonicity and the nearest neighbor hopping energy. The parameter µ

is the ratio of the effective masses of electron and holes at the bottom and top of the conduction and
valence band, respectively, and ϕn = �n/�0, �n the magnetic flux through the nth ring, �0 being the
flux quantum. In general, we consider ε = 1 and µ = 0.2, as in Ref. [97].

In the case of a stacked array of single rings with identical radius located along the magnetic field
direction, t ||

n = t || and ϕn = ϕ.
The Hubbard model has been widely studied. In particular, the 1D Hubbard model with nearest-

neighbor hopping terms has been solved exactly in the seminal papers by Lieb and Wu [98] and with flux
by Shastry and Sutherland [99, 100]. Recent results are reviewed in Ref. [101]. Similar exact results for
extensions of the model are rare. Some approximations to calculate the spectrum of the Hubbard model
have been proposed, (see, e.g., [102]), where the exact spectrum and thermodynamics for a long-range
hopping Hubbard chain with linear dispersion is calculated. Also, an exact solution for the two-electron
case in a d-dimensional Hubbard model has been obtained [103].

In a recent work, we have used the number–state method [104] to calculate the eigenvalues and eigen-
vectors of the Hamiltonian operator (15.17) with a single electron and a single hole [88]. In this section,
a different approach is used [105].

The standard creation operators can be transformed to the new set of operators

a†n,l = 1√
M

M∑
r=1

τ−r
l a†

n,r , b†
n,l = 1√

M

M∑
r=1

τ−r
l b†

n,r (15.19)

where τl = eikl , and kl = 2π l/M, with l integer.
Thus, the original operators can be expressed as

a†
n,r = 1√

M

M∑
l=1

τ r
l a†n,l , b†

n,r = 1√
M

M∑
l=1

τ r
l b†

n,l (15.20)

In a similar way, a new set of lowering operators can be defined, and they satisfy the standard anticom-
mutation rules. In terms of these operators, the original Hamiltonian (15.17) becomes

Ĥ = − γ

M

N∑
n=1

M∑
r=1

M∑
r ′=1

M∑
t=1

M∑
t ′=1

δr+pt,r ′+t ′ a†n,r an,r ′ b†
n,t bn,t ′ (15.21)

−2
N∑

n=1

M∑
l=1

t‖
n cos(kl − 2πϕn/M)a†n,l an,l − t⊥

N−1∑
n=1

M∑
l=1

(a†n,l an+1,l + a†n+1,l an,l )

−2µ

N∑
n=1

M∑
l=1

t‖
n cos(kl + 2πϕn/M)b†

n,l bn,l − µt⊥
N−1∑
n=1

M∑
l=1

(b†
n,l bn+1,l + b†

n+1,l bn,l )
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15.4.2 A Single Electron or Hole

Consider first the case where there is a single electron in the conduction band and the valence band is full. It
is possible to block-diagonalize the Hamiltonian operator using eigenfunctions of the periodic translation
(or rotation) operator T̂ defined as T̂a†

n,m = a†
n,m+1T̂ . In each block, the eigenfunctions have a fixed value

of the momentum kl , with τl = exp(ikl ) being an eigenvalue of T̂ such that kl = 2lπ/M and l integer
(l = 1, . . . , M).

For a given value of the momentum kl , a basis for this relevant subspace is the set

|a†n,l >= a†n,l |0 > (n = 1, . . . , N) (15.22)

where |0 > denotes a state where the valence band is full and the conduction band is empty. This state
satisfies the condition an,l |0 >= bn,l |0 >= 0. We denote the dual basis

< a†n,l | = < 0|an,l (15.23)

For the single electron case, it can be shown that

Ĥ|a†n,l >= −2t‖
n cos(kl − 2πϕn/M)|a†n,l > −t⊥(|a†n−1,l > +|a†n+1,l >,

and the N × N tridiagonal Hamiltonian matrix in each momentum subspace is given by

He
l = −


q1 t⊥ 0 . . 0

t⊥ q2 t⊥ 0 . 0

0 . . . . .

. . . . . t⊥

0 . . 0 t⊥ qN

 . (15.24)

where qn = 2t‖
n cos(kl − 2πϕn/M).

For each value of kl , we denote the N eigenvalues of this matrix as E e
l (p) (p = 1 . . . N), and the

corresponding normalized eigenvectors as |φe
l ( p) >, which can be written as a linear combination of the

N basis states |a†n,l > (n = 1 . . . N). Since only states with momentum kl contribute, the eigenvectors can
be expressed as

|φe
l ( p) >=

N∑
n=1

c e
n,l ( p)|a†n,l >, (15.25)

where c e
n,l ( p) =< a†n,l |φe

l ( p) >. We denote the dual eigenvector of |φe
l ( p) > as < φe

l ( p)|.
In a similar fashion, in the case of a single hole, the Hamiltonian matrix can be calculated: Hh

l = µHe
l ,

but now qn = 2t‖
n cos(kl + 2πϕn/M).

We denote the N eigenvalues and eigenstates of this matrix as E h
l (p)(p = 1 . . . N) and |b†

n,l >,
respectively. Also, these eigenvectors can be expressed as a linear combination of the corresponding N
basis states

|φh
l (p) >=

N∑
n=1

c h
n,l (p)|b†

n,l >, (15.26)

where c h
n,l ( p) =< b†

n,l |φh
l (p) >. We denote the dual eigenvector of |φh

l (p) > as < φh
l (p)|.
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15.4.3 An Electron and a Hole Together

In the trivial case of no interaction between the electron and the hole (γ = 0), the eigenstates of Ĥ are

|φe
l ( p)φh

l ′ (p′) >=
N∑

n=1

N∑
n′=1

c e
n,l (p)c h

n′ ,l ′ (q)|a†n,l b†
n′ ,l ′ >, (15.27)

where (l , l ′) ∈ {1 . . . M}, (p, p′) ∈ 1 . . . N, and |a†n,l b†
n′ ,l ′ >= a†n,l b†

n′ ,l ′ |0 >. The energy of the system is
given by E e

l ( p) + E h
l ′ (p′).

In the simplest case of a single ring (N = 1), the energy is given by

E e
l (1) + E h

l ′ (1) = −2t‖
1 cos(kl − 2πϕ1/M) − 2µt‖

1 cos(kl ′ + 2πϕ1/M), (15.28)

where the momentum of each single particle is kl = 2π l/M for the electron and k′
l = 2π l ′/M for the hole

are the single particle wave vectors in absence of a magnetic field [96]. The continuous limit is archived
when M → ∞, d → 0 and the radius of the ring is fixed. Considering the energy of the ground state in the
absence of the field for the electron and hole as zero, Equation (15.28) reduces to the standard parabolic
expressions for charges in a continuous ring threaded by a magnetic flux and no interaction [86].

In the case of interaction between the electron and the hole (γ �= 0), the preceding states are not
eigenstates of Ĥ , but this set can be used as a basis. For a given total momentum of the system K Q =
kl + k′

l , Q ∈ {1 . . . M}, and due to the translational (rotational) invariance of the system, it is possible to
block-diagonalize the Hamiltonian operator for this given value and to write an eigenstate |ψ Q > with
energy E as

|ψ Q >=
∑

l

∑
p

∑
p′

gl (p, p′)|φe
l ( p)φh

Q−l (p′) >, (15.29)

The eigenvalue equation (Ĥ − E )|ψ Q >= 0, can be written as∑
l

∑
p

∑
p′

gl ( p, p′)(We + E e
l (p) + E h

Q−l ( p′) − E )|φe
l (p)φh

Q−l (p′) >= 0, (15.30)

where

W = − γ

M

N∑
n=1

M∑
r=1

M∑
r ′=1

M∑
t=1

M∑
t ′=1

δr+t,r ′+t ′ a†n,r an,r ′ b†
n,t an,t ′ (15.31)

Multiplying by an element of the dual basis < φe
l ′′ (p′′)φh

Q−l ′′ ( p′′′)|, and using the orthonormal property
of the eigenstates of the non-interactive electron–hole system, we obtain[∑

l

∑
p

∑
p′

gl (p, p′) < φe
l ′′ ( p′′)φh

Q−l ′′ ( p′′′)|W|φe
l ( p)φh

Q−l ( p′) >

]
(15.32)

+{
E e

l (p) + E h
Q−l ( p′) − E

}
gl ′′ ,Q−l ′′ (p′′, p′′′) = 0.

We can write W = −(γ /M)
∑N

n=1 Vn, where

Vn =
M∑

r=1

M∑
r ′=1

M∑
t=1

M∑
t ′=1

δr+t,r ′+t ′ a†n,r an,r ′ b†
n,t bn,t ′ , (15.33)
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and the matrix elements of Vn are

< φe
l ′′ (p′′)φh

Q−l ′′ (p′′′)|Vn|φe
l (p)φh

Q−l (p′) >=
M∑

r=1

M∑
r ′=1

M∑
t=1

M∑
t ′=1

δr+t,r ′+t ′ < φe
l ′′ ( p′′)φh

Q−l ′′ ( p′′′)|a†n,r an,r ′ b†
n,t bn,t ′ |φe

l (p)φh
Q−l (p′) >=

M∑
r=1

M∑
r ′=1

M∑
t=1

M∑
t ′=1

δr+t,r ′+t ′ < φe
l ′′ ( p′′)φh

Q−l ′′ ( p′′′)|b†
n,t a†n,r an,r ′ bn,t ′ |φe

l (p)φh
Q−l (p′) >=

< φe
l ′′ ( p′′)|a†n,l ′′ >< φh

Q−l ′′ (p′′′)|b†
n,Q−l ′′ >< an,l |φe

l (p) >< bn,Q−l |φh
Q−l (p′) >=

c e
n,l (p)c h

n,Q−l ( p′)c e∗
n,l ′′ ( p′′)c h∗

n,Q−l ′′ (p′′′), (15.34)

where an asterisk denotes a complex conjugate. Thus, Equation (15.33) becomes

−γ M−1
N∑

n=1

c e∗
n,l ′′ (p′′)c h∗

n,Q−l ′′ ( p′′′)
∑

l

∑
p

∑
p′

gl (p, p′)c e
n,l ( p)c h

n,Q−l (p′) (15.35)

+{
E e

l ′′ (p′′) + E h
Q−l ′′ (p′′′) − E

}
gl ′′ (p′′, p′′′) = 0.

Defining

G n =
∑

l

∑
p

∑
p′

gl (p, p′)c e
n,l (p)c h

n,Q−l ( p′) (15.36)

we can write

gl ′′ ( p′′, p′′′) = γ M−1

∑N
n=1 c e∗

n,l ′′ (p′′)c h∗
n,Q−l ′′ ( p′′′)G n

E e
l ′′ (p′′) + E h

Q−l ′′ ( p′′′) − E
(15.37)

and substituting in Equation (15.36),

G n = γ M−1
∑

l

∑
p

∑
p′

c e
n,l (p)c h

n,Q−l (p′)

∑N
n′=1 c e∗

n′ ,l (p)c h∗
n′ ,Q−l (p′)G n′

E e
l ( p) + E h

Q−l (p′) − E
(15.38)

= γ M−1
N∑

n′=1

Fn,n′ (E )G n′ ,

where

Fn,n′ (E ) =
∑

l

∑
p

∑
p′

c e
n,l ( p)c e∗

n′ ,l (p)c h
n,Q−l (p′)c h∗

n′ ,Q−l ( p′)

E e
l (p) + E h

Q−l ( p′) − E
(15.39)

The condition to have no trivial solutions is

det(I − γ M−1 F (E )) = 0 (15.40)

where F (E ) is a N × N matrix with elements Fi j (E ). From this equation, the eigenvalues E of the system
can be obtained.
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15.4.4 A Single Ring

In the single ring case (N = 1), some analytical expressions can be obtained. The characteristics equation,
Equation (15.40), is similar to the expression obtained in the continuous case [88], and can be written as

1 + γ

2M|q |
M∑

l=1

1

cos(2π l/M + θ) − cos ν
= 0, (15.41)

where q = t‖
1 e2π iϕ/M(µ + e−i K Q ), θ = arg(q), and cos(ν) = −E /2|q |.

This sum can be calculated exactly, and the characteristic equation is thus

tan(Mν)

sin(ν)
= 2|q |

γ

[
1 − cos(Mθ)

cos(Mν)

]
. (15.42)

The solutions of this equation provide the energy spectrum. The eigenvectors are given by

|ψ Q >=
∑

l

g l (1, 1)|φe
l (1)φh

Q−l (1) >, (15.43)

with

gl (1, 1) = C

E e
l (1) + E h

Q−l (1) − E
, (15.44)

C being a normalization constant.
Solutions of Equation (15.42) on the real axis (ν ∈ R) represent extended states, where the probability

of finding the electron and the hole together at the same site is small. Also, the unique solution on the
imaginary axis, if it exists, represents the bound state, where there is a high probability of finding the
electron and the hole at the same site. Also, bound state solutions exist if

γ >
2|q |
M

(1 − cos Mθ). (15.45)

These solutions correspond to the bound electron–hole pair, the exciton. In Figure 15.14 we show the
typical band structure, with an isolated band below the continuum band corresponding to the bound
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FIGURE 15.14 Band structure of the eigenvalues E (in units of |E in f |) as function of the total wave vector K .
M = 125, N = 1, γ = 4, ϕ1 = 0, d1 = 1, ε = 1, and µ = 0.2.
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states. Due to the rotational invariance of the system, there is the same probability of finding the two
fermions at the same place.

In the limit M → ∞ and d constant, the energy of the exciton reduces to E∞ = −
√

γ 2 + 4|q |2, which
is independent of the value of the magnetic field. This is the binding energy of an exciton in a straight
wire [86]. Also, the anharmonic parameter γ must scale as 1/d to assure the existence of bound states, as
occurs in systems with a point–like δ-function interaction [106].

If M is large, it is possible to derive an explicit approximate expression for the energy of a bound state,
similar to the perturbative exciton energy obtained for a large ring radius in the continuum model [86].
This expression is given by

E = E∞

[
1 + 2γ 2

E 2∞
cos(Mθ) e−Marcsinh( γ

2|q | )

]
. (15.46)

Also, if d is small enough, condition (15.45) can be approximated by 2πrβ > 1− cos(2π�/�0), where
β = arcsinh(γ /2|q |)/d is the inverse decay length of energy oscillations given by Equation (15.46).

In general, the energy of an eigenstate depends on the magnetic flux. If we analyze the dependence of
the energy of the ground state with the magnetic flux, despite the high probability of finding the electron
and the hole in a bound state, where the electric charge is null, it is possible to observe the AB effect, as
shown in Figure 15.15. The maximum of the amplitude corresponds to the integer or half-integer values
of �/�0 and this amplitude decreases rapidly with increasing ring radius. On the other hand, the energies
corresponding to nonbound states, where the probability of finding the electron and the hole in different
sites of the ring increases, are more sensitive to the magnetic flux, and the AB oscillations do not decrease
as the radius of the ring increases.

In general, in a bound state, the amplitude of the AB oscillations decreases exponentially with the length
of the ring, as shown in Figure 15.16 (top). Also, the characteristic decay length is a decreasing function
of the interaction parameter γ , as shown in Figure 15.16 (bottom).
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FIGURE 15.15 The Aharonov–Bohm oscillations of exciton energy (in units of |E in f |) corresponding to three values
of the (single) ring circumference ρ (in units of d) obtained by solving Equation (15.42) numerically for γ = 2, d = 1,
ε = 1, µ = 0.2, and k = 0. (◦) M = 5 (ρ = 5.34), ( ) M = 7 (ρ = 7.24), and (∗) M = 9 (ρ = 9.19). The lines
denote the approximate solutions given by Equation (15.46).
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FIGURE 15.16 (Top) Energy oscillations amplitude of AB oscillations (in units of |E∞| and on a semi-logarithm
scale) as a function of the circumference of the (single) ring ρ (in units of circumferential lattice spacing d), obtained
by solving Equation (15.42) numerically for γ = 1, corresponding to a weakly bound state (◦), γ = 2.5, a typical
bound state (∗), and γ = 5, corresponding to a strongly bound state ( ). ε = 1, µ = 0.2, and k = 0. The dashed
lines are approximate solutions given by Equation (15.46). (Bottom) Decay length dc of AB oscillations (in units of the
circumferential lattice spacing d) for a single ring as a function of the anharmonic parameter γ . ε = 1, µ = 0.2, and
k = 0, obtained by the numerical solution of Equation (15.42) (∗). The dashed line is the approximate solution given
by Equation (15.46).

15.4.5 General Case

In the general case of M sites and N rings, we observe isolated bands corresponding to bound states
of electron and holes around each ring if the interaction parameter γ is high enough, as shown in
Figure 15.17.

For strong attraction, and due to the difference between hopping terms in each ring, the ground state is
mainly a bound state localized around the inner ring. However, if the distance between rings is small, there
exists a significant probability to find the exciton in the others rings. Thus, the variation of the energy with
the magnetic flux is a superposition of different oscillations, the main oscillation with period �1/�0 and
minor contributions of the other oscillations with periods �n/�0 (n = 2, . . . , N).

Also, there exist contributions corresponding to states where the electron and the hole are in contiguous
sites but on different rings. These oscillations persist when the circumference of the ring increases, the
main period of this oscillation is given by the phase difference between the magnetic field contribution in
each ring. Essentially, its period is T = 2M/(�2/�1 −1) = 2M/(r2/r1 −1) = 2Mr1/
r , corresponding
to the phase difference when γ = 0. These oscillations will be dominant if the distance between rings
is small (large values of the inter-ring hopping coefficients), and decreases with the circumference of the
ring. A model in which the hole is located more towards the center of the ring has been put forward [107]
in the context of the self-assembled nanorings [91].

If distance between the rings is small, the ground state of the system is mainly a bound state localized
around the inner ring, and presents AB oscillations with period �1/�0. The first excited states correspond
to bound states localized around each ring and oscillate with a period �n/�0 (n = 2, . . . , N). If the
distance between rings decreases, the inter-ring hopping coefficient increases and additional oscillations
appear due to the contribution of nonlocalized components in different rings.
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FIGURE 15.17 Band structure of the eigenvalues E (in units of |E in f |) as function of the total wave vector K. M = 41,
N = 3, γ = 4, ϕ1 = 0, d1 = 1, ε = 1, µ = 0.2, and 
r = 1.

In general, the amplitude of the oscillations of the energy depends weakly on the number of rings, as
shown in Figure 15.18. This dependence becomes negligible when the number of rings is more than a
certain number, which is unity if distance between rings is large enough. Thus, except in the cases where
distance between rings is very small, the AB oscillations are essentially a one-dimensional phenomenon.
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FIGURE 15.18 Oscillations of the energy of the ground state as a function of the number of rings N. 
 = (E max −
E min)/(2E ), where E is the exciton energy for B = 0. f = 5, corresponding to ρ1 = 5.34 (top) and f = 11,
corresponding to ρ1 = 11.15 (bottom). (*) 
r = 0.1, ( ) 
r = 0.7, (�) 
r = 1.0, and (◦) 
r = 1.5. γ = 2.5,
d1 = 1, ε = 1, and µ = 0.2.
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FIGURE 15.19 Hole energy dependence on the magnetic field (open squares), showing the Aharonov–Bohm oscilla-
tions with period φ0. The error bars are the uncertainties on the peak position after the Gaussian fits. The dashed curves
are parabolas following a theoretical model. (Reprinted with permission from E. Ribeiro, A.O. Govorov, W. Carvalho,
Jr. and G. Medeiros-Ribeiro, Phys. Rev. Lett., 92, 126402, 2004. Copyright (2004) by the American Physical Society.)

15.4.6 A System of Stacked Rings

In a system of stacked rings, as shown in Figure 15.13, where they are all threaded by the same magnetic
flux �0, an analogous behaviour to the single ring case is observed. Only oscillations of period T = �/�0

are observed.
Analyzing the decay of the amplitude oscillations with the size of the ring, we rederive an approximate

exponential decay, and it is possible to calculate the decay length dc . If 
r is large, the behavior is similar
to the one-ring case, but if this distance decreases, the decay length increases. This suggests that the exciton
uses the additional rings as further channels along which to tunnel when prompted by the increasing
magnetic flux. This effect indicates a route for enhancing the possibility of experimental detection of the
AB effect for a neutral exciton.

15.4.7 Experimental Results

As we have mentioned before, AB oscillations have been detected in Type-II quantum dot ensembles for
a neutral exciton [95]. In Figure 15.19, experimental AB oscillations, with period φ0, for a neutral exciton
are shown.
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16.1 Introduction

Nanotechnology has been quick to embrace the realm of biology, and is redefining our understanding
of how biology functions at the cellular level and below. The techniques developed for the manipulation
of molecular systems are now being applied to the problem of examining biological molecules, thereby
facilitating an understanding of fundamental biological processes at the molecular scale. The central goal
of bionanotechnology is the need to understand how biology works at the molecular level, and how to
probe—and manipulate—biological events at this scale.

The field of biomolecular electronics can be considered a subdiscipline of bionanotechnology. Broadly
speaking, this field is defined as the evaluation and utilization of molecules of biological origin for artificial
applications. Numerous examples of such novel technologies are currently under development, including
architectures for chemical and biological sensors, protein-based optical memories and holographic me-
dia, the integration of biological molecules into microelectronic devices, and DNA-based computational
techniques. The natural question that emerges when considering such technologies concerns the ratio-
nale behind turning to molecules of biological origin for device architectures—what advantages are to be
gained?

The answer to this question is found in the vast array of responses and behaviors that is possible—the
process of evolution has allowed nature to solve a tremendous number of problems living organisms have
faced throughout the history of life on earth. Biological molecules are unique in that they have benefited
from eon upon eon of natural selection and evolution. The result is an expansive set of highly optimized
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properties well suited to specific biological functions—the toolbox offered by biological molecules per-
forming their natural functions far exceeds what man has achieved through synthetic means. Nature has
found unique solutions to structure and support (bone, connective tissue), metabolism (anabolism and
catabolism, oxidative phosphorylation, photosynthesis), and information processing (senses, cognition,
memory, chromosomes). And these abilities are facilitated by the complex molecules that define life,
specifically enzymes, proteins, and DNA/RNA. Adaptation to a wide range of environmental conditions
has resulted in functional biomolecules with efficiencies often unmatched by nonbiological or synthetic
methods. Furthermore, many of the functions facilitated by biological molecules cannot be duplicated
by other means. It stands to reason that if nature has succeeded in creating highly complex, diverse, and
efficient molecules capable of a wide range of functions, the researcher should be able to exploit preexisting
natural functions, or modify them toward a given application.

The goal of biomolecular electronics, therefore, is to utilize the unique set of properties characterized
by molecules that originate from life, to enhance manmade technologies. Intelligent selection by the
researcher can bring their novel capabilities to device applications. Often, these properties offer comparative
advantages over more traditional approaches to device design and construction. In fact, proteins and other
biomolecules pose a unique solution to the problem of size versus function in that they represent a class of
extremely sophisticated molecules that perform specific functions under what can be a fairly broad range
of conditions. Sensors employing DNA or RNA can detect pathogenic organisms much more quickly and
specifically than conventional laboratory techniques. Enzymes can catalyze chemical reactions that might
be of industrial interest, or can be worked into detection schemes (e.g., utilization of glucose oxidase in
a sensor might aid in monitoring glucose levels in a diabetic patient). And, as will be the focus of this
chapter, some proteins that respond to light can be used as the basis of device architectures, such as optical
computer memories and holographic recording media.

Key to the utilization of biological molecules in many device architectures is the ability to interrogate
them; the ability to determine the state of a molecule presents one of the largest challenges to biomolecular
electronics today. For this reason, photoactive proteins are of special interest. All photoactive proteins have
two things in common: the ability to respond to light in a reproducible manner, and the presence of an inter-
nal chromophore that mediates light absorption. The chromophore acts as a convenient and constant probe
of protein structure and function, and is often a highly conjugated molecule that reacts to light either by
isomerization around a double bond (the rhodopsins, photoactive yellow protein [PYP], phytochrome) or
redox activity that results in electron transfer (photosynthetic reaction centers, flavoproteins). In any case,
the internal chromophore facilitates light to chemical energy transduction, and is a most convenient tool
for interrogation, whereby light or voltage can be used to monitor the state of the protein. Photochromic
proteins are well suited for device architectures from a number of standpoints. A common property among
many proteins in this group is the presence of multiple states accessed upon exposure to light, which often
can be interrogated by both optical and electronic means, thereby providing a direct reading of functional
activity. Furthermore, responses from many photoactive proteins can be elicited by exposure to either
light or voltage, and are reproducible. The remainder of this chapter will focus on bacteriorhodopsin,
a photoactive protein with potential in optical and holographic computer memory architectures, and
efforts to modify the protein for this specific goal. As will be discussed next, the ability to modify bacteri-
orhodopsin (and proteins in general) has proven to be paramount to this protein’s usefulness to the applied
sciences.

A question central to the field of biomolecular electronics deals with efficiency. Although the processes
of natural selection and evolution have produced biological molecules highly optimized for their natural
function, it remains to be seen whether these molecules can be utilized toward non-natural applications—
at least in their native form. Indeed, optimizing protein function has been in practice for over a decade;
enzymes of interest to industrial processes or commercial product lines (e.g., laundry detergents) have been
optimized with respect to thermal stability, chemical stability, and substrate specificity [1–5]. Generally
speaking, libraries of randomly generated mutant proteins are screened for properties of interest. The
organisms responsible for generating proteins with favorably enhanced properties are used as the parent
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to the next generation of random progeny. This process is accomplished in an iterative cycle until a highly
optimized class of proteins is produced, specific to a given application. However, in examples of this sort,
the optimization is of a preexisting property, toward greater efficiency in non-native conditions. The larger
question is whether the researcher can enhance non-native functions, specifically for device applications.
A protein incorporated into a device is likely to experience a very different environment than it would
under normal circumstances, including nonaqueous conditions and large temperature fluctuations. And
as indicated earlier, the protein may be required to perform a non-natural function. The potential of
employing proteins as the active elements of device architectures is made possible through the significant
advances made in molecular biology and genetic/protein engineering over the past decade. Two such
advances are the techniques of random mutagenesis and directed evolution.

16.2 Bacteriorhodopsin Biochemistry and Biophysics

Bacteriorhodopsin (BR) occupies a unique place in the history of protein-based applications—it is not
only one of the more thoroughly examined proteins with respect to structure and function, it has also
been evaluated for a number of device architectures. Early examples included use of the protein as the
active element in reusable holographic materials [6–16]. Eventually, architectures were devised for random
access memories, nonvolatile computer memories, photodiodes, and applications as active elements in
microelectronic circuits [9,17–34]. The consistent level of interest in bacteriorhodopsin as a photonic
material stems from its stability, availability, and, finally, the way it interacts with light.

Bacteriorhodopsin (Figure 16.1) is the primary integral membrane protein produced by the halophilic
archaea, Halobacterium salinarum (syn. Halobacterium halobium, salinarium). This organism thrives in
salt marshes where the temperature can exceed 60◦C, and the concentration of sodium chloride can reach
4 M, roughly six times that of seawater. BR has 248 amino acids with a molecular weight of 26 kD,
and shares a common structural motif with G-protein coupled receptors (GPCRs), consisting of a seven
transmembrane alpha helical bundle. The similarities may be serendipitous, however, as BR functions as
a photosynthetic protein, and GPCRs play an important role in intercellular communication. An all-trans
retinal cofactor is coupled with the BR apoprotein, bound to Lys-216 via a protonated Schiff base bond. The
retinal prosthetic group mediates visible light absorption and is responsible for the protein’s characteristic
deep purple color. Furthermore, the retinal chromophore enables light to chemical energy transduction
by the protein.

The regions of the cell membrane that contain bacteriorhodopsin have unique properties, and occur
as discrete membrane patches consisting of approximately 75% BR and 25% lipid. Typically referred
to as the purple membrane, these patches are stable in aqueous suspension, and are characterized by a
very high level of organization. As revealed by high-resolution AFM images, the protein monomers are
arranged in a hexagonal lattice of trimers, and the resulting patches are semicrystalline [35,36]. The retinal
chromophores mirror the trimer arrangement, oriented with an angular separation between monomers
of 60◦. This arrangement ensures that the purple membrane captures all polarizations of light with equal
efficiency. Once removed from the purple membrane, BR’s stability drops from years to days. For this
reason, researchers seldom utilize the solubilized protein—the ease of isolation, ability to process into
different forms, and the rugged stability of purple membrane patches make them nearly ideal for use in
device applications.

16.2.1 The Bacteriorhodopsin Photocycle

In its native organism, BR acts as a light-driven proton pump; proton translocation across the cell mem-
brane is facilitated by the protein, and the resulting electrochemical gradient (�pH ≈ 1) is used by the cell
to do work. The proton gradient fuels ATP synthesis through a standard F0F1 ATPase, and served as one
of the first examples of chemiosmosis [37–39]. As mentioned earlier, the retinal chromophore mediates
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FIGURE 16.1 (see color insert following page 5-6) (a) Schematic of bacteriorhodopsin illustrating certain key amino
acids and the purported path of the proton pump. The all-trans retinal chromophore traverses the binding pocket
roughly perpendicular to the membrane normal and the alpha helices. (b) The bacteriorhodopsin photocycle, including
the branched photocycle originating at the O-state. Absorption maxima in nm are shown in parentheses for each
intermediate.

light to chemical energy transduction by the protein. A light-induced isomerization of the chromophore
initiates a series of events in the protein that ultimately results in the translocation of a proton across
the cell membrane. This process is described by the protein’s photocycle, a series of spectrally distinct
intermediates (Figure 16.2) that characterizes the step-wise process of passing a proton across the mem-
brane. The intermediates are produced sequentially, and are denoted as the K, L, M, N, and O states
(see Figure 16.1). A branch off of the O-state accesses the P and Q states, which will be discussed later.
Historically, the observable intermediates were defined by thermal trapping [40]. Each intermediate is
characterized by a combination of factors, including the wavelength of maximum absorption, lifetime,
chromophore configuration (isomerization state and overall conformation), the electronic environment
of the binding site, the protonation state of the retinal Schiff base, and both the protonation state and
orientation of key amino acids in the proton channel (reflecting the progress of a proton across the mem-
brane). Light-induced chromophore isomerization from all-trans to 13-cis, often referred to as the primary
event, results in a shift in electron density toward the protonated Schiff base during the formation of the
K-state, the only photochemically generated state in the native photocycle. The bR→K transition proceeds
with an impressive quantum efficiency of ∼ 65%. The redistribution of charge changes the electrostatic
nature of the binding site and provides the motive force that drives the formation of subsequent thermal
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FIGURE 16.2 (see color insert) Absorption spectra of the various intermediate states associated with the bacteri-
orhodopsin photocycle. The bR, M, O, and Q states are of particular interest to BR-based memory operations.

intermediates (i.e., L, M, N, and O), and, ultimately, proton translocation. A branch off of the O-state has
two additional intermediates, P and Q. The blue-shifted M and Q states are of the most interest to optical
device applications. On average, the protein can go through this cycle > 106 times (a benchmark known
as the cyclicity). The proton-pump mechanism is well described in the literature [41–52].

16.3 Bacteriorhodopsin as a Photochromic Material

Bacteriorhodopsin occupies an unprecedented position with respect to continuing efforts to incorporate it
into a variety of optical technologies. It was discovered early on that BR’s photocycle could be manipulated
through chemical additives that would modulate the M-state lifetime [10,11,53]: any conditions that
inhibited proton mobility prolonged the M-state, but the addition of various amine compounds were
found to be particularly effective. The bR-M binary pair used as an optical switch: 570-nm light would
drive the protein to the M-state, and 410-nm light would drive M back to bR. The binary pair formed by these
two states has become the basis for a number of architectures, including binary optical and holographic
memories and processors, and spatial light modulators [6,8,12,15,54–60]. Unfortunately, there are two
drawbacks to this approach: the addition of chemicals that enhance M-state formation inevitably decreases
cyclicity, and it was not possible to produce a truly permanent bi-stable system (i.e., the M-state cannot be
made permanent). As a result, information encoded optically using the bR-M pair lasts only as long as the
lifetime of the M-state. However, the wide spectral separation between the two states makes them an ideal
pair for transient optical or holographic memory operations, and interest remained focused on efforts
along these lines for many years, especially in the former Soviet Union, Project Rhodopsin was a military
research program with the goal of developing polymer films containing bacteriorhodopsin that could be
used in optical memory and processing applications. A wide variety of chemical additives were explored as
a means by which the M-state lifetime could be prolonged, resulting in a BR-based material referred to as
Biochrome. This real-time photochromic and holographic material could be written, read, and erased by
application of the appropriate wavelength [11]. But its inability to produce a highly prolonged or permanent
M-state at room temperature precluded practical applications. Regardless, several architectures have been
proposed based on M-state photochromism, including the only commercially viable BR-based technology
thus far developed, albeit utilizing a genetically engineered BR variant, D96N. MIB Biochemicals in

Marburg, Germany markets a real-time interferometer, Fringemaker-Plus™. The primary application of
this system is nondestructive testing of manufactured components through microscopic deformation and
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interferometric analysis [61]. Real-time holographic interference patterns recorded in BR D96N films are
digitized for computer analysis. The technology allows the detection of microscopic flaws that cannot be
seen based on visual inspection, alone. Such technology could conceivably facilitate quality control during
the manufacturing process at a level not previously possible—each and every manufactured component
could be tested for defects in real time. The use of the bacteriorhodopsin variant D96N in holographic
media remains an active area of research [62].

Were it not for two developments, the further progress toward BR-based device applications might not
have continued. Despite two decades of effort, it has not been possible to develop a BR-based material with
a permanent M-state, either through chemical or genetic means. Genetic-engineering provided a wealth
of information on the protein’s structure and function, but could not prolong the M-state beyond a few
minutes. And for many years, the goal of a permanent bi-stable state that could be used for optical memory
and processing operations remained elusive.

However, in 1993, a branch off of the main photocycle was described as leading to a pair of states, one
highly blue-shifted, that could be accessed by illuminating the O-state with red light [63]. The O-state is the
last intermediate in the normal bacteriorhodopsin photocycle, and represents the last step toward resetting
the BR resting state, thereby re-priming the proton pump. The chromophore has returned to the all-trans
state, but the resting state electronic environment of the binding site has not been fully restored (D85 has
not yet become deprotonated). Excitation of the protein in this state produces the P-state (absorbing at ∼
490 nm), which decays to the blue-shifted Q through thermal decay (380 nm). Chromophore extraction
and spectroscopic studies of these states reveals that both are characterized by a 9-cis chromophore, which
accounts for their unusual properties, and models of the binding site indicate that a 9-cis conformation
cannot be accommodated comfortably [64]. Formation of the P-state results in a strained binding site that
only finds relief through hydrolysis of the Schiff base bond—once this bond is broken, the chromophore
can reposition to a less sterically challenged arrangement, thereby forming Q. The Q-state is for all intents
and purposes permanent, with its 9-cis chromophore being unbound, but trapped, in the binding site.
Only absorption of blue light will reset the bR resting state by driving 9-cis retinal back to all-trans, coupled
with spontaneous reformation of the Schiff base bond.

Although a permanent bi-stable system has been described for BR, it suffers from low quantum efficiency
(∼ 10−3). Because most of the strain associated with the generation of the 9-cis state is due to the methyl
group on C-13, a BR variant incorporating the 13-desmethyl chromophore was examined [65]. The variant
was able to produce 9-cis photoproducts far more easily than the unaltered protein. However, the absence
of the C-13 methyl group precluded the formation of the Q-state, and the barrier between 9-cis and all-
trans retinal configurations was low enough to allow the interconversion to occur easily. In essence, the
C-13 methyl group is not only responsible for the low quantum efficiency of Q-state formation, but is the
primary factor allowing Q to be permanent.

BR-based optical memory architectures are therefore faced with a dilemma: the M-state can be produced
with high quantum efficiency (0.65), but is only transient, and although the Q-state is permanent, it
can only be produced with low quantum efficiency. Despite this trade-off, the branched photocycle has
proven invaluable for bacteriorhodopsin-based memory research efforts. The Q-state lifetime has been
demonstrated to be at least seven to ten years ([22, 64] and in-house observations). It also has a slightly
better holographic diffraction efficiency than the M-state (8.5% versus 6.4%), due to the wider spectral
separation between the 570 nm bR and 380 nm Q states, as illustrated in Figure 16.2. As such, the M-state is
the best option for short-term holographic applications (e.g., Fringemaker-Plus), while the Q-state should
be used for long-term optical data storage systems.

Discovery and characterization of the Q-state was the first development to reenergize BR-based device
applications. The second development is advances in molecular biology and genetic engineering that
are revolutionizing biomolecular electronics. Techniques such as random and semi-random mutagenesis,
and directed evolution, have made possible the development of highly optimized proteins for specific
applications. For bacteriorhodopsin, these methods have paved the way toward variants that produce the
Q-state in much higher yields with improved efficiency. Research efforts along these lines are described in
the following section.
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16.4 Progress Toward Bacteriorhodopsin-Based Optical Memories

Optical computer memories offer comparative advantages to traditional disk and platter architectures in the
form of greater storage density, speed, mechanical simplicity, and data throughput. Unfortunately, materials
capable of operating in such architectures are rare, and are often plagued by unwanted photochemistry and
the need for powerful lasers (e.g., two-photon architectures [66, 67]). Furthermore, many of the proposed
(nonbiological) materials are not easily reusable. Bacteriorhodopsin-based memory applications have
been a goal ever since the Soviet Union launched Project Rhodopsin in the 1970s. Over three decades later,
BR-based optical memories remain a goal, due, no doubt, to BR’s remarkable biophysics and the novel
concept of a computer memory based on a protein. The discovery and characterization of the branched
photocycle brings researchers one step closer. In this section, two current optical memory architectures are
discussed, and in the section that follows, an introduction will be given to the advanced genetic engineering
techniques that are responsible for a renaissance in this field.

16.4.1 The Binary Optical Branched Photocycle Architecture

A number of approaches to BR-based memory architectures have been explored over the last decade, all
exploiting the protein’s photochromic abilities. The earliest designs were based on the M-state, but could
only work at reduced temperatures where the M-state can be trapped (< 240K). Most were platter-type
assemblies, although one architecture relied on two-photon transitions in order to operate in three-
dimensions [6,17,19,26,68,69]. Both approaches define the bR state as a binary zero, and the M-state as a
binary one. But low-temperature architectures are not practical, and these approaches were abandoned. The
branched photocycle enabled new architectures employing the Q-state. In the binary optical approach (i.e.,
non-holographic), the protein is suspended in a three-dimensional polymer matrix in a one-centimeter
cuvette, and data is written/read using orthogonal laser irradiation [22].

The bR and Q-states are defined as binary zeros and ones, respectively, as illustrated in Figure 16.3.
Writing is accomplished in three dimensions by sequential two-photon techniques: a “paging” operation
initiates the photocycle in an optically defined slice (page) of the BR-based memory cube. Because the
branched photocycle is accessed from the O-state, a writing operation must wait until the bacteriorhodopsin
in the paged region reaches the O-state (∼ 2 ms). At this point, data is encoded spatially into the writing
(actinic) laser with a spatial light modulator, and the previously illuminated page is irradiated—because
the writing laser is oriented orthogonally with respect to the paging laser, the full plane defined by the page
can be illuminated simultaneously, allowing for parallel writing operations. It is important to note that
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branched photochemistry (Q-state formation) only occurs in the doubly irradiated regions of the page
(“voxels”).

A parallel reading operation is done similarly, in that a paging operation is performed to initiate
photochemistry, followed by exposure of the page by the writing beam, but at a much lower intensity
and with no spatially encoded data. The intensity is such that it will be absorbed by the O-state without
causing appreciable photochemistry. The light will be absorbed by regions of the page in the O-state
(binary zeros), but will be transmitted through the areas of the page where the Q-state was previously
produced. The transmitted light can be imaged by a CCD array, thereby registering as binary ones (the
absence of imaged light at the array is interpreted as zeroes). This process is illustrated in Figure 16.4.
Ideally, the paging wavelength would be 570 nm, were it not for overlap with the P-state (which goes back
to O upon illumination). So in practice, both the paging and writing wavelengths are done in the red. A
drawback to this approach is that the architecture is path-dependent; it depends upon production of the
Q-state through a specific route, driving bR→O and O→Q using specific wavelengths of light, in order
to operate in three dimensions. However, several competitive routes to the Q-state have been discovered
which degrade the efficiency of this architecture[64]; such routes introduce unwanted photochemistry and
make it more difficult to distinguish between binary zeroes (bR) and binary ones (Q) (see Figure 16.5).
Holography may offer a better alternative for BR-based memory storage in that it depends only on photo-
converting bR to Q, without concern for the route. Thus, it is path independent, and photo-generation of
Q by any available route is utilized.
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FIGURE 16.5 The bacteriorhodopsin photocycle with emphasis on the competitive routes to the Q state [64].

16.4.2 Bacteriorhodopsin-Based Holographic Memories

Holographic memories and associative processors are technologies with a wide variety of applications,
offering higher storage densities than conventional media, fewer moving parts, and higher resistance to
damage (mechanical or otherwise). A figure often cited is that a terabyte of information theoretically
could be stored in a medium the size of a sugar cube. Because information is stored and retrieved with
light, mechanical heads for handling data are no longer necessary, and the nature of holography allows
information stored in a homogeneous medium to be retrieved from any location in the medium—if one
part suffers damage, all previously stored data can still be retrieved from undamaged sections. Similar to
the binary optical system described earlier, data is written and read in parallel, allowing higher throughput.
Holographic associative memories offer a means through which object identification by the human brain
can be simulated, thus retrieving information in parallel through association, rather than through file
name and location. Object identification is an excellent example of a task that is handled quite efficiently
by a holographic associative memory, and inefficiently by conventional computer memories. The source
for this discrepancy is that holography, like the human brain, operates in parallel. An input object is
compared simultaneously to all items stored in the memory bank, and the one with the highest correlation
is retrieved. Conventional technologies accomplish this task sequentially, making it a much more time-
and computationally-intensive process. The concept of a holographic associative loop was first described
by Paek and Psaltis in 1987 [70], and applications have been proposed in neural networks, adaptive optical
networks, and adaptive image correlators [71–74]. Examples include fingerprint and counterfeit currency
identification, autonomous general pattern recognition, intelligence, and weather satellites (e.g., data
reduction), and ultimately, artificial intelligence architectures. The Paek and Psaltis design is illustrated in
Figure 16.6, as modified to incorporate bacteriorhodopsin-base holographic media [70].

16.4.3 Bacteriorhodopsin as a Holographic Material

Certainly, the technologies described previously are not limited to holographic media based on bacteri-
orhodopsin. And yet neither has become commercially viable. The primary reason for this observation is
the lack of real-time write-read-erasable holographic media. One popular material, lithium niobate, can
be expensive to produce and cannot be erased in real time. Photorefractive polymers are under develop-
ment and have potential, but it is not yet clear whether they will prove to be fully reusable. Most such
materials require electrical or thermal fixing to make them semi-permanent and to prevent degradation
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a medium for real-time holographic storage. This device can select from thousands of images simultaneously and
requires only a partial input image to select and regenerate the entire image from a stored hologram.

of diffraction efficiency over time (e.g., lithium niobate)—real-time holography is essentially impossi-
ble [75]. Conceivable applications include any technology that requires search capabilities for large-scale
databases. Bacteriorhodopsin has been shown to be reusable, and may succeed where other materials
have so far failed—it offers not only real-time write-read-erase capabilities without processing steps, but
also dynamic capabilities, high cyclicity, increased light sensitivity, optical resolution > 5000 lines/mm,
can be produced easily and inexpensively, and can be processed into a number of different forms. A
basic associative memory, a holographic autocorrelator, employing bacteriorhodopsin has already been
demonstrated [58].

An angularly multiplexed holographic memory based on bacteriorhodopsin has recently been demon-
strated by researchers at Syracuse University and the University of Connecticut. In this architecture, a
cuvette containing BR suspended in a polymer matrix (the recording material) was placed on a preci-
sion rotational base, allowing multiple holograms to be stored in the same volume, separated by small
angular intervals. Assuming the protein is randomly oriented within the gel, each angle accesses a largely
independent population of BR molecules. Simultaneous exposure with two red laser beams both initiates
the photocycle and drives the formation of the Q-state (Figure 16.7). A typical read-out is accomplished
by rotating the cuvette back through the previously recorded holograms, while exposing the recording
medium only to the reference beam—Figure 16.8 shows a series of four diffraction patterns stored with a
1◦ angular separation. The variation in diffraction efficiency (the peak height in Figure 16.8) results from
a preprogrammed recording schedule to minimize cross-talk. The ability to gauge the dynamic range of
a volumetric holographic medium is evaluated by determining the M/# of the material; the ability of a
recording medium to store holograms in three dimensions is limited, and a point will be reached where
successive recordings will degrade previously stored diffraction patterns. This benchmark is defined as the
sum of the square root of the diffraction efficiencies of all the holograms stored in a particular volume
[76], and facilitates comparison between different materials. Research is still underway to determine if BR
is competitive with conventional materials, despite its other advantages.
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One major problem that remains to be overcome is efficiency. Although demonstration prototypes
have been developed for both of the branched-photocycle technologies described earlier, the efficiency
with which the Q-state is formed in the wild-type protein is rather poor. For the binary photonic optical
memory, photoconversion requires high light intensities and prolonged exposures, both of which preclude
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commercial development. The holographic architectures have the same problem, although not quite as
pronounced because writing is done using simultaneous exposure to two laser beams. Three methods are
available for bacteriorhodopsin modification that can be used to modulate the photocycle with the goal of
optimized efficiency: chemical modification, synthetic chromophores, and genetic engineering. Examples
of both chemical modification and the use of a synthetic chromophore have been detailed earlier—amines
are often used to extend M-state lifetime, and the ability to enhance Q formation was explored with the
13-desmethyl retinal chromophore. Neither approach is capable of providing the optimization necessary
for commercial viability, meaning that more sophisticated techniques are required. The third method,
genetic engineering, offers the most powerful solutions.

16.5 Optimization of Bacteriorhodopsin
Through Genetic Engineering

Perhaps no technique has had a larger impact upon understanding the structure and function of bacterio-
rhodopsin than site-directed mutagenesis. Site-directed mutagenesis (SDM) is the classical approach to
genetic engineering, and has proven to be a powerful technique for elucidating BR’s biophysical properties,
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especially the proton pump mechanism. Even crystallographic studies on the protein depended on ge-
netically engineered variants for the purpose of examining photocycle intermediates [49,51]. SDM offers
control of the protein at the genetic level, by enabling individual replacement of specific amino acids.
The resulting mutant protein can be analyzed for new properties, which can provide tremendous insight
into structure-function studies. With respect to BR, the majority of mutants examined are in regions of
the protein known to be important for structure and function. Amino acids far removed from the chro-
mophore binding site or the proton channel are seldom examined, because they are assumed to play no
direct role in protein function, apart from structural. Given the often-synergistic interactions present in
most proteins, such assumptions are unwarranted. Despite the extensive body of knowledge that exists for
bacteriorhodopsin, researchers lack the ability to predict the actual active contribution of any given amino
acid that is far removed from portions of the protein that are well understood. Therefore, the researchers’
ability to design proteins de novo with a specific goal in mind is very limited. To date, D96N is the only
BR mutant that has both provided valuable insight into how the protein works, and found application in
device architectures.

Given the number of mutants possible, only a small area in the vast mutational landscape has been
explored. With 248 amino acids, and 19 possible substitutions at each location, a total of nearly 4700
single mutants is possible in bacteriorhodopsin. And that figure does not take multiple mutations into
account—the number of potential mutations is mind-boggling. So the prospect of comprehensively
exploring the mutational landscape using SDM is clearly unrealistic. Furthermore, the researcher’s per-
ceived a priori knowledge of the protein might bias the direction of studies away from areas with high poten-
tial. Fortunately, the advent of advanced techniques in molecular biology has opened up new possibilities—
researchers can now explore global diversification techniques coupled with high-throughput screens to
identify candidate proteins with properties of interest [77].

Random mutagenesis and directed evolution allow characterization of the mutational landscape in
an unbiased manner—the success of these techniques depends on a completely random approach to
generating genetically engineered variants that otherwise might be overlooked. Whereas site-directed
mutagenesis allows the researcher to make specific changes to proteins by design, random and semi-random
methods make unpredictable changes to the genome, resulting in a library of strains expressing proteins
with a wide range of properties. The resulting proteins are isolated and screened for properties of interest
(increased efficiency, etc.). A compromised approach, semi-random mutagenesis, allows a more directed
exploration of specific researcher-defined areas of the protein. A variety of in vitro genetic recombination
methods have also been developed, which work by shuffling multiple genes or multiple variations of a
single gene in order to increase the diversity of the resulting library of mutant proteins; examples include
DNA shuffling, the staggered extension process (StEP), and randomly primed recombination [1,78–82].
Taken together, these methodologies provide a means by which proteins can be optimized toward specific,
well-defined, properties. Indeed, this new capability is proving critical to the development of competitive
protein-based technologies. The primary challenge for the researcher is that these approaches work too
well, producing more proteins than can be screened for properties efficiently.

16.5.1 Semi-Random Mutagenesis, Random Mutagenesis,
and Directed Evolution

At present, the most powerful tool in the protein engineer’s genetic arsenal is directed evolution, which
involves an iterative approach to building upon improvements in protein properties using random or
semi-random mutagenesis (SRM). Random mutagenesis probes the entire mutational landscape of the
protein by introducing a random mutagenic factor to the gene which generates mutations throughout the
resultant protein with equal probability. One method for introducing random mutations into the gene is
through the use of an error-prone polymerase chain reaction (PCR) that fails to reproduce DNA faithfully
by using a polymerase with a high error rate. Errors are introduced at a frequency from 1 to 20 mutations
per 1 Kb [83]. The advantages to random mutagenic methods have already been discussed—i.e., the lack
of bias based on perceived knowledge of the protein. The disadvantage is that the large number of resulting
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variant proteins needs to be screened for properties, a task that can be both tedious and time-consuming.
Properties like improved thermal stability or enzyme activity are relatively easy to identify, but looking for
improvements to more complex photoactive or nonnative properties can be complicated.

Semi-random mutagenesis works by focusing genetic modifications to a specific region of the protein,
often identified through previous structure-function studies. Each amino acid residue in the region can be
mutated with an equal probability, while leaving the rest of the protein unchanged. As such, this is an excel-
lent method for exploring the contributions made to a protein from a specific region. For example, it is well
documented that the sequence including the stretch from BR E194 through F208 plays an important role in
proton release and the O-state lifetime. Probing that region with SRM will result in BR variants with a range
of modified properties that can provide insight into this stage of the proton pump mechanism. With respect
to device applications, the O-state is the gateway to the branched photocycle—therefore, any mutations
with enhanced yields of O will be beneficial to architectures that depend upon formation of the Q-state [84].
SRM is preferable over purely random mutagenic methods because of the reduced scale of the endeavor,
especially when preexisting knowledge of the protein can define regions with a high probability of success.

Directed evolution (DE) is a genetic strategy based on an iterative approach to random mutagenic
methods, where screening is used to identify the most promising mutations, which will then be used as the
genetic starting point for the next round of random mutagenesis. Screening once again is used to identify
improved proteins, and the process is repeated. Iterative rounds of genetic manipulation and differential
screening are used to introduce optimized properties to the protein. In this way, each improved protein
becomes a parent to the next generation of random progeny, thereby building upon improvements until
a desired target is reached (Figure 16.9) [78,85–88]. Directed evolution mimics the process of natural
selection on a much shorter time scale in a laboratory environment, and is the most efficient method of
producing proteins optimized toward a desired target property. DE has been used widely in industry to
optimize thermal stability, substrate specificity, enzyme kinetics, and chemical stability of proteins and
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FIGURE 16.9 Schematic illustration of the directed evolution of a bacterial protein toward a predefined goal. The
bold line indicates the route selected by the researcher, where, based on screening, the strain containing the most
efficient mutant protein of each generation was chosen to parent the next. However, as shown by the question marks,
other synergistic routes may be possible, but never discovered.
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enzymes to operate—to perform native function—in nonnative conditions [1–5]. As stated earlier, the
major limitation to this technique is often evaluating the properties of the resulting library of genetically
engineered proteins, a process that is only possible by defining a series of appropriate screening systems;
in vivo approaches provide the best route toward a streamlined, high-throughput system [84,89,90].

Optimization of bacteriorhodopsin for device applications through directed evolution presents the
researcher with another unique challenge. Whereas all of the examples of successful applications of directed
evolution cited earlier enhanced naturally occurring protein functions (i.e., natural functions in nonnative
conditions), the optimization of bacteriorhodopsin for device applications requires the modification of
nonnative functions—no protein has evolved through natural selection as a more efficient holographic or
optical memory medium. In order to enhance bacteriorhodopsin’s function for permanent data storage,
the yield and efficiency of Q formation must be improved. No concrete evidence exists supporting a
physiological role for the branched portion of the BR photocycle—the ability to enhance a property that
does not offer a comparative advantage in BR’s natural role as a proton pump is unique, and may very well
be the true strength of directed evolution.

Enhancing Q-state production is best approached from two directions that are pursued simultaneously:
optimization of both O-state yield and efficiency of the O→P conversion. If more O-state is formed in
the main photocycle, it stands to reason that larger amounts of Q can be produced. Formation of the
O-state is fairly well understood, making this part of the optimization at least somewhat straightforward.
However, optimizing the quantum efficiency of the branched photocycle is more complex and cannot be
accomplished based upon the current understanding of P & Q formation alone [63, 64]. Furthermore,
screening for Q-state formation is complicated because it is not part of the main BR photocycle. Full
descriptions of the approaches to both the genetic engineering and screening of BR variants taken thus
far can be found in the literature [77,84,89–92], but some salient results are shown below to illustrate the
versatility of these techniques.

The first attempts to apply semi-random mutagenic techniques to bacteriorhodopsin resulted in better
than 800 variants [89], all of which were screened for photokinetic properties of the M, O, and Q states.
O-state photokinetic traces for an assortment of variants are shown in Figure 16.10, indicating the wide
variety of responses possible. The M and O data are summarized in Figures 16.11 and 16.12, wherein
the contribution to an M or O lifetime by a particular amino acid mutation is correlated to its location
in the protein. The resulting histograms are extraordinarily valuable for mapping out the structure–
function relationships related to these two states, and thereby providing a direction for future mutational
studies. Close inspection of the data reveals several interesting trends, both from the standpoint of protein
biophysics and device studies.

As would be expected, the vast majority of mutations provide no enhancement of either the M or
O-states; the processes of natural selection and evolution have already provided an efficient protein, and
the fact that the majority of changes introduce no significant change in the properties can essentially
be viewed as a protective mechanism that allows continued function in the face of naturally occurring
mutations. However, in both the M and O histograms, a select number of mutants exhibit prolonged
lifetimes, as compared to the wild type proteins. For the M-state (natural lifetime of about 15 ms), the
majority of the mutations are for the most part silent (i.e., not significantly different from wild type), and
no clear trend is observable for lifetimes less than 35 ms. But for M lifetimes longer than 200 ms, it is clear
that the majority of those exhibiting extended lifetimes have mutations confined to helices F and G. A
similar trend is seen for the O-state. For lifetimes less than 50 ms, the mutations are randomly distributed
throughout the protein. But for mutations with extended O-state lifetimes, the mutations are confined to
helices E, F, and G, especially between residues E194 and F208 [90]. Q-state formation was improved by
as much as two orders of magnitude relative to wild type BR through the first rounds of mutagenesis.

16.6 Discussion and Future Directions

Testament to bacteriorhodopsin’s remarkable qualities is the fact that this protein remains a strong candi-
date for device applications 30 years after its discovery. The promise of a fully write-read-erasable optical
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recording medium may finally be realized. However, it is clear that very few technologies are possible based
on the wild-type protein, which lacks the efficiency to be competitive with conventional materials. Genetic
engineering and directed evolution offer the only viable paths toward optimized proteins for device archi-
tectures, in the form of advanced methods that enable the researcher to custom-tailor biomaterials toward
specific goals.

Critical to this endeavor for bacteriorhodopsin is the optimization of the Q-state yield, either through
better production of the O-state or by improving the quantum efficiency of the O→P transition. Although
a powerful technique in itself, site-directed mutagenesis is limited by the lack of a full understanding of BR
biophysics. Random and semi-random mutagenic approaches provide a superior alternative for examining
the roles of specific amino acids or well-defined regions of the protein. A particularly powerful aspect of
these techniques is the ability to produce multiple mutations (e.g., double, triple, quadruple mutants, etc.)
with unforeseen properties resulting from synergistic interactions. The properties of these variants are
impossible to predict. For example, a sextuple mutant resulted from the first round of random mutagenesis
with an O-state lifetime of several seconds. A pair of triple mutants based on the sextuple mutant was
constructed, and the resulting proteins were evaluated for O-state lifetime; neither had O-states as long-
lived as the parent sextuple mutant. And the sum of the two lifetimes still fell short, indicating that the
effect is not additive (unpublished data). Several similar examples have resulted from these studies.

A number of amino acid residues have been identified in the literature (and through the studies discussed
earlier) that govern the lifetime and yield of the O state, primarily in the F and G loop region (residues
194–208). The two most critical residues appear to be Glu194 and Glu204 [93–99], and efforts are ongoing
to target these residues with saturation mutagenesis (i.e., to make all 19 possible mutations at those two
points). E194Q is particularly promising, producing more O-state than all others examined thus far. Semi-
random studies using this mutant as a template for further optimization are being pursued. However,
an additional five to six rounds of optimization may be required before a viable candidate for optical
memories is found.

Screening is still a problem, and requires that a minimal amount of protein be isolated for each mutant.
In vivo methods would streamline the process considerably, and preliminary results indicate that the
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FIGURE 16.11 (see color insert) Histograms showing the correlation between the position of mutated residues and
the M-state lifetime. Colors in the bars correspond to similarly colored regions of the secondary structural model of
BR (inset).

production of Q can be followed indirectly through monitoring the magnitude of the O-state produced
upon illumination of a cell colony [77]; the amount of O will decrease as the amount of Q increases. A
design for a three-stage cell-sorting system has been proposed that could identify proteins in vivo with
improved properties based upon sequential illumination [84]. Cells could be screened based on protein
expression (stage one), O→P conversion efficiency (stage two), and Q→bR conversion efficiency (stage
three).



16-18 Nano and Molecular Electronics Handbook

K G

G
G

G

G

G G

G
Y Y

Y

G
I Q A E

E
Q

G
V

VL
L

L
L

L
L
L

L

L

L
L

L L

L

L L

L

L
L L

D

D

L

L
N

L

L

L

L

V

V
Y

YP

P

Y
Y V V

V

V
V

V

V
S

V

VW

VV

V

Y R
S

S
E194

E
V W

W

F

F F
F

F

F

F

M

F
A

A

A

A
AAAAA

E

E

EE

ES S

S

S

M
R

R
R

RN

P

PP

G

W

T

T

T

T

A A

A K
A AL

L L
L L

L
V

D
D

D D

D

Q
G

L

L

I
LW WEP

P

P

P

R

R

T

T
T

T

T

T

T

T
S

S
K

K

T

S

S

D
36

103
157 165

240

229
Cyto-

plasmic
side

Extra-
cellular

side
GFED

CB6
A 200129

74–NH2

D
A

T

T T

A

A

K
K

P

F

F

F

F

F

Y
T

P V L T
I

I

I

I
I I

I

I

I

I
I

I

S S

I

A

A

A

A K

DAY

A

A A
AG

G

G G

G

G
G

G

G

G GA

G

V

A

Y

M

M

M
M

M

M W

W

M
N

V

COOH–
220

180

200

N
um

be
r o

f o
bs

er
va

tio
ns

N
um

be
r o

f o
bs

er
va

tio
ns

160

140

120

100

80

60

40

20

0

8

7

6

5

4

3

2

1

0

70 80 90 100 110
O state lifetime (ms)

120 130 140 150 160

0 8 16 24
O state lifetime (ms)

(a)

32 40 48

K G

G
G

G

G

G G

G
Y Y

Y

G

I Q A E
E

Q

G
V

VL
L

L
L

L
L
L

L

L

L

L
L L

L

L L

L

L
L L

D

D

L

L
N

L

L

L

L

V

V
Y

YP

P

Y
Y

V V

V

V
V

V

V
S

V

VW

VV

V

Y R
S

S
E

E
V W

W

F

F F
F

F

F

F

M

F

A

A

A

A

P
AAAAA

E

E

EE

ES S

S

S

M
R

R
R

RN

P

P

G

W

T

T

T

T

A A

A K
A AL

L L
L L

L
V

D
D

D D

D

Q
G

L

L

I
LW

WE
P

P

P

P

R

R

T

T
T

T

T

T

T

T
S

S
K

K

T

S

S

D
36

103 157 165

240

229
Cyto-

plasmic
side

Extra-
cellular

side
GFED

CB6
A 200

129
74–NH2

D
A

T

T T

A

A

K
K

P

F

F

F

F

F

Y
T

P V L T
I

I

I

I
I I

I

I

I

I
I

I

S S

I

A

A

A

A K

DAY

A

A
A

AG
G

G
G

G

G
G

G

G

G GA

G

V

A

Y

M

M

M

M

M

M W

W

M
N

V

COOH–

FIGURE 16.12 (see color insert) Histogram analysis of the O-state lifetime of mutants. The same color scheme is
used as in Figure 16.11.

As more mutants are produced through the genetic engineering effort, they are evaluated for photo-
kinetics, and ultimately, holographic benchmark parameters. The latter includes diffraction efficiency
and the multiplexing parameter (M/#). A parallel research effort seeks to optimize the lifetime of the
M-state for long-term data storage. In addition, ongoing studies are evaluating a close homologue of bac-
teriorhodopsin, the marine protein proteorhodopsin. This protein was first described in 2000 [100],
and has already proven capable of transient holography (unpublished results; from a manuscript in
preparation).
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16.7 Conclusions

Utilization of proteins and other biomolecules has great potential for introducing novel functionalities
to preexisting conventional technologies, as well as facilitating new architectures. Biological molecules
have benefited from the stringent processes of natural selection and evolution, resulting in proteins highly
optimized for a specific function. The challenge faced by the applied scientist is to exploit their properties
for device applications. Bacteriorhodopsin is one such protein that performs its natural function with an
extraordinary level of efficiency. Although BR has long been considered for a variety of device architectures,
it has lacked the efficiency needed for binary photonic and holographic optical computer memories.
Fortunately, molecular biology and genetic engineering techniques have been developed that address this
issue, resulting in variant proteins with highly improved properties. Random mutagenic techniques and
directed evolution are realizing genetically engineered bacteriorhodopsin variants optimized for binary
photonic and holographic optical memories. The ability to manipulate structure and function at the genetic
level, allowing the researcher to custom-tailor biomaterials toward specific functions, is critical not only to
the development of protein-based optical memories, but also to the ultimate success of bionanotechnology.
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[46] Lanyi, J.K. and G. Váró, The photocycles of bacteriorhodopsin. Isr. J. Chem., 1995. 35: 365–385.
[47] Lanyi, J., Bacteriorhodopsin: a paradigm for proton pumps? Biophys. Chem., 1995. 56: 143–151.
[48] Luecke, H., H.T. Richter, and J.K. Lanyi, Proton transfer pathways in bacteriorhodopsin at 2.3

angstrom resolution. Science, 1998. 280(5371): 1934–7.
[49] Luecke, H., B. Schobert, H.-T. Richter, J.-P. Cartailler, and J.K. Lanyi, Structural changes in bacteri-

orhodopsin during ion transport at 2 angstrom resolution. Science, 1999. 286: 255–260.
[50] Luecke, H., B. Schobert, H.-T. Richter, J.-P. Cartailler, and J.K. Lanyi, Structure of bacteriorhodopsin
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Abstract
We discuss a framework for subneuronal processing of information in terms of certain biophysical prin-
ciples subject to the dynamics of solitary waves and stochastic processes. A particular focus concerns
the propagation of electromagnetic solitons within neurons resulting from the interaction between the
cytosolic water electric dipole field and the quantized electromagnetic field induced by transmembrane
neuronal currents. We show that soliton collisions may be viewed as a type of logical gate application
where the resulting output is ensured by interaction of the soliton with C–terminal tails (CTTs) project-
ing from the cytoskeletal microtubules. The CTT energase action by vibrationally assisted tunneling may
influence the conformational dynamics of the neuronal cytoskeletal protein network by releasing energy
and providing efficiency for mechanisms leading to neuronal neurite outgrowth, synaptogenesis, and
membrane fusion. The nanomolecular neurobiology discussion utilizes quantum mechanical effects such
as quantum tunneling within molecular processes and leads to comparisons with features of nonlinear
optical networks and quantum entanglement. The described function of the synapse as a sandwich-like
array modeled on a Josephson junction affords a similarity with nanomolecular devices as applied in
nanoelectronics and quantum computers. The biological processes discussed may be viewed as a basis for
a neuro-informatic/cybernetic network within the cytoskeleton of neurons.

17.1 Introduction

This chapter surveys certain bioenergetic mechanisims that can be modeled by soliton-type (solitary
and travelling) waves and certain stochastic processes. Such models are related to various fundamental
neurobiological/physiological phenomena occurring within the neuronal cytoskeleton and which may
function as regulators of a cybernetic system. The foundation for this investigation firstly concerns energases,
which are enzymes that have the ability to make or break noncovalent chemical bonds. One can regard
every protein–protein interaction as an enzymatic process in which each protein functions as an energase
[41,87] and determines a conformational change in the relevant constituents of its partner. The second
concerns vibrationally assisted quantum tunneling which is introduced as a factor influencing protein
conformational dynamics and proton transfer in enzymatic action (see e.g., [50,75,103–106]). From the
biological background, we describe how such phenomena are realized in the case of the conformational
dynamics of neuronal microtubules within the cytoskeleton of neurons leading to the activation of allied
processes involving membrane and vesicle fusion (such as exocytosis). A notable feature here is that
microtubules are considered in view of their superficial C–terminal tubulin tails (CTTs), a subject of
intense experimental investigation in recent years. We provide an exposition of the biological framework
for the CTTs and describe how their dynamics may be influenced by solitonic effects induced by the local
electromagnetic field around neuronal microtubules. In this way, the CTT dynamics as modeled on systems
of Klein–Gordon type (such as the sine/sinh–Gordon equations and their double-well companions) may
be influential on attachment sites and motor–protein functions within the influence of a water electric
dipole field. These are processes which we conceive as linked to recent models of dendritic Ca2+ signaling
and ion passage through membranes [22,23].

The mechanisms discussed here are seen as cooperating with certain vital neurophysiologal procedures
exhibiting stochastic properties to which we devote part of the exposition. Ultimately, one hopes to
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understand how the conformational dynamics of microtubules through protein (enzymatic) tunneling,
the operative functioning of exocytosis, neuronal plasticity in relationship to presynaptic active zones and
the SNARE complex, along with other bioenergetic processes, can contribute to an understanding of the
neurobiological basis for mind and memory. We propose that the influence of solitary waves and stochastic
resonance within the environment of the cytoskeleton may be essential for tunneling through energetic
barriers that facilitate synaptic pore opening and membrane fusion.

Time and space do not permit a complete survey of the vast amount of literature available on the
subject (both specialized and interdisciplinary). Electrobiological sensors, protein catalysis, and electron
tunneling within molecular processes are just some facets of current nanomolecular research linked to
biophysics and biomedical engineering (see e.g., [88]). However, let us address the “information” aspect.
It is clearly not implied in the sense of a library database, and neither do we make an excursion into
quantifying information relative to conditional entropy and automata, about which much has been written.
Recall that a neuron comprises three basic components consisting of dendrites, the soma, and the axon
forming, in their respective order, an input–output system in which the soma may be viewed as a kind
of central processor (see e.g., [55]). In broad terms, this is the context for information as considered,
vis-a-vis, the study of sensory receptors leading up to neural networks. Our particular approach includes
the underlying (biological) dynamic processes, not only restricted to those enabling communication via
dendritic signaling, phase-locking, etc. (as for neural networks), but with the purpose of reaching a broader
level of events by including protein catalysis, solitonic effects, and the electrochemistry of the cytoplasm as
members of a combined work force that could engender transition states contributing to such a mode of
information. Consequently, we are able to develop an equation-oriented empirical model based on select
neurobiophysical phenomena as recently investigated and supported by hypotheses that are proven or are
strongly plausible.

17.2 Solitons and Bioenergetic Systems

17.2.1 Background to Solitons

Solitons can be viewed as solitary, pulsating waves that retain their form and velocity upon collision.
They are dissipationless waves whose theory and applications are fundamental to areas of nonlinear
science such as quantum physics, statistical mechanics, atmospherics, oceanography, telecommunications,
cellular automata, and molecular–biological systems. Some well-known examples appearing in the wealth
of literature on the subject include the equations of Korteweg–de Vries, Boussinesq, Klein–Gordon, and the
nonlinear Schrödinger equation, besides the related mathematical models such as Lax systems, the Toda
lattice, and the KP–hierarchy [1,17,27,35,95]. These robust, often bell-shaped, waves can propagate in a
pulsating manner while retaining their shape and velocity in undergoing collisions. So in a sense they can
be compared with systems of interacting particles. Their universality as a nonlinear phenomenon suggests
they are essential to understanding the processes of biological and physiological information within a
unified framework.

There is a very significant class of solitons for which the governing equations constitute part of a hierarchy
of integrable, or “solvable”, systems admitting high degrees of symmetry and for which the techniques
of spectral transform and inverse scattering are frequently employed [1,17,35]. For suitable functions
u ≡ u(x , t), the prototypes considered mainly in this chapter include the nonlinear Schrödinger equation
(NLS)

ι
∂u

∂t
+ ∂2u

∂x2
+ 2u|u|2 = 0 (17.1)

and the sine–Gordon equation (SG)

∂2u

∂t2
− ∂2u

∂x2
= ± sin u (17.2)



17-4 Nano and Molecular Electronics Handbook

The NLS equation, and the SG equation play an important role throughout theoretical physics. The
SG equation models spin propagation, electromagnetic fields within plasma, wave packets in dynamical
media, resonant optical pulsations, and the propagation of fluxons in Josephson junctions. One master
system comprises the general nonlinear Klein–Gordon equation, which can be elegantly expressed in terms
of characteristic coordinates ξ = 1

2 (x + t), τ = 1
2 (x − t) and appropriate functions �, by

∂2u

∂ξ ∂τ
= �(u) (17.3)

From Equation (17.3), the SG, along with a collection of other important equations serving as model
systems for various phenomena, can be derived (see e.g., [35]), and we will outline several of these next.

Regarded as solutions to nonlinear wave equations, solitons do not normally obey the superposition
principle, so much so that when two solutions are combined, a complicated wave is formed. Eventually
however, the two waves are seen to actually pass through each other, revealing an unusual characteristic
that has far-reaching applications. Of specific interest here are kink and antikink solutions, which are
common to a number of solvable systems with prescribed boundary conditions where spatial derivatives
are localized, and typically, where resulting waves pulsate in a twisting fashion under certain asymptotic
properties. Besides kink and antikink solutions, there may also be oscillatory solutions known as breathers
which will play an instrumental role in the development of ideas since these waves admit more structure
compared to a usual traveling wave, owing to their internal oscillations, and furthermore, they can evolve
without energy activation. Detailed analysis of SG systems and a means of obtaining their solutions, can
be found in, for example, [2,34,35,81].

17.2.2 Bioenergetics and Molecular Chains

Significant to the biological perspective is a wide class of nonlinear equations which can be derived
or transformed from either the NLS and SG equations, or other equations of solitary wave type. The
corresponding models feature in various aspects of molecular theory, nonlinear optics, bioenergetics
and neurophysiology, as realized for instance in the quanta of collective excitations in quasiperiodic
molecular chains, electron transport, ATP (adenosine triphosphate)–hydrolysis, proton pumps in cellular
membranes, and neuromuscular contractions. Many of these phenomena have been given comprehensive
biophysical treatment in the works of Davydov [26,27]. We also recommend the reader to the paper of
Scott [95] for a masterly exposition of Davydov’s ideas.

Particular attention is paid to the role of solitons in α–helical protein molecules. Davydov’s solitons
propagating through the backbone of a protein, mediate conformational transitions that could be utilized
not only for specific biological functions such as actin–myosin contraction [28] or enzymatic catalysis,
but may be essential for folding of the protein into its native state [18]. Hence the solitons should not be
simply viewed as exotic events explaining a particular biological function, but instead should be viewed
as indispensable for the proper definition of the living state since they are actively engaged in sustaining
the natural biological structure of proteins.

Regarding the protein constitution of the cytoskeleton, protein molecules (such as myosin–actin com-
plexes, tubulin, etc.) once incorporated, proceed to create transduction energy and intracellular couplings,
all of which assist and determine energy release of hydrolysis of ATP or GTP (guanosine triphosphate)
molecules, while at the same time the molecule’s excited states induce a resonant interaction between
peptide groups located within distinct chains. According to Davydov [26,27], a class of solitons evolve at
the origin of each chain and so can be created within short intervals of α–helix proteins. Such solitons are
often referred to as polarons with characteristic properties such as a valid continuum limit approximation,
they have an “acoustic” nature since their self-localization is induced by interactions with acoustic modes
of a corresponding lattice, and they are weakly coupled since the anharmonic energy is small compared to
the phonon bandwidth [95]. At a later stage, we will further discuss the role of Davydov solitons in regard
to molecular chains, excitations of the amide–I group and their relevance to anesthesia.
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17.3 Klein---Gordon Equations

17.3.1 Slowly Varying Envelope and Phase Approximations

We commence by recalling a basic framework for studying the interaction of electromagnetic and dipolar
fields. If E (x , t) denotes an electric field, P (x , t) an electric dipole field, and n a (small) number of ‘atomic’
densities, then the Reduced Maxwell–Bloch (RMB) equation in (1 + 1)–dimensions is given by

∂ E (x , t)

∂x
+ 1

c

∂ E (x , t)

∂t
= −2πn

c

∂ P (x , t)

∂x
(17.4)

As derived from the Maxwell equation (classical) and the Bloch equation (quantum) for a spin- 1
2

magnet, the RMB equation is semiclassical, and moreover leads to a completely integrable system. As seen
by a sequence of slowly varying envelope and phase approximations (SVEPAs), this property of integrability,
in relationship to the SG and NLS equations, descends (in order) to the phenomenon of self-induced
transparency (SIT). The SIT phenomenon arises via short coherent optical impulses (on the order of 10−9

sec), which enter into a resonant medium and reshape themselves in “sech” wave forms before reemerging
without loss of energy [16].

The SVEPA is governed by resonant optical impulses, nano-second envelopes with carriers at 1015 Hz,
and exploits ratios of time-scales between 10−15 and 10−9sec. In SIT, there is the following form of the
electric field

E (x , t) = E(x , t) cos[kx − ωt + p(x , t)] (17.5)

where E(x , t) is an envelope function, p(x , t) is a phase function, k denotes inverse wavelength, and ω is
the frequency. For the “sharp line” case at exact resonance, the SIT equations are seen to reduce to the
system

∂E
∂x

+ c−1 ∂E
∂t

= αP

∂ P

∂t
= EN,

∂ N

∂t
= −E P (17.6)

where N = N(x , t, ω0) and a = 2πnp2ωh̄−1c−1. This system can be solved by utilizing the function

ū =
∫ t

−∞
E(x , τ ) dτ (17.7)

together with P = sin ū and N = cos ū. Then, from the preceding equations it can be deduced that

∂2ū

∂x ∂t
+ 1

c

∂2ū

∂t2
= α sin ū (17.8)

So, on setting c = 1, α = m2, and implementing a change in the independent variables, we obtain the SG
equation

∂2u

∂x2
− ∂2u

∂t2
= m2 sin u (17.9)

Derived from the latter are kink and antikink solutions, as given by

u(x , t) = 4 tan−1 exp

[±m(x − vt)√
1 − v2

]
(17.10)

Here, the “+” corresponds to a 2π–kink which takes u(x , t) = 0 as x → −∞, to u(x , t) = 2π for
x → ∞. Whereas the “−” corresponds to the 2π–antikink, which takes u(x , t) = 0 as x → −∞, to
u(x , t) = −2π for x → ∞.
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A breather solution is given by

u(x , t) = 4 tan−1[tan μ sin �I sech�R] (17.11)

where for 0 < μ < π
2 , we have set

�R = (m sin μ)(x − vt)(1 − v2)− 1
2

�I = (m cos μ)(t − v x)(1 − v2)− 1
2 (17.12)

The 2π–kink “sech pulse” equation

∂u

∂x
= 2m√

1 − v2
sech

[
m(x − vt)√

1 − v2

]
(17.13)

describes an electric field in analogy with how electric signals may propagate in an optical fiber. In the
absence of any resonant frequency in the latter, the (nonlinear) ‘sine’ term in the SG equation can, via a
SVEPA, be replaced by the (nonlinear) term u3, yielding a complex field u. A little more work leads to the
completely integrable NLS equation

−ι
∂u

∂t
= ∂2u

∂x2
− 2c |u|2u (17.14)

Since an envelope modulates a (complex) oscillatory term, this system with parameter c < 0 comprises
breather-type solutions derived directly from the breather solutions of the SG via an appropriate SVEPA.
These breather solutions of the preceding NLS are of the form

u = |c |− 1
2 q sech[q(x − vt)] exp ι

[(
q 2 − 1

4
v2

)
t + 1

2
v x

]
(17.15)

with u → 0, ∂u
∂x → 0, as x → ±∞, and q , v ∈ R (see [16] and references therein).

17.3.2 The Sine---Gordon Equation and Its Double

We have just noted how optical solitons of the Maxwell–Bloch family of equations include both the SG
and NLS equations as completely integrable Hamiltonian systems. For suitable functions u ≡ u(x , t), we
recall the SG equation in (17.9) (for m = 1) in its laboratory coordinates:

∂2u

∂t2
− ∂2u

∂x2
= sin u (17.16)

The SG equation is integrable by the inverse transform method and corresponds to the Hamiltonian

H[u] ≡ γ −1
0

∫
{ 1

2

(
∂u

∂t

)2

+ 1

2

(
∂u

∂x

)2

+ (1 − cos u) } (17.17)

where γ0 > 0 is the dimension coupling constant.
The partition function (functional integral) in the classical limit is given by

Z =
∫

D Du exp[−νH[u]] (17.18)

where  = γ −1
0 ut and the term ν−1 corresponds to temperature. The classical integrability of this system

involves action–angle variables with Poisson brackets commencing from {(x , t), u(x ′, t)} = δ(x − x ′),
which provide an alternative form of the Hamiltonian suitable for starting a quantization procedure
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involving the functional integral

Z =
∫

Dμ exp[−νH[u]] (17.19)

where Dμ represents a certain measure.
By exploiting the analytic properties of the transmission coefficient of the spectral transform, it is

shown in [108] that in terms of the action–angle variables, there are kink �k (antikink �k̄) phonon phase
shifts

�(k, k′) = 1

4
γ0[kω(k′) − k′ω(k)] [Bose shift]

�(k, p) = 2 tan−1

[
1

γ
[k − v ω(k)]

]
[Fermi shift] (17.20)

where ω(k) denotes an oscillatory function of phase parameters k, γ ≡ (1 − v2)− 1
2 , and �k̄(k, p) =

�k(k, p), etc. Bose shifts �b(k, k′) and Fermi shifts � f (k, k′) are related by a Bose–Fermi correspondence:

d�b

dk
= d� f

dk
− 2πδ(k − k′) (17.21)

We refer to [108] for complete details (for convenience, we have set m = 1 here).
The procedure involving action–angle coordinates and the functional integration method amounts to

introducing quantum parameters, thus converting the SG equation to the quantum sine–Gordon (QSG)
equation in (1+1)–dimensions where the latter can be described as a Bose system. In [108], the associated
kinks and antikinks are postulated as “classical fermions.” In strictly mathematical terms, the Bethe ansatz,
in relationship to the QSG, provides (bijective) correspondences with certain classes of solvable lattice
models such as the quantum spin 1

2 − XY Z model, Baxter’s 8–vertex model of statistical mechanics
(which contains the two-dimensional Ising model [9]), together with the quantum massive Thirring
model (see [16,77]). In a broad sense, the quasi–relativistic effects and supersonic propagation of solitons
in relationship to the SG model, are discussed in [82], demonstrating analogies with acoustical and optical
systems, a feature of our discussion that will be explored at a later stage.

The double sine–Gordon (DSG) equation as given by

∂2u

∂x2
− ∂2u

∂t2
= ±

(
sin u + 1

2
λ sin

1

2
u

)
(17.22)

in contrast to the SG equation (integrable), comprises a non-integrable system. Relevant here is that by
taking the “+” sign and λ > 0 sufficiently small on the right side, the DSG is exhibited as a perturbation
of the SG–equation. The DSG equation is applicable to studying the propagation of intermittent optical
impulses, charge density in polymer chains, and the condensate theories of organic linear conduction.
Because the DSG leads to a non-integrable system, there are diffirent criteria for kinks–antikinks and
radiating breather oscillations (see [15]).

Another perturbed SG–equation

∂2u

∂x2
− ∂2u

∂t2
= sin u + a1

∂u

∂t
− a2

∂3u

∂x2 ∂t
− a3 (17.23)

models Josephson Junctions [35]. Here a1 denotes a dissipation term, a2 a damping term due to surface
impedance effects, and a3 a driving term representing a bias current within the system. These terms
account for the slowing down of kinks (dissipation) as well as their speeding up (driving), and so they
represent the nature of “bunched fluxon” modes for the Josephson effect, something we will return to in
Section 17.8.
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17.3.3 The Sinh---Gordon Equation and Its Double

The sinh–Gordon (SHG) equation is given by

∂2u

∂x2
− ∂2u

∂t2
= sinh u (17.24)

Like the SG equation, it leads to an integrable system solvable by the inverse scattering (spectral transform)
method. Both the SG and SHG equations are Hamiltonian systems, but with differing features: whereas
the SG admits soliton kink, antikink, and breather solutions on −∞ < x < ∞, the SHG does not admit
soliton solutions in the usual sense.

The SHG transforms to the SG equation via u �→ −ιu, as can be easily seen. The SHG Hamiltonian is
given by

H[u] ≡ γ −1
0

∫ {
1

2
γ 2

0 2 + 1

2

(
∂u

∂x

)2

+ (cosh u − 1)

}
(17.25)

where again  = γ −1
0

∂u
∂t . Quantization and the statistical mechanics of the SHG follow in an analogous

fashion to that of the SG equation [14,15]. There are corresponding Bose–Fermi shifts, where the Bose
shift �b is a classical propagator of phonons of arbitrary amplitude (but not strictly solitonic in nature).

Following [53], the double sinh–Gordon (DSHG) equation is a quasi–exactly solvable system specified
by the double-well SHG–potential

V(u) = (ζ cosh 2u − n)2 (17.26)

where ζ > 0 is a parameter and n a natural number. A particular property of this potential is that the n
least eigenvalues and wave functions can be determined. The DSHG–Hamiltonian is given by

H[u] =
∫

dx

�

[
m

2

(
∂u

∂t

)2

+ V(u) + mc 2
0

2

(
∂u

∂x

)2
]

(17.27)

where � denotes the lattice spacing, m the mass of particles (ions), and c0 the velocity of low amplitude
sound waves. The DSHG equation is given by

m
∂2u

∂t2
− ∂2u

∂x2
+ 2ζ (ζ sinh 4u − 2n sinh 2u) = 0 (17.28)

that is

m
∂2u

∂t2
− ∂2u

∂x2
= V ′(u) (17.29)

It is an equation governing higher and lower phonons and phonon dispersion around the minima ±u0.
Because a double-well potential is involved, then over certain temperature ranges there are meaningful
analogs of kink and anti kink (lattice) solutions. One such single kink solution for the DSHG follows as a
solution to the equation

1

2
g

(
∂u

∂x

)2

= V(u), g = mc 2
0 (17.30)

Traveling kinks are obtained by a boost in velocity v , as given by

x �→ (1 − v2)− 1
2 (x − vt) (17.31)
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17.3.4 The φ4---Equation

The φ4–equation

m
∂2u

∂x2
− ∂2u

∂t2
= V ′

4(u) (17.32)

corresponding to the double-well potential V4(u) = [(n+ζ )u2 −(n−ζ )]2, transforms under u �→ tanh u
to the DSHG and under u �→ tan u to the DSG equation. In [53], numerical analysis of the kink statistical
mechanics used simulations derived from an associated Langevin equation to compute the kink density
and transportation. Taking η to denote viscosity and F̂ (x , t) Gaussian white noise, the Langevin equation
for the DSHG is

∂2u

∂t2
= ∂2u

∂x2
− η

∂u

∂t
− 4ζ (ζ cosh 2u − n) sinh 2u + F̂ (x , t) (17.33)

subject to the statistical averages of the fluctuation–dissipation theorem

〈F̂ (x , t), F̂ (x ′, t ′)〉 = 2nB−1δ(x − x ′)δ(t − t ′) (17.34)

where B denotes a temperature dependent parameter. The probability distribution function calculated
from the Langevin dynamics corresponds to |ψ |2, namely that of the Schrödinger wave function ψ .

Brownian motion in a double-well potential of the generic (and more elementary) φ4–type

V4(x) = 1

2
ax2 + 1

4
bx4 (17.35)

for −∞ < x < ∞ (a , b constants) describes noise-driven motion in many models of (bio)physical and
chemical systems. A one-dimensional translational Brownian motion of a particle in the well (17.35) with
position x = x(t), is governed by a Langevin equation of the form

m
∂2x

∂t2
+ η

∂x

∂t
+ ax + bx3 = F (t) (17.36)

where as before, η ∂x
∂t is the viscous drag and F (t) is the white noise driving force subject to statistical

averages

〈F (t)〉 = 0, 〈F (t), F (τ )〉 = 2kTη δ(t − τ ) (17.37)

Ignoring mass, Equation (17.36) becomes simply

η
∂x

∂t
+ ax + bx3 = F (t) (17.38)

The corresponding Fokker–Planck equation for the probability density function W = W(x , t) of the
position is given by

η
∂W

∂t
= ∂

∂x
[(ax + bx3)W] + kT

∂2W

∂x2
(17.39)

(see [21]).

Remark 17.1 Much more can be said concerning the Klein–Gordon systems. For instance, there is the
Liouville equation

∂2u

∂x ∂t
= eu − e−2u (17.40)
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which features in the theory of molecular systems subject to laser induced vibrations. Let us also remark,
as a further point of motivation, that several of the preceding models are instrumental in the study of
optical solitons (see the survey article [16]) and thus bear some relevance to the study of brain models
proposed by Pribram [85], which are based upon certain principles of quantum optics and holography
(see also [66]).

Remark 17.2 As we have pointed out, a number of the equations considered admit perturbations or
transformations to other types as may be realized by environmental effects within the cytoplasm caused by
such factors as thermal fluctuation and levels of resonance (or chaos). Such transformations/perturbations
should then be seen within the context of a mathematical framework that describes the links between the
corresponding neurobiological/physiological processes.

17.3.5 The Fröhlich Dielectric Theory

Besides the work of Davydov (part of which will be discussed in Section 17.9), the relevance of soliton
dynamics to biophysics can be traced back to the studies of a number of researchers, in particular, to those
of Fröhlich [38,39] who considered one-dimensional electron systems occurring in biological phenomena.
When such systems admit holes of some kind, it was conjectured that electron–hole pairing leads to the
existence of intra-cellular solitonic dynamics, inducing dissipationless energy transfer. Fröhlich claimed
the existence of unusual protein dipole moments and wave frequencies, which were exhibited by cell
membranes and certain enzymes. These dielectric systems were considered as producing longitudinal
electric oscillations across matter. At suitable levels, energy can be channeled into a single mode and
sufficiently ordered so as to sustain coherent electric waves, an ordering suggestive of long-range quantum–
coherence that may be comparable to Bose–Einstein (BE) condensation whereby particles unite into a
condensate regulated by a single wave function, but particles exterior to the condensate disperse erratically.

Later research revealed molecules beneath the cell membrane as exhibiting dipolar vibrational activity
where thin layers appeared to function like biological superconductors from which the resulting (wave)
propagation leads to Fröhlich waves possessing a frequency of order 1011 to 1012 sec−1 (see e.g., [51]). In [91]
are considered small interactions between neighboring protofilaments in microtubules (see the following)
whereby dipoles within a given protofilament comprise a system of quasi-torsion oscillators where the
nonlinear dynamics of dipoles in a single protofilament are modeled upon the φ4–potential (17.35) in
relationship to Equation (17.32). It was suggested that protein dipoles in a common electromagnetic
field exhibit resonating effects when energy is supplied. Such waves are realized by dipolar oscillations
maintained by hydrogen bonds and non–localized electrons within the hydrophobic regions of protein
molecules. However, subsequent computations in [109] revealed the ferroelectric model of microtubule
lattices to be insensitive to external electric fields unless the field strength exceeds 104 to 105 Vm−1, while
complete ordering of all tubulin dipoles is observed for electric fields exceeding 107 Vm−1. Such electric
fields are not sustainable in neuronal cytoplasm where the field strength is just on the order 1 to 10 Vm−1

[47]. In order for the external field to be effective, it must overcome the dipole–dipole interaction energies
[109], so it appears that a typical ferroelectric model is unsuitable for subneuronal computation. More
recently, we have shown that microtubules may be sensitive to external (cytosolic) electric fields via their
C–terminal tails [41–43,47] since the coupling between individual tails is exceeded by the thermal energy. In
fact, recent simulations in [43] have revealed the tail–tail coupling is exceeded by eight orders of magnitude
by the thermal energy.

17.4 Microtubules and C---Terminal Tubulin Tails

17.4.1 Neurobiological Background to Microtubules

The neuronal cytoskeleton is the major internal structure that defines the external shape and polarity
of the neuron and organizes its cytoplasm to perform motile and metabolic activities essential to life.
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The constituents of the cytoskeleton consist of microtubules, intermediary filaments, actin, microtubule-
associated proteins (MAPs), motor proteins, cross–linking proteins (e.g., the plakin superfamily),
cytoskeletal scaffold proteins, along with various cytoskeletal-bound phosphatases or kinases.

Microtubules form the major component of the cytoskeleton and are composed from tubulin, a het-
erodimer of two 50-kDa subunits, types α and β. The microtubule wall is a 2D polymer of such tubulin
dimers, each of which is connected by two types of bonds. Longitudinal bonds connect dimers into protofil-
aments (PFs) and lateral bonds connect dimers in adjacent PFs. The PFs consist of alternating α and β

subunits that are spaced 4.0 to 4.2 nm apart. In vivo, assembled microtubules have 13 PFs and form a
cylinder-like structure with wall thickness of 4 nm and a diameter of 24 nm.

Microtubules organize the cellular shape, which is vital for neurons in stabilizing their cable-like projec-
tions called neurites (dendrites or axons). They also provide anchors for compartmentalization of various
enzymes, including some of those involved in glycolysis, different phosphatases or kinases, etc., and serve
as tracks for regulating the functions of motor proteins (such as kinesin, dynein, etc.) which drive cargo
vesicles that transport various proteins and structural components of the plasma membrane of neurons.

Let us outline a basic principle concerning the assembly of α/β tubulin dimers. This is a process
requiring nucleotide GTP to be bound to both α and β tubulins prior to assembly. The α–bound GTP
never hydrolyzes, whereas the GTP–molecule tied to the β–tubulin is hydrolyzed to nucleotide GDP
(guanosine diphosphate) soon after the dimer is incorporated into the growing microtubule lattice. We
recall that in forming the protofilament there is the intermediate unstable state

–α–tubulin–GTP–β–tubulin–GTP–α–tubulin– GTP–β–tubulin–GTP-

that is converted into

–α–tubulin–GTP–β–tubulin–GDP–α–tubulin– GTP–β–tubulin–GDP-

The released energy from the GTP hydrolysis is then stored in the microtubule wall as an elastic strain,
and the β–tubulin bound GDP cannot be further phosphorylated or exchanged for GTP because the
successive α–tubulin in the protofilament occludes the preceding β–tubulin nucleotide binding pocket
[60]. There remains only at the microtubule plus end a single layer of β–tubulin bound GTP molecules
that form a protective microtubule “cap,” which if hydrolysed, triggers fast (microtubule) disassembly.

17.4.2 C---Terminal Tubulin Tails

Part of the vital functions performed by microtubules can be attributed to the tiny C–terminal tubulin
tails projecting from each tubulin monomer. These were revealed by Sackett [90] who suggested that
microtubules are not smooth cylinders but in fact possess such superficial, tiny hairy-like projections of
4 to 5 nm length extending from each tubulin (see Figure 17.1). Owing to the high flexibility of these
projections, the PDB structure was revealed only recently in [68] where the helicity of each of the α

(404–451) and β (394–445) tubulin C–terminal recombinant peptides was determined by using nuclear
magnetic resonance (NMR). It was shown that the C–terminal domain of tubulins has a different length
and structure in α– and β–tubulin. In general, the C–terminal domain has a C–terminal helix H12 and
a random coil C–terminal tubulin tail. In α–tubulin molecules, amino acid residues 418–432 form the
C–terminal helix H12 and amino acid residues 433–451 form the α–tubulin tail. The α–tubulin tail is 19
amino acids long and possesses 10 negatively charged residues. The situation in the β–tubulin C–terminal
domain is more interesting. In [68] was exhibited a 9 amino acid longer helix H12 of the β–tubulin
compared to previous PDB models (cf [83]). This suggests an extension in the protein, supporting the
possibility of a functional coil–to–helix transition at the C–terminal zone.

The β–tubulin C–terminal helix H12 is formed by amino acid residues 408–431, but it seems that the
reversible transition between the coil and helix of the last nine amino acid residues 423–431 could either
decrease or increase the length of the helix H12, at the same time increasing or decreasing (respectively)
the β–tubulin tail length. The β–tubulin tail has 14 amino acids and nine negatively charged residues,
but depending on the conformational status of the residues 423–431, the β–tubulin tail random coil can
extend to 23 amino acid residues, bearing 11 negative charges. Following the C–terminal helices α–H12
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FIGURE 17.1 Computer simulation of a segment of 13-protofilament, 3-start helical left-handed “haired” micro-
tubule. The outer microtubule diameter is 24 nm, the inner diameter is 14 nm, the microtubule wall thickness is 5
nm, and with a CTT length of 5 nm. The CTTs extending from each protofilament are visualized as rows of hairy
projections.

and β–H12, the C–terminal residues of the respective α– and β–tubulin tails are observed to be disordered
by NMR. It is a dynamical disordering and is effectively the manifestation of the extreme sensitivity of
the tubulin tails to environmental conditions and local electric fields, thus giving rise to a wide range of
metastable conformations [47].

17.4.3 Dynamics of Motor Proteins

Located within dendrites and axonal projections, microtubules serve as tracks for the transportation of
post-Golgi vesicles by microtubule bound motor proteins (such as kinesin and dynein). Microtubules,
however, are not passive elements in the vesicle transport, and results of experiments have shown that the
tubulin C–terminal tails modulate the kinesin function. The results of [96] have revealed the β–tubulin
tail as interacting with the kinesin switch II domain, while the α–tubulin tail possibly interacts with
kinesin α 7–helix in such a way that after the kinesin bound ATP is hydrolyzed, the kinesin takes a stroll
along the microtubule surface. Native microtubules that possess tubulin tails cannot be decorated by ADP
(adenosine diphosphate)–kinesin molecules because of the weak ADP–kinesin/tubulin tail binding, while
subtilisin treated microtubules that lack tubulin tails bind stably ADP–kinesin, thus blocking the kinesin
walk. From such an experiment, one may conclude that the tubulin tails catalyze the detachment of the
kinesin–ADP complex from the microtubule surface, thus permitting the kinesin dimer to take a “step”
along the microtubule protofilament.

Microtubules do not only regulate motor protein function but also attach with their C–terminal tubulin
tails different MAPs and protein kinases and phosphatases, thus organizing the intraneuronal space. The
proper attachment/detachment of these proteins could regulate their enzymatic activity. In case studies
of schizophrenia, there was found an altered expression of MAP2 and MAP5 that results in abnormalities
in the neuronal cytoarchitecture [6]. In the case of Alzheimer’s disease, the primary alteration is the
phosphorylation status of axonal MAP–tau and the activity of microtubule bound protein phosphatase
2A (PP2A) regulated via the attachment/detachment to microtubules [98].

We consider the mechanism of the tubulin tail enzymatic action to be generated by vibrationally assisted
tunneling — an emerging key concept which was experimentally verified within the last few years (see
[103,104] and the discussion later). A locally formed tubulin tail standing breather could promote or
suppress conformational tunneling of a molecule attached to the tubulin tail. The effect of vibrations
on mixed-tunneling could be either to promote or to suppress the tunneling process, and this depends
on certain boundary conditions [105,106]. Formally, the mechanism of the tubulin tail breathing action
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could be manifestly a form of enzymatic energase action. Motivation comes from the fact that energases do
not in themselves provide a source of energy, but rather, induce conformational transitions in a molecule
that might have accumulated energy in an intermediate highly energetic conformational state [87]. The
accumulated energy is derived from hydrolyzed ATP or GTP in preliminary biochemical steps, so for that
reason this energy is usually called “primed energy” and “priming” is the process of energy accumulation
in metastable protein states.

The idea that microtubules might be agents of subneuronal processing of information was originally
suggested by Hameroff and Watt [58]. In [54], it was conjectured that the energy for computation could
be delivered from the tubulin bound GTP molecules. Since it had been already observed that in stable
microtubules there is no possibility for tubulin bound nucleotide cycling, we propose that the tubulin tail
energase action releases the energy accumulated in metastable conformational states of kinesin, dynein, or
phosphorylated MAPs. The metastable states of these proteins are produced via ATP hydrolysis through
previous stages of priming. We note that ideas on GTP–hydrolysis, ferroelectric phase, and the CTTs as
possible agents of information transfer, have been reported in [43,44,47,92].

17.5 Dynamics of the Water Electric Dipole Field

17.5.1 The Water Electric Dipole Field

As an organizational framework for specific neurobiological processes, the cytoskeleton is the major
structure that provides a surface to which water molecules cling, thus facilitating the (water) ordering.
Note that the term “water” used here is not quite the same as its usual sense, but instead should be
regarded as a protein-like saturated mixture. Ordered (vicinal) water molecules are microscopic dipoles
that interact with each other via hydrogen bonds, inducing a relatively high viscosity, surface tension,
and dielectric constant. They form the water electric dipole (WEDP)–field occurring on either side of a
brain cell. Within the interior of the cell, the water molecules generate a WEDP–field in the vicinity of the
cytoskeleton, whereas in the exterior of the cell the molecules form an intercellular flow completing the
regions between neighboring cells. Influential are combined electrostatic and van der Waals forces resulting
from strong protein surface–water interactions (see e.g., [75]). In a series of papers by Del Giudice et al.
[30–32], it was proposed that electromagnetic waves arising from the WEDP–field within the body of the
cytoskeleton, can create signals compatible in size with the internal diameter of a given microtubule. Later
developments were taken up by Jibu et al. [63,65–67], which to some extent we follow in this section.

Let V denote a perimembranous (spatial) region in the vicinity of a cytoskeletal microtubule. The
WEDP–field in V within a cylindrical neighborhood, is represented by a 2–spinor field

ψ(x, t) =
[
ψ+(x, t)
ψ−(x, t)

]
(17.41)

where ψ+(x, t) and ψ−(x, t) are spinor components. The electric dipole moment is given by

μ = ψ(x, t)∗ h̄

2
σ ψ(x, t) (17.42)

where σ = [σ1, σ2, σ3] is a 3–vector whose components consist of the Pauli spin matrices. The dipole
moment μ exhibits the water molecule as having the characteristic of a quantum–mechanical spinning
top. In other words, it is due to μ that the water molecules interact dynamically with the quantized
electromagnetic field in V. If mp and e p denote the proton mass and charge respectively, then the average
moment of inertia of a water molecule is estimated as I = 2mpd2 with d ≈ 0.82Å, whereas μ is estimated as
μ = 2e p P , with P ≈ 0.2Å. Given ψ(x, t) = 0 only holds at each position x = xk of the k–th manifestation
of localization, the WEDP–field with N localizations are describable in terms of N spin variables, as given
by

s k(t) = ψ(xk , t)∗ σ ψ(xk , t) 1 ≤ k ≤ N (17.43)
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The Hamiltonian of the WEDP–field for N water molecules with energy difference ε, is given by

HW M = ε

N∑
k=1

s k
3 (t) (17.44)

where for a given wave vector k0, it is convenient to assume that a normal mode has an angular frequency
ωk0 resonating to the energy difference between two principal eigenstates for which ε = h̄ωk0 (ε ≈ 24.8
meV), as in accord with the predictions of dominance over other possible energy exchanges [32]. The
radiation field of V is given by a scalar electric field operator E = E (x, t) whose associated Hamiltonian
is given by

HE M = 1

2

∫
V

E 2 d3x (17.45)

A main postulate of [65] is that the dynamics of the WEDP–field and the quantized electromagnetic
(EM) field is an energy interchange through creation and annihilation operators of photons. In order
to see this, consider a decomposition of the electric field operator E = E + + E − into its positive and
negative frequency components. Then the Hamiltonian for the interaction between the WEDP–field and
the EM–field is given by

HI = −μ

N∑
k=1

{E −(r k , t)s k
− + s k

+ E +(r k , t)} (17.46)

where s k
± = s k

1 ± ιs k
2 . The total Hamiltonian HQ M , which governs the quantum mechanical dynamics of

the electromagnetic field and the dipolar vibrational field of water molecules along with their interaction,
is then expressed by

HQ M = HE M + HW M + HI (17.47)

Since parts of the region V in the vicinity of the cytoskeleton can be considered as a cavity for the
electromagnetic wave, we introduce the normal mode expansion of E given by

E ±(x, t) =
∑

λ

E ±
λ (t) exp[±ι(λ · x − ωλt)] (17.48)

17.5.2 Biological Motivation

At this juncture of development, we comment upon several instances from the biological viewpoint,
motivating such models that can be compared with mechanisms for propagating optical/acoustical solitons.
It was discovered in [75] that the mesoscopic ordering of water near proteins and between surfaces of in-
teracting proteins is favorable for intermolecular electron tunneling. This is an unexpected phenomenon
as recently reported in [75] and is referred to as the water–mediated tunneling effect on electron transfer
kinetics. Secondly, the process of signaling response in synapses is influenced by certain classes of cellular
adhesive molecules (CAMs) in which the actin cytoskeleton provides a suitable structural mechanism for
assimilating the signaling inputs. The formation of functional synapses at an axonal growth cone involves
identifying and initiating contacts with suitable companion cells [12]. Recent studies have shown that
there are two types of CAMs essential for synaptic formation. These are known as β-neurexin and neu-
roligin and it is remarkable that their interaction has the unique capability of acting as a bidirectional
trigger for synaptic formation [29]. Once the β–neurexin–neuroligin transmembrane protein junction
is formed, it triggers synaptic differentiation at the site of contact. β–neurexin is located in axons and
interacts presynaptically with CASK, a multidomain scaffolding protein that organizes the presynaptic
space and emits signals to the actin cytoskeleton via protein 4.1. β–neurexin also directly interacts with
the synaptic vesicle protein synaptotagmin-1, thus controlling exocytosis and neuromediator release (see
Section 17.11). Synaptotagmin-1 per se might act as a MAP molecule binding to β–tubulin tails and
stabilizing microtubules in high Ca2+ concentration at the pre-synapse. Neuroligins (neuroligin-1 is
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specific for excitatory synapses, while neuroligin-2 is specific for inhibitory synapses) are located in den-
drites and transmit information to the postsynaptic density protein (PSD-95), which is a multidomain
scaffold protein that anchors different ion channels at the active zones of the postsynaptic membrane.
PSD-95 is anchored to postsynaptic microtubules via another protein known as CRIPT. Neuroligins
on binding with presynaptic β–neurexins, constitute an adhesive system facilitating learning processes
manifested as a morphological reorganization of the synapse. We note that in view of these properties
the radiation field of (17.48) could thus be considered as falling within this junction as shielded by
the ordered water molecules, and consequently it assists the signaling mechanism between neighboring
neurons [45,46].

This seemingly over-detailed description of the various proteins forming the cytoskeletal scaffold in the
presynaptic and postsynaptic neuronal interior is nevertheless indispensable for the precise understanding
of synaptic interneuronal communication. Whereas in the classical computational approach, the synapse is
considered as just an electric switch that operates with some delay (on the order of 1 ms), it is now accepted
that neuronal communication, in vivo, is much richer in depth. For example, the presynaptic release of
neurotransmitter molecules via exocytois (see later) occurs across a wide range of probabilities varying
from 0.15 to 0.75, and suggests that subneuronal events control the fine–tuning of the release probability
of each presynaptic terminal. But this is not the whole story. After the neuromediator is released, it binds
to the postsynaptic membrane receptors and triggers the postsynaptic electrical currents. Among the
exictatory glutamatergic synapses, of central importance are the NMDA (N-methyl-D-aspartate) receptors
that permit Ca2+ entry into neurons. The Ca2+ ions not only influence the NMDA receptor binding to
PSD-95 and other scaffold proteins, but also regulate the NMDA receptor binding to actin via a special
protein, known as drebrin which is responsible for dendritic formation. The postsynaptic Ca2+ flux
leads to an actin-based contraction as well as to an alteration in the spine neck diameter as verified
by special videomicroscopic techniques [37,79]. Thus, any feasible computational approach should be
reflected in a very nonlinear descriptive model of neuronal activity, in vivo. The latter is due to the fact that
dendritic spines contract (and thus alter their cable length), their spine necks rapidly alter their diameters
in millisecond time-scale (thus varying the cable resistance), along with distributed boosting “hot spots”
in the dendritic tree that could amplify the postsynaptic potentials (PSPs). One should also keep in mind
the aforementioned fine–tuning of the probability for exocytosis. It is clear that a suitable explanation of
the very nonlinear stochastic or chaotic behavior of the neuronal activity as observed, may only be realized
through the study of the cytoskeletal proteins via their interaction with the ordered vicinal water and the
radiant EM field [45,46,64,65].

We suggest a suitable biological motivation for the electric field operator E = E (x , t) leading to
the Hamiltonian HE M in (17.45). This concerns a basic property of cytosol as an electrolytic solution,
whereby ionic currents are induced by electrogenic currents across the dendritic and axonal membranes.
As proposed in [43], such cytosolic currents (and the associated EM field) may generate propagating
conformational waves along the CTTs. The ionic cytosolic currents may be projected onto the CTTs of the
underlying microtubules, thus inducing a dynamical interplay between the prevailing repulsive effects of
the CTTs from the negatively charged surface of the microtubules.

The electric potential ϕ at a point x in neuronal cytosol varies in time as a result of the opening or
closing of the membrane incorporated ligand or voltage-gated ion channels and associated ion fluxes. The
spatio–temporal evolution of a single PSP generated by ionic flux via ligand-gated ion channels can be
obtained as a solution of the passive cable equation as expressed by

ϕ(x , t) = ϕ0 exp
[
− x

λ
− t

τ

]
(17.49)

where λ denotes the spatial constant, τ is the time constant of the neuronal projection, ϕ(x , t) is the
potential at a point x in time t, and ϕ0 is the potential of the cytosol at the site of the PSP generation. In
cases where there is a boosting of the electric potential due to a rapid opening of nearby located voltage-
gated ion channels, the dynamical equations of the electric potential along the neuronal projections take
a nonlinear form, as in the models of Hodgkin–Huxley and Baer–Rinzel [7,22].
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In all events, however, the resulting cytosolic electric field depends upon the gradient of the electric
potential in cytosol via the relation E = −∇ϕ, and is a manifestation of the existing ionic concentration
gradients. This is demonstrated by the Nernst equation for positive ions of type i with concentration ci ,
and valence zi . The resulting electric field is

E = −∂ϕ

∂x
= − RT

zi F

1

ci

∂ci

∂x
(17.50)

where R = 8.314, J mol−1 K −1 is the gas constant, T is the temperature, F = 96500 C mol−1 is Faraday’s
constant, and ϕ is the electric potential.

Even though inside cytosol the electric potential at a given point x depends not only upon the intracellular
gradient of diffusible ions, but also upon the screened electrostatic fields contributed by vicinal charged
biomolecules, we note that it is the dynamics of the ionic concentration gradients that provide information
for external events. Thus, if the subneuronal processing of information occurs, it will surely depend also
on internal electric fields, as contributed by charged biomolecules in the cytosol. Yet, in a certain sense
the potential difference and its associated electric field between various cytosolic points, due to existing
concentration gradients of diffusible ions, will alone determine the component of information that refers
to external events. Since neurotransmitters can also trigger G–protein coupled receptors, then part of
the external information is delivered to the cytoskeleton in the form of attachment/detachment, and/or
activation/inhibition of the various cytoskeletal bound kinases or phosphatases, or other regulatory scaffold
proteins activated by G–proteins or subsequent second messengers.

The cytosolic EM field is a direct result of electrogenic transmembrane fluxes that generate a concentra-
tion gradient of diffusible ions in cytosol, and thus the potential difference and the electric field intensity
can be computed in principle by the Nernst equation in (17.50). Indeed, it is the ionic concentration
gradients that motivate, introducing the electric field E = E (x , t) that interacts with the WEDP-field and
the CTTs of microtubules.

17.5.3 Collective Dynamical Variables of the Cytosolic Water

Following [65], we introduce collective dynamical variables S±
λ for water molecules, given by

S±
λ (t) =

N∑
k=1

s k
±(t) exp[±ι(λ · x − ωλt)] (17.51)

On setting S ≡ ∑
k s k

3 , we can express (17.47) in the form

HQ M = HE M + εS − μ
∑

λ

{E −
λ S−

λ + S+
λ E +

λ } (17.52)

Equation (17.52) resembles that of the Hamiltonian for a laser radiation process (cf [33]), so suggesting
that the water molecules of V exhibit a laser-like coherent optical property, provided the energy is sustained
above a certain threshold (see Equation (17.57) later). The dynamically ordered region of water molecules
and quantized EM–field are considered within a coherence length of 50 μm. The explanation is that by
increasing the ordering of water on the microtubule surface, spontaneous symmetry breaking occurs (see
the following), thus creating Nambu–Goldstone (NG) bosons, the quanta of long-range correlation waves
of the aligned electric dipoles referred to as dipole wave quanta, denoted DWQ [65,112,113].

The Hamiltonian HE M can also be expressed in terms of canonical operators (observables) Pλ(t) and
Qλ(t), as defined by

Pλ(t) =
√

h̄ωλ

2
ι(E −

λ − E +
λ )

Qλ(t) =
√

h̄

2ωλ

(E −
λ + E +

λ ) (17.53)
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which in [65] are seen to satisfy the well-known canonical commutation relations of the Heisenberg
algebra. On making the necessary transformations and substituting into (17.52), this leads to

HQ M = 1

2

∑
λ

{P ∗
λ (t)Pλ(t) + ω2

λ Q∗
λ(t)Qλ(t)} + ε

N∑
k=1

s k
3 (t)

−
√

2

h̄
μ

N∑
k=1

∑
λ

{√
ωλ Qλ(t)s k

1 − 1√
ωλ

Pλ(t)s k
2

}
(17.54)

17.5.4 Spontaneous Symmetry Breaking

Suppose we consider a system possessing a certain symmetry but where the prevailing vacuum state
is not invariant under this symmetry. The vacuum state might possibly be transformed into some other
degenerate state, whereas the Lagrangian symmetry is independent of the vacuum solution. In other words,
the Hamiltonian may be invariant under the symmetry transformation but the vacuum (or lowest energy)
state is not. That is, spontaneous symmetry breaking (SSB) occurs, resulting in massless quanta governed
by BE–statistics that are assigned to repair the broken symmetry. The NG bosons are understood to be
the quanta of long range coherence induced by the vacuum state, which violated the original dynamical
symmetry. Typically, what might otherwise be two massive fields emerge from SSB as one massive and
one massless field, the latter in this case is a NG boson. In [65], this is explained when the corresponding
Heisenberg equations of (17.54) are considered in studying the dynamically ordered state of the WEDP-
field in terms of a long-range alignment of associated spin variables. Under an SO(2)–transformation of
the canonical variables, the Hamiltonian HQ M is invariant, whereas a time-independent solution is not
invariant.

17.6 Langevin Pumping and Energase Action

17.6.1 Coherent Pulse Emission and the Water Laser

The water laser effect of the WEDP had been considered in [32]. We further propose that in order for the
coherent emission of photons to have the necessary biological impact, it is necessary to consider time-scales
of the order of 10 to 15 picoseconds, which are compatible with that of protein (enzymatic) action. In the
presence of a disordered thermodynamic system, thermal fluctuations, noise, and dissipation also have to
be taken into account. However, the laser-like emission of coherent photons may still be realized under
such circumstances given that the protein molecules can attain an energy sufficient to engage a pumping
effect of the WEDP–field. This “slow phenomenon” (dynamic time-scale 10−11s ) involving the water laser
is preferred in this situation to the “fast phenomenon” (dynamic time-scale of 10−14s ) of “superradiance”
(cf [63]). Jibu and Yasue in [65] consider the relevant system of Heisenberg–Langevin equations governing
the collective dynamics of the quantized EM–field in the spatial region V. On assuming a certain coherent
state representation, these are seen to reduce to the stochastic Langevin equation

dZ

dt
= α1 Z − α2 Z Z2 + B (17.55)

where Z = Z(t) is a Markov process in C of the corresponding EM–field operator, B = B(t) is a (complex)
Gaussian white noise of thermal fluctuations of quantized EM–field, and α1, α2 are particular constants
depending on the volume V of the region, thermal fluctuations for the EM and WEDP–field, damping
coefficients (denoted γ , γ0) for the WEDP–field, and a parameter of pumping rate (denoted S∞) resulting
from the interaction of the WEDP–field with the dynamics of the microtubule protein molecules. These
parameters in turn are used to define a diffusion constant D, which along with the probability density
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function f = f (z, x̄ , t) of Z(t), transform equation (17.55) equivalently to the associated Fokker–Planck
equation

∂ f

∂t
= − ∂

∂z
[(α1z − α2zz2) f ] + D

∂2 f

∂z ∂ z̄
(17.56)

The required level of excitations of the quantized EM–field, namely the photon emission as induced by
the supplied metabolic energy, is attained when the pumping rate S∞ satisfies the estimate

S∞ >
h̄2Vγ0γ

4πε f 2
(17.57)

Accordingly, it is suggested that the energy for the coherent pulse emission by vicinal water within a
proximity of 4 to 5 nm of the microtubule’s outer surface could be gained from tubulin electric dipole
oscillations and/or from vibrations along the microtubule walls, as well as from C–tubulin tail energase
action releasing energy by metastable ADP–kinesin complexes moving on the microtubule surface, and
phosphatase action of microtubule anchored phosphatases such as PP2A or other MAPs. The transmission
of pulse mode coherent photons is consider to be determined by the Maxwell–Bloch equation as derived
from the total Hamiltonian HQ M . For E = E (z, t), it is given by the quantum dynamical equation of
motion [4,63,65]:

∂ E ±

∂z
+ 1

c

∂ E ±

∂t
= ∓ι

2πεμ

h̄V
S± (17.58)

In terms of a quantum average, denoted 〈〉q , the expression for the electric field is

θ±(z, t) = 2μ

h̄

∫ t

−∞
〈E ±(z, u)〉q du (17.59)

and the latter leads to an SG equation expressed in Lorentzian coordinates by

∂2

∂t ∂σ
θ± = −2A sin θ± (17.60)

where A = 2πεμ2 N
h̄2 V

, N
V is the number of water dipoles per unit of volume, and σ = t + z

c . The indices ±
indicate the transverse directions of the electric field where it is assumed there is no propagation in the
longitudinal direction. Equation (17.60) is an equation characteristic of SIT realized in nonlinear optics, as
discussed earlier, and here suggests how the cumulative effects of the WEDP–field might induce a transfer
of energy via dissipationless waves.

Time–differentiating (17.59) leads to

E = h̄

μ

√
Aρ sech

[√
Aρ

(
t − z

c

)]
, where ρ = v0

c − v0
(17.61)

The preceding equations were considered in [4] relative to a correspondence between information config-
urations induced by solitonic interactions and the DWQ at levels of excitation. In view of the appearance
of the SG equation (17.60), we recognize these cumulative effects, which include the WEDP–field, as
propagating energy within a dynamic mechanism conducive to a neurocybernetic process.

17.6.2 Breather Solutions and Energase Action

In [41,42,47] is described how the water dipoles from the tubulin tail hydration shells that form a 4 to
5 nm layer on the outer microtubular surface, strongly interact with the local electromagnetic field and
so influence the conformational state of the tiny C–tubulin tails. The model is based on a long-range
interaction of the water molecule dipoles and NG bosons, leading to a coherent emission of photon pulses
propagating via tunneling. The resulting solitons could be viewed as traveling conformational waves in
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the tubulin tails that do not dissipate under thermal fluctuations, but could be pumped by the water
laser provided the threshold inequality (17.57) is satisfied. This model also considers solutions to the SG
equation as providing the necessary dynamics. To facilitate matters, we make a change of parameters from
Lorentzian coordinates (as shown earlier) to laboratory coordinates to recover Equation (17.16):

∂2u

∂t2
− ∂2u

∂x2
= ± sin u, u ≡ u(x , t) (17.62)

Following [34], we recall that a kink soliton involves a twist in a solution, u = u(x , t) say, which moves
from one solution u = 0 to an adjacent solution u = 2π . Vacuum states as constant solutions of zero
energy, correspond to u = 0(mod 2π). In this respect, the traveling solitons of [65,67] can be regarded
as tunneling (evanescent) photons coupled with tubulin tail hydration shells. The working hypothesis
proposes a biologically feasible coherence time-scale of 10 to 15 ps.

Such a kink (K) solution uK of (17.62) as given by:

uK = 4 tan−1 exp[γK (x − vK t − xK )] (17.63)

where 0 ≤ vK < 1 is the kink velocity, xK the kink position at t = 0, and

γ −1
K = (1 − v2

K )
1
2 (17.64)

is the kink width. The kink energy is given by E K = 8γK .
On setting G = γK (x − vK t − xK ), one also finds the derived equations:

∂u

∂x
= 2γK sech G (magnetic field)

∂u

∂t
= −2γK vK sech G (electric field)

sin
1

2
u = sech G (17.65)

(see e.g., [35]). The antikink solutions correspond to reversing the velocity, v �→ −v , and taking the
negative square root in (17.64).

At this stage, we mention the role of breather solutions which are manifestly local oscillating waves
resulting from how a kink and antikink can merge into a combined state. Breathers admit more structure
compared to a usual traveling wave since the former’s internal oscillations can evolve without energy
activation. In practice, they have been realized as linear phonon modes that are excitable within thermal
fluctuations [89]. It was suggested earlier that some class of propagating optical solitons may influence
the conformational states of the tubulin tails. Thus, in [41,42,47] several possibilities involving SG kink–
antikink–breather soliton collisions are proposed, where for instance, a standing breather soliton could
be coupled to the energase action of the tubulin tails through vibrationally assisted tunneling. Further,
we recall how the β–tubulin tails may interact with kinesin switches and the role of the α–tubulin tail in
activating the kinesin walk [96].

As outlined in [35], the scheme of Bäcklund transformations can be employed to derive three–soliton
from two–soliton solutions. In relationship to the kink solution uK in (17.63), we adopted in [42] the
development of [34] in order to describe a three–soliton solution uK B representing the elastic collision
(without exchange of energy or momentum) between a kink and a breather, as it is given by the sum

uKB = uK + w B (17.66)

where the term w B is explained as follows. Firstly, if ω denotes the frequency of the breather, 0 ≤ ω < 1,
we set η = (1 − ω2)

1
2 . Then

tan
w B

4
=

[
2ωη(sinh D − cos C sinh G) + 2ηγK γB (vK − v B ) sin C cosh G

2ωη(cos C + sinh D sinh G) − 2ωγK γB (1 − vK v B ) cosh D cosh G

]
(17.67)
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where we have set C = −ωγB (t − v B (x − xB )) + 2πm, m an integer, D = ηγB (x − xB − v B t),
γ −1

B = (1 − v2
B )

1
2 is the kink width in which v B denotes the velocity of the breather 0 ≤ |v B | < 1,

and lastly, xB denotes the position of the breather at time t = 0. In the continuum limit, the breather’s
wavelength λ and period T are related via

|v B | = λ

T
, λ = 2πγB |v B | 1

ω
(17.68)

whereas the amplitude A and energy E B are given by A = 4 tan−1( η

ω
), E B = 16ηγB .

Post-collision of a standing breather (v B = 0) and traveling kink, the velocity and shape are recovered,
where the subsequent interaction results in a phase shift of the breather that oscillates at a new position.
As given in [42] following [34], the shift �B of the breather is given by the formula

�B = 2 tanh−1
√

(1 − ω2)(1 − v2
K )√

1 − ω2
(17.69)

where vK is the velocity of the kink. If the original position is denoted x0, then post-collision the new
position will be x = x0 + �B .

Consequently, the breather through its subsequent phase shift is conjectured to cause a deflection of
the tubulin tails so as to sway the kinesin walk across the microtubule surface. Collisions between kinks or
antikinks and standing breathers on the microtubule surface can be considered as a kind of computational
gate application whereby a breather can serve as a catalytic agent registering the transitions, influencing
MAPs besides (as we have noted) the functions of the prevailing motor proteins (kinesin and dynein)
through tunneling and energase action. It is possible there are other combinations and permutations of
kink/antikink–breather collisions in, say, the pendulum or discrete models [81], or even possibly in a
configuration of moving breathers [89].

Remark 17.3 Indeed, for further motivation, we remark that the screened Coulomb interaction between
CTTs and the negatively charged microtubule surface restrict the CTT motion within a thermal cone where
the motion is influenced mainly by thermal fluctuations [43]. Such Coulomb interaction and thermal
fluctuations inducing chaotic effects as previously suggested, may indeed cause the necessary perturbation
of the SG model to that of the DSG as remarked circa Equation (17.22). It seems significant that such a
recourse to a double-well potential model as induced by the WEDP field could have a startling connection
to the underlying physics of protein (enzymatic) tunneling.

Let us note that there are the kink etc. counterparts in other solvable or solitary wave systems which,
although not solitons in the conventional sense, might also serve as models of regulatory or computational
gates that influence cytoskeletal processes involving tubulin conformations, but which involve different
dynamics. For instance, in [20] energy releasing effects of GTP–hydrolysis could generate certain kinks and
pulsations that propagate along the microtubule via elastic flexing of the dimers. In [92], a liquid crystal
property of microtubules is considered relative to kink “shifting” through GTP hydrolysis, whose rate
may increase given additional Ca2+ and where possible impediments to the kink motion, polymerization,
and microtubular caps are taken into account. These models, however, investigate effects in dynamic
microtubules that undergo assembly/disassembly while not addressing the contrasting situation for stable
microtubules (such as the neuronal class). Another model involving solitonic interactions, as considered in
[80], entails possible quantum coherent states of the DWQ on the tubulin dimer walls where the DWQ are
paired to electrons in the dimer hydrophobic pockets via Rabi field coupling. This latter model, although
different from how we have formulated the breather–energase dynamics in relationship to the CTTs, affords
a brief discussion in the section following.

17.6.3 Vibrationally Assisted Tunneling

Enzyme catalyzed H–transfer reactions involving H–tunneling coupled to enzyme dynamics in flavoprotein
and quinoprotein were studied by Sutcliffe and Scrutton [103,104]. The (quantum) H-tunneling itself is
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driven by the thermally induced dynamics of the enzyme. Classical transition state theory as modeled on
gas phase reactions falls short of explaining many enzymatic interactions. On the other hand, quantum
tunneling by transfer of electrons or protons and wave particle duality may predict such behavior. According
to [103], the dynamic fluctuations in the protein molecule (referred to as “thermal breathing”) result in
a transient compression of the width of the potential energy barrier and equalize the vibrational energy
levels on the reactant and product sides of the catalysed biochemical reaction. Compression of the barrier
reduces the tunneling distance and increases the probability of transfer, while the equalization of the
vibrational energy states is a prerequisite for tunneling to proceed. Once the proton transfer is complete,
relaxation from the geometry required for tunneling traps the hydrogen nucleus by preventing quantum
leakage to the reactant side of the barrier.

Potential barrier shape analysis in enzymatic hydrogen-tunneling was carried out for tryptamine,
dopamine, and benzylamine, and revealed a dynamic movement of enzymes crossing a barrier shape
via disallowed classical regions, which would thus only be possible with the assistance of quantum tun-
neling effects. In other words, the vibrational excitations of molecular units positioned away from an
active site may actually increase motion and catalysis (cf [71] for tunneling effects in different enzymatic
families).

17.7 Analogies with Quantum Optical Solitons and Entanglement

17.7.1 Microtubules as Cavities

The emission of radiation in ATP hydrolysis together with coherent excitations of single and highly
polar modes typical of a soliton, were phenomena hypothesized by Fröhlich in the discussion earlier.
When such systems admit holes of some kind, it was conjectured that electron–hole pairing leads to
the existence of intra-cellular solitonic structures, and so induces dissipationless information transfer via
kink solitons. In [80], microtubules are hypothesized as quantum mechanical isolated quantum electro-
dynamic (QED) cavities with analogous properties of electro–magnetic cavities since the latter are realized
in quantum optics. Thus, it is conjectured that in relationship to the ferroelectric properties of microtubu-
lar configurations, an information transfer results under the hypothesis that QED cavities can harbour
electromagnetic radiation as relevant in the context of quantum optics. Within the cavity structure there
is an interaction of the dipole moments of ordered water molecules with EM–radiation, thus leading to
collective coherent modes, namely the dipole quanta. This accompanies an ordering of electric dipoles
caused by the interaction of the tubulin dimers with the ordered water environment of the microtubular
cavity. Information processing is then considered to be manifest via interactions along the microtubule
protofilament chains. Related are alternative mechanisms based on ferroelectric properties employing the
descriptive technique of Ising spin chains on a triangular lattice as a statistical–mechanical framework
for representing microtubules [13,110]. One might compare this scenario with the previously mentioned
correspondence between the QSG and the eight–vertex model which contains the two-dimensional Ising
lattice, and further, compare this with the earlier observation that the ‘sech’ breather solutions of the NLS
as quantum (optical) solitons can be derived from the SG by a SVEPA transformation. Observe that the
NLS equation (17.14) admits the ‘sech’ breather solution (17.15)

u = |c |− 1
2 q sech[q(x − vt)] exp ι

[(
q 2 − 1

4
v2

)
t + 1

2
v x

]
(17.70)

a certain class of which are quantum solitions; more specifically they will comprise solutions of the quantum
NLS in (1+1)–dimensions with the associated Bose commutation relations [u, u∗] = h̄δ(x −x ′) (see [16]).

The dimer/water environment coupling is viewed in [80] as analogous to how atoms interact with
coherent modes of the EM–radiation in quantum optical cavities via the Rabi field splitting, and where
every QED cavity property may determine a corresponding property for microtubules. In order to see
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how kink solitons arise, first consider a microtubular chain. Let un denote the displacement field of the
n th dimer in the chain, and consider the assignment un �→ u(x , t) where x denotes a spatial coordinate
along the microtubular longitudinal axis of symmetry. Vicinal water influences a viscosity F ∼ ∂u

∂t , but
since u(x , t) is prospectively a soliton, there will be no energy dissipation. Setting ξ = x − vt, the relevant
equation is

∂2u

∂ξ 2
+ ρ

∂u

∂ξ
= P (u) (17.71)

where ρ is a certain constant and P (u) a polynomial depending on a microtubular interaction potential.
Solutions to (17.71) include kink solitons [80] and are of the type

u(x , t) ∼ c1(tanh[c2(x − vt)] + c3), (17.72)

where c1, c2, c3 are constants. Somewhat in analogy with quantum solitons, a possible consequence is that
if two microtubules A and B are entangled with a third C, then there exists a teleportation of coherent
states between A and B with dissipationless information as generated by kink solitons along the dimer
chains.

Whereas this latter model could in a sense be analogous to our derivation of kink/antikink/breather
solitons, let us remark that we have not proposed the coupling of solitons to electrons in the hydrophobic
pocket, but instead have described how the optical-like solitons might be coupled to the CTT confor-
mations. The difference is that the electron hopping in the hydrophobic pocket would require a greater
energy supply that might never be attained by neuronal currents, whereas the CTTs should be sensitive to
neuronal currents as suggested by the calculations of [43].

17.7.2 Analogy with Entanglement

It is plausible that certain quantum–optical–information systems could be modeled on quantum solitons
where an NLS soliton may be hypothesized as a quantum soliton representing one qubit of information
[16]. This could be supported by the fact that optical solitons as candidates for qubit representation
stand a good chance of experimental recognition when compared to others. Given possible grounds for
quantization of the (D)SG equation in the biological framework under discussion, it seems plausible to
suggest further analogies with this type of information process. A tentative discussion following [16] is as
follows.

A typical qubit is the quantum state of a two-level atom/spin- 1
2 system. Let us denote by |g 〉 and |e〉 the

ground and excited states, respectively. Then, the state |ψ〉 is given by

|ψ〉 = a|g 〉 + b|e〉 (17.73)

where a , b ∈ C and |a|2 + |b|2 = 1. Now we relate back to the case of self-induced transparency (SIT).
Here, a 2π–pulse takes an atom in |g 〉 back to |g 〉 via a passage through |e〉, and generally, a θ–pulse takes
|g 〉 to

|ψ〉 = cos
1

2
θ |g 〉 − ι sin

1

2
θ |e〉 (17.74)

This shows that two qubits are quantum states in the Hilbert space spanned by

|g1〉 |g2〉, |g1〉 |e2〉, |e1〉 |g2〉, |e1〉 |e2〉, (17.75)

and so the state |ψ〉 is given by the linear combination

|ψ〉 = a |g1〉 |g2〉 + b |g1〉 |e2〉 + c |e1〉 |g2〉 + d |e1〉 |e2〉 (17.76)

In a successive measurement of this state will be measured any one of those states with a probability
proportional to |a|2, |b|2, etc. We see that |ψ〉 includes all four states. Now an optical pulse may act on
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each atom where, for instance, a θ = π–pulse yields

−ιa |e1〉 |g2〉 − ιb |e1〉 |e2〉 + ιc |g1〉 |g2〉 + ιd |g1〉 |g2〉 (17.77)

Since it is possible to manipulate the four basis vectors (states) of the Hilbert space, then once given N
qubits there are 2N numbers that can be manipulated analogously. In [59] is discussed an engagement
of a two-level atom plus a one photon qubit to function as a two-qubits. Here, a two-state basis is used:
|e〉|0〉, |g 〉|1〉 (note that the right sides are product states). For a θ–pulse, we have

|ψ〉 = cos
1

2
θ |g 〉|1〉 − ι sin

1

2
θ |e〉|0〉 (17.78)

In particular:

(1) For θ = π , we have |ψ〉 = |g 〉|1〉 ↔ |e〉|0〉
(2) For θ = π

2 , we have |ψ〉 = 1√
2

[|g 〉|1〉 − ι |e〉|0〉] which amounts to a quantum entanglement of
the photon and atom (since |ψ〉 is not expressed as a single product state).

Referring back to the photon/atom entanglement described by (17.78), we could take for instance the
case whereby the atom takes one bit of binary information represented as |e〉 ↔ 1, |g 〉 ↔ 0, and the
photon also takes one qubit, such as |1〉 or |0〉.

Remark 17.4 These analogies with quantum optical solitons and entanglement were prompted by our
discussion of several soliton (or soliton-like) equations in relationship to specific neurobiological processes,
where at the underlying microscopic molecular–atomic level, quantum mechanical effects may occur.
Such analogies should be considered, at least for now, as notably apart from the Orchestrated Objective
Reduction hypothesis of Hameroff and Penrose [57], whereby qubits are associated to the switching of
tubulin conformational states. There [57], the quantum superposition of such states is collapsed by a
quantum gravitational effect to classical output states, which in turn somehow influence the axonal hillock
potential and the generation of axonal action potentials. However, the validity of this model remains
questionable due to biological mis-modeling and is not pursued in this paper since our approach is
fundamentally different. In particular, we do not need actin gel-sol isolation cycles during which the
microtubules remain coherent for 25 ms, and we do not confine the physiology of mind and memory
to dendritic events alone. Our model operates at 10 to 15 ps (the characteristic dynamic time-scale of
enzymatic catalysis), and further, we investigate the entire cytoskeletal network as a unitary cybernetic
device. The desired output resulting from the subneuronal computation directly affects neuromediator
release at the presynaptic site by quantum vibrationally assisted tunneling, a process that indeed agrees
with Tegmark’s decoherence estimate [107].

17.7.3 Resonances of the Schrödinger Operator

Since a significant part of this essay implicitly involves resonant phenomena, we conclude this section by
mentioning a deeper mathematical explanation in relationship to Schrödinger’s equation. We consider the
latter in the form

ιh
∂ψ

∂t
= (−h2� + V)ψ (17.79)

where V is regarded as a suitable potential. In particular, we deduce

P (h) = (−h2� + V) (17.80)

to be the corresponding Schrödinger operator of (17.79). In mathematical terms, the operator (17.80) can
be regarded as a closed linear operator on a complex Hilbert space H. The spectrum σ (P ) consists of all
complex numbers λ such that λI − P , is non-invertible where each λ is an eigenvalue and the complement
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C\σ (P ) is called the resolvent set. Consider a state ψ satisfying

P ψ = (−h2�V )ψ = Eψ (17.81)

There are two cases to be distinguished. Firstly, on the interval [0, π], the set of all E corresponding to
the eigenvalues of P is discrete and the energy levels can be quantized. But on extending to all of the real
line R, tunneling can prevent ψ from becoming a genuine wave function (mathematically, the equation
might not admit any square integrable solutions)—a particle may wobble about within a potential well as
we have mentioned. However, if no damping effects are admitted but instead an escape route to infinity
is provided, then resonance can occur. In this respect, the spectral problem is transformed to a scattering
problem. The eigenvalues are seen to be the poles of the resolvent R(z) of P , where

R(z) = (P − z)−1 (17.82)

As an operator on H, the resolvent R(z) is bounded at each z ∈ C\R. Let Hc ⊂ H be the subset of
elements that are zero outside of a compact set and let Hloc denote the space of functions locally in H.
Then as an operator

R(z) = (P − z)−1 : Hc −→ Hloc (17.83)

R(z) continues meromorphically from Im z > 0 to C. In this strictly mathematical sense, the reso-
nances are manifestly the poles of the meromorphically continued resolvent (for further technical details
see [117]).

17.8 Interneuronal Quantum Coherence

We have already discussed how the energy supply in neuronal cytosol might be sufficient to sustain water
lasing at a time-scale of 10 to 15 ps, which is characteristic of protein (enzymatic) action. Yet we have not
addressed the possibility for a quantum coherent state to extend between neighboring neurons. Although
in the case of electric synapses, the cytosol of communicating neurons is connected via gap junctions, the
existence of electric synapses per se cannot explain the existing long-range correlations between neurons. In
a pioneering work by Sperry and Gazzaniga [100], it was reported that human subjects having undergone
callosotomy (surgical severing of the axons connecting the two cerebral hemispheres) manifest a prodigious
Jekyll–Hyde syndrome—their brain hosts two separate minds each being unaware of the other mind’s
existence. Each disconnected hemisphere appeared to have its own, largely separate, cognitive domain
with its private perceptual, learning and memory experiences, all of which were seemingly oblivious
of corresponding events in the other hemisphere [99]. The clinical tests revealed that the disconnected
right hemisphere (as a separate mind) was still able to recognize itself among a select array of portrait
photos, and in doing so, generated various emotional reactions with an apparent sense of humor in the
context of social evaluations [101]. Although such investigations showed that callosotomy is a severe act
of splitting the human psyche, the most significant conclusion from those studies appears to be that axons
and axo-dendritic communication are critical for the existence of a unitary mind.

17.8.1 The Josephson Junction Effect

In 2002, Georgiev elaborated on the work of Jibu and Yasue [65] and suggested that the macroscopic
quantum coherence of the evanescent (tunneling) photons across axo-dendritic synapses might be coupled
with protein conformational dynamics on both sides of the synapse as a possible means of explaining the
unity of conscious processes [46]. It was shown that CAMs might regulate the synaptic cleft width and might
transmit signals between the postsynaptic and presynaptic cytoskeletons [48]. Moreover, it was suggested
that there is a reverse transmission of information from the postsynaptic site to the presynaptic active
zones, enabling an efficient control of exocytosis and neuromediator release via neuroligin-1/ β–neurexin/
synaptotagmin-1 ligation, and assisted in its function by the activity of high-temperature Josephson
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junctions (JJs) coupling the perimembranous water lasing in the presynaptic and postsynaptic cytosol
with the water collective modes in the synaptic cleft.

In order to model the possible JJ phenomena, we first have to show that not only the inner phospholipid
layer but also the outer phospholipid layer of the synaptic membrane is in contact with the evanescent
(tunneling) photon water manifesting macroscopic BE–condensation. Since we discussed a laser process
pumped by an energy supply, it is clear that although in the extracellular space surrounding the neurons
there are also electric currents and an EM field (but in an opposite direction), the extracellular water might
not sustain coherence above the time-scale of thermal fluctuations, simply because in the extracellular
space there is an absence of energy supply. Therefore, we are not in agreement with [64], which claims the
relevant processes are manifested outside of neurons and/or in glial cells.

As presented in [48], the synaptic cleft is an isolated cavity muffled by glial cells and organized by
electron dense proteoglycan molecules, such as syndecan, CAT-301, phosphacan, α-dystroglycan, etc.
(see Figure 17.2). Inside the synaptic cleft, the ion concentrations may differ from these in the extracel-
lular space. Further, there is an intense metabolic energy supply by ionic pumps, protein transporters
for the re-uptake of excess neurotransmitter, and/or enzymes releasing energy from a cleavage of excess
neurotransmitters. So it seems feasible that the water ordering and water BE collective dynamics in the
synaptic cleft is essential for transmitting information between pre-and postsynaptic proteins. This situ-
ation may be favorable for both inner and outer phospholipid bilayers of the synaptic membrane to have
contact with evanescent water and assist forming high temperature JJs operating in concert with the CAM
molecules.

17.8.2 Synaptic Josephson Oscillation Currents and Plasmon modes

Here we recall some of the basic features of the JJ model as originally presented in [64–66]. Let us focus on a
domain of the synaptic membrane smaller than the coherence length�c in which the sandwich-structured JJ
is realized in terms of the macroscopic condensates of evanescent photons in the perimembranous regions
inside and outside of the membrane. Note that in principle, the intermediate “sandwich” is considered
as sufficiently thin so as to allow the possibility of quantum tunneling [35], an observation which clearly
serves our purpose. The electric potential difference V = V(t) between the outer and inner surfaces of
the membrane can be considered as the voltage across the JJ. Then, following [65], the standard quantum
field theoretical treatment of the electric Josephson effect leads to the Josephson current induced by the
voltage V(t), as given by

J (t) = J 0 sin

(
θ0 + q

h̄

∫ t

0

V(s ) ds

)
(17.84)

where J 0, θo , and q are certain constants [114]. The circuit equation for the JJ is then given by

C0
dV(t)

dt
= −J (t) (17.85)

where C0 denotes the capacitance parameter of the membrane. Introducing a new variable

W(t) ≡ θ0 + q

h̄

∫ t

0

V(s ) ds (17.86)

we can express Equation (17.85) as follows:

d2W(t)

dt2 = − J 0q

C0h̄
sin W(t) (17.87)

As pointed out in [66], Equation (17.87) is a nonlinear differential equation resembling the classical equa-
tion of motion for a physical pendulum and admits an oscillatory solution W = W(t) represented implicitly
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FIGURE 17.2 Schematic representation of a synapse with the synaptic cleft. The β-neurexin-neuroligin adhesion is
a central structure for establishing a functional synapse. Presynaptically β-neurexin interacts with scaffold proteins
(CASK, Mint, Munc-18), most of which are involved in the synaptic vesicle docking and fusion. The presynaptic
scaffold is bound to the actin cytoskeleton via protein anchors (protein 4.1, rabphilin). In the synaptic cleft are present
various proteoglycans (such as syndecan). Postsynaptically in the membrane are located ionotropic receptors such
as NMDA, AMPA (α-amino-3-hydroxy-5-methyl-4-isoxasole-propionate) receptors or metabotropic ones (such as
mGluR) coupled with G-proteins. PSD-95 recruits postsynaptic scaffold proteins (synGAP, GKAP, Shank), various
kinases (such as Fyn that modulates NMDAR activity), or neuronal NO-synthase (nNOS). SPAR and cortactin transmit
signals to the postsynaptic actin cytoskeleton.

by an elliptic function. Correspondingly, the membrane electric potential difference V(t) manifests a self-
excited oscillation characteristic to the JJ:

V(t) = h̄

q

dW(t)

dt
(17.88)

This is known as the Josephson oscillation and a small oscillating current across the JJ is called the Josephson
oscillating current.
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Let us consider a cell membrane as a horizontal plane patched by many JJs smaller than the coherence
length across which the Josephson oscillating currents perpendicular to the plane are maintained. Then, the
collective modes of the totality of those Josephson oscillating currents emerge as plasmon modes capable of
propagating horizontally as solitons along the plane of the presynaptic or postsynaptic membrane without
damping. This remarkable fact can be seen from the propagation equation for the plasmon mode obtained
by rewriting (17.87) in terms of spatial variables:

∂2W(x , t)

∂t2
− ν2 ∂2W(x , t)

∂x2
= − J 0q

C0h̄
sin W(x , t) (17.89)

where ν denotes the characteristic speed of the plasmon mode, and x a spatial direction along the mem-
brane. In particular, we note that this latter equation is of a SG–type (cf the perturbed SG equation [17.23]).

17.9 Solitons in α---Helix Protein Molecules

17.9.1 Davydov Model

As we had mentioned in the introduction, Davydov [26,27] provides a foundation for applying the theory
of certain nonlinear systems to molecular chains, DNA, membraneous flexing, etc. Next, we recall the
basic principle of how proteins function in converting chemical into mechanical energy, and when aided
by lipids they generate the traffic of ions and molecules in and around cellular membranes. As we have
mentioned, the protein chain can coil into a helical form which is manifestly the structure of hydrogen
bonded peptide groups within the protein molecule. Protein molecules incorporated into the cytoskeleton
create transduction energy and intracellular couplings all of which assist and determine the energy release of
hydrolysis of ATP molecules, while at the same time portions of the helix constitute part of the cytoskeleton’s
protein composition. On the other hand, the excited states of a protein molecule are related to the resonant
interaction between peptide groups within distinct chains. According to [26,27,95], a class of solitons evolve
at the origin of each chain and so can be created within short intervals of α–helix proteins. The vibrational
energy of amide–I oscillators localized in the helix acts via a phonon coupling effect, creating a distortion of
the helical structure. In turn, the distortion acts to grasp the amide–I energy and so prevent its dispersion,
an effect known as self–localization or self–trapping. Such effects are relevant to anesthetic actions, which
will be mentioned at a later stage.

The propagation of a soliton within aα–helix protein molecule could be either symmetric or asymmetric.
Of these, the asymmetric soliton is the more stable and its radiation life span does not depend on velocity
and can increase sharply as the angle between the spiral axis and vibrational dipole moment decreases. This
explains why the asymmetric solitons are favorable for transferring the energy of ATP hydrolysis without
loss of energy along the α–helix protein chain over suitably large distances. In [68] is predicted a helicial
structure to the C–terminal domains, and for β C–terminal recombinant peptides, this helicity has been
determined with evidence supporting a functional coil to the helix transition at the CTT base. As also
seen in [5], each tubulin monomer possesses twelve α–helices (labeled from H1 to H12), so in terms of
short-range localization, it is plausible that the preceding asymmetric soliton propagation can be applied.

In order to see how the corresponding solutions arise, consider the Hamiltonian HP M for collective
excited states of the protein molecules as given by

HP M =
∑
n,α

{(E + Dnα)B∗
nα Bnα + J n,α;n+1,α(B∗

nα Bn+1,α + B∗
n+1,α Bnα)

+ J nα;n,n+1(B∗
nα Bn,α+1 + B∗

n,α+1 Bnα)} + Hph (17.90)

(see [26]). In this expression, the B∗
nα and Bnα are creation/annihilation operators for the excitation E over

the peptide group nα; the term J nα;mβ denotes the energy of the resonant inter-dipolar coupling between
the peptide groups nα and mβ; Dnα denotes the deformation energy of interaction with neighboring
groups arising from excitations of the group nα, and Hph is the displacement operator of the groups from
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their equilibrium position along hydrogen bonds. This last operator is given by

Hph = 1

2

∑
nα

[
1

M
P 2

nα + w(Unα − Un+1,α)2

]
(17.91)

where M denotes the effective mass displaced along with the peptide group, w is the elasticity coefficient of
the chain along the hydrogen bonds, and Pnα is the momentum operator conjugated to the displacement
operator Unα of the peptide group along the latter.

Associated to the Hamiltonian HP M is the wave function describing the collective vibrations of the
system as given by:

|�(t)〉 =
∑

nα

ana (t)eσ (t) B∗
nα|0〉 (17.92)

where |0〉 denotes a function for which the groups are in the ground-state with vibrationless excitations
away from their equilibria, and where

σ (t) = − ι

h̄

∑
nα

[βnα(t)Pnα − πnα(t)Unα] (17.93)

In this last expression, the functions βnα(t) and πnα(t) depend on the average values for the displace-
ment of the groups nα and their momenta in the preceding state. The coefficient function anα(t) satisfy∑ |anα(t)|2 = 1, where the latter corresponds to the distributive probability over the groups nα in their col-
lective excitation states. The complex-valued functions anα(t) and the real-valued functions βnα(t), πnα(t)
are obtained from minimizing the functional

〈�(t)|H|�(t)〉 (17.94)

and on applying a certain approximation, the following system of equations is deduced. Firstly, since the
functions anα(t), βnα(t) are continuous in n, they are replaced by aα(ξ , t), βα(ξ , t), respectively. The system
in question is then:{

ιh̄
∂

∂t
− [E0 + W − 2J ] − 2χ

∂βα

∂ξ

}
aα + J

∂2aα

∂ξ 2
− L (aα+1 + aα−1) = 0[

∂2

∂t2
− vα

∂2

∂ξ 2

]
βα = 2χ

M

∂

∂ξ
|aα|2 (17.95)

Here χ is formed from coupling parameters for internal excitations of the peptide groups and their
displacements from equilibrium positions; J denotes the resonance energy of inter-dipolar interactions
between neighboring groups in the same chain, and L the energy of the same interaction between neigh-
boring groups from different chains (J ≈ 967 μeV, L ≈ 1537 μeV). Also, v2

α = w/M, the term W is the
average density for displacement of molecules from the equilibria position, and E0 is the excitation energy
of the peptide group relative to the deformation potential. It is from this system that the symmetric and
asymmetric solitons are derived (see [26] for explicit details).

17.9.2 H---N---C=0 Groups and Weakening of Hydrogen Bonds in the α---Helix

ATP–hydrolysis is known to provide an energy source for many types of protein interactions, whereby this
energy can be converted via resonant coupling into vibrational excitations within the domain of the protein.
As we have noted, [26,27] propose for the case of α–helix proteins (see Figure 17.3) the interaction of
amide–I energy within a system of hydrogen bonded peptide groups, leading to a class of solitons (phonons)
that characteristically propagate along the chain without changing their form. Molecular vibrations may
then be carriers of energy transfer along chains, such as in the spines of the α–helix proteins where “spine”
refers to the chain of hydrogen-bonded peptide groups. Therein, amide–I vibrations can be coupled to
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FIGURE 17.3 Structure of the protein α-helix. Hydrogen bonds are shown with dashed lines, C is carbon, N is
nitrogen, O is oxygen, H is hydrogen, and R is amino acid radicals.

longitudinal sonic waves in the task of stretching the hydrogen bonds along the helical spine (a more
detailed description of the biophysics is outlined in [76]).

Intraveneous general anesthetics containing H–N–C=0 moiety (such as barbiturates, hydantoins, suc-
cinimides, and urethanes) are capable of altering localized structures within proteins. For instance, when
a barbiturate molecule clings to a protein, there is a severance of hydrogen bonds linking neighboring
peptide groups. Simultaneously, new hydrogen bonds are produced by the oxygen and hydrogen atoms
of the molecule. The ‘perturbed protein hypothesis’ of [73,74] suggests that such altering of the normal
protein dynamics by anesthetic molecules is the result of actual disturbances of the soliton propagation
in the polypeptide chain, since the newly introduced hydrogen bonding to the helix will distort and sever
intraprotein bonds which normally maintain the spiral form of the helix.
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17.9.3 Modification of the Davydov---NLS Equation

The governing equations require some modification of the original Davydov–NLS equations for solitons
relative to amide–I energy. Consider first the following form of the NLS

ιh̄
∂�

∂t
+ ∂2�

∂x2
+ G 0|�|2� = 0 (17.96)

where � is the wave amplitude, G 0 = 4χ2(J w)−1 in which χ is the exciton–phonon interaction parameter,
J is the longitudinal dipole–dipole coupling energy, and w is the longitudinal spring constant for the
hydrogen bond. Since an anesthetic molecule creates distortion within the protein and so disturbs the
coupling, the quantity G 0 is likely to vary. Thus, following [74], this latter quantity is replaced by a
function G(x) = G 0 + εG 1(x), so that smooth variations permit a soliton to adjust to the ambient
changes only with a slight disturbance. If however, the changes are abrupt, the soliton may not be able to
re-adjust and there will be progressive energy loss through radiation.

What has been proposed is the following modification of the original Davydov equation given in [94]:

ιh̄
danα

dt
= [E0 + χ1(βn+1,α − βn−1,α)]anα − J (an+1,α + an−1,α)

+ χ2[an+1,α(βn+1,α − βn,α) + an−1,α(βn,α − βn−1,α)] + L FL + N FN + · · · + Z FZ (17.97)

The index n specifies a particular unit cell, in the H–N–C=0 group counted longitudinally along the
helix, and α = 1, 2, 3 specifies each of the three spines of the latter. The term anα is the probability amplitude
for the vibrational excitation of the amide I group located at spines n, α; E0 is the quantum energy of the
amide–I vibration; βnα is the longitudinal displacement of the residue located at n, α; w is the linear spring
constant for a hydrogen bond; J is the dipole–dipole coupling energy between a particular amide–I group;
χ1 orders the coupling between exciton and phonon interactions; and χ2 orders the change in the J term
by stretching the helix between cells n + 1 and n. The terms L FL , N FN , . . . , ZFZ are additional dipole
coupling terms relative to the helical structure that assist the necessary efficiency of the mechanism. There
is also the accompanying equation giving the second variation of the longitudinal displacement

M
d2βnα

dt2 = w(βn+1,α − 2βnα + βn−1,α)

= χ1(|an+1,α|2 − |an−1,α|2) + χ2(a∗
nα(an+1,α − an−1,α) + (a∗

n+1,α − a∗
n−1,α)anα) (17.98)

where M denotes one-third the molecular weight of a unit cell.
In the presence of an anesthetic molecule, Equations (17.97) and (17.98) are modified by adjusting

the values of J , w , and χ1. For instance, the term J , the resonant interaction between adjacent amide–I
dipoles, is approximated by

J ≈ d2

4πε0r 3
(3 cos2 θ − 1) (17.99)

where d denotes the dipole moment, r the distance between dipoles, ε0 is the dielectric coefficient, and θ

the angle between dipoles. So when an anesthetic molecule severs the hydrogen bond in an α–helix, causing
the latter to unwind, the distance r will increase and therefore J will decrease accordingly. The subsequent
distortion in the helical coil will cause the extra coupling terms N FN , . . . , Z FZ to be shifted incremently.
The solutions to the system (17.97), (17.98) have been determined by computer-implemented numerical
methods and appear as mobile solitons of sech pulse type, as depicted in [74].

One basic observation is that protein conformations are purportedly influenced by weak van der Waals
quantum mechanical forces, known as London dispersion forces which permit the dissolution of anesthetic
gases in the hydrophobic pockets. In short, there is an interplay between the amino acids of the protein
pocket and those of the anesthetic molecule which involve a shifting of electron locations to avoid repulsion
and maximize the attraction between electrons and positively charged nuclei. This scenario is just a version
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of the ‘perturbed protein hypothesis’ and is further discussed in [56] in relationship to how tubulin
conformational states might function as qubits, a separate issue which we do not pursue here.

Although the discussion deals with the biophysical aspect of how the anesthetic molecule can perturb
protein conformations, it does not by itself completely explain the specific anesthetic actions (that is,
how the anesthetic molecules bind selectively only to a few ‘target’ proteins). In the case of intravenous
anesthetics, the main target is either the GABAA ion channel (GABA abbreviates γ –aminobutyric acid)
or the NMDA receptor. In contrast, the class of volatile anesthetics might bind to more than one target,
including Na+ or Ca2+ voltage–gated ion channels, two-pore domain K + channels, and interestingly
enough, the 4-α-helix bundle of the SNARE complex (see Section 17.11.5) that drives synaptic vesicle
exocytosis. These and other observations will bear further relevance to the notion of “SNARE zipping” to
be discussed in Section 17.11.5.

17.10 Stochastic Resonance in Neural Networks

The underlying theme of this section concerns to an extent how neuron signals are realized as intermittent
pulsations through spikes (vis-a-vis action potentials) as propelled along a nerve axon, thus inducing
potentials within a configuration of postsynaptic neurons. The postsynaptic potentials (PSPs) undergo
spatial and temporal summation in the dendritic tree of each neuron and when the transmembrane voltage
at the axonal hillock reaches a threshold value, it triggers an axonal action potential that is transmitted to the
presynaptic boutons for subsequent neuromediator release. A physiological principle is that information
processing is based mainly on the dynamics of such spiking networks in relationship to the acclaimed model
of Hodgkin–Huxley. An action potential on reaching the endpoints of an axon triggers the secretions of
neurotransmitters into the synaptic cleft. The neurotransmitters traverse the synaptic cleft and arrive at
the membrane of the postsynaptic neuron, activating ligand gated ion channel receptors that allow for
electrogenic transmembrane ion fluxes that alter the transmembrane potential and generate postsynaptic
electric currents. Such inputs are said to be depolarizing or excitatory if the spiking rate is increased, and
in contrast, they are said to be hyperpolarizing or inhibitory if the spiking rate is decreased (otherwise
said, greater and diminished probabilities for spiking, respectively). Within a spike train may be found
differing behavior: regular, or fast spiking, or bursting. The spike count in an essential way influences the
rate coding and in some cases can be realized in terms of a stimulus reconstruction (for further discussions,
see e.g., [49]).

In the presence of a periodic driving force, particles passing through a double-well potential such as
those considered previously (e.g., relative to the φ4–equation), could be prone to bouncing back and
forth. When such wobbling between potential minima become synchronized with weak periodic forcing,
stochastic resonance (SR) occurs (that is, the prevailing noise within the system amplifies a relatively weak
coherent input or signal). Generally, this can be seen as the increased sensitivity to small perturbations at
a prevailing (and usually optimal) noise level (see [40]).

As pointed out in [40], the shape and amplitude of the propagating action potential is very stable. In
the absence of a neurotransmitter, the so-called resting potential of the membrane of the post synaptic
neuron is determined by the balancing of resting ionic fluxes. The opening of postsynaptic receptors
(such as AMPA, kainate, or NMDA receptors) leads to Na+ or Ca2+ influx that results in an excitatory
PSP. The PSP diffuses progressively towards the soma, while at the same time losing about 80% of its
amplitude. When the sum of arriving PSPs at the axonal hillock exceeds a certain threshold value (of the
order ≈ −55 mV), the maximum likelihood of spiking is attained. Phase-locking is seen as a correlation
between rates of neuronal discharge and time-dependence of stimuli, as often realized in the encoding of
acoustical information on the primary auditory nerve where evidence suggests SR results from the firing
of periodically stimulated neurons. Since all of this seems to occur in a noisy environment, it leaves open
the possibility that the relevant systems are somehow conditioned to welcoming ambient noise for the
purpose of neural processing.

Another example is the visual cortex where quanta of information are encoded not by individual cells,
but rather by communities of these. Typically, place cells are representative of encoding information within
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an environmental frame of reference, whereupon a quorum of cells responds to the demands of a given
location. Each constituent putatively breaks down its response in terms of an average, plus a variation in
noise (again, neurons can be characteristically noisy, and in turn, can cause noisy synaptic inputs which
may impede transmission relay), thus contributing to sequences of spiking, in turn encoding information
within the period of stimulus. Eventually, there results an overall cumulative response to the environment in
relationship to the direction of motion, color, shape, form, etc., since they are encoded into the appropriate
regions of the visual cortex. It is plausible that some type of computational procedure could in part arise
from population coding, but be further enhanced by the effects of SR. Whereas maximum likelihood
methods can involve substantial data accumulation, a viable alternative suggests establishing an “electoral
system” for predicting vectors by regarding the activity of a given cell as a “vote” for taking a preferred
direction [86]. Periodic inputs give rise to spike trains, but SR seems an acceptable enough hypothesis for
the surpassing of a threshold in order to attain an action potential.

SR appears particularly relevant for NMDA receptors which are necessary for synaptogenesis. The
opening of a NMDA channel permits a passage of Ca2+ ions, which signal and trigger off complex chain
reactions influencing the actual strength of synapses, and in turn the working efficiency of subsequent neu-
ral and mental events. More specifically, the Ca2+ influx results in fast actin-based dendritic spine plasticity
(short-term memory) and is also involved in memory stabilization via activation of Ca2+/calmodulin-
dependent kinase II (CaM-K II) and subsequent cytoskeletal reorganization, ion channel modulation
and/or gene activation (long-term memory). The NMDA receptors might utilize some form of SR due
to the relatively long period during which the receptor remains in an open conformation (≈ 200 ms )
and the gradual deinhibition of the receptor by the Mg 2+ block. In particular, it has been shown that
back-propagating action potentials can deliver sufficient depolarization to postsynaptic NMDA receptors
in order to release the Mg 2+ block, and the capability of the back-propagating action potentials to active
NMDA receptors is increased if the timing of the presynaptic glutamate release and postsynaptic firing is
further synchronized [70]. This mechanism leaves open the possibility that NMDA receptor–activation
may utilize some ambient noise to attain to SR.

17.11 Molecular Bases of Synaptic Transmission

17.11.1 Introduction

Synaptic connections are viewed as forming the principal means for the engagement of memory and envi-
ronmentally related functions. Operational changes in pre-existing synapses influence synaptic plasticity
and cognition as realized by the re-emergence of new synaptic connections, neurotransmitters, and classes
of signaling molecules [36].

In the central nervous system (CNS) are two major types of synapses: the chemical and electric type.
About 90% of the synapses are chemical and transmit biological information in the form of a neuromediator
released in the synaptic cleft that further binds to ionotropic and metabotropic receptors at the postsynaptic
neuron. The chemical synapses are evolutionarliy younger, meaning that they possess a greater capability
for information transfer than the electric ones. Usually, it is considered that chemical synapses transmit
information in a unidirectional sense from a presynaptic site to a postsynaptic site. Yet this is true only
when considering the electric potential, and it is generally not true when one considers the protein–protein
coupling of presynaptic and postsynaptic neurons. On the other hand, the small percentage of electrical
synapses that comprise direct cytosolic linkages between two neurons via protein channels, known as gap
junctions, allows for a free exchange of small molecules and trophic factors. The passage of electric currents
is not impeded, so the voltage spreads into the neighboring neuron without time delay, but is subjected to
a spatial decrement as derived from the cable equation (17.49). In the case of axo–axonal gap junctions,
the voltage may be beyond the critical threshold and could trigger an action potential in the neighboring
axon. This may result in fast 200 Hz axonal coupling. In dendro–dendritic signaling, the electrical synapses
may lead to the generation and propagation of Ca2+ waves in view of the existence of voltage-gated ion
channels in the dendritic spines that are capable of generating action potentials.
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17.11.2 The Beck---Eccles Hypothesis

Synaptic vesicle exocytosis is a fundamental process of rapidly releasing rates of high-frequency signaling
across chemical synapses whereby efficiency determines the effective synaptic strength. Within each bouton
lies a multitude of vesicles, each of which contains 500 to 1000 molecules of synaptic transmitters (such
as glutamate, aspartate, GABA, etc.). The neurotransmission property of glutamate causes a momentary
decrease in the electric potential across the postsynaptic membrane, creating an excitatory post-synaptic
potential (EPSP) of the dendrite. The failure to release such neurotransmitters, or a demise in efficiency,
may create so-called “silent” synapses. Consequently, the notion of synaptic plasticity is considered the
result of a fluctuation between the silencing and awakening of the synapses.

The axonal terminal bouton in the CNS neurons is a bulbous structure containing 30 to 50 synaptic
vesicles (SVs) organized by a complex protein scaffold called the presynaptic vesicular grid (PVG) or
cytomatrix of the active zone (CAZ), where the latter term is used more frequently in recent articles [115].
Only those docked vesicles at the active zone of the presynaptic membrane can undergo rapid fusion on
neurotransmitter release under Ca2+ entry. The number of docked vesicles varies from 3 to 13, and is
referred to as a rapidly releasable vesicle pool. SVs attached to actin or microtubules via synapsin-1 represent
a population of vesicles that can be mobilized only after some activation. In this respect, they comprise the
so-called reserve vesicle pool. The CAZ, being of a paracrystalline structure, appears suited to the ordering
and regulation of exocytosis, and conceivably such ordering, as originally suggested by Beck and Eccles
[11], is conducive to long-range interactions and is thus a valid premise for inherent quantum events,
whereby intention may take effect on neuronal networks by increasing the probability for exocytosis. The
latter process may engender a combination of many probability amplitudes and thus induce a coherent
action.

That actual probabilistic events originate from a quantum mechanical process is suggested by a trigger
mechanism involving a Ca2+ interaction within structures of an extreme microscopic nature. Effectively,
when a nerve impulse impinges upon a bouton, depolarization induces an entry of Ca2+ ions that combine
with synaptotagmin-1 for subsequent triggering of exocytosis. The trigger mechanism is partly modeled
by the quantum tunneling of a quasiparticle with one degree of freedom. This quasiparticle is represented
by the variable q and denoted by the potential energy of the motion by V(q). The resulting wave function
ψ = ψ(q , t) satisfies the NLS

ιh̄
∂ψ

∂t
+ h̄

2M

∂2ψ

∂q 2
− V(q) · ψ = 0 (17.100)

Next, let p1(t) (respectively, p2(t)) be the probability that exocytosis does (respectively, does not) occur.
The wavepacket may reside either “left” or “right” of the potential barrier through which the energy
tunnels. Accordingly, we have the probabilities

p1(t) =
∫

l e f t

ψ∗(q , t)ψ(q , t) dq

p2(t) =
∫

r ig ht

ψ(q , t)ψ∗(q , t) dq (17.101)

where p1(t) + p2(t) = 1. Intention procedures could be viewed as assisting in the coupling of these
probabilities in order to maximize the likelihood of synaptic exocytosis, and subsequently the formation
of the EPSP.

Taking into consideration the energy barrier height as well as the experimentally measured probability
for occurence of exocytosis, the mass of the tunneled quasiparticle was calculated to be six times the
mass of the proton or less. Exceeding this critical mass would turn the motion of the quasiparticle into
classical, thus making it unable to penetrate the potential barrier. Further, in [11], it is suggested that
exocytosis might depend upon the tunneling of electrons between the vesicle membrane and the presynaptic
membrane lipids. The original suggestion required pure tunneling that is not sensitive to temperature.
Since the temperature dependence of exocytosis has been experimentally verified, we consider the pure
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tunneling idea as unfeasible. Instead, in [47,48], it is suggested that exocytosis undergoes vibrationally
assisted tunneling (VAT), hence the protein thermal breathing is essential to accelerate the process. The novel
VAT model was corroborated by the experimental evidence for VAT in hydrogen tunneling performed
by dehydrogenase systems [103,104] and is in close agreement with that calculated for the mass of the
tunneled quasiparticle in [11].

Remark 17.5 The Beck–Eccles hypothesis has often been linked to a quantum–theoretic basis for the
neurophysiology of mind and intention [11,36,84]. Related to the basic questions is the von Neumann–
Wigner theory of Stapp [102], which involves time-scales of 10−23s which do not seem feasible for biological
processes (we regard a 10- to 15-ps interval as feasible for such processes). In mathematical terms, the pos-
sible role of projection–valued probability densities in the context of a Hilbert (state) space, as suggested in
[102], does not seem entirely out of line as a possible mechanism for approaching the problem. However,
as we have pointed out, since the environment of the cytoplasm appears conducive to the occurrence of
SR and chaotic effects, we would thus propose operational probabilities (e.g., in regard to those previously
mentioned for exocytosis), as belonging to a wider class representative of a semi-classical/quantum stochas-
tic process exhibiting “fuzzy,” rather than “sharp” characteristics (as would be in the case of projection
operators). The distinctions between such operational processes are explained in precise mathematical
terms in [52].

17.11.3 Active Zones

Active zones (AZ) are presynaptic sites both for vesicle docking and subsequent fusion releasing neuro-
transmitters into the synaptic cleft. Characteristic properties of the AZ include the following [115]:

(1) Synaptic vesicles cluster, tether, and fuse at the AZ.

(2) The plasma membrane of the active zones appears to be electron dense as viewed by electron
microscopy (implying the existence of a perimembraneous protein scaffold).

(3) The AZ is closely aligned with a post synaptic density (PSD) area such that the AZ spans the same
width as the PSD and the extracellular space between the two membranes.

(4) The AZ has two gates essential for neurotransmission: one for Ca2+ entry (the voltage gated Ca2+

channel), and another for the neurotransmitter exit, which is the synaptic vesicle fusion site.

The vesicle fusion sites are so specialized for creating a protein fusion pore (aligned by a circular array of
5 to 8 syntaxin molecules), thus allowing the lipid bilayers of synaptic vesicles and AZ plasma membrane
to unite. In this way, the main purpose of the plasma membrane at the AZ during neurotransmitter release
is to mediate fusion of synaptic vesicles as they interact with the depolarization-triggered presynaptic
Ca2+ microdomains. Multidomain scaffold proteins constitute the large protein complexes at the pre-
and postsynaptic sites, while pre-assembled dense-core transport vesicles deliver the necessary protein
constituents of the CAZ. Although christened with musical names, Piccolo and Bassoon are two types of
scaffold proteins underlying the PTV (Piccolo–Bassoon transport vesicle), which transport components
of the CAZ. Their vesicular features imply an amount of 3 to 5 PTV’s adequate for forming the functional
presynapse [72].

17.11.4 Presynaptic Ca2+ Microdomains

Ca2+ entry through voltage-gated Ca2+ channels (for short, VGCCs) results in a highly heterogeneous
distribution of the near-membrane Ca2+. Experimental data has shown that micromolar Ca2+ concen-
trations occur within tens of nanometers of sites of Ca2+ entry, and that Ca2+ concentrations reach basal
levels at less than 350 nm from the entry point [10]. Exocytosis is possible when the presynaptic Ca2+

level is increased in the range 50 − 150 μM. There is a sharp nonlinear dependence of the secretory
rate on the level of Ca2+ suggesting that at least four Ca2+ ions must bind with positive cooperation
to a target complex in order to trigger rapid secretion [116]. As a result of the spatial confinement of
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microdomain Ca2+, only a fraction of the presynaptic vesicles are exposed to a Ca2+ trigger during a
depolarizing stimulus. In [10], it was determined that the proximity of the Ca2+ microdomain to the
docked vesicle, and not the absolute Ca2+ amplitude, is the major factor for release. Also, the evidence
that vesicles and Ca2+ microdomains are uncoupled when they are spread more than 300 nm apart, has
several implications. Firstly, with the current depolarizing stimulus, only about half of the morphologically
docked near-membrane vesicles are within reach of microdomain Ca2+. Secondly, of these vesicles, about
10 % can be instantly released when triggered, suggesting that additional intrinsic factors are responsible
for triggering the vesicle fusion [10].

17.11.5 The SNARE Complex

We proceed to describe two important mechanisms corresponding to protein constituents such as synapsin-
1 and synaptotagmin-1. In [61], it is proposed that phosphorylation of synapsin-1 by Ca2+

dependent
kinases, on releasing synaptic vesicles (SVs) from actin filaments, may accelerate the passage of vesicles to
the presynaptic membrane. Thus, the Ca2+ entry may stimulate the engagement of SVs from the reserve
pool making them tether and dock within the active zone where they are available for rapid release. In [62],
it is shown that cytoskeletal protein tubulin binds directly to synaptotagmin-1, which promotes tubulin
assembly. At the same time, synaptotagmin-1 functions by attaching synaptic vesicles to microtubules in
high concentrations of Ca2+

.
Hirokawa et al. [61] presented quick-freeze deep-etch EM images, where microtubules are occasionally

seen to run close to the presynaptic membrane. Thus, presynaptic microtubules may be directly connected
to docked SVs, or cross-linked to the SVs by the CAZ scaffold proteins. Although exocytosis per se, is driven
by the core SNARE protein complex1 assisted in its action by the C2 domains of synaptotagmin-1 (which
bind presynaptic membrane lipids in the presence of Ca2+), we wish to point out that local solitonic control
may be a requirement for tunneling through the energetic barrier for synaptic pore opening and membrane
fusion.

An essential feature of the SNARE complex lies in its assembly, which facilitates fusion of SV and pre-
synaptic membrane lipid bilayers. In the case of neurons, the SNARE complex is composed of the vesicle
protein synaptobrevin and the presynaptic membrane proteins syntaxin-1 and SNAP-25. The cytoplasmic
domains of these proteins assemble into a four α-helix bundle that unites the vesicle and presynaptic mem-
branes. The Ca2+ sensor synaptotagmin-1, together with various accessory proteins, are considered as
collaborating with the core SNARE complex in order to create a tightly regulated SV fusion at the synapses.
Supplementary agents of the fusion machinery assembly are the vesicle tethers (e.g., synaptotagmin-1 and
β–neurexin). Synaptobrevin and synaptotagmin on an SV couple with their cognate targets anchored
in the plasmalemma (syntaxin, SNAP-25, β-neurexin), thus forming the so-called SNAREpins. The core
SNARE complex can be seen to be formed by the zipping of four α–helices, where synaptobrevin and
syntaxin contribute one α–helix each, while SNAP-25 contributes two α–helices. Syntaxin and SNAP-25
are localized to the presynaptic plasma membrane, whereby those proteins interact with Ca2+ channels.
This is the relevant mechanism for close proximity of the fusion machinery to the Ca2+ microdomains
generated by presynaptic depolarization [19]. Prior to the terminal bouton depolarization, the core SNARE
complex is half-zipped. In order for the vesicle fusion to proceed, the full zipping is required and it is at
this stage that the described Davydov solitons supported by additional dipolar coupling/moments, should
be seen as instrumental. Indeed, according to the estimate of Beck–Eccles, the tunneling quasiparticle
could be up to six times the mass of the proton. Considering the calculated mass of the Davydov soliton
being approximately 5% of the proton mass and the fact that the fusion pore is formed by 5 to 8 SNARE
complexes, one might hypothesize that vibrationally assisted quantum tunneling of a Davydov soliton
might trigger zipping of all the SNARE complexes within the fusion pore.

1Soluble NSF attachment protein receptor, where NSF abbreviates N-ethyl-maleimide-sensitive fusion protein.
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FIGURE 17.4 A nanomolecular mechanism for membrane fusion and exocytosis. The core SNARE complex is
formed by four α-helices contributed by syntaxin, SNAP-25, and synaptobrevin. The SNARE zipping could be induced
by Davydov soliton dynamics as triggered by a conformational change in the synaptotagmin molecule under a binding
of four Ca2+ ions within the influence of long-range quantum correlations in the CAZ scaffold. Synaptotagmin C2A
and C2B domains also dip into the plasma membrane, thus destabilizing locally the lipid bilayer and exerting an
additional traction force upon the docked synaptic vesicle. In the inactive state, the syntaxin molecule is not engaged
in the SNARE complex, but instead forms a 4-α-helical bundle with its own Habc domain.

Vesicle tethering complexes containing protein subunits, by their internal structure promote SNARE
complex assembly and harbor large multidomain proteins. The α–helix containing polypeptides within
several complexes have some influence over the tether length and, hence, in constraining vesicle movement.
Syntaxin is bound to n-Sec1 prior to formation of the core complex. The dissociation of n-Sec1 from
syntaxin is considered to be aided by Rab proteins, which in turn permit a nucleation binding of the
neuronal SNAREs : syntaxin, SNAP-25, and synaptobrevin (see Figure 17.4). Following the fusion process,
α–SNAP and NSF are taken from the cytoplasm, and subsequent ATP hydrolysis by NSF causes dissociation
of the SNARE complex. Eventually, syntaxin, SNAP-25, and synaptobrevin can be recycled for subsequent
neuromediator release.

Volatile anesthetics (VAs) can interfere with the SNARE complex in regulating neuromediator release
since both syntaxin-1 and SNAP-25 are VA–hypersensitive (see e.g., [24,25,111]). Of the VAs, halothane has
been shown to bind to a hydrophobic pocket with a 4–α–helix bundle [69], suggesting that the hydropho-
bic core SNARE complex is a suitable target for VAs. Isoflurane binding to the ternary syntaxin/SNAP-
25/synaptobrevin core complex was directly measured by 19F-NMR spin–spin relaxation [24], and in
addition, it was shown that isoflurane binds to the ternary complex itself and not just to a contaminating
monomer. Since most VAs (e.g., halothane, isoflurane, sevoflurane, enflurane, etc.) in anesthetic clinical
concentrations dramatically reduce the glutamate release in the cerebral cortex, we suggest that the blocking
of exocytosis in the cerebral cortex per se may be instrumental in the cause of anesthesia (unconsciousness).

The SNARE complex, while functioning as a fusion mechanism, may be capable of receiving Ca2+

signals transmitted by synaptotagmin-1 Ca2+ binding, which may result in the fusion of synaptic vesicles
with the presynaptic membranes. In relationship to our discussion of kink/antikink solitons, the possibility
opens up that a traveling kink, antikink, or breather originating in the CAZ scaffold may function as a
necessary supplemental agent for triggering exocytosis, since the Ca2+ entry per se is insufficient to prevent
exocytosis failure. Thus, the various soliton-like systems we have considered may be proposed to model the
supply of the additional energy required to ensure the Ca2+–triggered full zipping of the SNARE complex.
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The model is consistent to that conjectured in [19], namely that exocytosis results from the cooperative
interaction of SNAREs, synaptotagmin-1, and in our case, we include the dynamics of the CAZ scaffold.

17.12 Conclusions

In the context of biophysical nonlinear excitation phenomena we have discussed some mechanisms for
microtubule biodynamics. The solitonic-like interactions ambient to microtubular surfaces suggest a num-
ber of possibilities for interaction between local EM-fields of electro–neural impulses and the cytoskeletal
structure. The broader model as we have proposed includes agencies of protein catalysis, energase action,
VAT, stochastic resonance and certain mechanisms afforded by the Davydov solitons to determine struc-
tural changes within the α–helices in relationship to the SNARE complex. The cumulative effect of this
resonant system is seen to induce an EM-field through the sequence of events

EM–field =⇒ tubulin–tail solitons =⇒ CAZ and SNARE solitons =⇒ exocytosis =⇒ EM–field

By means of this sequence we may envisage a framework supportive of a unitary cybernetic system.
Such a progression of ideas seems crucial towards understanding the neurobiological basis for information
transmission within neural networks and one that may be relevant to further research into fields of
nanomolecular structures involving biosensory processors and protein engineering. Further, we have
suggested the possible implementation of related quantum or semi-classical computational schemes such
as to be assessed in future work.
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18.1 Introduction

The prevailing view of neural information processing is based on passive properties of the membrane
derived from the application of linear cable theory to dendrites, e.g., [114]. Recent studies, however, have
suggested nonlinear models that accommodate new experimental evidence that appears to be inconsistent
with this classical view. In particular, conventional theories do not satisfactorily explain: (a) significant
fluctuations of synaptic efficacy over short periods of time in response to a recent burst of activation,
e.g., [54], (b) a variety of active ion-channels capable of affecting the local membrane electric properties,
and (c) nonlinear responses localized to specific dendritic sites, pointing to highly specialized mechanisms
correlated with specific inputs. On the other hand, nonlinearities inherent in the new models, e.g., [74,133],
give rise to a wider repertoire of (computational) capabilities, such as multiplication, fast correlation, etc.
Moreover, experimental and theoretical support for conductive properties of protein filaments and the
ionic clouds around them is becoming available, which indicates a far more complex picture of the signaling
and information processing phenomena in neurons and other cells.

In this chapter, we suggest that functional electrodynamic interactions between cytoskeletal structures
and ion-channels are central to the neural information processing mechanism. These interactions are
supported by long-range ionic wave propagation along microtubule networks and actin filaments, and
exhibit subcellular control of ionic channel activity, hence impacting the computational capabilities of the
whole neural function. Cytoskeletal biopolymers, including actin filaments (AFs) and microtubules (MTs),
constitute the backbone of wave propagation, and in turn interact with membrane components to modulate
synaptic connections and membrane channels. Indeed, only recently clear functional interactions between
these cytoskeletal structures have become apparent. Association of MTs with AFs in neuronal filopodia
appears to guide microtubule growth, and plays a key role in neurite initiation [28]. This is further
evidenced by the presence in neurons of proteins that interact with both MTs and F-actin, and proteins
that can mediate signaling between both types of filaments. This is likely used to control microtubular
invasion. The microtubule associated proteins MAP1B and MAP2, for example, are known to interact
with actin in vitro, e.g., [146]. Cross-linking, MAP2 and/or MAP1B is highly probable to associate with
both types of filaments contributing to the guidance of MTs along AF bundles. Extensive evidence exists
confirming a direct interaction between AFs and ion channels, and a regulatory functional role associated
with actin. Thus it is clear that the cytoskeleton has a direct connection to membrane components, in
particular channels and synapses.

In the following, we demonstrate how each individual cytoskeletal component is capable of supporting
both ionic and electronic wave propagation. In particular, we present a molecular dynamics model of the
dendritic microtubule network (MTN) where arrays of MTs are interconnected by MAP2s. In this model,
ionic waves propagate along the MTN and interact with C-termini of MTs to generate collective modes
of behavior. Also in this chapter, a biophysical model of nonlinear ionic wave propagation along AFs is
presented, supported by experimental evidence. Finally, we describe a model for a direct regulation of
ion-channels and synaptic strength by AFs and networks of MTs that control the electrical response of the
dendrite in particular, and the neuron in general. We begin this chapter by providing a general overview
of the structure and function of a nerve cell, emphasizing the role of cytoskeletal filaments, ion channels,
and their interactions.

18.2 The Neuron

The neuron is the quintessential communicating cell. A great variety of neural subtypes can be found
interconnected to one another in complex electrochemical circuits via multiple synaptic connections. Thus,
the amount of information processing by a neural circuit depends on the number of such connections or
synapses. Neurons are highly polarized cells, whose level of morphological complexity increases during
maturation into distinct subcellular domains. A typical neuron possesses three functional domains. These
are the cell body or soma containing the nucleus and all major cytoplasmic organelles, a single axon, which
extends away from the soma and takes cable like properties, and a variable number of dendrites, different
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FIGURE 18.1 Two prominent examples of nerve cells.

in shape and complexity, which emanate from the soma. The axonal terminal region, where the synapse
contacts it with other cells, displays a wide range of morphological specialization (see Figure 18.1).

Two major types of synapses can be found: (a) asymmetric, responsible for the transmission of excita-
tory impulses, and (b) symmetrical, present in inhibitory synapses. Turning morphology into a functional
feature, the soma and dendritic tree are the major domains of receptive inputs. Thus, both the dendritic
arborization and the axonal ramifications confer a high level of sub-cellular specificity in the localization of
particular synaptic contacts on a given neuron. The extent to which a neuron may be interconnected largely
depends on the three-dimensional spreading of the dendritic tree. Dendrites contain a large number of
dendritic spines, which are small sac-like organelles, projecting from the dendritic trunk. Dendritic spines
are more abundant in highly arborized cells such as pyramidal neurons, and scarcer in lowly interconnected
smaller-sized dendritic tree inter-neurons.

Spines are the dendritic regions where most excitatory inputs are found, such that each spine contains
one asymmetric synapse. The number of excitatory inputs can be correlated with the number of spines
present in the dendrite. Dendritic spines are complex saccular enlargements, containing ribosomes, and
cytoskeletal structures, including actin, and α- and β-tubulin. Electrically speaking, a single neuronal
circuit is closed such that afferent inputs reaching the soma and the dendritic tree are transferred to the
axon at the other pole of the cell which, in turn, is responsible for transmitting efferent neural information.
Both the morphology of the axon and its course through the nervous system are correlated with the type
of information processed by a particular neuron, and by its interconnectivity with other neurons. While
the axon leaves the soma with a small swelling known as the axon hillock, some neurons protrude the
axonal projection from the main dendrite instead. Cytoskeletal components are highly relevant in the
structure/function of the neuron. The axonal hillock contains large “parallel” bundles of MTs. Axons are
also located with other cytoskeletal structures, such as neurofilaments, which are more abundant in axons
than in dendrites. The dynamics in cytoskeletal structures is central to our contention that information
can be processed and “delivered” to the synaptic function by changes in the cytoskeletal structures.

Dendrites are the principal element responsible for synaptic integration and for the changes in synaptic
strengths that take place as a function of neuronal activity. While dendrites are the principal sites for
excitatory synaptic input, little is still known about their function. The activity patterns inherent to
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the dendritic tree-like structures, such as in integration of synaptic inputs, are likely based in the wide
diversity of shapes and sizes of the dendritic arborizations [116]. Some dendrites are unipolar, while
others are multipolar; some have many orders of branching, while others have only one or two; and some
branch primarily in two dimensions, while others have complex three-dimensional structures. The size
and complexity of dendritic trees increase during development, which has been associated with the ability
of the neural system to organize and process information [49]. The majority of synapses, both excitatory
and inhibitory, terminate on dendrites, so it has long been assumed that dendrites somehow integrate
the numerous inputs to produce single electrical outputs. It is increasingly clear that the morphological
functional properties of dendrites are central to its integrative function. Branching in this context is
essential to the increasingly complex ability of the neuron to respond to developmental complexity. Nerve
branching and complexity are controlled by both external and internal cues. Of current interest to this
are substrate and electromagnetic fields, while also recognized are the chemical gradients involved in local
adaptation. Highly relevant to adaptation is cytoskeletal dynamics, as the dendritic cytoskeleton plays a
central role in the process of ramification, filopodia formation, and more specialized neuronal activity
such as long-term potential (LTP) and long-term depression (LTD) circuit dynamics, including memory
formation.

The electrotonic or passive properties of dendrites became of great importance to our understanding
of dendritic integration of synaptic signals. Early hypotheses were supported by work on motor neurons
[34] and sensory receptors [38,67]. In that action, potentials were initiated in the axon hillock region as a
result of the graded or algebraic summation of EPSPs and IPSPs occurring in various parts of the neuron.
Because of the relatively short space constant calculated for motor neurons [18], it was predicted that
excitatory post-synaptic potentials from synapses on the distal portions of dendrites would be ineffective
in firing a neuron. Rall [115] revolutionized the field of dendrite physiology by using cable theory for the
study of neurons and their dendrites. Action potentials initiated in dendrites by synaptic stimulation were
later observed propagating in both directions at velocities of around 0.3 m/s. [7,21,43]. Direct intracellular
recordings from dendrites of cerebellar Purkinje cells [84], cortical neurons [57], and hippocampal neurons
[153] confirmed that action potentials could be initiated and propagated in dendrites. Very little is known,
however, about the active, or voltage-dependent, properties of dendrites, and many questions remain
unanswered. Such as the types of ion channels present in dendrites, location, and how active properties
alter synaptic integration.

The firing of action potentials elicits characteristic M-shaped Ca2+ profiles across the neuron. The
Ca2+ rise is small in the soma, highest in the proximal apical and basal dendrites, and small again in the
distal apical dendrites [62,100,118–120]. The spatial distribution of Ca2+ channels explains the distinct
Ca2+ rise in various cell locations but rather reflects the propagation into the dendrites of trains of action
potentials. Imaging with Na+-sensitive dyes has yielded similar patterns, suggesting that Ca2+ influx
into the dendrites is driven by Na+ influx into the dendrites which is driven by Na+-dependent action
potentials [62]. Ca2+-dependent action potentials have been demonstrated in hippocampal neurons and
dendrites [131]. Most of the action potential induced Ca2+ entry is mediated by voltage-gated Ca2+

channels [100]. Multiple types of voltage-gated Ca2+ channels have been demonstrated in hippocampal
neurons [36,40,68,101]. Based on the addition of specific Ca2+ channel blockers, the presence of L-, N-,
P-, Q-, R-, and T-type Ca2+ channels has been reported [16]. This channel distribution may contribute to
spike-triggered Ca2+ entry into the soma and apical dendrites. Both low-voltage activated (LVA) channels
and at least one high-voltage activated (HVA) channel seem to be most predominant in regions of the den-
drite at least a 100 mm from the soma. Experimental results strongly suggest a heterogeneous distribution
of different types of voltage-gated Ca2+ channels within the soma and dendrites of hippocampal neurons
[152]. The presence of Na+ channels in distal dendrites helps explain the back-propagation of action
potentials well into the dendritic tree [88,89,138,139,141]. Action potential propagation in dendrites is
rather low, and susceptible to the effects of cable filtering.

A most prominent feature of dendritic ion channel regulation is the potential boosting and enhancement
of distal synaptic events. Voltage-gated Na+ and Ca2+ channels may play an important role in amplify-
ing the magnitude of EPSPs towards the soma. However, channel regulation may also be important for
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dendritic interactions in the immediate vicinity of the synaptic input. Voltage-gated channels may alter the
local input resistance and time constant, which in turn would influence both spatial and temporal sum-
mation of EPSPs and IPSPs, thus conveying highly nonlinear interactions; signal amplification [64,137].
Thus, the nonlinear properties of dendrites may serve as electronic devices. In addition to providing an
output, the action potentials elicited by synaptic input, whether initiated at the local synaptic sites or at
the axon hillock and back-propagated into the dendrites, would essentially reset the dendritic membrane
potential. Action potentials might also provide feedback or an associative signal to other synapses active
just before or just after the action potential.

Back-propagating action potentials may also provide feedback to dendritic synapses after a neuronal
output has occurred. Ca2+ signals are implicated in post-synaptically-induced synaptic plasticity such as
short-term potentiation (STP) [92], LTP, and LTD [8,15]. Actin has long been postulated to play important
roles in neuronal morphogenesis. High concentrations of actin have been found in the leading edge of
the growth cones of developing neurons, and in synapses of mature neurons. Actin filament dynamics
also plays a role in a number of related phenomena, including axon initiation, growth, guidance, and
branching, in the morphogenesis and stability of dendrites and dendritic spines in synapse formation
and stability. Neurons conduct two types of cytoplasmic growth processes in axons and dendrites, both
of which are functionally and morphologically distinct, but are developmentally led from the growth
cone. Growth cones are composed of finger-like filopodia and veil-like lamellipodia that help the growing
processes explore their environment. Axons travel long distances, and upon reaching their targets, produce
terminal branches where the growth cones are converted into pre-synaptic terminals. Dendrites usually do
not extend such long distances, but often branch extensively, giving rise to dendritic trees. Upon proper
contact with axons, post-synaptic dendritic specializations create functional synapses by opposition with
the pre-synaptic terminals of axons. These are localized to small protrusions on their dendritic trees
called dendritic spines, which are the site of most excitatory synapses. In the mammalian brain these
multiple synaptic connections are believed to play important roles in learning and memory. Thus, neural
morphogenesis requires changes in both the underlying cytoskeleton and specific interactions with the
plasma membrane. To generate a membrane protrusive structure such as an axon, coordinated changes
in actin and microtubular organization are required. Growth cones of developing neurons, for example,
rapidly extend and retract filopodia by concentred changing in cytoskeletal dynamics, namely bundled
AFs in filopodia, and composed of a cross-linked actin network in lamellipodia [80,81,155]. In this section,
we have outlined the main features of signaling taking place within a neuron. Major emphasis was placed
on the role played by the cytoskeleton in the neuron’s structure, growth, and internal signaling. The next
section discusses the main biophysical properties of the cytoskeleton.

18.3 The Cytoskeleton

The cytoskeleton is a major component of all living cells. It is made up of three different types of filamental
structures, including actin-based microfilaments (MFs), intermediate filaments (IFs) (e.g., neurofilaments,
keratin), and tubulin-based microtubules (MTs). All of them are organized into networks, which are inter-
connected through numerous particular proteins, and which have specific roles to play in the functioning
of the cell. The cytoskeletal networks are mainly involved in the organization of different directed move-
ments in cell migration, cell division, or in the internal transport of materials. Polymerization of MFs is
responsible for cell migration and for the remodeling of the leading edge of cells. Molecular motors are
protein complexes associated with the cytoskeleton and drive organelles along MTs and MFs in a “vectorial”
transport.

MTs are some of the most basic and important cytoskeletal elements in the morphological scheme of
neurons. As for the case of cytochalasins in actin structures, the addition of microtubular modifying agents
was first used to assess the role of MTs in axon elongation. Microtubular disrupting agents affect axons
first and have no early effects on growth cones and filopodia, suggesting that MTs provide support for the
axon. Conversely, microtubular invasion may be a critical element in the formation of neurite projections.
Initially, expanded lamellipodia first undergo segmentation at certain spots where MTs accumulate in an
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ordered array [27,144,156] and gradually “migrate away” from the cell body. These lamellipodia transform
into nascent growth cones. Neurite elongation takes place as the MTs in the shaft become compressed into
a narrower bundle. In cultured hippocampal and cortical neurons, this process most likely implies the
coordinated control of the major cytoskeletal components, including actin, MTs, and associated proteins.

Thus, MTs are essential for neurite development. One particular aspect of microtubular involvement
in neurite outgrowth is vesicular transport. Most membrane insertion occurs at the growth cone of
axons [22,24]. MAP-stabilized MTs, form parallel or antiparallel arrays, which might act as compression
resistant struts inside neurites [61]. Because MTs constantly invade the actin cytoskeleton in lamellipodia
of epithelial [125] and neuroblastoma cells [27], such a mechanical role for MTs could also be important
during de novo neurite initiation. Neurite-like protrusions, for example, can be induced in non-neuronal
cells by the exogenous expression of stabilizing proteins such as MAP2 and tau [72,79,157]. Spontaneous
neurite initiation is dependent on both the presence and the dynamic properties of MTs.

A number of proteins associate with MTs, including MT motors, kinases, so-called “structural” MAPs,
which alter microtubule structure, and specialized MAPs, which bind to microtubule plus or minus ends.
Members of the MAP2/tau family have long been proposed to be important regulators of neurite behavior
[10,48,151]. MAP2 and tau stabilize MTs by reducing catastrophe and promoting rescues, leading to
prolonged growth periods and thus enhanced net microtubule accumulation [32,45,75]. MAP2 and tau
stabilize MTs by binding along the outer ridges of protofilaments [2].

F-actin and MTs cytoskeletal networks are typically thought to fulfill separate, independent cellular
roles. Highly dynamic actin networks are known for their role in cell spreading and contraction. The more
stable MT cytoskeleton is known for its importance in cell division and organelle trafficking. However,
recent studies provide important roles for the actin cytoskeleton in cell division and trafficking and for
MTs in the generation and plasticity of cellular morphology. A direct physical association between both
cytoskeletons has been suggested, because MTs often preferentially grow along actin bundles and transiently
target actin-rich adhesion complexes.

Association of MTs with actin cables in filopodia appears to guide microtubule growth along the most
efficient path anti-parallel to retrograde flow [130]. Thus, specific coupling between MTs and actin bundles
presumably promotes MT advance. Proteins that are able to interact with both MTs and F-actin, or proteins
that can mediate signaling between both cytoskeletons likely control the regulation of MT invasion. This is
further strengthened by specific microtubule association of the microtubule-associated proteins MAP1B
and MAP2, both known to interact with actin in vitro [20,109,128,134,146]. Furthermore, MAP2 binds
to F-actin and efficiently induces actin bundle formation [51,129]. It is likely that by crosslinking, MAP2
and/or MAP1B associated with both cytoskeletons could be involved in the guidance of MTs along actin
filament bundles. Alternatively, MAPs could shuttle from MTs to actin and could alter F-actin behavior
by actively crosslinking AFs.

The effect of changes in the cytoskeleton on ion channel activity has been the focus of recent attention.
Most studies have employed drugs that selectively stabilize or destabilize either AFs or MTs, with resulting
effects on specific ion channel activity, either as changes in whole cell conductance or single channel
activity by the patch clamping techniques. Although direct binding of specific cytoskeletal proteins to
individual channel proteins remains to be demonstrated, recent work in which exogenous purified actin
has been added to the cytoplasmic side of channels excised from the cell membrane has in numerous cases
directly confirmed an effect of cytoskeletal filaments. A body of earlier evidence suggested that various
cytoskeletal components, including actin and actin-associated proteins, anchor, co-localize, and regulate
both the spatial stability as well as the function of ion transport proteins. It is possible that actin either binds
directly to the channels, or that actin may first interact with actin-binding proteins, which in turn regulate
(by binding or other indirect interaction) ion channel function. Independent studies demonstrated that
membrane-resident CFTR is functionally regulated by AF organization, which may also involve a direct
interaction with actin. Thus, ion channel may be controlled by direct and indirect cytoskeletal interactions.

Before we present an integrated view of the conductive properties of the active and passive structural
blocks of the cytoskeleton, we should review the current state of knowledge regarding their conductive
properties.



Electronic and Ionic Conductivities of Microtubules and Actin Filaments 18-7

18.4 Overview of Biological Conductivity

Cope [19] has presented a detailed review of the applications of solid-state physics concepts to biological
systems. He divided the discussion into seven groups. The first involves semiconduction of electrons across
enzyme particles as a rate-limiting process in cytochrome oxidase, evidenced by kinetic patters of enzymes
and microwave Hall measurements. Second, pn-junction conduction electrons were suggested by kinetics
of photobiological free radicals in the eye and in photosynthesis. Their I-V characteristics conform to the
diode equation:

I = I0exp(V/kT) (18.1)

Third, there may be a connection between superconduction and growth in nerves. Fourthly, phonons
and polarons are involved in mitochondrial phosphorylation. Next, piezoelectricity and pyroelectricity
may be involved in the growth of nerves and bone structures. Then, infrared electromagnetic waves may
transmit energy in lipid bilayers of nerves and mitochondria. Finally, complex sodium and potassium ions
in structured cell water may be analogous to valence band electrons in semiconductors, free cations being
analogous to conduction electrons. The ionic process in cell water resembles electronic conduction in
seminconductors. For dried proteins or DNA, Szent-Gyorgi[142] noticed that their conductivities obeyed
the relationship:

σ = σ0exp(−E a/kT) (18.2)

With activation energies E a on the order of 1 eV. The presence of water may cause considerable changes
in conductivities, (for example, in cytochrome oxidase this may be reduced to 0.3 eV).

Adessi et al. [1] have provided a theoretical treatment of transmission through a poly(g)DNA molecule.
They found that there was a modification of the rise of a B-DNA form, which can induce a shift of the
conduction channel towards a valence one. They found that deformation of the backbone of the molecule
has a significance on the hole transport. Furthermore, the presence of ionic species (e.g., Na) in the sur-
rounding of the molecule can create new conduction channels. In photo-excitation experiments, hole
transport occurs through coherent transport at short distances and long-range incoherent or hopping
transport at large distances. Fink et al. [39] studied the metallic behavior in λ DNA using an electron pro-
jection technique. Superconducting behavior has been observed by Kasumov et al. [66]. Porath et al. [111]
observed semiconductor behavior with a poly(g)-poly(c)DNA molecule. A scanning force microscope has
been used by de Pablo et al. [26] to observe insulating behavior. This paper models a single poly(g) DNA
lying between electrodes, and transmission was computed with a Landauer–Buettiker formalism based
on Green’s functions. The electronic properties of O2-doped DNA have been studied by Mehrez et al.
[96], who suggested that DNA conduction is affected by O2-doping, in particular hole doping. However,
ab initio atomic structure calculations of O2-doped DNA indicate negligible charge transfer. The absence
of dc conductivity in λ DNA has been investigated by de Pablo et al. [26]. First principles electronic
structure calculations indicate a minimum DNA resistance of 1016 � per molecule, and a minimum resis-
tivity of 104 �m. However, lower energy electron bombardment may dramatically increase conductivity
and with electron energies between 50 and 200 eV may lead to metallic conduction with a resistance of
2×108 �. Fink et al. [39] discussing DNA and conducting electrons stated that I-V characteristics of DNA
indicate ohmic-like behavior with a resistance of 2 M� for a 600 nm-long DNA rope corresponding to
ρ = m� cm. These authors speculate that DNA may be semiconducting, insulating, or metallic simultane-
ously depending on the arrangement of molecules in the structure. Endres et al. [37] discussed the quest for
high-conductance DNA saying that DNA conduction is an unsolved problem first enunciated by Eley and
Spivey [35]. Experimental outcomes range from insulating to semiconducting to even superconducting,
and the uncertainties depend on: (a) contacts between the electrodes and the DNA and (b) differences in
the molecules (sequence, length, arrangement, preparation) within the DNA. It appears that drying DNA
can lead to conformations with localized electronic high states, although hole doping of the backbone
by counter-ions might also be possible. Wet DNA may support electrical current due to solvent impurity
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states in the large high-�∗ energy gap. Davies and Inglesfield [25] discussed the embedding method for
conductance of DNA calculations. It is believed that the pathway for transport in DNA runs through the
bases in the center of the double helix molecule. The dominant transport mechanism for DNA appears to
be coherent hopping. Calculations show extreme sensitivity to the choice of contact orbitals.

Marechal [95] discussed the transfer of protons as a third fundamental property of hydrogen bonds.
The importance of the cooperative resonance types in cyclic structures is stressed. Proton transfers along
H-bonds have been discussed as a mechanism of vital importance for chains, helices, and in cyclic structures
such as rings. Consta and Kapral [17] discussed proton transfer in mesoscopic molecular systems. Proton
transfer rates and mechanics are studied theoretically with solvent molecules in solution. The proton
transfer occurs as a result of orientational fluctuations on the cluster’s surface. The environment influences
solvent effects and reaction rates. The rate constant was established to be 1/59 ps at 260 K and for the bond
length fixed at 2Å. Morowitz [102] discussed proton semiconductors and energy transduction in biological
systems. He presented the possibility of protochemistry paralleling electrochemistry. ATP synthesis was
discussed as coupled to proton transport assuming a gated protein semiconductor across a membrane.
Protein conduction in biological structures involves the water of hydration and protein molecules.

Ripoll et al. [121] investigated ionic condensation and signal transduction. Ion condensation on biopoly-
mers at a critical value of the charge density may lead to intra-cellular signaling due to the diffusion
of condensed counter-ions in the near region along cytoskeletal filaments. A feedback mechanism was
proposed between condensation/decondensation of calcium and the activation of calcium-dependent
enzymes. This is shown to create coherent patters of protein phosphorylation. It was postulated that ion
condensation operates in signal transduction. In the case of polymer ionics [117], the conductivity depends
on temperature via the formula:

σ T = Aexp[−B/(T − To)] (18.3)

indicating activated hopping. The concept of the Fermi level in solution has been extended by Bockris and
Khan [9] through the introduction of a reversible potential for a redox couple.

Unfortunately, measurements of conductivity of biopolymers (including MTs) are fraught with difficul-
ties due to their structural heterogeneity, strong dependence on the environmental conditions (pH, ionic
concentration, temperature, etc.), and the inherent liquid state of the sample. Nonetheless, attempts have
been made recently to measure resistance values of MTs, both intrinsically and as ionic conduction cables.
Fritzsche et al. [41] made electrical contacts to single MTs following dry-etching of a substrate containing
gold microelectrodes. Their results indicate intrinsic resistance of a 12 micron-long MT to be in the range
of 500 megaohms, giving a value of resistivity of approximately 40 mega-ohms/micron in their dry state.
The same group performed measurements on gold-coated MTs [42] which were covered with a 30-nm
layer of gold following sputtering. The resistance of the thus metallized MTs was estimated to be below
50 ohms, (i.e., originated entirely due to the metallic coating). Minoura and Muto [99] measured the ionic
conductivity of MTs using an electro-orientation method under an alternating electric field. The ionic
MT conductivity was calculated as 1.5 + / − 0.5 mS/m, which is approximately 15 times greater than that
of the buffer solution. This was attributed to the counter-ion polarization and is consistent with another
recent study of ionic conductivity along MTs. Furthermore, Goddard and Whittier [47] reported their
measurements of RF reflectance spectroscopy of samples containing the buffer solution, free tubulin in
buffer, MTs in buffer, and finally, MTs with MAPs in buffer. The sample size in each case was 5 ml. The
concentration of tubulin was 5 mg/ml and in the last case the concentration of MAP2 and the tau protein
was 0.3 mg/ml. The average DC resistance reported by these authors was (a) 0.999 k� (buffer), (b) 0.424
k� (tubulin), (c) 0.883 k� (MTs), and (d) 0.836 k� (MTs + MAPs). It’s not straightforward to translate
these results into resistivity of MTs without making assumptions about their geometrical arrangement and
connectivity. However, assuming all tubulin being polymerized in case (c) and a uniform distribution of
MTs forming a combination of parallel and series networks, one can find the resistance of a 10 μm–long
MT, forming a basic electrical element in such a circuit, to have approximately an 8 M� resistance. This
compares very favorably to an early theoretical estimate of MT conductivity based on the Hubbard model
with electron hopping between tubulin monomers. This model predicted the resistance of a 1-μm MT
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to be in the range of 200 k�, hence a 10-μm MT would be expected to have an intrinsic resistance of 2
M�, within the same order of magnitude as the result reported by Goddard and Whittier [47]. While
direct experimental analysis of intrinsic conductivity of the various cytoskeletal components is still neb-
ulous, theoretical modeling of these effects is very well developed. The next section presents our current
understanding of the intrinsic conductivity of MTs.

18.5 Intrinsic Electronic Conductivity of Microtubules

Microtubules (MTs) are ubiquitous in eukaryotic cell biology. Their primary role is to serve as the cellular
scaffold and act as a corridor for the transport of vesicles through the cell by motor proteins. The interest
in MTs stems from their involvement in a number of crucial cellular processes including mitosis and,
more recently, the discovery of their role in the communication between the exterior of the cell and the
nucleus [46,94]. The special arrangement of MTs just prior to chromosone separation makes them an
ideal candidate for mediating a signal of some sort, which would cause the coordinated breakage of sister
chromatids. In the axons of nerve cells, the MTs are arranged in bundles, parallel to the axon [56]. These
groups of MTs span the entire length of the axon and might serve to carry signals from the cell body to the
nerve terminus or vice versa. No mechanism for this sort of direct feedback is known. We demonstrate
here that the MT may be able to conduct a current along its length through a process of electron hopping
between binding sites on each dimer.

The MT is made up of a protein called tubulin. Each subunit contains α-tubulin and β-tubulin
monomers joined together to form a dimer. The dimers are connected end to end to form a protofil-
ament. These protofilaments, usually 13 in number, are wrapped up to form a hollow tube, the MT. The
dimers are themselves 5 nm in diameter and have a length of about 8 nm. A MT has an outer diameter of
25 nm and an inner diameter of 15 nm (see Figure 18.2).
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FIGURE 18.2 Structure of a typical microtubule demonstrating how it is formed by a special arrangement of tubulin
dimers.
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The tubulin dimer of which the MT is composed has at least two different conformational states [58].
That is, while the amino-acid chain of the protein remains fixed, its three-dimensional shape may change.
It is believed that these conformational changes are the result of hydrolysis and an associated charge
movement from one binding site within the molecule to another. It is precisely this charge movement that
may lead to the conduction through the polymer.

One may take a semi-classical view of the movement of electrons along the protofilament. We ignore
the fact that the protofilament is nearly one-dimensional and consider its bulk properties. Assuming two
conduction electrons for each tubulin dimer, the conduction electron density is

n0 = 2/(8nm × 5nm × 5nm) (18.4)

= 1.0 × 1019/cm3.

In comparison with other materials, this value is slightly higher than typical semi-conductor concen-
trations, usually 1013 − 1017/cm3, but is much less than typical metals, which have a conduction electron
density of 1022 −1023/cm3. However, the electrons are expected to have relatively low mobilities unless they
are excited from the ground state configuration. The excitation energy is a function of both the number
of electrons within the protofilament and its size. Suppose that the mobility of excited electrons is at least
similar to the mobility of electrons within semiconductors, such as Si where the electron mobility, μe , is
about 1300 cm2 V−1 s−1. The electrical conductivity σ is given in a semi-classical model by the well-known
formula

σ = neμe (18.5)

where e is the electron charge and n is the conduction electron density given by

n = n0e−	/κT (18.6)

where n0 represents the total number of electrons. If we assume that the gap between valence and conduction
bands, 	, is about 0.40 eV, then at physiological temperature, some of the carriers will be excited and should
be available to conduct. Applying the preceding formula (18.6), a conductivity of about 10−2 (in SI units)
is expected for the protofilament.

σ ∼ (1025e−0.40/0/026)(1.6 × 10−19)(0.13) ∼ 0.04�−1m−1 (18.7)

However, if the hybridization of electronic orbitals lowers the gap to a value closer to zero, the expected
conductivity would be significantly higher:

σ ∼ (1025)(1.6 × 10−19)(0.13) ∼ 2 × 105�−1m−1 (18.8)

These values should be compared to values in excess of 108 for copper and other good conductors,
and 107 for lesser conductors and semi-metals. Typical semi-conductors such as Si and Ge have intrinsic
conductivities of 10−3 − 10+1 at room temperature, but when heavily doped, the conductivity may rise to
between 104 and 105.

In order to model the MT as a semiconductor, the individual tubulin dimer must first be physically
analyzed. The αβ-tubulin dimer is comprised of about 890 amino acids which represents about 13000
nuclei. A gross simplification which we introduce is to treat each monomer as having an effective site
energy for electronic binding. Fluctuations of the site energy on scales less than the monomer spacing are
therefore washed out. It is convenient to model this system as two quantum wells separated by a potential
barrier. The two wells represent two binding sites for an electron, which may hop between the monomers,
resulting in the change of molecular conformation. We can estimate the relevant parameters of the well
depth and the well width from kinetic studies and with a knowledge of the molecule’s overall geometry.
Once the bound states and their energies are known for this system, this knowledge may be applied to a
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FIGURE 18.3 A one-dimensional chain of quantum wells representing the energy profile along a MT protofilament
where the α and β monomers have alternating site energies.

second-quantization scheme. This procedure allows us to make progress without specifically requiring us
to solve for the wavefunction of the system.

A 1D chain of quantum double wells is pictured in Figure 18.3. For simplicity, we are initially making
each binding site have the same energy. If this is related to GTP hydrolysis, they may differ by about 0.17 eV
(4 kcal/mol) [59]. This is roughly the quantity of energy stored in the lattice when GTP is hydrolyzed to
GDP [13,60]. The barrier height between dimers has been estimated from kinetic data. The bond strength
must be somewhat larger than the hydrolysis energy delivered to the lattice or else hydrolysis of the dimers
would cause immediate disassembly. Hopping along the protofilament by electrons presumably has an
energy comparable to this binding energy. We have estimated 0.4 eV for intra-dimer hopping and 1.0 eV for
the inter-dimer hopping. What may be varied in the model, is the central barrier which must be overcome
for each tubulin dimer to change conformation. If it is nearly as large as the barrier to electron movement
between dimers, then the protofilament will look like a chain of single quantum wells rather than double
quantum wells because the difference between the α and β monomers will not be distinguished. However,
if the central barrier is too small, the chain will again look like a series of single quantum wells since the
effect of the barrier would be negligible. The depth of the deeper well, f1, has been selected as 0.4 eV
initially. Given the value, we assumed a 25% difference in well depths. If f1 is much larger, the dimer
nature of the protofilament is lost because the wells are effectively the same depth.

The results for the single electron eigenstates of a double quantum-well may be found using a transfer
matrix method for the time-independent 1D Schrodinger equation in each interval in which the piece-wise
constant potential is defined as

Ĥψ = p̂2

2m
ψ + V̂ψ = E ψ (18.9)

The oscillatory solution

ψ(x) = A cos(kx) + B sin(kx) (18.10)

applies to E > V where

k = a
√

2m(E − V)/h̄ (18.11)

while for E < V , the solutions are exponentially damped

ψ(x) = Aeκx + Be−κx (18.12)

where

k =
√

2m(V − E )/h̄ (18.13)
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Now, matching conditions for the wave function and its derivative are applied at each interface. This
gives a 2 × 2 matrix relating the coefficients in the wave function expansion according to(

A2

B2

)
=

(
2,1 M11

2,1 M12
2,1 M21

2,1 M22

)(
A1

B1

)
(18.14)

In the preceding equation, the superscript to the left of the M denotes which coefficients are being
linked. The subscripts indicate the matrix element. In an iterated fashion, one eventually arrives at the
following: (

An

Bn

)
=

(
n,1 M11

n,1 M12
n,1 M21

n,1 M22

)(
A1

B1

)
(18.15)

Now, for bound states A1 = Bn = 0 so that the wavefunction decays outside the region of the quantum
wells:

Bn = 0 ⇒ n,1 M22 = 0 (18.16)

Given the choices for our quantum double well (width, a = 2 nm; and height, V = 1.0 eV), one finds
that there are two bound states for this dimer problem. As the number of dimers is increased, one resorts
to numerical analysis. In Figure 18.4, the energy of the two bound states is plotted as the energy of the
central barrier is varied. The lowest energy state is the symmetric wavefunction, which increases in energy
sharply as the central barrier is increased. The second bound state is the antisymmetric wavefunction it
has a node within the barrier, hence its energy increases only marginally.

The energy calculation for a sequence of n such dimers leads to the development of bands as hybrid
orbitals develop across the polymer. Roughly speaking, one band is of hybridized symmetric orbitals and
the higher lying band of hybridized antisymmetric orbitals. The separation of the two bands and the spread
of each individual band determine the values of the parameters which shall be used in the tight-binding
Hubbard model used to model the polymer.

The second-quantized Hamiltonian for a many-electron multidimer system becomes

Ĥ =
∑

i,σ

εi ĉ
†
iσ ĉ iσ +

∑
i �= j,σ

ti j ĉ
†
iσ ĉ jσ (18.17)
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FIGURE 18.4 Variation of the bound state energies with the depth of the double quantum wells, f1 = f2. The straight
line indicates where the bound state energy is equal to the well depth.
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where the operators ĉ †iσ and ĉ iσ are the usual fermion creation and annihilation operators, and where
i runs from 1 to 2n representing the two sites on each of the n dimers. The εi represent the potential energy
at each site and the kinetic terms ti j account for hopping from one site to another. There are two different
kinds of interactions depending on whether an electron hops within a dimer, or between dimers. Hence,
this kinetic parameter has two different values along the chain. Since there are no interactions between the
states with + 1

2 spin and those with − 1
2 spin, the state space may be divided into two identical subspaces

labeled by the electron spin. In each of these subspaces, the matrix corresponding to this chain of dimers is
tri-diagonal and may be diagonalized to determine the itinerant eigenstates of the system. The coefficient
td which represents the movement of an electron within a dimer causes the eigenstates to be split into two
bands by an amount, 2td . Within each of these bands, the coefficient tl of the inter-dimer hopping, causes
these two single electron bands to broaden each to about 2tl . Now, although the preceding description is
qualitative, clearly whenever td ∼ tl , these bands will overlap and transitions between the states will be
important.

Considering the band formation in the quantum well formulation, we can assign values to td and tl .
The two bands are separated by about 0.40 eV, so td ∼ 0.20 eV, and using the bottom band to estimate tl

it widens until it is about 0.10 eV thick, so tl ∼ 0.05 eV.
The Hubbard model is the simplest second quantized model to capture all of the essential features of

a real system of interacting particles [82]. In this model, electrons are the fundamental excitations. All
states may be built up from the vacuum using the fermion creation operators. Once the number of sites is
selected, n, and the number of electrons is determined, e , there are(

2n
e

)
= 2n!

e!(2n − e)!
(18.18)

distinct electronic states. These states are built up by applying in normal order each of the combinations
of e-electron states.

The second quantized Hamiltonian for the Hubbard model with electron–electron interactions is con-
ventionally written as

Ĥ =
∑

i,σ

εi ĉ
†
iσ ĉ iσ +

∑
i �= j,σ

ti j ĉ
†
iσ ĉ jσ +

∑
i

Ui ĉ
†
i↑ĉ i↑ĉ †i↓ĉ i↓ (18.19)

The last term accounts for electron–electron repulsion now that we have gone to a many electron system.
In our simple model, this is limited to an onsite interaction. To this point, we have made each of the site
energies equivalent (εi = ε, ∀i). In what follows, U = 2.0 eV which is the energy associated with two bare
electrons lying about 0.7 nm apart. This choice seems reasonable within a well of width 2.0 nm. We try to
solve the problem by considering the electron–electron term as a perturbation to study how it affects the
electronic states of the dimer. The Hamiltonian in the absence of the final U -term may be diagonalized by
the following unitary transformation:

α
†
1′σ = 1√

2
(c †1σ + c †2σ ) (18.20)

α
†
1′σ = 1

2
√

2
(c †1σ − c †2σ ) (18.21)

The linear combination of operators is simple because we have made the site energies ε1 and ε2 equal.
These new operators are easily shown to obey the usual anticommutation relations for fermions and are
said to be in the itinerant or distributed electron basis. The Hamiltonian may now be rewritten in terms
of these new operators, as

Ĥ =
∑

σ

(ε + t)α†
1σ α1σ +

∑
σ

(ε − t)α†
2σ α2σ + 1

2

∑
σ �=σ ′

Vi j lmα
†
iσ α

†
jσ ′αlσ ′αmσ (18.22)
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the vacuum state is represented by |� >. Acting with our Hamiltonian on this basis gives us the matrix
form of the Hamiltonian:

Ĥ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2(ε + t) + (U1+U2)
4 0 (U1−U2)

4
(U2−U1)

4 0 (U1+U2)
4

0 2ε 0 0 0 0
(U1−U2)

4 0 2ε + (U1+U2)
4 − (U1+U2)

4 0 (U1−U2)
4

(U2−U1)
4 0 − (U1+U2)

4 2ε + (U1+U2)
4 0 (U2−U1)

4

0 0 0 0 2ε 0
(U1+U2)

4 0 (U1−U2)
4

(U2−U1)
4 0 2(ε − t) + (U1+U2)

4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
The Hamiltonian is then diagnolized in order to determine its eigenstates. In the absence of the Coulomb

repulsion (U = 0), the electrons are localized on the 2′ site with energy 2(ε − t), the gap to the first excited
state being 2t. However, as U is increased, the effect of the Coulomb interaction raises the energy of the
ground state relative to the excited singlet states, which do not feel the Coulomb repulsion. Consequently,
the gap between the ground state and the first excited state is actually reduced through the introduction,
as shown in Figure 18.5. Thus, when conductivity is being considered, it is important to bear in mind that
the gap is reduced by the presence of the electron–electron interactions.

To this point, we have made each of the site energies equivalent, (εi = ε), and the electron repulsion
the same at all sites (Ui = U ). The lone complication lies within the kinetic term, where the hopping
parameter will depend on the two sites between which the electron hops. However, since we first consider
the MT protofilament, it shall initially be a constant as well, t = 0.4 eV, where the choice comes from the
separation of the energy bands in the 1D Schrödinger picture.

Since the Hamiltonian conserves both the particle number and the overall spin of each state, we are free
to work in subspaces enumerated by the spin of the states it contains. This reduces the problem slightly
since it is possible to consider individually the spin +1, spin 0, and spin −1 systems separately in a two-
electron system. In addition, the symmetry implies that the spin +1 and spin −1 systems have the same
conductive properties. We also find that the ground state is always a state consisting of the lowest possible
total spin.

When the inter-dimer hopping term is small relative to the intra-dimer hopping term tinter < tintr a ,
the form of the ground state is independent of the number of dimers. In each case, the ground state is
a linear combination of singlet states on each dimer. The singlet states are those where two electrons are
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FIGURE 18.5 Energy of the itinerant states as a function of U/t with the energy plotted in units of 2t.
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paired on an individual binding site, or where the state consists of the anti-symmetric combination of
an up-electron and a down-electron on neighboring binding sites of the dimer. When the inter-dimer
hopping parameter is increased, the density of states becomes more uniform between the ground state
and the highest energy eigenstate. With the gap between the ground state and the first excited state of the
system becoming diminished. Since the hopping term within a dimer is largest, the system prefers to have
two electrons with the same spin within the same dimer in the ground state.

For electronic conductivity, the band formation importantly depends upon the hopping parameter
between dimers. When this parameter is small relative to the intra-dimer hopping, tinter /tintr a ∼ 0.1,
there remains a rather large gap between the ground state and the first excited state of about 2tintr a which
is reduced as the repulsion term increases. However, when the hopping between dimers is equal to the
hopping within dimers, tinter ∼ tintr a , the gap is minimized. In the event that tinter > tintr a , we would
effectively have to relabel the dimers and would then return to the picture where tinter < tintr a .

Kubo was the first to derive formulae for the electrical conductivity in solids, and his derivation is
applied to our case in the present section [77]. In the Coulomb gauge, we write the vector potential for a
uniform electric field along the direction of the chain, A(t), as

A(t) = cE(t)

−iω
eiωt , (18.23)

Adding a field-coupling term to the Hubbard Hamiltonian and using a canonical transformation
gives [91]

Ĥ ′
0 = −t

∑
iσ

[ĉ †iσ ĉ i+1σ e−i e A(t)/c + ĉ †iσ ĉ i−1σ eie A(t)/c ]. (18.24)

where a is the lattice spacing and c is the speed of light. Expanding to second order in the vector potential,
we find

Ĥ A = A

c
ĵ − e

A2

c 2
a2 Ĥ0, (18.25)

where

ĵ = iEat
∑

iσ

(ĉ †iσ ĉ i+1σ − ĉ †iσ ĉ i−1σ ). (18.26)

So, the energy of the original system is corrected to this order and the interaction term is proportional
to the current.

Suppose a time-dependent external electric field is applied to a solid:

E ext
α (r, t) = �ext

α eiq ·r−iωt , (18.27)

where α represents the Cartesian coordinate directions. In a linear response theory, the induced current is
proportional to the applied electric field:

Jα(r, t) =
∑

β

σ ′
αβ(q , ω)�ext

β eiq ·r−ωt , (18.28)

where σ ′
αβ is a parameter relating the observed current density to the applied field’s direction, its periodicity,

and frequency. However, the symbol appearing in (18.28) is not the conductivity we seek. Rather, we want
the conductivity which represents the response to the total electric field in the solid, a quantity that can
be measured. This conductivity takes into account all of the currents, induced by the external fields, that
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create their own electric fields. Thus, we seek σαβ that relates the macroscopic electric field to the currents
of the system.

Jα(r, t) =
∑

β

σαβ(q , ω)Eβeiq ·r−iωt (18.29)

Eα(r, t) = �αeiq ·r−iωt (18.30)

σαβ = Re(σαβ) + i I m(σαβ) (18.31)

We write the Hamiltonian of the system as Ĥ + Ĥ ′ where the latter term contains the electric field, which
we shall introduce as a time-dependent perturbation. The evolution of the operators is given as follows
[30]:

ĵ (x , t) = ei Ĥt ĵ (x)e−i Ĥt . (18.32)

where Ĥ is the unperturbed Hamiltonian. Thus, the interaction picture is adopted. The Kubo formula for
electrical conductivity gives the result in terms of a current–current correlation function:

σαβ(q , w) = 1

ω

∫ ∞

0

dteiωt < �| ĵ †α(q , t) ĵ β(q , 0) − ĵ β(q , 0) ĵ †α(q , t)|� > + i
n0e2

mω
δαβ (18.33)

where |� > is the ground state of the system, which has not been perturbed by the electric field. The first
term in (18.33) is known as the incoherent contribution to the conductivity. Now, we use (18.32) in the
preceding equation and use the fact that the basis we are using is that of the eigenstates. Consequently,
with proper normalization the new expression for the real part of the conductivity is [90]

σ (ω) = π

Z

(1 − e−βω)

ω

∑
n,m

e−βE m | < n| ĵ α|m > |2δ[ω − (E n − E m)] (18.34)

The DC conductivity is calculated by a procedure [90,91], which employs the sum rule∫ ∞

0

σ ′(ω)dω = −πe2

2
a2 < K > (18.35)

where

σ ′(ω) = Dδ(ω) + σkubo(ω) (18.36)

and < K > is the expectation value of the kinetic energy term of the Hamiltonian. The strategy of com-
puting σ (ω), and subsequently the Drude contribution, at either zero or finite temperature is reasonably
straight forward. The first step is to construct the matrix corresponding to the Hamiltonian [Equation
(18.19)] in a subspace which is defined by the geometry of the lattice, the number of electrons, and the
total electron spin. This leads to serious computational difficulties since for a moderately sized lattice of
say ten dimers and eight electrons of arbitrary spin, the corresponding space is about 77 million states. A
matrix of dimension 77 million square has about 5.9×1015 elements. Obviously, working on a moderately
sized lattice, we are restricted to a low concentration of electrons. Due to electron-hole symmetry, we are
also able to study the nearly filled situation. It is useful to keep in mind the relationship

λ = 1240nm · eV

Energy
. (18.37)

So that in the plots following, the visible light range is between 1.75 eV and 3.10 eV. Energies larger than
this range correspond to ultraviolet, and those smaller to infrared wavelengths. Since cells respond to light
in the near-infrared [4], and centrioles comprised of MTs are proposed to be the site of light detection [5],
absorption in this energy range is of great interest to cell biology. These energies should also be compared
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FIGURE 18.6 Optical conductivity of the two dimer system with two, three, and four electrons.

to the energy available from ATP and GTP hydrolysis, which are 0.49 eV and 0.22 eV, respectively. These
values provide limits for the interactions of chemical energy in the conduction process.

At zero temperature, the linear polymer results are summarized concisely by saying that there is no DC
conductivity that agrees with the previous modeling of Hubbard systems [44].

The following results for the 1D chain of tubulin dimers represent the AC conductivity. There are peaks
in σ (ω), also known as the optical conductivity, which correspond to excitations between electronic states
of the polymer. Electronic excitation results in electron redistribution and hence the development of a
current. We have selected ε = 0.02 eV to present our results, which is roughly kT and is smaller than the
three energy scales in the Hubbard model, t, U , and 4t2/U [82] so we expect to be able to pick out features
corresponding to specific transitions in the predicted optical spectra.

We shall begin with two dimers and t = 0.4 eV, U = 2.0 eV, and equal site energy on the α and β

monomer sites. This system can support up to eight electrons. The results for these systems are presented
in Figure 18.6. The predicted spectra for the two and three electron cases are quite similar. The differences
include a new but small peak in the three electron spectrum at an energy just below the major peak, and
variations in the detail of the absorption band centered about 2.6 eV. However, the qualitative similarity of
the two spectra is remarkable in terms of band locations. Contrast these two cases with the four-electron
system that corresponds to half-filling. The difference is that the peak in the optical conductivity spectrum
increases dramatically from about 0.48 eV to 1.64 eV. This change indicates how the half-filled case is
special. The ground state in this system largely consists of electrons spread out to minimize the Coulombic
energy. Exciting this system by moving any particular electron will come at the cost of greatly increasing the
electron–electron repulsion and, consequently, the location of the required excitation energy corresponds
roughly to U .

As the length of the polymer is increased, results remain qualitatively similar. In the three-dimer struc-
ture, results are shown for the conductivity in Figure 18.7(a) and for the integrated conductivity in Figure
18.7(b). Once again, the spectra are quite similar for all fillings aside from the half-filled case which consists
of six electrons. The shift of the conductivity to higher energies can be clearly seen as the filling fraction
increases towards half filling. We now present results where the broadening parameter, ε, and the temper-
ature have been varied to see the effect that they have on the results. Figure 18.8 demonstrates that as the
width is decreased, the spectrum becomes sharper. Note how the two peaks in this simple spectrum that
occur near 2.5 eV are successively blended into a band as the ε is increased. Peaks represent transitions
from one specific electron configuration to another and are weighted with the associated conductivity.
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FIGURE 18.7 (a) Optical conductivity of the three-dimer system from two electrons through half filling. (b) Inte-
grated optical conductivity of the three-dimer system shows that indeed the protofilament is an insulator. The gap for
excitation of the half-filled polymer is seen easily here.

The effect of changing the temperature is to excite electron configurations other than the ground state.
Consequently, transitions from one excited state to another can now contribute to the conductivity.
Figure 18.9 shows how this often reduces the gap to conduction: all the major peaks in the 300 K spectrum
shift slightly towards lower energies in the 3000 K spectrum, but many more features develop as well as
states that previously did not contribute to conductivity may make transitions to excited states. Physio-
logical temperature of 300 K (kT = 0.026 eV) is small relative to the system’s energy scales, consequently
lowering the temperature further causes very little change to the spectrum.

If the α-tubulin and β-tubulin sites have different energies, then the MT A and B lattices can be
distinguished. The effect of this change on the optical spectrum seems to be small when individual
protofilaments are considered. In addition, the sum rule shows that protofilaments remain insulators.
There are a few parameters we can consider individually and which can be compared as the size of the
system changes: the threshold to conductivity, and the expectation value of the kinetic energy operator.
The threshold to conductivity is simply the location of the first absorption peak in the optical spectrum.
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FIGURE 18.8 Optical conductivity spectrum variation with the broadening parameter.

It is a decreasing function of the polymer length. Starting at 0.48 eV for the two-dimer system, it seems
to drop a little faster than 1/n for systems consisting of n dimers and containing two electrons. The fitted
value in Figure 18.10 varies α1/n1.4. Extrapolating to larger values of n, this gap appears certain to fall into
the range where these excited states could be thermally excited. The protofilament then develops a finite
DC conductivity at finite temperature. It is interesting that although the first peak does move towards zero,
the fraction of the conductivity it contains is gradually diminished. Some of the conduction continues to
reside in a peak located close to t in the energy spectrum. In the 2D lattice, there is a phase transition in
the dimensionality. DC conduction becomes possible even at zero temperature. However, we shall still be
concerned about the boundary conditions since calculations are being performed on a small lattice.
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FIGURE 18.9 The variation of the optical conductivity spectrum with temperature is shown.
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FIGURE 18.10 Threshold to conduction as a function of protofilament length.

Consider the kinetic energy/electron that has been calculated in a Hubbard model with our parameters
for t and U and with either one, two or three protofilaments. Figure 18.11 demonstrates how the kinetic
energy of each electron approaches the limit of 2t or 0.80 eV as the size of the system increases. We can
easily see that for more than about 20 electron sites, the average kinetic energy of each electron starts to
approach the infinite limit and we expect that the results obtained from our model should converge to the
long protofilament limit in a similar manner. In particular, we are considering 28 electron sites in our MT
model, which span three protofilaments. While this is not the ideal situation, the boundary conditions are
not expected to create huge effects in our results. We are also using open boundary conditions since they
minimize the boundary effects when compared with a variety of periodic boundary conditions.

The unit cells depicted in Figure 18.12 are the basis for the calculations. In the A lattice used for the
calculations, the α-dimers connect to β-dimers along the 3̄-start helix, both within the lattice and at the
seam when the MT is wrapped up. In the B lattice, the connections are α − α or β − β along the 3̄-start
helix and never α − β. For comparison, calculations have also been carried out with a flat tubulin sheet,
specifically an A lattice MT lacking periodic boundary conditions in the lateral direction. This simulates the
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FIGURE 18.12 Lattice unit cells for conductivity calculations. The unit cell on the left corresponds to the MT A
lattice, while that on the right corresponds to the MT B lattice.

MT when it has been unwrapped. We recall that the MT lattice is triangular and has three distinct hopping
directions. Since protofilaments are strongly bound together along their length but relatively weakly bound
to other protofilaments, one also expects the hopping parameter to be much smaller when an electron
moves between protofilaments. The calculations have been carried out with the same parameters as in the
one-dimensional case, U = 2.00 eV, t = 0.40 eV along the protofilaments and the site energies have been
set equal to zero for all sites. The value of the hopping parameter along the 3̄-start helix is called t� (left)
and that along the 8-start helix that connects diagonally from a monomer in a direction up and to the
right is called tr (right).

We consider first the results of the MT lattice which has not rolled up to form a tube but is that of a
tubulin sheet where tr = 0 and only the value of tl is varied (see Figure 18.13). Since tr = 0, the nature of
the lattice remains rectangular to this point. When tl = 0, this particular system is equivalent to individual
protofilaments. The two peaks in the optical spectrum arise from the fact that the protofilaments have
different lengths. The absorption peaks of 0.22 eV and 0.40 eV correspond roughly to those of the two-
dimer and three-dimer, two electron cases discussed earlier in the chapter. The difference here is that the
two electrons are spread over three protofilaments and consequently the effect of the electron repulsion is
reduced. However, as tl is increased from zero, the entire lattice becomes accessible and the protofilament
character of the optical spectrum is lost. The two peaks of the tl spectrum coalesce into a single peak with
a large activation energy. A second but smaller absorption peak forms just above 0.50 eV. In the plot of
the integrated conductivity, we can see that there is also a smaller peak at 0.16 eV when tl = 0.10 eV. The
source of this peak is an absorption for conduction along the direction of tl . When tl is increased to 0.40
eV, this peak occurs at 0.61 eV. Thus, this peak seems to occur at roughly 1.5tl . The activation energy for
conduction along the protofilament axis also increases but is not as sensitive to tl . Finally, examination of
the integrated conductivity demonstrates that the total absorption combines such that the Drude weight
remains zero.

The results in Figure 18.14 show a difference between an individual protofilament and a tubulin sheet.
The behavior here is inconsistent with that of an insulator since the Drude weight is non-zero. In the optical
conductivity, we find that the largest peak occurs at the same location in all directions but with different
weightings. The first line traces the results for tr = 0.00 eV and has peaks at 0.38 eV and 0.61 eV. Once
the third hopping direction is allowed, the peak absorption is raised slightly to 0.43 eV for tr = 0.10 eV
and a smaller peak forms at 0.74 eV. The lower peak consists mainly of hopping along the protofilament
while the second peak consists largely of hopping along the tl direction, which also corresponds to a large
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FIGURE 18.13 (a) Optical conductivity along the protofilament axis of the tubulin sheet consisting of a 14-site lattice
with two electrons while tr = 0 and tl is varied. (b) Integrated conductivity of the tubulin sheet with two electrons
while tr = 0 and tl is varied.

hopping parameter. Once tr is raised to 0.40 eV so that it has the same magnitude as the other hopping
parameters, there is only a single peak at 0.70 eV.

The effect of applying the MT A lattice boundary conditions to our system is shown in Figure 18.15,
where we see that changing only tl to a finite quantity while still maintaining tr as zero is sufficient to
result in a non-zero Drude weight. Thus, the periodic boundary conditions in the lateral direction seem
to act in a manner similar to the additional hopping directions of the unwrapped lattice. When the kinetic
parameters between protofilaments are set to zero, the optical conductivity spectrum shows there are two
large absorption peaks at about 0.23 eV and 0.40 eV. As tl increased, these peaks move higher in energy
and the second peak becomes smaller in integrated weight. Eventually, once tl = t, there is a single large
peak near 0.47 eV. Introduction of the third hopping direction serves only to raise further the absorption
peak, up to 0.70 eV in the case where the hopping parameter is 0.40 eV in all directions.

From Figure 18.15 one can see that more conduction results in the B lattice for a small tl , such as 0.1 eV,
than in the MT A lattice, by comparing it with Figure 18.16. However, even the positioning of absorption



Electronic and Ionic Conductivities of Microtubules and Actin Filaments 18-23

12
11
10

O
pt

ic
al

 co
nd

uc
tiv

ity
9
8
7
6
5
4
3
2
1
0

0 0.5 1.0
Energy (eV)

Hopping parameters (eV)
t = 0.4, tl = 0.4, tr = 0.0
t = 0.4, tl = 0.4, tr = 0.1
t = 0.4, tl = 0.4, tr = 0.4

1.5 2.0

1.0

0.8

In
te

gr
at

ed
 co

nd
uc

tiv
ity

0.6

0.4

0.2

0
0 0.5 1.0

Energy (eV)

Hopping parameters (eV)
t = 0.4, tl = 0.4, tr = 0.0
t = 0.4, tl = 0.4, tr = 0.1
t = 0.4, tl = 0.4, tr = 0.4

1.5 2.0

(a)

(b)

FIGURE 18.14 (a) Optical conductivity along the protofilament axis of the unwrapped 14-site lattice with two
electrons while tl = 0.4 and tr is varied. (b) Integrated conductivity of the unwrapped 14-site lattice with two electrons
while tl = 0.4 and tr is varied.

peaks is similar in the two lattices. Again, it is sufficient for only one of tl or tr to be non-zero for the Drude
weight to be finite.

Finally, we compare the MT A and B lattices with the unwrapped tubulin sheet as well as with individual
protofilaments of tubulin dimers. There is an interesting geometrical interpretation to the results, which
shows that the MT A and MT B lattices have identical conduction properties when tl = tr . This is because
in our calculations we have considered all monomers to have the same site energy. Consequently, the
B lattice can be viewed as an A lattice with the opposite helicity but the same structure. The sign of the
system’s helicity does not affect the conduction properties along the major axis. The unwrapped MT lattice
is not as good a conductor since some of the hopping freedom has been removed from the lattice but does
remain conducting, provided that both tl and tr are non-zero.

If we consider the case where one of tl or tr is quite small, however, the wrapping of the lattice is much
more important. As discussed earlier, the unwrapped tubulin sheet is an insulator while the MT A and B
lattices may carry electrons. This observation is especially interesting given that MTs have been observed
to zip up and essentially change their structure from a tube to that of a sheet in vivo.
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FIGURE 18.15 (a) Optical conductivity along the protofilament direction of the 14-site MT B lattice with two
electrons. (b) Integrated conductivity of the 14-site MT B with two electrons shows a non-zero weight for finite tl .

Our calculations based on the Hubbard model of electron hopping show that the MT is not an insulator,
but that instead its conductivity depends on the lattice geometry and whether the MT is wrapped up or
not. How well or poorly does one expect the MT to conduct relative to known semi-conductors? Referring
back to Equations (18.35) and (18.36), the DC conductivity of the MT is simply given by D as

D

2
= −πe2

2
a2 < K > −

∫ ∞

0

σkubo(ω)dω. (18.38)

In this equation, the constants can be factored, and what remains is the fraction that can be read from
the graphs presented earlier. The Kubo fraction (KF) is the limit of the integral as the frequency tends to
infinity.

D

2
= −πe2

2
a2 < K > (1 − KF). (18.39)
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FIGURE 18.16 (a) Optical conductivity along the protofilament direction of the 14-site MT A lattice with two
electrons. (b) Integrated conductivity of the 14-site MT A lattice with two electrons shows a non-zero Drude weight
for finite t1.

By returning constants of the system so that the dimensionality of D is correct, we find

D = −πne2a2

h̄

< K >

t
(1 − KF). (18.40)

Finally, we are in a position to predict the conductivity of individual MTs of varying lattice types. For
the following calculations, the electron density has been taken to be of two electrons within the lattice of
14 dimers and corresponds to a density of 1.8 × 1018/cm3. Thus, the results must assume that the con-
ductivity remains constant as the length of the polymer is extended, provided the degree of filling remains
the same.

The values in Table 18.1 should be compared with the conductivity of metals, such as copper
(6 × 107 �m−1) and iron (1 × 107 �m−1). Indeed the values can also be compared to the intrinsic
semiconductors germanium (2.5 �m−1) and silicon (4 × 10−4 �m−1). Given these comparisons, the MT
may indeed be quite a good semi-conductor given our assumptions. What is particularly interesting is the
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TABLE 18.1 Calculated Conductivity and Resistance of a 1-μm
Polymer Composed of Tubulin Dimers

Tubulin Structure Conductivity (�−1m−1) Resistance

Individual Protofilament Non-Conducting

Tubulin sheet (t1 = tr = 0.04 eV) 9.4 × 103 418k �

Tubulin sheet (tl = tr = 0.1 eV) 2.0 × 104 195k �

Tubulin sheet (t1 = tr = 0.4 eV) 6.3 × 104 62k �

MT (A lattice, tl = tr = 0.04 eV) 1.8 × 104 219k �

MT (A lattice, tl = tr = 0.1 eV) 4.5 × 104 87k �

MT (A lattice, tl = tr = 0.4 eV) 1.6 × 105 25k �

MT (B lattice, tl = tr = 0.04 eV) 1.9 × 104 211k �

MT (B lattice, tl = tr = 0.1 eV) 4.7 × 104 84k �

MT (B lattice, tl = tr = 0.4 eV) 1.6 × 105 24k �

way the conduction properties depend on the lattice and the particular boundary conditions. The situa-
tion can be compared to carbon nanotubes which have a similar size and structure to MTs. In addition,
theoretical consideration of nanotube structure predicts that the conduction properties depend on the
boundary conditions. In the case of nanotubes, this means the way in which the graphene sheet is wrapped
up to form the nanotube. It is quite interesting that particular sets of boundary conditions produce a
semi-conducting nanotube while the appropriate choice of wrapping the nanotube gives rise to metallic
conduction [31].

The ability to change from an insulator to a conductor by a simple geometrical change could be
biologically relevant even without observing a single electron to be conducted along the MT since it is
the conductivity property that affects the way the cell views and responds to external electromagnetic
fields. Specifically, the reflectivity of MTs to electromagnetic fields is high when they are conducting, and,
consequently, they could act to direct infrared signals to the interior of the centrosome. Since the centrioles
are maintained at right angles to each other, the cell would be able to determine the location in latitude and
longitude of a light source if the MTs are conducting [4,5]. Peaks in the AC conductivity are all at energies
significantly above the thermal activation threshold so no conductivity is expected along a darkened MT,
but photoconduction in the infrared-visible range is possible. Therefore, it is possible this photo-activated
conduction has functional repercussions. In addition to the intrinsic semiconducting behavior of MTs,
and possibly AFs, these protein filaments possess very intensely active cable properties when immersed in
an ionic buffer solution. In the next section, we discuss the ionic conductivity effects of AFs.

18.6 Actin Filaments Support Nonlinear Ionic Waves

Several experiments [12,83] indicate the possibility of ionic wave generation along AFs. As the condensed
cloud of counter-ions separates the filament core from the rest of the ions in the bulk solution, we expect it
to act as a dielectric medium between the two. It has both resistive and capacitive components associated
with each monomer that makes up the AF. Ion flow is expected to occur at a radial distance from the surface
of the filament approximately equal to the Bjerrum length. An inductive component is proposed to emerge
due to the actin’s double-stranded helical structure that induces the ionic flow in a solenoidal manner. Due
to the presence of the sheath of counter-ions around the AF, these polymers act as biological “electrical
wires” [83], and have been modeled as nonlinear inhomogeneous transmission lines propagating nonlinear
dispersive solitary waves. Recently, Lader et al. [78] applied an input voltage pulse with an amplitude of
approximately 200 mV and a duration of 800 μs to an AF, and measured electrical signals at the opposite
end of the AF, indicating that AFs support ionic waves in the form of axial nonlinear currents. In an earlier
experiment [83], the wave patterns observed in electrically stimulated single AFs were remarkably similar
to recorded solitary waveforms for electrically stimulated nonlinear transmission lines [85]. Considering
the AFs highly nonlinear complex physical structure and the thermal fluctuations of the counter-ionic
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cloud [105], the observation of soliton-like ionic waves is consistent with the idea of AFs functioning as
biological transmission lines.

The electro-conductive medium is a condensed cloud of ions surrounding the polymer and separated
from it due to the thermal fluctuations in the solution. The distance beyond which thermal fluctuations
are stronger than the electrostatic attractions or repulsions between charges in solution is defined as the
so-called Bjerrum length, λB . With the dielectric constant of the medium denoted by ε, the Bjerrum length
is given by

e2

4πεε0λB
= kB T (18.41)

for a given temperature T in Kelvin. Here e is the electronic charge, ε the dielectric constant, ε0 the
permittivity of the vacuum, and kB is Boltzmann’s constant. For a temperature of 293 K , we find that
kB = 7.13 × 10−10m. Counter-ion condensation occurs when the mean distance between charges, b, is
such that λB B/b = S > 1. Each actin monomer carries an excess of 14 negative charges in vacuum,
and accounting for events such as protonation of histidines, and assuming there to be 3 histidines per
actin monomer, there exist 11 fundamental charges per actin subunit [143]. Assuming an average of 370
monomers per μm, we find there is approximately 4e/nm. Thus, we expect a linear charge spacing of
b = 2.5 × 10−10m so S = 2.85. As the effective charge, qeff, or renormalized rod charge is the bare value
divided by S, we find qeff = 3.93e/monomer. Consequently, it can be shown that approximately 99% of the
counter-ion population is predominantly constrained within a radius of 8nm [110] around the polymer’s
radial axis [158]. Significant ionic movements within this “tightly bound” ionic cloud are therefore allowed
along the length of the actin, provided that it is shielded from the bulk solution [104,107].

The physical significance of each of the components of the electrical network, and additional details, are
described in [148]. For actin in solution, a key feature is that the positively charged end assembles more
quickly than the negatively charged end [135]. This results in an asymmetry in the charges at the ends of
the filaments and F-actin’s electric polarization. Actin monomers arrange themselves head to head to form
actin dimers resulting in an alternating distribution of electric dipole moments along the length of the
filament [73]. We assume, therefore, that there is a helical distribution of ions winding around the filament
at approximately one Bjerrum length. This corresponds to a solenoid in which a fluctuating current flows
as a result of voltage gradient between the two ends.

The capacitive element of the electric circuit is obtained following the observation of oppositely charged
layers surrounding the filament surface. We envisage the protein surface’s negative charge to be distributed
homogeneously on a cylinder defining the filament surface. Furthermore, positive counter-ionic charges
in the bulk are expected to form another cylinder at a radius greater than the AF itself, approximately one
Bjerrum length, λB , away from the actin surface, which includes the condensed ions. The permittivity, ε0,
is given by ε = ε0εr where εr is the relative permittivity which we take to be that of water, i.e., εr = 80. We
take the length of an actin monomer typically as a = 5.4 nm and the radius of the actin filament, ractin,
to be ractin = 2.5 nm [14]. The next step is to consider a cylindrical Gaussian surface of length a whose
radius is r such that ractin < r < ractin + λB .

Applying of Gauss’s law for the total charge enclosed in the cylinder, we have the following expression
for the capacitance

C0 = 2πεa

ln( ractin+λB

ractin
)

(18.42)

With the parameters given previously, we estimate the capacitance per monomer is C0 = 96×10−6 pF .
The resistive part is obtained from Ohm’s law. Taking into account the potential difference and the current I,
the magnitude of the resistance, R = V/I , for an actin filament is given by

R = ρln( ractin+λB

ractin
)

2π l
(18.43)
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where ρ is the resistivity. Typically, for K + and Na+, intracellular ionic concentrations are 0.15 M and
0.02 M, respectively [147]. Kohlrausch’s law states that the molar conductance of a salt solution is the sum
of the conductivities of the ions comprising the salt solution. Thus

σ = �K +
0 c K + + �Na+

0 c Na+ = 1.21(�m)−1 (18.44)

Using this with ρ = σ−1, the resistance estimate becomes R = 6.11 M�, which is much lower than
pure water since Rwater = 1.8x106 M�.

To describe the properties of the whole filament, we simply connect n subcircuits, as described earlier,
to obtain an effective resistance, inductance, and capacitance, respectively, such that:

Reff =
( n∑

i=1

1

R2,i

)−1

+
n∑

i=1

R1,i (18.45)

L eff =
n∑

i=1

L i (18.46)

and

Ceff =
n∑

i=1

C0,i (18.47)

where R1,i = 6.11 × 106 �, R2,i = 0.9x106 � such that R1,i = 7R2,i . Note that we have used R1,i = R1,
R2,i = R2, L i = L , and C0,i = C0. For a 1 μm of the AF, we find

Reff = 1.2 × 109 � (18.48)

L eff = 340 × 10−12 H (18.49)

Ceff = 0.02 × 10−12 F (18.50)

This solenoidal flow geometry leads to an equivalent electrical element possessing self-inductance. From
Faraday’s law, we can derive an effective inductance for the actin filament in solution by

L = μN2 A

l
(18.51)

where l is the length of the F-actin and A is the cross-sectional area of the effective coil given by

A = π(ractin + λB )2 (18.52)

The number of turns is approximated by simply working out how many ions could be lined up along
the length of a monomer. We would then be approximating the helical turns as circular rings lined up
along the axis of the F-actin. We also take the hydration shell of the ions into account in our calculation.
The hydration shell is then the group of water molecules oriented around an ion. It can be shown that
L = 1.7 pH for the length of the monomer.

The electrical model of the AF is an application of Kirchhoff ’s laws to one section of the effective
electrical circuit that is coupled to neighboring monomers. Taking the continuum limit [148] for a large
number of monomers along an AF, we derive the following equation which describes the spatio-temporal
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FIGURE 18.17 An equivalent electrical circuit for a segment of an actin filament.

behavior of the potential along the AF:

LC0
∂2V

∂t2
= a2(∂xx V) + R2C0

∂[a2(∂xx V)]

∂t
− R1C0

∂V

∂t
+ R1C02bV

∂V

∂t
(18.53)

Motivated by this picture, physical properties of the ionic distribution along a short stretch of the
polymer (the average pitch 35 to 40 nm) have been modeled by Tuszynski et al., [148] as an electrical
circuit with non linear components (see Figure 18.17). The main elements of the circuit are: (a) a non
linear capacitor associated with the spatial charge distribution between the ions located in the outer and
inner regions of the polymer; (b) an inductance due to the helical geometry of the filament; and (c) a
resistor due to the viscosity imposed by the solution.

From Kirchhoff ’s laws, one can derive an equation governing the propagation of voltage along the
filament (see [148]). One of the key aspects in this model is the nonlinearity of the associated capacitance
[86,150] that eventually gives rise to the self-focusing of the ionic waves. The equations developed for the
model originate from the application of Kirchhoff ’s laws to the RLC resonant circuit of a model actin
monomer in a filament. Perhaps the most important finding is the existence of the traveling wave, which
describes a moving transition region between a high and low ionic concentration due to the corresponding
inter-monomeric voltage gradient. The velocity of propagation was estimated to range between 1 and
100 ms −1 depending on the characteristic properties of the electrical circuit model. It is noteworthy that
these values overlap with action potential velocities in excitable tissues [55].

Analysis of the model described earlier reveals the possibility of stationary waves in time that may lead to
the establishment of spatial periodic patterns of ionic concentration. As mentioned previously, Lader et al.
[78] applied an input voltage pulse with an amplitude of approximately 200 mV and a duration of 800 μs
to an AF, and measured electrical signals at the opposite end of the AF, indicating that AFs support ionic
waves in the form of axial nonlinear currents. In an earlier experiment [83], the wave patterns observed
in electrically stimulated single AFs were similar to recorded solitary waveforms for electrically stimulated
nonlinear transmission lines [85]. Considering the AFs highly nonlinear physical structure and thermal
fluctuations of the counter-ionic cloud [105], the observation of soliton-like ionic waves is consistent with
the idea of AFs functioning as biological transmission lines.

This section only provides an indication as to a realistic model of actin that can support soliton-like
ionic traveling waves. Modeling relies on data constrained by experimental conditions, and/or assumptions
made, including the charge density, which is calculated based on the net surface charges of actin. It should
also be considered that soliton velocity is directly proportional to the magnitude of the stimulus, which
in a biological setting has not been formally described. Actin interacts with a number of ion channels of
different ionic permeability and conductance. Thus, it is expected that channel opening, single channel
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currents, and other channel properties, including the resting potential of the cell, may significantly modify
the amplitude and velocity of the soliton-supported waves. This should correlate with the velocity of the
traveling waves along channel-coupled filaments. Other parameters that may play a role in this type of
electrodynamic interaction are the local ionic gradients and the regulatory role of actin binding proteins,
which can help “focus” the conductive medium, or otherwise impair wave velocity. The physical significance
of each of the components of the electrical network (see Figure 18.17) and additional details, are described
in [148]. MTs differ from AFs in several respects. One of the key differences is the presence of peptide
chains called C-termini that protrude from their surface. In the following section, we outline their role in
ionic wave conductivity along MTs.

18.7 Long-Range Spatio-Temporal Ionic Waves Along
Microtubules

MTs are long hollow cylinders made of αβ-tubulin dimers [33], as described in Section 18.5. Recently,
it has become apparent that neurons utilize MTs in cognitive processing. Both kinesin and MAP2 that
associate with MTs have been implicated in learning and memory [69,154]. Dendritic MTs are implicated
in particular, and it is highly probable that the precisely coordinated transport of critical proteins and
mRNAs to the post-synaptic density via kinesin along MT tracks in dendrites is necessary for learning, as
well as for LTP [70].

The following molecular dynamics (MD) simulation results focus on the C-termini of neighboring
tubulins, whose biophysical properties have a significant influence on the transport of material to activated
synapses. This affects cytoskeletal signal transduction and processing as well as synaptic functioning related
to LTP. Using MD modeling we calculated conformation states of the C-termini protruding from the outer
surfaces of MTs and strongly interacting with other proteins, such as MAP2 and kinesin [124]. To elucidate
the biophysical properties of C-termini and gain insight into the role they play in the functioning of
dendrites, we developed a quantitative computational model based on the currently available biophysical
and biochemical data regarding the key macromolecular structures involved, including tubulin, their
C-termini, and associated MAP2. In the proposed model of the C-termini microtubular network, the
tubulin dimer is considered to be the basic unit. Each dimer is decorated with two C-termini that may
either extend outwardly from the surface of the protofilament or bind to it in one of a few possible
configurations.

The most dynamic structural elements of the system (i.e., its elastic and electric degrees of freedom) are
envisaged as conformational states of the C-termini. Each state of the unbound C-terminus evolves so as
to minimize the overall interaction energy of the system. The negatively charged C-termini interact with
(a) the dimer’s surface, (b) neighboring C-termini and (c) adjacent MAPs. While the surface of the dimer
is highly negatively charged overall, it has positive charge regions that attract the C-termini causing them
to bend and bind in a “downward” state. The energy difference between the two major metastable states
is relatively small, on the order of a few kB T [112].

To simplify our calculations, we first used a bead-spring model representing the C-terminus as a sequence
of beads with flexible connections. We have accounted for the electric field exerted by the dimer, the external
field generated by the environment, and various short-range interactions within the simulated C-terminus,
including interactions between the beads (i.e., Lennard–Jones potential, angular forces, etc.).

A simplified model of the interaction between MAP2 and its ionic environment via counter-ions was
used to investigate the ability of MAP2 to function as a “wave-guide” that transfers the conformational
change in a C-terminus state to an adjacent MT (see Figure 18.18). A perturbation applied to the counter-
ions at one end of the MAP2 drives them out of equilibrium and initiates a wave that travels along the
MAP2 (for details see [112]). Figure 18.18 (right) depicts the main result for a localized perturbation
applied for a few picoseconds to the counter-ions near the binding site of MAP2. Wave propagation along
the chain of N = 50 counter-ions is shown as a counter-ion displacement parallel to MAP2, ui , where i
denotes the i th counter-ion. This perturbation along MAP2 propagates almost as a “kink” whose phase
velocity has been found to be v ph ≈ 2nm · ps −1.
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FIGURE 18.18 Examples of the conformational states of the C-termini in a tubulin dimer (right) and results from
bead-spring model simulations (left).

Our simulations indicate the ability of an ionic wave to trigger a coupled wave of C-termini state
changes from their upright to downward orientations. Four examples of “up” and “down” states of the
C-termini obtained through bead-spring model simulations are shown in Figure 18.18 (left) and results
from molecular dynamics simulations for an actual tubulin dimer are shown in Figure 18.18 (right).
Calculations of the energy minimized positions of the individual beads representing the amino acids of
the C-terminus in two equivalent forms reveal that the probability of the down position, which includes
all cases of full or partial attachment, is 15%. This means that the system has two major states with a
strong bias towards the stretched-up state.

In the remainder of this section, we present an MD simulation study of the interaction between MTs
and MAP2, followed by preliminary experimental results of ionic wave conduction by MTs.

A simplified model of the interaction between MAP2 and its ionic environment via counter-ions was
used to investigate the ability of MAP2 to function as a “biological wire” that transfers the conformational
change in a C-terminus state to an adjacent MT (see Figure 18.19).
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FIGURE 18.19 An illustration of a MT C-terminus conformational change transfer process. Ionic waves travel along
an adjacent MAP via local perturbations to the bounded counter-ions.
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FIGURE 18.20 Propagation of a localized perturbation applied to counter-ions near the binding site of a MAP2.

A perturbation applied to the counter-ions at one end of the MAP2 drives them out of equilibrium
and initiates a wave that travels along the MAP2 [112]. Figure 18.20 depicts the main result for a localized
perturbation applied for a few picoseconds to the counter-ions near the binding site of a MAP2. Wave
propagation along the chain of counter-ions is demonstrated as counter-ions displacement parallel to
MAP2.

To validate the proposed model, we have conducted experiments on electro-stimulation of MTs in a
solution. A detailed description of the experiment and its results has been published elsewhere [113]. Here
we only describe the main aspects of the work on this phenomenon. Figure 18.21 depicts the experimental
setup used. Isolated taxol-stabilized MTs have been shown to be able to amplify an electric signal applied
to them through a micropipette. The input signal was of 5 to 10 msec duration, with amplitude in the
range of ±200 mV. The signal that arrived at the other end of the MT was more than twice as high as the
signal recorded in a control experiment where the same two pipettes were immersed in a solution with no
MT making contact to them. The calculated conductivity of MTs was found to be on the order of 10 nS,
indicating a high level of ionic conductivity along an MT. By comparison, for a typical ion channel, the
corresponding value ranges between 5 and 200 pS.

The results of the MD modeling previously described raise the possibility of transmitting electrostatic
perturbations collectively among neighboring C-termini, and from C-termini on one MT to those C-
termini on another MT via MAP2. The importance of collective conformational states of C-termini and of
transmitting perturbations among the C-termini as a novel information processing mechanism operating
at a subneuronal level is clear. MAP2 and kinesin bind near to the C-termini on tubulin and the electrostatic
properties of C-termini affect this binding [2,145]. Hence the conformational states of the C-termini must

Microtubule

FIGURE 18.21 Schematic representation of the experimental set-up used for the measurements of a MTs ionic
conductivity. The MT is attached to two micropipettes that are connected to signal amplifiers.
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at some point be taken into account in order to understand neural processing that depends on transport
of synaptic proteins inside of neurons. Kim and Lisman [71] have shown that inhibition of MT motor
proteins reduces an AMPA receptor-mediated response in hippocampal slice. This means that a labile
pool of AMPA-receptors depends on MT dynamics, and MT-bound motors determine the amplitudes of
excitatory postsynaptic currents (EPSC). A walking kinesin carries with it a protein or an mRNA molecule.
Since kinesin binds to a MT on a C-terminus, as it steps on it, it brings the C-terminus to the MT surface
and makes it ineffective in binding for the next kinesin over a period of time that it takes the C-terminus
to unbind and protrude outside. From this we can deduce that long stretches of C-termini in the upright
position are going to be most efficient at transporting kinesin and kinesin cargo while C-termini that lie flat
are expected to be most efficient at detaching kinesin. Thus, in considering the trafficking of many kinesins,
collective electrostatic effects of C-termini become crucially important. Collective states that correspond
to transport strategies that will send optimal numbers of kinesin molecules to synaptic zones are likely
to occur when synapses are activated (e.g., when synapses are generating EPSCs). One type of kinesin
cargo associated with learning and memory is the NMDA receptor, which is well known to be associated
with LTP. The PSD might be expected to require replenishment of NMDA receptors at a later time than
AMPA receptors are replenished (see [71]). Kinesin protein (specifically KIF17) actively transports NMDA
receptor 2B subunits (NR2B) to the region of the PSD [52]. Once NR2B is in the vicinity of an active synapse
it dissociates from kinesin and then becomes associated with the PSD, presumably using actin transport
as an intermediary step. Hence, kinesin-mediated transport of NMDA receptors along MTs has a built-in
negative feedback mechanism: whenever too many NMDA receptors are transported to the synaptic site
(often located on a spine head), then those NMDA receptors can initiate proteolytic breakdown of MAP2.
The latter event would be expected to reduce further transport of NMDA receptors to the synaptic site. The
signal transduction molecule CaMKII is also critical for learning and LTP. Similar to the NMDA receptor,
CaMKII is transported to active synapses via a kinesin-mediated transport mechanism. However, it appears
to be the mRNA for CaMKII to a larger extent than the protein that is transported to spines, since dendrites
are enriched with polyribosomes and CaMKII mRNA [140]. Ribosomes are redistributed from dendrites
to spines with LTP [106]. Local translation of CaMKIIα in dendrites appears to be necessary for the late
phase of LTP: fear conditioning and spatial memory [98]. Moreover, changes in synaptic efficacy are often
accompanied by changes in morphology; reorganization of underlying MTs is a fundamental factors for
these morphological changes. Having discussed the individual properties and roles played by AFs and MTs
in subcellular conduction processes, we now turn to an integrated view of their functioning within a cell.
The next several sections discuss this issue in depth.

18.8 Dendritic Cytoskeleton Information Processing Model

Our current hypothesis states that the cytoskeletal biopolymers constitute the backbone for ionic wave
propagation that interacts with, and regulates, dendritic membrane components, such as ion channels to
effectively control synaptic connections. Figure 18.22 depicts a portion of the dendritic shaft where MTs
are decorated by C-termini and interconnected by MAP2 (thick line). Connections between MTs and AFs
are shown as well as two types of synaptic bindings. On the upper left side, actin bundles bind to the
post-synaptic density (PSD) of a spineless synapse. On the lower right side, a spiny synapse is shown,
where actin bundles enter the spine neck and bind to the PSD, which at the other end, is connected to the
MTN.

We envision a mechanism in which a direct regulation of ion channels and thus synaptic strength by AFs
and associated cytoskeletal structures controls and modifies the electrical response of the neuron. In this
picture, MTs arranged in networks of mixed polarity receive signals in the form of electric perturbations,
from synapses via AFs connected to MTs by MAP2 [122], or via direct MT connections to postsynaptic
density proteins by molecules such as CRIPT [108]. As discussed next, the MTN may be viewed as a
high-dimensional dynamic system where the main degrees of freedom are related to the conformational
state of the C-termini. The input signals perturb the current state of the system that continues to evolve.
Hypothetical integration of the preceding ideas is outlined as follows. Electrical signals arrive at the PSD
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FIGURE 18.22 A scheme of the dendritic shaft with MTs arranged in networks of mixed polarity that receive signals
in the form of electric perturbations from synapses via AFs connected to MTs by MAP2, or via direct MT connections
to postsynaptic density proteins by molecules such as CRIPT. A spiny synapse is depicted in the bottom right where
an actin bundle enters the spine neck.

via synaptic transmission, which in turn elicits ion waves along the associated AFs at the synaptic spine.
These dendritic input signals propagate in the form of ionic waves through AFs to the MTN where they
serve as input signals. The MTN, operating as a large high-dimensional state machine, evolves these input
states, e.g., by dynamically changing C-termini conformation. The output from the MTN is the state of the
system that may propagate via AFs to remote ion-channels. These output functions are assumed to regulate
the temporal gating state of voltage-sensitive channels. This process subsequently regulates the membrane
conductive properties and controls the axon hillock behavior by changing the rate, distribution, and
topology of open/close channels. The overall functions of the dendrite and neuron can thus be regulated
in this manner.

The attractiveness of the concept that the cytosol, with its cytoskeletal structures, may behave as a
large dynamical system is clear since it provides a means for real-time computation without the need for
stable attractor states. Moreover, the output is relatively insensitive to small variations in either the MTN
(cytoskeletal networks) or the input patterns. It should be noted that the temporal system’s state evolves
continuously, even without external inputs. Recent perturbations, however, have a long-term effect on the
MTN trajectories, i.e., there is a memory effect inherent to this system (not to be mistaken with synaptic
LTP, which has a much longer time scale). The output from the MTN may converge at or near ion channels
to regulate their temporal behavior. The issue of adaptation requires a feedback mechanism that will, at
least locally, enable the change of the output function. In the context of neuronal function, with a focus
on processivity, synaptic strengthening, LTP, and memory enhancement, the output function may simply
reflect an effect of the MTN on synaptic channel function, such that the desired state of the channel appears
to have a higher probability of being open/close upon the presentation of the associated input pattern.
One possibility is a Hebbian-based response where more frequent activity of certain subdomains of the
MTN output states gives rise to a higher/lower density of AFs connecting to corresponding channels.

We now explain how this integrative view may serve as a regulatory (adaptive) mechanism. The input level
denoted by A in Figure 18.22 is associated with external electric perturbations passing through membranes,
mainly synaptic inputs arriving from other neurons. These signals arrive at the cytoskeleton and directly
affect MTNs, and/or actin filaments (bundles), in spiny synapses. However, the actin cytoskeleton is
responsible for the propagation of signals to the MTN (see level B). These propagated signals (level C)
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are in turn used as inputs to the MTN, viewed as a dynamic system. We further propose that the MTN
generates diverse phase space trajectories in response to different input vectors. The requirements from
such a system are not too restrictive since the output-state is not an attractor of the system. In other
words, information processing at this level is not necessarily based on attractor dynamics but rather on
real-time computations. This proposition relies on the observed ability of the MTN to propagate signals
and on the specific topological features of MTNs in dendrites, in which shorter MTs of mixed polarity are
interconnected by MAP2s. The output from the MTN would be a function of the evolved state vector in
certain areas accessed by actin filaments and/or directly linked to ion channels (see both possibilities at
level D). These output signals may modify the temporal channel activity, either by directly arriving from
the MTN to the channels, or mediated by actin filaments. Hence, the channel-based synaptic membrane
conductance is regulated, in particular in the axon hillock region, which is, in most cases, responsible for
the generation of action potentials.

The idea that a nonspecific high-dimensional dynamical system may serve as a reservoir of trajectories in
the context of liquid state machines (LSMs), has recently been suggested as an explanation for the existence
of microcircuits in the brain [87]. The basic structure of an LSM is an excitable medium (hence “liquid”)
and an output function that maps the current liquid state. The liquid must be sufficiently complex and
dynamic to guarantee a universal computational power. This is sufficient to ensure that different input
vectors lead to separate trajectories. A network of spiking neurons and a recurrent neural network has been
used as a “liquid”, whereas the output (readout) function has been implemented by simple perceptrons,
threshold functions, or even linear regression functions. Clearly, simpler readout functions restrict the
ability of the whole system to capture complex nonlinear dependencies.

18.9 The Inter-Relation Between the Neural Cytoskeleton
and the Membrane

Usually, F-actin and microtubular cytoskeletal networks are thought to fulfill separate, independent cellular
roles. Highly dynamic actin networks are known for their role in cell motility, in particular the spreading of
the leading edge and contraction. The more stable MT cytoskeleton is best known for its importance in cell
division and organelle trafficking. However, recent studies provide a more unified role, ascribing important
roles to the actin cytoskeleton in cell division and trafficking and important roles for MTs in the generation
and plasticity of cellular morphology. Coordination between the actin- and MT- based cytoskeletons has
been recently observed during cellular migration and morphogenesis, processes that share some similarities
with neurite initiation [28]. A direct physical association between both cytoskeletons has been suggested,
because MTs often preferentially grow along actin bundles and transiently target actin-rich adhesion
complexes. In neurons, certain plakins and neuron-specific MAPs, like MAP1B and MAP2, may play a
role in linking MTs and AFs, helping in the transition from an undifferentiated state to neurite-bearing
morphology.

MAP1B and MAP2 are both known to interact with actin in vitro [20,109,128,134,146]. It is likely that
by crosslinking, MAP2 and/or MAP1B associated with both cytoskeletons could be involved in guidance
of MTs along AF bundles. Alternatively, MAPs could shuttle from MTs to actin and could alter F-actin
behavior by actively crosslinking AFs.

Little is known, however, about interactions between neuronal ion channels and the cytoskeleton.
Recently, whole-cell and single channel recordings showed that acute disruption of endogenous AFs
with cytochalasin D activated voltage-gated K + currents in these cells, which was largely prevented by
intracellular perfusion with the AF-stabilizer agent, phalloidin. Interestingly, the direct addition of actin to
excised, inside-out patches activated, and/or increased single K + channels. Thus, acute changes in actin-
based cytoskeleton dynamics regulate voltage-gated ion channel activity in bipolar neurons. This may
be indicative of a more general and quite appealing mechanism by which cytoskeletal structures control
feedback mechanisms in neuronal channels.

Recent theoretical and experimental studies of the electrical properties of AFs and MTs in solution
revealed their capability to act as biopolymer wires [83,148]. This means that these protein polymer
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filaments are capable of conducting nonlinear ionic waves and even amplifying the signal with respect to
the conducting solution [112]. We conjecture a mechanism in which a direct regulation of ion channels and
thus synaptic strength by AFs and associated cytoskeletal structures controls and modifies the electrical
response of the neuron. According to this scenario (see Figure 18.22), MTs arranged in networks of
mixed polarity receive signals in the form of electric perturbations from synapses via AFs connected to
MTs by MAP2 [122], or via direct MT connections to postsynaptic density proteins by molecules such
as CRIPT [108]. These signals propagate in the form of ionic waves. Specific physical properties of the
propagating ionic waves will be discussed in sections that follow.

18.10 Relationship to Cognitive Functions

Transport of proteins and receptors in neurons is likely to have an electromagnetic basis to the extent that this
function is possibly a result of MT computation. The perspective advanced in this chapter is that a specific
fingerprint defined by a particular electromagnetic state of a microtubular array potentially corresponds
to a unique unit of cognition (e.g., a basic visual parameter). Recently, it has been shown that visual
components can be represented musically [23]; hence, the idea that one common type of energy underlies
divergent perceptual and cognitive processes appears likely. Activation of one electromagnetic fingerprint
could, in turn, activate another electromagnetic fingerprint, irrespective of sensory input. Moreover, the
subjective feels of this widespread pattern of electromagnetic energy can be specified according to those
key physical properties of MTs that influence the transport of proteins to synapses. Factors influencing
kinesin-mediated transport include the protein conformation of tubulin and the nature of the C-termini
(see [112,136]).

Not only is the conformational state of tubulin critical to effective transport, motor proteins appear
to alter albeit temporarily, the conformation of tubulin. Kinesin binding and that of MAP, tau, signifi-
cantly alter the direction of the protruding protofilament ridges along MTs, which in turn influences their
further binding abilities [127]. More than mere local adaptation to binding, MTs may alter their conforma-
tion ahead of kinesin processivity [76], supporting the notion of long-range cooperative effects between
tubulin dimers located along longitudinal protofilaments of MTs. These biochemical relationships have
consequences for electromagnetic fields. The dipole moment of tubulin depends on its configuration in
the MT [53,97]. Thus, electromagnetic fields among MTs could, in theory, be induced or inhibited by
synaptic inputs that affect the protein conformation of tubulin directly or through alterations in kinesin
or MAP binding. Synaptic effects upon MTs could be mediated through ionic currents, by propagation via
actin filaments [148], or by signal transduction cascades resulting in the phosphorylation of MAPs [126].

Due to lengthwise electric dipoles of tubulin dimers, information in the form of traveling waves prop-
agated along microtubular tracks can, in principle, be transmitted between synapses with high fidelity
(see [149]). MAP2 bridges keep microtubular arrays within the dendritic core parallel and antiparallel by
aligning portions of polarized MTs. The antiparallel alignment of MTs, which specifically occurs in den-
drites, would severely attenuate any electromagnetic field generated by MTs. However, during enhanced
kinesin-mediated transport, as is likely to occur with heightened synaptic activity, MAP2 bound to the
MT would be perturbed and may even temporarily detach from the MT. A similar phenomenon might
also occur due to dynein-mediated transport, which occurs largely in the opposite direction to that of
kinesin-mediated transport. Assuming that at least some MAP2 stays attached to the antiparallel MTs,
keeping the dendritic array intact, any net unidirectional transport along the MT array should increase
the strength of the electromagnetic field associated with the fingerprint and should further result in the
spread of that electromagnetic field to adjacent MTs. Once a sufficient number of MTs were engaged in
dynamically sending and receiving complementary electromagnetic energies, whole neuronal compart-
ments (e.g., dendrites) might be expected to interact. Due to the parallel/antiparallel arrangement of
MTs in cortical dendrites and the ability of electromagnetic fields to pass from one dendrite to adjacent
dendrites, information could, in principle, pass between neurons when such electromagnetic fields were
sufficiently amplified as a result of changes in the binding of MAPs or kinesin.
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While it is true that there are some 100 billion neurons and some 100 trillion synapses in the human
cerebral cortex, so too does each sensory field afford the luxury of extremely high resolution. The fovea of the
retina, for example, contains roughly 1 million receptor cells that relay information to the cerebral cortex,
diverging to eventually drive the synaptic activity of at least 1 billion cortical cells. Although the mammalian
cortex has many neurons, and even more synapses, its connectivity can be readily grasped by one recurrent
theme: repetitive high-resolution topographic representation. Despite this simple organizational plan, cells
in cortical areas, in particular cells in higher sensory or association areas, inexplicably show correlated
responses during cognitive tasks. Experience alters the basic structure of dendrites, and as a consequence,
it should also alter any electromagnetic fields generated by MTs as a result of transport proteins moving
along them. As described earlier, a rearrangement of the cytoskeleton occurs during early development,
with learning, and with neurodegeneration underlying dementia.

Although models of changes in synaptic efficacy, e.g., long-term potentiation or depression (LTP or
LTD), offer great potential as memory mechanisms (see [93]), one often overlooked problem is that large
numbers of synapses are affected in concert. If only a few synapses are changed with each memory, then
the entire cortical system would have a near unlimited capacity, but if many synapses participate in each
memory, as seems to be the case for LTP, then there could be a serious saturation effect. This relates back
to the topographic organization of the cerebral cortex. Strictly synaptic models (electrochemical) suggest
that complex neural networks increase synaptic weights (i.e., neurons that fire together wire together).
Nonetheless, visual cortical regions, for example, do not have massively random interconnections among
all parts of the visuotopic map, thereby making many of the changes in synaptic efficacy necessary for
encoding complex perceptual features impossible.

The biophysical properties of MTs are just beginning to be understood at molecular and atomic levels,
and recent empirical evidence suggests interesting effects occur between MTs under certain experimentally
induced conditions. Two groups, one led by Watt Webb at Cornell and another led by Paul Campagnola
and William Mohler at the University of Connecticut, observed that MTs give rise to intense second-
harmonic generation: a frequency doubling upon exposure to a sapphire laser in the 880-nm range.
(Other frequencies were partially effective.) MTs were one of the few biological materials having electric
dipoles that constructively interfered with the dipoles of neighboring MTs [11,29]. This occurred for
parallel MTs in axons, but not for antiparallel MTs in dendrites. Could such a phenomenon be expected
to occur with natural learning or upon exposure to oscillatory input, an LTP-inducing tetanus or various
pharmacological agents? To the extent that these induce electromagnetic energy, it is conceivable. In
addition to being sensitive to electromagnetic radiation, MTs may themselves produce this kind of energy.
Second-harmonic generation by MTs is consistent with their ferroelectric properties. In second-harmonic
generation, the most strongly enhanced wavelength is 880-nm, supporting the frequently overlooked
reports of electromagnetic signaling by cells. Guenther Albrecht-Buehler [5] observed electromagnetic
energy in the near infrared region overlapping the 880 nm value that was generated by centrioles for the
purpose of cell-to-cell communication, leading him to suggest that: “. . . one of the functions of MTs may be
to play the role of cellular ‘nerves’.” Infrared light in this range of wavelengths also induces cell aggregation
[6]. Since frequency (and hence wavelength) determines the long-range effect of dielectric polarization of
a given MT, one would expect this effect to be length-dependent. The distance between MTs was shown
to be critical in second-harmonic generation by MTs.

18.11 The Potential for Bioelectronic Applications
and Neuromorphic Computing

Traditionally, biologists viewed the cell as a “fluid mosaic bag” containing enzymes, organelles, etc. Recent
work has focused on finding the proteins that come together in this cellular “soup” and proceed to effect
a change corresponding to a particular biological function. Through the molecular-level analysis of these
protein-protein interactions, recent work in various labs has proceeded to build a model of “systems
biology,” in which these biochemical reactions that have been individually characterized can be brought
together to form a cohesive whole, a synergistic dynamics network. From this knowledge, we hope to extract
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useful information that will affect fields as diverse as nanotechnology, biotechnology, and materials science.
Inside each cell, there is an elaborate network that serves a multitude of functions. It is an intracellular
“highway” that provides a roadway for motor proteins to carry cargo and travel along in their journey
to extend axonal length, for example. It controls synapses, and dendrite outgrowth. It is responsible for
pulling the chromosomes apart during mitosis, for cell motility, etc.

As man-made engineered systems become more and more miniaturized, the push to build “nano-
machinery” is driving physicists and engineers towards biomimetics, (i.e., the branch of engineering that
mimics biological materials). This is highly feasible and much progress has been made in this area. However,
due to the limitations inherent in trying to build mechanical devices on such a small scale, there is still
much to learn. It is conceivable that through our better understanding of the cell’s individual functional
and structural components we will be able to advance medicine and technology beyond even our wildest
dreams. One area that may undergo a major paradigm shift as a result of it is computer engineering.

As we enter into the 21st century, the dawn of the exciting new world of computational biotechnology
is upon us and we are poised for a new generation of computers that do not have to be told what to do,
but have the power to learn on their own. The development of a biological computer that is fast, small,
and evolvable is no longer considered science fiction. Scientists are combining biological materials with
the latest silicon-based technology in an effort to give us not only electronic devices that are smaller, but
are also more flexible in terms of structure and function.

Ironically, our brain can serve as proof of concept. Many scientists now believe that individual neurons
display wiring patterns and communication powers that resemble a human computer, and therefore may
provide the framework for the design of a biological computer. The brain is composed of 10 billion
neurons, each of which may be communicating with 1000 others. The neuron transmits electric signals
along its arms, or ‘axons’. Inside each axon a parallel architecture of microtubules is interconnected with
other proteins, not unlike the parallel computer’s wiring. In fact, the structure of microtubules may have
evolved towards optimal computational efficiency. The piezoelectric properties of these protein filaments
allow them to bend as a result of electric fields or currents which makes them ideal candidates as regulators
of synaptic plasticity, a mechanism that could explain the popular principle of “use it or lose it.” Thus,
seldom used synaptic connections would be switched off in favor of more active ones. Biologist Guenter
Albrecht-Buehler [3] demonstrated that cells perceive their environment through a tiny organelle called the
centriole, composed of microtubules that were shown to interact with electromagnetic radiation. To further
display that microtubules themselves can be conductive, the German biotechnology group, led by Eberhard
Unger [41,42] succesfully conducted required experiments and is now working on building nanoelectronic
components using these and other proteins. Simultaneously, ideas of combining biological and silicon-
based materials in hybrid arrangements are gaining more and more support for future bioelectronic
applications. Work is underway at various labs around the world to develop a biological chip. The main
objective is to design nanoelectronic components using hybrid protein–silicon structures with arrays of
proteins as biological oscillators that can be stimulated by electrodes or acoustic couplers. This will provide
an analog circuit with rich dynamics.

DNA computers are unlikely to become stand alone competitors for electronic computers. But digital
memory in the form of DNA and proteins is a real possibility with exquisitely efficient editing machines
that navigate through the cell, cutting and pasting molecular data into the stuff of life. Beyond that, the
innate intelligence built into DNA molecules could help fabricate tiny, complex structures: in essence,
using computer logic not to crunch numbers but to build things, an idea conceived of by Caltech’s Winfree
and Rothemund [123]. A single test tube of DNA tiles could perform about 10 trillion additions per
second (about a million times faster than an electronic computer). Interfacing DNA or protein-based
hybrid structures with living cells will enable a host of medical and technological applications including
non-invasive diagnostic and therapeutic medical applications and computational devices.

One major component of this framework is a protein-based subcellular structure called a microtubule,
to which we have devoted a large portion of this chapter. Microtubules are composed of 13 protofilaments,
arranged in a spiral pattern, and each protofilament is composed of subunits of tubulin. Each tubulin
possesses one of two conformational states: either both monomers can align, or one monomer can shift
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30◦ relative to the vertical axis. Based on the conformation an individual tubulin exists in at a given
moment, the conformation of its nearest neighbors can be altered as well. This conformational change
can be transmitted throughout the microtubule in a similar manner as patterns are transmitted through
cellular automata programs. In addition, as we argued earlier in this chapter, tubulin can have several
electronic states as well as dipolar states, some of which can be conceivably linked to the conformations of
C-termini and the counter-ion clouds around them. The idea that we could input an electric, chemical,
or mechanical signal and generate another one at the output end of the system brings computing or
information processing to mind. We believe that ordered protein arrays can function as a programmable
processor or even a computer either inside cells such as neurons or as nano-scale devices.

Nanotechnology could and should take advantage of biology in a completely novel manner, (i.e., instead
of building materials that mimic biological components, we could use the components themselves). In the
case of microtubules and tubulin, rather than purify it from traditional sources such as cow or pig brains,
tubulin can be readily cloned into an expression vector, and purified from bacteria in mass quantities.
Then, purified tubulin of a predetermined sequence (and thus with desirable biophysical and biochemical
characteristics) can be routinely polymerized to form microtubules with specific structural and functional
properties. Following that, the microtubules produced could be stabilized in a polymer gel capable of
undergoing a phase transition at a particular value of the control parameter such as temperature, applied
pressure, pH, or ionic concentration. This would then trigger a signal that would initiate computational
processes carried out by individual microtubules or their assemblies interconnected by MAPs or even con-
nected to actin filaments in architecures that could mimic subneuronal designs. This technology could also
be applied to sensors or artifical intelligence systems in building an evolvable computer. The only limitations
in this endeavor are those imposed by our imagination and our ability to dream up new applications.

18.12 Discussion

Considering the abundance of MTNs and AFs in axons and dendritic trees, the findings and theoretical
models described earlier may have important consequences for our understanding of the signaling and
ionic transport at an intracellular level. Extensive new information (see [63]) indicates that AFs are both
directly [14] and indirectly linked to ion channels in both excitable and non-excitable tissues, providing a
potentially relevant electrical coupling between these current generators (i.e., channels), and intracellular
transmission lines (i.e., AFs and MTs). Furthermore, both filaments are crucially involved in cell motility
and, in this context, they are known to be able to rearrange their spatial configuration. In nerve cells,
AFs are mainly located in the synaptic bouton region, whereas MTs are located in both dendrites and
the axon. Again, it would make sense for electrical signals supported by these filaments to help trigger
neurotransmitter release through a voltage-modulated membrane deformation leading to exocytosis [132].
Actin is also prominent in post-synaptic dendritic spines, and its dynamics within dendritic spines has
been implicated in the post-synaptic response to synaptic transmission. Kaech et al., [65] have shown that
general anesthetics inhibit this actin mediated response. Among the functional roles of actin in neurons,
we mention in passing glutamate receptor channels, which are implicated in long-term potentiation. It
is therefore reasonable to expect ionic wave propagation along AFs and MTs to lead to a broad range of
physiological effects.

In summary, this chapter broadly described the physical conditions that enable cytoskeletal polymers
such as AFs and MTs to act as electrical transmission lines for ion flows along their lengths and along
MAP-mediated interconnections between adjacent filaments. In the case of AFs, we propose a model in
which each protein subunit is equivalent to an electric circuit oscillator. The physical parameters used in
the model were evaluated based on the molecular properties of the polymer. Using the general conductivity
rules that apply to electrical circuits we analyzed the properties of ionic waves that propagate along AFs
and compared these values to those observed in earlier experiments. In the context of the role played by
MTs in neurons, we described the dynamics of C-termini states. We discussed both individual MTs and
their networks, including the interactions with ions and signal transmission via MAPs. Recent experiments
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on ionic conductivity along AFs and MTs show the validity of the basic assumptions postulated in our
models. In light of these results, we conjectured a new dendritic signaling mechanism that involves ion
waves along protein filaments which may travel without significant decay over tens of microns, potentially
affecting the function of synapses and ion channels.

We proposed a new model for information processing in dendrites based on electrical signaling involving
the cytoskeleton. This model predicts that the dendritic cytoskeleton, including MTs and AFs plays an active
role in computations affecting neuronal function. These cytoskeletal filaments are affected by, and regulate,
ion channel activity. A molecular dynamics description of the C-termini protruding from the surface of
a MT has revealed the existence of several conformational states, which lead to collective dynamical
properties of the neuronal cytoskeleton. These collective states of the C-termini on MTs have been shown
to have a significant effect on the ionic condensation and ion cloud propagation with physical similarities
to those recently found in actin-filaments. We have been able to then provide an integrated view of these
phenomena in a bottom-up scheme that demonstrates how ionic wave propagation along cytoskeletal
structures may impact channel functions, and thus neuronal computational capabilities.

The possibility of an evolvable, dynamic, and responsive electrical circuitry within the cell provided
by actin and MT filaments could be of enormous consequence to our understanding of the way cells
operate internally and interact with their environment. In particular, it would cast an entirely new light
on cell differentiation, cell division, and cell–cell communication. While an integrated theory of this type
of behavior is far from being constructed, its individual elements are gradually taking shape.
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[87] Maass, W., Natschläger, T., and Markram, H. (2002). Real time computing without stable states:

A new framework for neural computation based on perturbations. Neural. Computation, 14:2531–
2560.

[88] Magee, J.C., and Johnston, D. (1995). Synaptic activation of voltage-gated channels in the dendrites
of hippocampal pyramidal neurons. Science, 268(5208):301–4.

[89] Magee, J.C., and Johnston, D. (1995). Characterization of single voltage-gated Na+ and Ca2+ chan-
nels in apical dendrites of rat CA1 pyramidal neurons. J. Physiol., 487(1), 67–90.

[90] Mahan, G.D. (1981). Many-Particle Physics (Plenum Press, New York).



18-44 Nano and Molecular Electronics Handbook

[91] Maldague, P.F. (1977). Optical spectrum of a Hubbard chain. Phys. Rev., B16, 2437–2446.
[92] Malenka, R.C. (1991). Neuron, 6, 53–60.
[93] Malenka, R.C., Bear, M.F. (2004). LTP and LTD: an embarrassment of riches. Neuron., 44, 5–21.
[94] Maniotis, A.J., Chen, C.S., and Ingber, D.E. (1997). Proc. Natl. Sci. USA, 94, 849.
[95] Marechal, Y. (1991). What mechanisms for transfers of protons through H-bonds? J. Mol. Liq.,

48(2–4), 253–260.
[96] Mehrez, H., Walch, S., and Anantram, M.P. (2005). Electronic properties of O2-doped DNA. Phys.

Rev. B, 72, 035441.
[97] Mershin, A., Kolomenski, A.A., Schuessler, H.A., Nanopoulos, D.V. (2004a). Tubulin dipole

moment, dielectric constant and quantum behavior: computer simulations, experimental results
and suggestions. Biosystems, 77, 73–85.

[98] Miller, S., Yasuda, M., Coats, J.K., Jones, Y., Martone, M.E., and Mayford, M. (2002). Disruption
of dendritic translation of CaMKIIalpha impairs stabilization of synaptic plasticity and memory
consolidation. Neuron., 36:507–519.

[99] Minoura, I., and Muto, E. (2006). Dielectric measurement of individual microtubules using the
electroorientation method. Biophys. J., 90:3739–3748.

[100] Miyakawa, H., Ross, W.N., Jaffe, D., Callaway, J.C., Lasser-Ross, N., Lisman, J.E., Johnston, D.
(1992). Synaptically activated increases in Ca2+ concentration in hippocampal CA1 pyramidal cells
are primarily due to voltage-gated Ca2+ channels. Neuron, 9(6):1163–73.

[101] Mogul, D.J., Adams, M.E., Fox, A.P. (1993). Differential activation of adenosine receptors decreases
N-type but potentiates P-type Ca2+ current in hippocampal CA3 neurons. Neuron, 10(2):327–34.

[102] Morowitz, H.J. (1978). Proton semiconductors and energy transduction in biological systems.
AJP - Regulatory, Integrative and Comparative Physiol., 235(3), 99–114.

[103] Moskowitz, P. and Oblinger, M. (1995). J. Neurosci., 15, 1545.
[104] Oosawa, F. (1970). Counterion fluctuation and dielectric dispersion in linear polyelectrolytes.

Biopolymers, 9:677–688.
[105] Oosawa, F. (1971). Polyelectrolytes. (Marcel Dekker, New York.)
[106] Ostroff, L.E., Fiala, J.C., Allwardt, B., and Harris, K.M. (2002). Polyribosomes redistribute from

dendritic shafts into spines with enlarged synapses during LTP in developing rat hippocampal slices.
Neuron, 35:535–45.

[107] Parodi, M., Bianco, B., and Chiabrera, A. (1985). Toward molecular electronics. Self-screening of
molecular wires. Cell Biophys., 7:215–235.

[108] Passafaro, M., Sala, C. Niethammer, M., and Sheng, M. (1999). Microtubule binding by CRIPT and
its potential role in the synaptic clustering of PSD-95. Nat Neurosci., 2:1063–1069.

[109] Pedrotti, B., and Islam, K. (1996). Dephosphorylated but not phosphorylated microtubule associated
protein MAP1B binds to microfilaments. FEBS Lett., 388(2–3):131–3.

[110] Pollard, T. and Cooper, J. (1986). Actin and actin-binding proteins. a critical evaluation of mecha-
nisms and functions. Ann. Rev. Biochem., 55:987–1035.

[111] Porath, D., Bezryadin, A., de Vries, S., and Dekker, C. (2000). Direct measurements of electrical
transport through DNA molecules. AIP Conf., 544, 452–456.

[112] Priel, A., Tuszynski, J.A., and Woolf, N. (2005). Transitions in Microtubule C-Termini Conforma-
tions as a Possible Dendritic Signaling Phenomenon, Eur. Biophys. J..

[113] Priel, A., Ramos, A.J., Tuszynski, J.A., and Cantiello, H.F. (2006). A Biopolymer transistor: electrical
amplification by microtubules. Biophys. J., 90:4639–4643.

[114] Rall, W. (1959). Branching dendritic trees and motorneuron sensitivity, Exp. Neurol., 1, 491–527.
[115] Rall, W. (1957). Membrane time constant of motoneurons. Science, 126(3271):454.
[116] Ramón-Moliner, E. (1968). The morphology of dendrites. In Structure and Function of the Nervous

Tissue, Bourne, D.F,, Ed., (Academic Press, New York).
[117] Ratner, M.A., and Shriver, D.F. (1989). Polymer ionics. MRS Bull., Sept 1989, 39–52.
[118] Regehr, W.G., Connor, J.A., and Tank, D.W. (1989). Optical imaging of calcium accumulation in

hippocampal pyramidal cells during synaptic activation. Nature, 341, 533–536.



Electronic and Ionic Conductivities of Microtubules and Actin Filaments 18-45

[119] Regehr, W.G. and Tank, D.W. (1990). Postsynaptic NMDA receptor-mediated calcium accumulation
in hippocampal CAl pyramidal cell dendrites. Nature, 345, 807–810.

[120] Regehr, W.G. and Tank, D.W. (1992). Calcium concentration dynamics produced by synaptic acti-
vation of CA1 hippocampal pyramidal cells. J. Neurosci., 12, 4202–4223.

[121] Ripoll, C., Norris, V., Thellier, M. (2004). Ion condensation and signal transduction. BioEssays,
26(5), 549–557.

[122] Rodriguez, O.C., Schaefer, A.W., Mandato, C.A., Forscher, P., Bement, W.M., and Waterman-Storer,
C.M. (2003). Conserved microtubule-actin interactions in cell movement and morphogenesis. Nat.
Cell Biol., 5:599–609.

[123] Roweis, S., Winfree, E., Burgoyne, R., Chelyapov, N., Goodman, M., Rothemund, P., and Adleman,
L.M. (1998). J. Comput. Biol., 5(4):615–629.

[124] Sackett, D.L. (1995). Structure and function in the tubulin dimer and the role of the acid carboxyl
terminus. In Subcellular Biochemistry — Proteins: Structure, Function and Engineering, Biswas, B.B.
and Roy, S. Ed. (Kluwer Academic Publishers, Dordrecht). 24:255–302.

[125] Salmon, W.C., Adams, M.C., and Waterman-Storer, C.M. (2002). Dual-wavelength fluorescent
speckle microscopy reveals coupling of microtubule and actin movements in migrating cells. J. Cell
Biol., 158(1), 31–37.

[126] Sanchez, C., Diaz-Nido, J., Avila, J. (2000). Phosphorylation of microtubule- associated protein 2
(MAP2) and its relevance for the regulation of the neuronal cytoskeleton function. Prog. Neurobiol.,
2000 June, 61(2):133–68.

[127] Santarella, R.A., Skiniotis, G., Goldie, K.N., Tittmann, P., Gross, H., Mandelkow, E.M., Mandelkow,
E., and Hoenger, A. (2004). Surface-decoration of microtubules by human tau. J. Mol. Biol., 339,
539–553.

[128] Sattilaro R.F. (1986).
[129] Sattilaro, R.F. (1986). Interaction of microtubule-associated protein 2 with actin filaments. Biochem-

istry, 25:2003–2009.
[130] Schaefer, A.W., Kabir, N., and Forscher, P. (2002). Filopodia and actin arcs guide the assembly and

transport of two populations of microtubules with unique dynamic parameters in neuronal growth
cones. J. Cell Biol., 158(1), 139–152.

[131] Schwartzkroin, P.A., and Slawsky, M. (1977). Probable calcium spikes in hippocampal neurons.
Brain Res., 135(1):157–61.

[132] Segel, L. and Parnas, H. (1991). What controls the exocytosis of neurotransmitters. In Peliti, L., Ed.,
Biologically Inspired Physics, (Plennum Press, New York), 2000.

[133] Segev, I., London, M. (2000). Untangling dendrites with quantitative models. Science, 290(5492),
744–750.

[134] Selden and Pollard, (1983). Phosphorylation of microtubule-associated proteins regulates their
interactions with actin filaments, J. Biol. Chem., 258(11), 7064–7071.

[135] Sept, D., Xu, J., Pollard, T., and McCammon, J. (1999). Annealing accounts for the length of actin
filaments formed by spontaneous polymerization. Biophys. J., 77:2911–2919.

[136] Skiniotis, G., Cochran, J.C., Muller, J., Mandelkow, E., Gilbert, S.P., Hoenger, A. (2004). Modulation
of kinesin binding by the C-termini of tubulin. EMBO J., 23, 989–999.

[137] Softky, W. (1994). Sub-millisecond coincidence detection in active dendritic trees. Neuroscience,
58(1):13–41.

[138] Spruston, N., Jonas, P., and Sakmann, B. (1995). Dendritic glutamate receptor channels in rat
hippocampal CA3 and CA1 pyramidal neurons. J. Physiol., 482(2) 325–352.

[139] Spruston, N., Schiller, Y., Stuart, G., Sakmann, B. (1995). Activity-dependent action potential inva-
sion and calcium influx into hippocampal CA1 dendrites. Science, 268:297–300.

[140] Steward, O. and Schuman,E.M. (2001). Protein synthesis at synaptic sites on dendrites. Annu. Rev.
Neurosci., 24:299–325.

[141] Stuart, G.J. and Sakmann, B. (1994). Active propagation of somatic action potentials into neocortical
pyramidal cell dendrites. Nature, 367, 69–72.



18-46 Nano and Molecular Electronics Handbook

[142] Szent-Gyorgyi, A. (1941). Study of energy levels in biochemistry. Nature, 14, 157–187.
[143] Tang, J. and Janmey, P. (1996). The polyelectrolyte nature of F-actin and the mechanism of actin

bundle formation. J. Biol. Chem., 271:8556–8563.
[144] Tang, D., Goldberg, D.J. (2000). Bundling of microtubules in the growth cone induced by laminin.

Mol. Cell. Neurosci., 15(3), 303–313.
[145] Thorn, K.S., Ubersax, J.A., and Vale, R.D. (2000). Engineering the processive run length of the

kinesin motor. J. Cell Biol., 151:1093–1100.
[146] Togel, M., Wiche, G., and Propst, F. (1998). Novel features of the light chain of microtubule-associated

protein MAP1B: microtubule stabilization, self interaction, actin filament binding, and regulation
by the heavy chain. J. Cell Biol., 143:695–707.

[147] Tuszynski, J.A. and Dixon, J.M. (2001). Biomedical Applications of Introductory Physics. (John Wiley
& Sons, New York).

[148] Tuszynski, J.A., Portet, S., Dixon, J.M., Luxford, C., and Cantiello, H.F. (2004). Ionic wave propaga-
tion along actin filaments, Biophys. J., 86, 1890–1903.

[149] Tuszynski, J.A., Brown, J.A., and Hawrylak, P. (1998). Philos. Trans. R. Soc. London Ser. A, 356, 1897.
[150] Wang, B., et al. (1999). Nonlinear quantum capacitance. Appl. Phys. Lett., 74:2887.
[151] Weisshaar, B., Doll, T., and Matus, A. (1992). Reorganisation of the microtubular cytoskeleton by

embryonic microtubule-associated protein 2 (MAP2c). Development, 116, 1151–1161.
[152] Westenbroek, R.E., Ahlijanian, M.K., and Catterall, W.A. (1990). Clustering of L-type Ca2+ channels

at the base of major dendrites in hippocampal pyramidal neurons. Nature, 347, 281–284.
[153] Wong, R.K.S., Prince, D.A., and Basbaum, A.I. (1979). Intradendritic recordings from hippocampal

neurons. PNAS, 76(2), 986–990.
[154] Woolf, N.J., Zinnerman, M.D., and Johnson, G.V.W. (1999). Hippocampal microtubule-associated

protein-2 alterations with contextual memory. Brain Res., 821:241–249.
[155] Yamada, K.M., Spooner, B.S., and Wessell, N.K. (1971). Ultrastructure and functions of growth

cones and axons of cultured nerve cells. J. Cell Biol., 49 (3): 614.
[156] Yu, W., Ling, C., and Baas, P.W. (2001). Microtubule reconfiguration during axogenesis. J. Neuro-

cytol., 30(11), 861–875.
[157] Yu, X., Shacka, J.J., Eells J.B., Suarez-Quian, C., Przygodzki, R.M., Beleslin-Cokic, B., Lin, C.S.,

Nikodem, V.M., Hempstead, B., Flanders, K.C., Costantini, F., and Noguchi, C.T. (2002). Erythro-
poietin receptor signalling is required for normal brain development. Development, 129, 505–516.

[158] Zimm, B. (1986). Coulombic Interactions in Macromolecular Systems, 212–215, (American Chemical
Society, Washington D.C).



IV
Molecular
and Nano

Electronics:
Device-Level

Modeling and
Simulation

19 Simulation Tools in Molecular Electronics
Christoph Erlen, Paolo Lugli, Alessandro Pecchia, Aldo Di Carlo . . . . . . . . . . . . . . . . . . . . 19-1
Quantum Transport Tools • Simulation of Organic Thin Film
Devices • Acknowledgments

20 Theory of Current Rectification, Switching, and a Role of Defects in Molecular
Electronic Devices
A.M. Bratkovsky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20-1
Introduction • Role of Molecule-Electrode Contact: Extrinsic Molecular Switching Due to
Molecule Tilting • Molecular Quantum Dot Rectifiers • Molecular Switches • Molecular
Quantum Dot Switching • Role of Defects in Molecular Transport • Conclusions

21 Complexities of the Molecular Conductance Problem
Gil Speyer, Richard Akis, David K. Ferry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21-1
Introduction • Theoretical Approaches • Results • Conclusion

22 Nanoelectromechanical Oscillator as an Open Quantum System
Lev G. Mourokh, Anatoly Yu. Smirnov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22-1
Introduction • General Formalism • Heat Bath Correlation Functions • Electron
Transport through the Nanomechanical Oscillator • Results and Discussion of the
Cantilever Case • Shuttle Dynamics • Conclusions

23 Coherent Electron Transport in Molecular Contacts: A Case of Tractable Modeling
Alexander Onipko, Lyuba Malysheva . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23-1
Models of the Wire-to-Lead Connection • Models of Molecular
Wires • Electric Field Effects

IV-1



IV-2 Nano and Molecular Electronics Handbook

24 Pride, Prejudice, and Penury of ab initio Transport Calculations
for Single Molecules
F. Evers, K. Burke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24-1
Introduction • TDDFT and Transport • Ground State DFT: Artifacts of Local Density
Functionals • Conclusion • Acknowledgments

25 Molecular Electronics Devices
Anton Grigoriev, Rajeev Ahuja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25-1
Introduction • Scope • Experimental Techniques • Molecular Conductance • Molecular
Adsorption on Metal Surfaces and Role of the Electrodes • The Theory of Electron
Transport in Molecules • Computational Tools and Algorithms • Conclusions

26 An Electronic Cotunneling Model of STM-Induced Unimolecular
Surface Reactions
Vladimiro Mujica, Thorsten Hansen, Mark A. Ratner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26-1
Introduction • A Cotunneling Model • A Simple Example • Discussion
• Acknowledgments



19
Simulation Tools in

Molecular Electronics

Christoph Erlen

Paolo Lugli

Alessandro Pecchia

Aldo Di Carlo

19.1 Quantum Transport Tools . . . . . . . . . . . . . . . . . . . . . . . . . . 19-1
The gDFTB Approach • Incoherent Electron–Phonon
Scattering • Power Dissipation in Molecular Junctions
• Power Dissipation in a Si-Styrene-Ag System
• Applications to Octanethiols

19.2 Simulation of Organic Thin Film Devices . . . . . . . . . . . 19-10
The Drift–Diffusion Method • Organic Semiconductor
Materials • Simulation of Organic Thin Film Transistors
• Traps in Organic Thin Films • Influence of Interface Traps
and Charges on Device Characteristics • Static and Transient
IV Simulations • Analysis and Optimization of Organic Logic
Circuits • Inverter Circuits • Application to Organic Ring
Oscillators

19.3 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19-19
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19-19

Introduction

Recently, molecular electronics has attracted increasing attention due to appealing features such as very
high integration capabilities, low production cost, flexibility in substrate choice, and the possibility of
large area deployment. Brief inspection shows two approaches to this field: one can mimic existing devices
and substitute active layers with organic ones; and single molecules can be contacted and their transport
characteristics exploited to achieve electronic functionalities. While in the former case conventional device
simulators can be adapted to the theoretical investigation of electronic and optoelectronic devices, com-
pletely new tools must be developed for the latter.

In the following, recent developments in the simulation of organic and molecular systems will be
presented based on a series of results obtained from our groups. Examples of the two approaches previously
mentioned will be included. The chapter starts by studying quantum transport in single molecules and
afterwards moves to the simulation of organic thin film devices.

19.1 Quantum Transport Tools

The idea of using molecular elements and even single molecular units in electronic devices has been
proposed for a long time. Great progress has been made in recent years in the field of molecular electronics,
as shown in the other contributions to this book. New experimental breakthroughs are achieved every
year and the number of publications in the field is growing exponentially. Conduction through single
molecules can now be routinely obtained using different experimental configurations.

19-1
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However, the problems that need to be solved in order to turn a nice principle into real working devices
are still quite challenging, due to the difficulty of precisely controlling the molecular building blocks, and
due to stability issues related to organic materials.

Despite considerable advances, understanding and controlling transport mechanisms is far from
understood. From a theoretical point of view, the description of conduction in molecular systems is
quite a challenge, as subtle many-electron correlations may play a significant role, changing transport
from the coherent regime to incoherent or Coulomb blockades. Current state-of-the-art atomistic quan-
tum transport tools are unable to describe correlated transport mechanisms and often it is necessary to
resort to simplified models. On the other hand, highly accurate quantum chemical methods are by now far
too computationally expensive to treat the very large clusters required to simulate realistic systems made
up of hundreds of atoms.

Certainly one of the most promising molecular devices is the bi-stable molecular switch [1], which may
be used for memory arrays and FPGA logic architectures. The switch is triggered by a threshold voltage
inducing a conformational change associated to a change of conductance. Stability of the junction under
bias and the switching mechanism are therefore crucial issues to future development of practical devices.

In order to address such issues, we have developed a tool for quantum transport calculations coupled to a
thermal dissipation model, which includes first-principle calculations of the electron–vibration coupling,
phonon release into the molecules and heat dissipation into the contacts. The code (gDFTB) is based on
the density functional tight-binding (DFTB) method [2], extended to non-equilibrium Green’s functions
(NEGF) for the self-consistent computation of charge density and electronic transport [3,4].

The gDFTB method allows a nearly first-principle treatment of systems comprising a large number of
atoms. The Green’s function technique enables the computation of the tunneling current flowing between
two contacts in a manner consistent with the open boundary conditions that naturally arise in transport
problems. On the other hand, the NEGF formalism allows us to compute the charge density consistently
with the non-equilibrium conditions in which a molecular device is driven when biased by an external field.

A brief description of our methodology is given in the first section. Applications to the computation
of conductance of various molecular systems are also shown, focusing on IETS of octane-thiols and heat
dissipation in a molecular system.

19.1.1 The gDFTB Approach

The density-functional based tight-binding formalism (DFTB) has been described in detail in many
articles and reviews (see e.g., [2]). All matrix elements and orbital wavefunctions are derived from density-
functional calculations. The advantage of the method relies on the use of a small basis set, and the restriction
to two center integrals, allowing extensive use of look-up tables. What distinguishes our approach from
empirical methods is the explicit calculation of the basic wave functions, which allows deeper physical
insights and better control of the approximations used. The method solves the Kohn–Sham equations
consistently, using a Mulliken charge projection [5].

In the traditional DFTB code, a minimal basis set of atomic orbitals is used in order to reduce the matrix
dimensions for diagonalization speed-up. This approach has proved to give transferable and accurate
interaction potentials, and the numerical efficiency of the method allows molecular dynamic simulations
of large super-cells, containing several hundreds of atoms, particularly suitable to study the electronic
properties and dynamics of large mesoscopic systems and organic molecules such as CNTs, DNA strands
or adsorbates on surfaces, semiconducting heterostructures, etc. (see [6]).

Next, we shall briefly describe the self-consistent DFTB method, developed from an idea first introduced
by Foulkes, where the electronic density is expanded as the sum of a reference density, n0(r ) (which can
be chosen as the superposition of neutral atomic densities), and a deviation, δn(r ), such that n(r ) =
n0(r ) + δn(r ). The total energy of the system can be described, up to the second order in the local density
fluctuations, as:

E tot[n] =
∑

k

nk < �k |H0|�k > +E rep[n0] + E (2)[δn], (19.1)
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The first term in Equation (19.1) can be written in terms of the TB Hamiltonian, which is given by{
H0

μν = ε
free−atom
μ , μ = ν

< φμ|T + veff [n0
i + n0

j ]|φν >, μ ∈ i, ν ∈ j
(19.2)

where φμ and φν are the atomic orbitals localized around the atomic centers i and j ; T is the kinetic energy
operator, and veff is the effective one-particle potential that depends on the density of the two atomic
centers i and j .

The term E rep[n0] in Equation (19.1) is the repulsive energy between the ions, screened by the electronic
distribution and the exchange energy. The third term in Equation (19.1) is the second order correction,
which can be written as

E 2[δn] = 1

2

∫∫ [
1

|r − r ′| + δ2 E xc

δn(r )δn(r ′)

]
δn(r )δn(r ′)drdr′ (19.3)

where the Hartree and exchange-correlation (XC) potentials have been separated. This quantity is greatly
simplified by retaining only the monopole term in the radial expansion of the atom-centered density
fluctuations [7].

Within the LDA approximation, the exchange contribution vanishes for large atomic distances, hence
in Equation (19.3) the second order correction to E xc can be neglected with respect to the Coulomb
interaction. For short ranges, Coulomb and XC contributions are accounted for with onsite Hubbard
parameters, which are calculated for any atom type within LDA-DFT as the second derivative of the total
energy of the atom with respect to the occupation number of the highest occupied atomic orbital. These
values are therefore neither adjustable nor empirical parameters [5]. Applying the variational principle to
the energy functional of Equation (19.1), it is possible to obtain a modified Hamiltonian for the Kohn–Sham
equations,

Hμν = H0
μν + 1

2
Sμν

∑
k

(γik + γ j k)�qk , ∀μ ∈ i, ν ∈ j. (19.4)

whereSμν is an overlap matrix between atomic wave functions, γik is a shorthand for the interatomic
potential [7], computed from Equation (19.3), and �qi are the atomic charges. Since the atomic charges
depend on the one-particle wave functions �k , a self-consistent procedure is required. The improvement
of the self-consistent over the non-self-consistent procedure is considerable in determining structural and
energetic properties of molecular systems [5].

The DFTB approach has been extended to the NEGF formalism (already introduced in this book), by
generalizing the calculation of the atomic charges using the non-equilibrium (DFT) density matrix and
computing the functional (19.3) using a three-dimensional Poisson solver [3,4].

Despite its mathematical complexity, the non-equilibrium Green’s functions (NEGF) method for calcu-
lations of quantum transport has gained a great popularity in recent years, mostly because of the versatility
and numerical stability of the method, in contrast to wave-function or transfer matrix approaches. The
open boundary conditions can be elegantly included by exactly mapping the contacting leads into a finite
and small part of the system [8]. Furthermore, the Green’s function approach can be generalized for
many-body quantum theory, allowing the inclusion of electron-phonon [9] as well as electron-electron
interactions [10] within a unified and systematic formalism. Good references in many-body quantum
theory can be found in [11,12] and an exhaustive review on NEGF can be found in reference [13].

19.1.2 Incoherent Electron---Phonon Scattering

The usual procedure to treat molecular vibrations is to expand the effective nuclear potential up to the
harmonic term, and to decouple the Hamiltonian as a superposition of independent one-dimensional
oscillators corresponding to the normal modes of vibrations. Each vibrational mode will be labeled by q .
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The harmonic oscillators can be quantized following the usual prescriptions, by making use of the standard
relationships between the position operator and the Bose field operator.

The calculation of the electron–phonon scattering requires an explicit evaluation of the electron–
vibration couplings matrices, γ q

μν , obtained by expanding the TB Hamiltonian to the first order in the
atomic displacements. The couplings are then expressed in terms of derivatives of the Hamiltonian and
the overlap matrices, therefore without fitting parameters [14,15], as

γ q
μν =

√
h̄

2ωq Mq

∑
α

[
∂Hμν

∂Rα

−
∑
λ,σ

∂Hμλ

∂Rα

S−1
λσ Hσν − HμλS−1

λσ

∂Hσν

∂Rα

]
eq
α (19.5)

where Rα are atomic displacements, Mq are the atomic masses, and eq
α are the vibrational modes eigen-

vectors. While crossing the system, electrons interact with the molecular ionic vibrations from which they
can be inelastically scattered. The electron–phonon interaction is treated within perturbation theory of
the non-equilibrium Green’s function formalism, and the current through the junction is computed using
the Meir–Wingreen formula [16]:

I = 2e

h

∫
Tr [�<G>(E ) − �>G<(E )]d E (19.6)

where�<(>) represents the in-scattering of electrons (holes) through the left contact of the device, and
G<(>) is the electron (hole) correlation function. The current expressed by Equation (19.6) contains both
a coherent and an incoherent component, since the lesser and greater self-energies (SE) are given by the
sum of three terms:

�<(>) = �
<(>)
L + �

<(>)
R + �

<(>)
el−ph (19.7)

The first two contributions come from the contacts, and the third term is related to the scattering
processes within the molecule, caused by electron–phonon interactions. Such decoupling is valid within
the non-crossing approximation (NCA), which we took care to fulfill by physically separating the molecular
subunit—now free to move—from the contacts, where the atoms are assumed fixed.

The electron–phonon self-energy can be evaluated with diagrammatic techniques. The simplest is the
first-order Born approximation (BA), which gives

�
<,>
el−ph(ω) = i

∑
q

2π

∫
dω′γ q G<,>(ω − ω′)γ qD<,>

0,q (ω′) (19.8)

where D<,>
0,q (ω) are the correlation functions related to the vibrational modes, assumed Einstein oscillators

in thermal equilibrium with a bath:

D<,>
0,q (ω) = −2π i

[
(Nq + 1)δ(ω ± ωq ) + Nq δ(ω ∓ ωq )

]
. (19.9)

The thermally averaged phonon population, Nq , can be obtained to first approximation by the Bose–
Einstein distribution function, using the environmental temperature. A more sophisticated calculation
requires a self-consistent computation of a distribution such as the function of applied bias, as discussed
in the next section.

19.1.3 Power Dissipation in Molecular Junctions

The electron–phonon interactions can be viewed as an exchange of particles with a virtual contact [17]
that adsorbs electrons at a given energy and emits them at another energy, accounting for the energy loss in
the phonon quanta. In perfect analogy to the real contacts, the virtual contact brakes the phase coherence
of the wave function. The amount of power dissipated in the molecule, due to inelastic phonon emission,
can be obtained by considering the virtual contact current, as discussed in [14,17]. The power dissipated is
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given by the net rate of energy transferred to the molecule and can be calculated using the virtual contact
current as

W = 2

h

∫ +∞

−∞
ωTr[�<

el−ph(ω)G>(ω) − �>
el−ph(ω)G<(ω)]dω (19.10)

which simply provides the average energy transfer occurring at the virtual contact.
The power dissipated can be used to compute the rate of phonon emission. This can be done by

first observing that Equation (19.10) can be expressed as a sum over the individual vibrational modes,
W = ∑

Wq , allowing us to compute the power dissipated in each mode [14].
In order to compute the non-equilibrium phonon population under bias, we set up a phenomenolog-

ical rate equation. The rate of phonon emissions can be defined as Rq (Nq ) = Wq /h̄ωq , representing the
ratio between the energy emitted per unit time in the oscillator q divided by its energy. This is generally
a function of bias and depends on the phonon population itself via. The rate Rq is actually the net rate
of phonon emission, and also includes the absorption rate due to assisted tunneling and electron-hole
pair production, something very important in metal contacts. The phonon population of the vibrational
modes is then calculated via a rate equation, which includes the rate of emission and dissipation into the
leads, as:

dNq

dt
= Rq (Nq ) − Jq

(
Nq − N0

q (T)
)

, (19.11)

balancing the rate of quanta emitted with the rate of phonon decay to the bath, Jq , discussed in the
following. This tends to restore the equilibrium Bose–Einstein distribution, characterized by the con-
tact temperature, T . Under stationary conditions, the phonon distribution on the molecule is given by
Nq = N0

q (T) + Rq (Nq )/Jq .
The phonon dissipation rate is by no means a simple quantity to predict from initial calculations since

a large number of different mechanisms participate in phonon relaxations. For this reason, Jq can be
regarded in many cases as a fitting parameter of the model. Nonetheless, we compute an upper bound of
this parameter by considering the elastic coupling of the molecular modes with the contact vibrations.

19.1.4 Power Dissipation in a Si-Styrene-Ag System

Let’s now consider the hybrid system shown in Figure 19.1, which comprises a Si(100) substrate, recon-
structed 2 × 1, with an adsorbed styrene molecule in a bridge position and an Ag metal contact, which
models an STM tip. The position of the tip was chosen in order to obtain a relatively large direct cou-
pling between the tip and the π orbitals of the styrene, which guarantees a sufficiently high conductance.
Figure 19.1 shows a unit cell of the system considered, but periodic boundary conditions have been imposed.

FIGURE 19.1 (see color insert following page 5-6) Representation of the system comprising a styrene molecule
adsorbed on a Si(100) 2 × 1 substrate.
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The Si substrate is heavily p-doped in order to make it conducting, and the Fermi Level is assumed at the
valence band edge. While electrons cross the molecule, they interact with the molecular ionic vibrations,
from which they can be inelastically scattered. The electron–phonon scattering within the leads is not
considered.

In order to study the electron–vibron coupling, we first accurately relax the structure. (This is done
under no applied bias.) Then we compute the vibrations of the molecule constraining the Si and Ag atoms.
The electron–vibration couplings are obtained using Equation (19.5).

In order to calculate the rate of phonon dissipation into the contacts, the molecular modes are coupled
with the bulk vibrations. Such a calculation is performed using a Green’s function approach similar in
concept to the electronic calculation. First, the Hessian (dynamical matrix) of the whole contact–molecule–
contact device is computed, and then the system is partitioned into molecules and contacts. A Green’s
function is then built for the generalized vibration eigensystem:

G = [
Mω2 − H − �L − �R

]−1
(19.12)

where H is the Hessian matrix, M is the diagonal mass matrix, and �L ,R are the self-energies obtained
using open boundary conditions on the bulk side of the contact leads. This formulation is possible because
the atomic coupling, expressed by the dynamical matrix, is restricted to few neighbors. The imaginary part
of the self-energy is used to extract the vibron lifetime. This approach includes first-order one-phonon-to-
one-phonon decay processes, but obviously neglects many other mechanisms that may take place when the
direct decay is not allowed by energy conservation. This happens, for instance, to the high frequency modes,
characteristic of molecular vibrations, generally lying well beyond the vibrational bandwidth of the bulk
reservoirs which cannot decay other than via one-to-many phonon channels. Other decay mechanisms
may involve coupling with the surrounding molecules and generally depend on the environment or via
multistep processes and anharmonic couplings. The result of this calculation is shown in Figure 19.2,
reporting the superposition of the phonon density of states of the coupled system (gray area) with the
uncoupled molecular frequencies shown as vertical dashed lines. The cut-off frequency of the Si vibrations
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FIGURE 19.2 The vibrational density of states of the system Si-styrene-Ag. The gray area represents the Si d.o.s.,
vertical lines are the uncoupled molecular modes, and the solid line is the d.o.s. projected on the molecular modes
showing their broadening due to coupling with the substrate.
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FIGURE 19.3 Molecular temperature as a function of applied bias for different types of approximations in the
electron–phonon couplings (see text).

at 500 cm−1 clearly appears in this plot. The solid line represents the projected density of states obtained
by approximating the self-energies, similar to a broadening and frequency shift. As discussed earlier, the
calculation gives realistic results for those molecular modes lying within the Si phonon bands, where the
broadening is sizable. The corresponding phonon decay rates are in the 1011 to 1012 Hz range. For those
energy modes lying beyond the contact bandwidth, the broadening sharply decreases, leading to decay
rates as slow as 102 Hz for the highest modes, which is rather unrealistic. Therefore, the lowest limit for
the decay rate has been fixed to Jq ,min = 106 Hz in all subsequent calculations.

We find that the out-of-equilibrium phonon population is strongly bias-dependent. Figure 19.3 reports
the behavior of the average molecular temperature as a function of applied bias for two different contact
temperatures (10 K and 300 K). The molecular temperature, Tmol , is computed by setting the energy
balance expressed with ∑

q

h̄ωq Nq =
∑

q

h̄ωq nq (Tmol ) (19.13)

where nq (Tmol ) is the Bose–Einstein distribution for the temperature Tmol . As the bias increases, the
temperature rises since more heat is dissipated in the molecular vibrations. The figure reports three
different calculations obtained for different approximations in the treatment of the electron–phonon
coupling. The dotted lines correspond to the simplest lowest-order calculation of the electron–phonon
self-energy (not including the renormalization of the electron propagator), and the dashed line corresponds
to the first order correction, commonly known as first order Born approximation (BA), which includes
renormalizations of the propagator to the first order. The solid line corresponds to the self-consistent Born
approximation (SCBA) where self-energy and propagators are computed self-consistently. Thus, we can
conclude that, because of the small incoherent tunneling current, the inclusion of higher orders in the
electron–phonon coupling brings only small corrections to the final result.

In Figure 19.3, it is possible to appreciate the change in slope at the applied bias of 1.0 V. The origin
of this effect comes from a molecular resonant state entering the injection window at the applied bias
of 0.95 V. This has the effect of strongly increasing the coherent and incoherent currents. On average,
all vibrational modes are excited as the bias increases, although some of them are particularly favored
(such as the lowest vibrational mode) at the frequency of 10.55 cm−1, corresponding to a rigid oscillation
of the whole benzene ring, away and toward the Ag tip. This mode leads to a strong variation of the
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FIGURE 19.4 Coherent and total current density as a function of injection energy.

molecule–metal matrix elements and, therefore, to a large electron–phonon coupling. Once the first
resonance is reached, most of the phonon emission occurs in the lowest energy mode, thus leading to a
sharp increase in molecular temperature.

The computed current density within the bias window at 2.0 V is shown in Figure 19.4, where it is
possible to see the Si valence band edge at −4.26 eV and the molecular resonance peak at −5.25 eV. The
figure shows the total current and the coherent component. The incoherent component (not shown) is
about two orders of magnitude smaller, except at resonance, where it becomes comparable. The total
tunneling current computed at 1.0 V is 1.2 nA.

The molecular temperature sensibly depends on the tunneling current, which can be changed by varying
the tip-molecule distance. When this distance becomes approximately 2.0Å , the flowing current reaches
0.5 μA, leading to a very large temperature increase (≈ 1000 K). Obviously, the molecule is not likely to
withstand such temperatures, and probably a desorption is induced.

19.1.5 Applications to Octanethiols

In this application, we show the calculation of power dissipation in an octanedithiol molecule sandwiched
between two Au electrodes. The geometry of the molecule within the junction, shown in Figure 19.5, is
determined in two steps. First, an optimized geometry is obtained for octanethiol chemisorbed through
the terminal sulfur bonded to a single Au(111) surface. Periodic boundary conditions are used; however,
the chemisorbed molecules are sufficiently far apart to be considered isolated. The geometry for the full
electrode–molecule–electrode system was then generated by symmetrizing about a point of inversion
between the C4–C5 bond to have octanedithiol bound to two co-facial Au(111) surfaces. The calculated
coherent current across this system agrees well with experimental data [14].

A thorough analysis of the inelastic electron tunneling spectroscopy (IETS) [15], shown in Figure 19.6,
reveals that most of the electron–vibron coupling is associated to the longitudinal C-C stretching modes of
the molecular backbone (peaks 9–15), in the range of energies between 140 to 180 meV. Significant signals
are also found for the CH2 wagging mode (peak 7) and the C-S stretch mode at 80 meV (peak 6). Relatively
large peaks are also found in the low energy segment from 7 meV to 50 meV (peaks 1–5), including the
Au-S stretch mode (25 meV). We conclude that these modes are the most involved in absorbing energy
from the electrons.
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FIGURE 19.5 An octanedithiol molecule between Au contacts.

The phonon decay rates, Jq , are calculated as described in the previous section. The significant difference
with respect to Si is that the Au phonon bandwidth extends to only about 30 meV. Furthermore, the
modes lying within the contact phonon bands have a decay rate smaller than ∼ 1011 Hz, indicating a less
efficient vibrational coupling with respect to Si. Also, in this case we set the lowest bound for the decay
rates beyond the Au bands to an adjustable parameter, Jq ,min. We find that the molecular temperature
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sensitively depends on this lowest bound. This is shown in Figure 19.7, reporting the calculation of the
molecular temperature as a function of bias voltage, and assuming the equilibrium contact temperature
of T = 296K. The different lines correspond to different choices of Jq ,min, ranging from 5·108 to 1010 Hz.
These parameters are chosen in order to have results comparable to recent experimental measurements of
bias-dependent local temperature in octanedithiol between Au contacts [18].

19.2 Simulation of Organic Thin Film Devices

In recent years, research and development in the field of organic semiconductor materials has advanced
tremendously, driven by high expectations to implement new and cheap applications. Ever since the
discovery of conductivity and semiconductivity in polymers [19], as well as the discovery of metallic
conductivity in poly-acetylene in 1977 [20], the electrical properties of various small molecules and
polymers have been investigated. This has enabled the development of electronic devices such as organic
light-emitting diodes (OLED), solar cells, and photodiodes based on organic semiconductor thin films. The
first organic thin film transistor (OTFT) was reported in 1986 with a device made on an electrochemically
grown polythiophene film [21]. The possibility of fabricating OTFTs with small conjugated molecules was
shown in 1989 with sexithiophene [22].

In contrast to traditional inorganic materials, organic semiconductors can be deployed on various large
area substrates in mass production, reducing clean room costs and other expensive manufacturing factors.
Using flexible substrates and being lightweight, possible applications could include integration in clothing
or on plastic surfaces. Organic semiconductors introduce a new degree of freedom since modifications can
be done on the molecular level. It is possible to design materials with application-specific properties such
as a desired absorption and emission spectra. This is a revolutionary approach compared to traditional
limitations involving a small set of inorganic semiconductors such as silicon and gallium arsenide.

The field of organic optoelectronics, in particular, has developed rapidly. Here, the advantages of tuning
materials via chemical synthesis have become quickly evident. Consequently, it is not surprising that this
field is where the first commercial products (like OLEDs) have emerged. Today, OLED-based dot-matrix
displays with inorganic backplanes are already on the market. Being thinner, brighter, lighter, cheaper, and
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consuming less power during manufacturing, all-organic displays, which combine OLEDs and OTFTs, are
expected to follow in the near future.

The mobility obtained in organic thin film devices has improved by five orders of magnitude over
the past 15 years, and has reached values comparable to amorphous silicon [23]. Additionally, fabrication
technology, which turns out to be a key factor, has reached a high level of maturity. However, understanding
of the principles governing device behavior is less developed. A general approach is the application of
standard device models developed for inorganic semiconductors. Such an approach often falls short due
to particular features of organic semiconductors and nontraditional device layouts. Our goal is to therefore
set up a simulation framework for modeling and optimizing organic devices and circuits. The framework
is based on a commercial drift-diffusion simulation tool, which we modify to account for the special nature
of organic semiconductors.

19.2.1 The Drift---Diffusion Method

For our simulations, we have chosen the simulation package ISE TCAD. It is a multidimensional, elec-
trothermal, mixed-mode device and circuit simulator that can handle geometries of up to three dimensions
[24]. Generally, the simulator divides the device into a finite element grid and solves the drift–diffusion
transport equations self-consistently coupled to the Poisson equation. Main input variables are device
geometry, material specifications, and interface properties. Additionally, the tool ISE TCAD offers a ver-
satile software connector that allows the introduction of user-defined physical models, such as mobility
or recombination. This is of great importance when accurately describing organic devices.

A brief outline of the simulation method is presented in the following (see also [24]). As mentioned
before, the program solves the Poisson equation for the electrical potential φ and the continuity equations
for the hole and electron densities. The Poisson equation is given as

∇ε · ∇φ = −q · (p − n + ND+ − NA−) (19.14)

where ε is the electrical permittivity; q is the elementary charge; n and p are the electron and hole densities;
ND+ is the number of ionized donors, and NA− is the number of ionized acceptors. The continuity equations
for the hole and electron densities are generally written as

∇ · �J n = q
∂n

∂t
+ q · Rnet

−∇ · �J p = q
∂p

∂t
+ q · Rnet (19.15)

J n is the electron current density, J p is the hole current density and Rnet is the net electron–hole
recombination rate. In the nondegenerate limit, they are connected with the hole and electron quasi-
Fermi potentials φn and φp by

n = ni · exp

{
φ − φn

UT

}
p = ni · exp

{
φp − φ

UT

}
ni =

√
NV NC · exp

{
− E g

2qUT

}
(19.16)

where ni is the intrinsic density, NV and NC are the effective density of the states, E g is the bandgap,
and UT = kB T/q is the thermal voltage. In molecular materials, Equation (19.3) represents the Nernst
equation describing oxidation and reduction for low concentrations [25]. In the solid state, the gap is
the difference between reduction and oxidation potential. So, the molecular or monomer density is used
instead of the effective densities of states. For most organic semiconductor materials, it is in the order of
NC = NV = 5 · 1020 cm−3.
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To calculate potential, carrier, and current distributions, the simulator solves the equation system:

∇εε0 (−∇φ) = e (p − n + ND+ − NA−)

∇enμn (−∇φn) = +e
∂n

∂t
+ e · Rnet

∇epμp

(−∇φp

) = −e
∂p

∂t
− e · Rnet (19.17)

The gradients of the two quasi-Fermi potentials are driving the hole and electron currents. They can be
expressed as drift and diffusion currents since the mobilities are connected with the diffusion coefficients
Dp and Dn by the (nondegenerate) Einstein relations μp = Dp/UT and μn = Dn/UT , respectively,
which are also valid in the case of hopping transport [26].

19.2.2 Organic Semiconductor Materials

Alan J. Heeger, Alan G. MacDiarmid, and Hideki Shirakawa were awarded the Nobel prize in Chemistry
“for the discovery and development of conductive polymers [19].” In organic molecules with conjugated
systems, the atoms are bonded covalently with alternating single and double bonds. An overlap of the
π-orbitals formed by the sp2-hybridization of the carbon atoms causes delocalization of electrons over a
certain molecular region. This delocalization enables the transport of charges when an electrical field is
applied. Within the conjugated systems, mobility is considered to be high, whereas the transition between
conjugated systems poses a transport barrier. This barrier needs to be overcome by so-called hopping
processes. The valence band of an inorganic semiconductor corresponds to the highest occupied molecular
orbital (HOMO), while the lowest unoccupied molecular orbital (LUMO) represents the conduction band.
The difference between the energy levels of the HOMO and LUMO is the bandgap energy. This forms an
energetic structure very similar to inorganic semiconductors, but with localized states that are divided by
defects and entropy. An energy diagram and typical values for pentacene are given in Figure 19.8.

Organic semiconductors are categorized into polymers and small molecules. Long molecules with repeat-
ing conjugated units form semiconducting polymers (e.g., polythiophene). The class of small molecule
semiconductors consists of organic aromatic molecules with a low molecular weight such as anthracene,
pentacene, and α–6T. Polymers are highly amorphous, whereas small molecules tend to form crystalline
or polycrystalline films. Since there is little order and overlap between the chains, polymer conduction
is dominated by interchain hopping transport. Due to a higher order in the crystalline films, a mix of
hopping and band-like transport governs small molecule semiconductors.

Monte Carlo simulations (reported in [27]) and considerations in the Variable Range Hopping theory
predict that the mobility in hopping systems exhibits a Poole–Frenkel field-dependence

μ = μ0(T)e
√

E /E 0 (19.18)

HOMO

LUMO

Vacuum

3.15 eV

1.95 eV

0.1 eV

Source/drain NAt

FIGURE 19.8 Energy levels of pentacene with gold source/drain contacts. The acceptor trap level is indicated by a
dotted line.
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where μ0 is the low field mobility, and E 0 a critical field parameter equal to 3·105 V/cm. We have imple-
mented the field-dependence in an ISE TCAD user-defined model.

The classification of organic semiconductors as p-type or n-type has a number of peculiar aspects. For
inorganic semiconductors, a material is considered p-type (n-type) if the Fermi energy is shifted towards
the valence (conduction) band by the addition of ionized dopants. Organic semiconductors are usually
found to have low, unintentional p-doping in the order of 1015 cm−3. This can be extracted experimentally
from the slope of MOS CV-measurements. But, additionally, there are three other important points. First,
organic semiconductors have a relatively wide band gap which makes the choice of contact materials
crucial for carrier injection [28]. A contact with a work function closer to the LUMO acts as an electron
injector, while a contact with a work function closer to the HOMO mainly injects holes. Depending on the
barrier conditions, an organic semiconductor can therefore be operated in hole or electron mode. Second,
electron and hole mobility in semiconductors can differ by several orders of magnitude. In practice, the term
“p-type” is therefore also attributed to materials that have negligible electron conductivity, and vice versa.
Third, organic semiconductors usually contain traps caused by a relatively large number of impurities and
defects. If they mainly immobilize electrons (holes), the material also effectively exhibits p-type (n-type)
conduction. Most organic semiconductor materials, such as P3HT and pentacene, exhibit p-type behavior.

The contact barriers at the electrodes are defined as absolute values of the difference between metal
work function and the energy of the transport states. For electrons, this is the electron affinity X , and for
holes it is the ionization energy X + E g .

19.2.3 Simulation of Organic Thin Film Transistors

Advances in fabrication techniques have resulted in organic thin film transistors (OTFTs), which have
become of increasing interest to the electronics industry. For optimization and circuit design, OTFT
device behavior needs to be understood and described with appropriate models. In the following, we
demonstrate that drift–diffusion is a viable approach to gaining further insight into device behavior.

Figure 19.8 shows a cross-section of a pentacene OTFT in a bottom contact configuration (right panel).
The left panel of Figure 19.9 shows the corresponding finite element grid, which is used in the numerical
calculation. A typical experimental transfer characteristic of an organic pentacene OTFT on a SiO2insulator
with 20-μm channel length is shown in Figure 19.10. Pronounced in IV characteristics are particular
to organic transistors. Being a clear fingerprint of time-dependent processes, they are most frequently
encountered as transfer and output curve hysteresis. This effect has three possible causes: polarization,
mobile ions, and semiconductor traps. In our structure, the first two are not expected to take effect. The
insulating material is a very clean SiO2, which should be very stable. The pentacene is highly purified
by gradient sublimation so that no mobile ions should be present in the semiconducting layer. No gas
molecules like water can introduce polarization since the measurements of Figure 19.10 are preformed in
a vacuum. Therefore, the effect must be assigned to a property built into the semiconductor. The following
simulations test an explanation based on trapping effects.

Pentacene
Q1 - PAt

SiO2

Si n+-type

G

S D

FIGURE 19.9 (see color insert) The finite element grid (left) and a cross-section of the organic thin film transis-
tor in the bottom contact configuration (right). The dashed line indicates fixed charges and traps at the insulator
semiconductor interface.
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19.2.4 Traps in Organic Thin Films

Literature provides evidence that acceptor-type traps with energies close to the valence band populate
the organic/oxide interface [29,30]. In the scope of our simulations, we assume a single trap level with a
distinct energy, E At , and an aerial density of NAt . As depicted in Figure 19.11, the acceptor type trap is
negative if filled with an electron, and is neutral if occupied by a trapped hole [31]. In equilibrium, the
trapped hole density pAt is related to the occupation probability of holes f p as follows:

pAt = NAt · f p (19.19)

The total charge density associated with the acceptor traps equals Q At = −q (NAt − pAt ). If equilibrium
conditions are disturbed, trap recharging occurs. Balanced carrier flows to and from the trap level give the
following rate equation [31]:

dpAt

dt
= ν

p
thσp NAt

⌊
p(1 − f p) − p1

4
f p

⌋
p1 = ni · exp(−E At/kB T) (19.20)

where ν
p
th is the thermal hole velocity, σp is the hole capture cross-section, and ni is the intrinsic electron

density in the semiconductor. Equation (19.20) describes only carrier flows between the trap level and the
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FIGURE 19.11 An acceptor-type interface trap for different gate biases.
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valence band. There is an analog term for the transitions between the conduction band and the trap. Due
to low electron concentrations in the conduction band, as well as a large energy gap, the contribution of
this transition is only minor.

19.2.5 Influence of Interface Traps and Charges on Device Characteristics

The presence of traps and fixed interface charges can strongly affect the electrical characteristics of OTFTs.
Performing very slow measurement sweeps of the transfer characteristic, the effect of acceptor traps is
mainly visible below threshold. The threshold itself is defined by fixed interface charges Q f [31,32]. “Very
slow” implies that a desired voltage is applied and held until the system is in quasi-equilibrium before
the current is measured. Performing a series of such measurements one obtains the quasi-static OTFT
characteristics. From experiments, it is known that organic devices can require hold times of several seconds
or minutes. Figure 19.11 (left side) shows that below threshold the traps are charged with electrons and
attract holes to the interface. These holes lead to an increase of current and a higher inverse sub-threshold
slope [29]. For gate voltages above threshold, captured holes neutralize the traps so there is little influence
on the quasi-static current in this region (Figure 19.11; right side).

The analysis is more delicate if rapidly varying voltages are considered. Assuming a fast sweep from
positive to negative gate voltages, the traps are initially filled with electrons. When the gate voltage crosses
the threshold, equilibrium conditions require that they decharge according to rate Equation (19.20).
However, if the sweep speed is sufficiently high, the traps do not have time to reach equilibrium before the
applied gate voltage is even more negative. In this case, the negative traps add to the total interface charge,
which is directly proportional to the change in threshold voltage:

�VT = − Qint

Cox
= − (Q f + Q At )

Cox
(19.21)

The threshold appears to be shifted right for fast up-sweep conditions (see Figure 19.10).

19.2.6 Static and Transient IV Simulations

Figure 19.12 shows experimental transfer characteristics and the corresponding curves which result from a
static device simulation. The hysteresis is clearly visible. The simulation strategy is to first fit the threshold
voltage by adjusting fixed interface charges Q f . Since the device has a negative threshold, we obtain
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of curves belongs to the linear axis, while the right pair shows the identical currents on the logarithmic scale.
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TABLE 19.1 Parameters Extracted from Two Separate Static
Simulations for Up and Down Sweep

μ0 [cm2/Vs] Qf [cm−2] NAt [cm−2] E At [eV]

Up 1.9 0.5 · 1011 9 · 1011 0.3
Down 2.3 5.5 · 1011 9 · 1011 0.3

densities of positive charges. The slope above threshold is fitted using the mobility. Subsequently, the
sub-threshold characteristic is modeled. The simulation of the sub-threshold region is very sensitive with
respect to the trap parameters and ideally suited for their extraction (see [29]). The values used for the
simulated curves are presented in Table 19.1.

It is interesting to note that the static simulations lead to identical traps for both up and down sweep.
This provides additional confidence that the hysteresis is caused by a single species of traps that is not
fully recharged during the sweeps. In the transient simulations, we apply the down sweep parameters
Q f = 5.5 · 1011 cm2 and μ0 = 2.3 cm2/Vs. The remaining free variable for the fit of the trap properties
is according to (19.20) the product vthσp . Figure 19.13 shows the resulting transient curves for different
vthσp values. An optimal fit of the hysteresis can be obtained for a value of vthσp = 2.3 · 10−19 cm3s−1.

By inspecting the simulated curves, it is apparent that the influence of transient acceptor trap behavior
has successfully been predicted. The device simulator has reproduced the hysteresis as well as the down
bending of the transfer characteristics for the up sweep. For disordered hopping materials with a mobility
of ∼ 1 cm2/Vs, a thermal velocity vth in the order of 103 cm/s is theoretically predicted [29]. A capture
cross-section equal to 10−22 cm2 can therefore be estimated for acceptor traps at the pentacene/SiO2

interface. In silicon, acceptor trap cross-sections of 1.5 · 10−17 cm2 have been reported [33] at the Si/SiO2

interface with a thermal velocity of 1.56 · 107 cm/s [31]. It can be argued that the combination of a small
thermal velocity and small hole capture cross-sections results in the large time constants observed in the
transient behavior of pentacene transistors.

The presented organic semiconductor simulations show that the drift–diffusion method is an appro-
priate way to test physical models. Perfect agreement of experiment and simulations may not always be
realized. But this should be the motivation to fine-tune existing models and to add what is missing based
on new theoretical or empirical findings.
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FIGURE 19.13 Transient simulation of a full Vg sweep cycle with two different vthσp products. The hysteresis is
clearly visible. The values for the down sweep are identical in both simulations.
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19.2.7 Analysis and Optimization of Organic Logic Circuits

Drift–diffusion simulations are also a powerful tool in the design, optimization, and verification of organic
circuits. Starting from the simulation of single transistor structures, logic circuits can be simulated under
both static and transient conditions. The ability to analyze the effects of different transistor geometries on
circuit behavior is highly beneficial in setting up robust organic circuits.

19.2.8 Inverter Circuits

The limitation to p-type materials is a constraint in the design of organic electronics. Although research
aims at n-type OTFTs [34], materials and fabrication are still immature. Therefore, it is of great interest
to design exclusively p-based circuits for digital and analog purposes. The inset in Figure 19.14 shows a
possible inverter layout with depleted load. A key advantage of TFT-based designs is the ability to tune the
circuit behavior by changing the λ = W/L ratios of the transistors. The figure shows the strong influence
of the geometry factor

� = λdriver

λload
= Wdriver · L load

L driver · Wload
(19.22)

on the voltage transfer characteristic of the inverter. Optimizing the symmetry of the presented transfer
voltage curve with respect to the point (−10 V, −10 V) results in a ratio of L = 0.059 (Figure 9.14).

To determine the dynamic switching behavior, the inverter circuit is simulated while being connected
to a load capacity of CL = 20 fF. The response to a square wave signal with a 40-μs period is plotted
in Figure 19.15. The output voltage shows distinct asymmetry for rising and falling edges. The rise time
going from 0 to −20 V is approximately 5 μs, while the fall time is close to 0.5 μs. Additionally, the supply
current of the circuit is plotted to visualize the high power consumption of the noncomplementary logic
circuit. By changing circuit parameters, the simulations can be applied to these properties

At present, research in the field of organic electronics is primarily devoted to the optimization of
device behavior, materials, and fabrication processes. Attention gradually shifts to the realization of circuit
applications. It is realistic that some of the problems of organic electronics such as strong parameter
variations and hysteresis should not solely be addressed on the device level. Future efforts should be directed
toward establishing robust circuit concepts, which can tolerate these particularities. The presented TCAD
framework for organic circuits will likely be the tool of choice for evaluating new circuit designs.
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19.2.9 Application to Organic Ring Oscillators

To show that the ISE TCAD scheme can also handle complex circuits, the simulated signal of a three-stage
ring oscillator running at 105 kHz is presented in Figure 19.16.

For logic applications, it is not sufficient to simply build logic gates. It is required that they amplify the
input signal so the signal is not lost after a number of stages. Furthermore, the output of one logic gate
must be able to drive the input of another. This also requires that input and output voltage ranges match.

Ring oscillators consist of an odd number of inverter stages. The output of one stage is fed into the
input of the following. The last inverter connects to the input of the first one closing the ring. The odd
number of inverters hinders the system to obtain a stable operation point. The previously mentioned
requirements must strictly be obeyed by the inverter stages if oscillating is taking place. Since this is a
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FIGURE 19.16 Simulated output voltage of a three-stage organic oscillator in steady-state operation (Vdd = −20 V).
The signal has a period of operates = 9.5 μs, which corresponds to f = 105 kHz.
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proof-of-concept for the logic capability of organic electronics, much attention has been devoted to the
experimental realization of organic ring oscillators. Oscillation frequencies of up to 220 kHz have been
reported [35].
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Abstract
Devices for nano- and molecular size electronics may allow for an efficient current rectification and
switching. A few molecular scale devices are reviewed here on the basis of first-principles and model
approaches. Current rectification by molecular quantum dots can produce the rectification ratio �100.
Current switching due to conformational changes in the molecules is slow, on the order of a few kHz.
Fast switching (∼1 THz) may be achieved, at least in principle, in a molecular quantum dot with strong
coupling with vibrational excitations. Defects in molecular films result in spurious peaks in conductance,
apparent negative differential resistance, and may also lead to unusual temperature and bias dependence
of current. The observed switching in most cases is extrinsic, caused by changes in molecule-electrode
geometry, molecule reconfiguration, metallic filament formation through the film, etc.

20-1
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20.1 Introduction

Current interest in molecular electronics is largely driven by expectations that molecules can be used as
nanoelectronics components able to complement/replace standard silicon CMOS technology [1, 2] on the
way down to �10nm circuit components. The first speculations about molecular electronic devices (diodes,
rectifiers) were apparently made in mid-1970s [3]. That original suggestion of a molecular rectifier has gen-
erated a large interest in the field and a flurry of suggestions of various molecular electronics components,
especially coupled with premature estimates that silicon-based technology cannot scale to below 1μm
feature size. The Aviram-Ratner’s Donor-insulator-Acceptor construct TTF−σ−TCNQ (D+ − σ − A−,
see details below), where carriers were supposed to tunnel asymmetrically in two directions through
insulating saturated molecular σ − ‘bridge’, has never materialized, in spite of extensive experimental
effort over a few decades [4]. End result in some cases appears to be a slightly electrically anisotropic
insulator, rather than a diode, unsuitable as a replacement for silicon devices. This comes about because
in order to assemble a reasonable quality monolayer of these molecules in Langmuir-Blodgett trough
(avoiding defects that will short the device after electrode deposition) one needs to attach a long ‘tail’
molecule C18 [≡ (CH2)18] that can produce enough of a Van-der-Waals force to keep molecules together,
but C18 is a wide-band insulator with a bandgap E g ≈ 9 − 10eV. The outcome of these studies may have
been anticipated, but if one were able to assemble the Aviram-Ratner molecules without the tail, they
could not rectify anyway. Indeed, a recent ab-initio study [5] of D+σA− prospective molecule showed
no appreciable asymmetry of its I-V curve. The molecule was envisaged by Ellenbogen and Love [6] as
a 4-phenyl ring Tour wire [1] with dimethylene insulating bridge in the middle directly connected to Au
electrodes via thiol groups. Donor-acceptor asymmetry was produced by side NH+

2 and NO−
2 moieties,

which is a frequent motif in molecular devices using the Tour wires [1]. The reason of poor rectification is
simple: the “insulating” bridge is too short, it is a transparent piece of one-dimensional insulator, whereas
the applied field is three dimensional and it cannot be screened efficiently with an appreciable voltage drop
on the insulating group in this geometry. Although there is only 0.7eV energy separation between levels
on the D and A groups, one needs about 4eV bias to align them and get a relatively small current because
total resonant transparency is practically impossible to achieve. Remember, that the model calculation
implied an ideal coupling to electrodes, which is impossible in reality and which is known to dramatically
change the current through the molecule (see below). We shall discuss below some possible alternatives
to this approach.

It is worth noting that studies of energy and electron transport in molecular crystals [7] started already
in early 1960s. It was established in mid-1960s in what circumstances charge transport in biological
molecules involves electron tunneling [8]. It was realized in mid-1970s that since the organic molecules
are ‘soft’, energy transport along linear biological molecules, proteins, etc. may proceed by low energy
nonlinear collective excitations, like Davydov solitons [9] (see review [10]).

To take over from current silicon CMOS technology, the molecular electronics should provide smaller,
more reliable, functional components that can be produced and assembled concurrently and are compati-
ble with CMOS for integration. The small size of units that molecules may hopefully provide is quite
obvious. However, meeting other requirements seems to be a very long shot. To beat alternative technolo-
gies for e.g. dense (and cheap) memories, one should aim at a few TB/in2 (>1012 − 1013 bit/cm2), which
corresponds to linear bit (footprint) sizes of 3 − 10 nanometers, and an operation lifetime of ∼ 10 years.
The latter requirement is very difficult to meet with organic molecules that tend to oxidize and decompose,
especially under conditions of very high applied electric field (given the operational bias voltage of ∼ 1V
for molecules integrated with CMOS and their small sizes on the order of a few nanometers). In terms
of areal density, one should compare this with rapidly developing technologies like ferroelectric random
access (FERAM) [11] or phase-change memories (PCM) [12]. The current smallest commercial nano-
ferroelectrics are about 400 × 400 nm2 and 20–150 nm thick [13], and the 128 × 128 arrays of switching
ferroelectric pixels bits have been already demonstrated with a bit size �50nm (with density ∼TB/in2) [14].
The phase-change memories based on chalcolgenides GeSbTe (GST) seem to scale even better than the
ferroelectrics. As we see, the mainstream technology for random-access memory approaches molecular
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size very rapidly. For instance, the so-called “nanopore” molecular devices by M.A. Reed et al [15] have
comparable sizes and yet to demonstrate a repeatable behavior (see below).

In terms of parallel fabrication of molecular devices, one is looking at self-assembly techniques (see, e.g.
[16, 17], and references therein). Frequently, the Langmuir-Blodgett technique is used for self-assembly of
molecules on water, where molecules are prepared to have hydrophilic “head” and hydrophobic “tail” to
make the assembly possible, see e.g. Refs. [18, 19]. The allowances for a corresponding assembly, especially
of hybrid structures (molecules integrated on silicon CMOS), are on the order of a fraction of an Angstrom,
so actually a picotechnology is required [2]. Since it is problematic to reach such a precision any time soon,
the all-in-one molecule approach was advocated, meaning that a fully functional computing unit should be
synthesized as a single supermolecular unit [2]. The hope is that perhaps directed self-assembly will help
to accomplish building such a unit, but self-assembly on a large scale is impossible without defects [16, 17],
since the entropic factors work against it. Above some small defect concentration (“percolation”) threshold
the mapping of even a simple algorithm on such a self-assembled network becomes impossible [20].

There is also a big question about electron transport in such a device consisting of large organic
molecules. Even in high-quality pentacene crystals, perhaps the best materials for thin film transistors,
the mobility is a mere 1-2 cm2/V·s (see e.g. [21]), as a result of carrier trapping by interaction with a
lattice. The situation with carrier transport through long molecules (>2 − 3nm) is, of course, substan-
tially different from the transport through short rigid molecules that have been envisaged as possible
electronics components. Indeed, in short molecules the dominant mode of electron transport would be
resonant tunneling through electrically active molecular orbital(s)[22], which, depending on the work-
function of the electrode, affinity of the molecule, and symmetry of coupling between molecule and
electrode may be one of the lowest unoccupied molecular orbitals (LUMO) or highest occupied molec-
ular orbitals (HOMO) [23, 24]. Indeed, it is well known that in longer wires containing more than
about 40 atomic sites, the tunneling time is comparable to or larger than the characteristic phonon
times, so that the polaron (and/or bipolaron) can be formed inside the molecular wire [25]. There is a
wide range of molecular bulk conductors with (bi)polaronic carriers. The formation of polarons (and
charged solitons) in polyacetylene (PA) was discussed a long time ago theoretically in Refs. [26] and
formation of bipolarons (bound states of two polarons) in Ref. [27]. Polarons in PA were detected
optically in Ref. [28] and since then studied in great detail. There is an exceeding amount of evi-
dence of the polaron and bipolaron formation in conjugated polymers such as polyphenylene, poly-
pyrrole, polythiophene, polyphenylene sulfide [29], Cs-doped biphenyl [30], n-doped bithiophene [31],
polyphenylenevinylene(PPV)-based light emitting diodes [32], and other molecular systems. Given the
above problems with electron transport through large molecules one should look at the short- to medium-
size molecules first.

The latest wave of interest in molecular electronics is mostly related to recent studies of carrier transport
in synthesized linear conjugated molecular wires (Tour wires [1]) with apparent non-linear I-V character-
istics [negative differential resistance (NDR)] and “memory” effects [15, 33, 34], various molecules with
a mobile microcycle that is able to move back and forth between metastable conformations in solution
(molecular shuttles) [35] and demonstrate some sort of “switching” between relatively stable resistive
states when sandwiched between electrodes in a solid state device [36] (see also [37]). There are also
various photochromic molecules that may change conformation (“switch”) upon absorption of light [38],
which may be of interest to some photonics applications but not for the general purpose electronics. One
of the most serious problems with using this kind of molecules is power dissipation. Indeed, the studied
organic molecules are, as a rule, very resistive (in the range of ∼ 1M�− 1G�, or more). Since usually the
switching bias voltage exceeds 0.5V the dissipated power density would be in excess of 10 kW/cm2, which
is orders of magnitude higher than the presently manageable level. One can drop the density of switching
devices, but this would undermine a main advantage of using molecular size elements. This is a common
problem that CMOS faces too, but organic molecules do not seem to offer a tangible advantage yet. There
are other outstanding problems, like understanding an actual switching mechanism, which seems to be
rather molecule-independent [37], stability, scaling, etc. It is not likely, therefore, that molecules will
displace silicon technology, or become a large part of a hybrid technology in a foreseeable future.
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First major moletronic applications would most likely come in the area of chemical and biological sen-
sors. One of the current solutions in this area is to use the functionalized nanowires. When a target analyte
molecule attaches from the environment to such a nanowire, it changes the electrostatic potential “seen” by
the carriers in the nanowire. Since the conductance of the nanowire device is small, even one chemisorbed
molecule could make a detectable change of a conductance [39]. Semiconducting nanowires can be grown
from seed metal nanoparticles [16], or it can be carbon nanotubes (CNT), which are studied extensively
due to their relatively simple structure and some unique properties like very high conductance [40].

In this paper we shall address various generic problems related to electron transport through molecular
devices, and describe some specific molecular systems that may be interesting for applications as rectifiers
and switches, and some pertaining physical problems. We shall first consider systems where an elastic
tunneling is dominant, and interaction with vibrational excitations on the molecules only renormalizes
some parameters describing tunneling. We shall also describe a situation where the coupling of carriers
to molecular vibrons is strong. In this case the tunneling is substantially inelastic and, moreover, it may
result in current hysteresis when the electron-vibron interaction is so strong that it overcomes Coulomb
repulsion of carriers on a central narrow-band/conjugated unit of the molecule separated from electrodes
by wide band gap saturated molecular groups like (CH2)n, which we shall call a molecular quantum dot
(molQD). Another very important problem is to understand the nature and the role of imperfections in
organic thin films. It is addressed in the last section of the paper.

20.2 Role of Molecule-Electrode Contact: Extrinsic
Molecular Switching due to Molecule Tilting

We have predicted some while ago that there should be a strong dependence of the current through con-
jugated molecules (like the Tour wires [1]) on the geometry of molecule-electrode contact [23, 24]. The
apparent “telegraph” switching observed in STM single-molecule probes of the three-ring Tour molecules,
inserted into a SAM of non-conducting shorter alkanes, has been attributed to this effect [34]. The theory
predicts very strong dependence of the current through the molecule on the tilting angle between a back-
bone of a molecule and a normal to the electrode surface. Other explanations, like rotation of the middle
ring, charging of the molecule, or effects of the moieties on the middle ring, do not hold. In particular,
switching of the molecules without any NO2 or NH2 moieties has been practically the same as with them.

The simple argument in favor of the “tilting” mechanism of the conductance lies in a large anisotropy of
the molecule-electrode coupling through π-conjugated molecular orbitals (MOs). In general, we expect
the overlap and the full conductance to be maximal when the lobes of the p-orbital of the end atom at the
molecule are oriented perpendicular to the surface, and smaller otherwise, as dictated by the symmetry.
The overlap integrals of a p-orbital with orbitals of other types differ by a factor about 3 to 4 for the two
orientations. Since the conductance is proportional to the square of the matrix element, which contains a
product of two metal-molecule hopping integrals, the total conductance variation with overall geometry
may therefore reach two orders of magnitude, and in special cases be even larger.

In order to illustrate the geometric effect on current we have considered a simple two-site model with
p−orbitals on both sites, coupled to electrodes with s−orbitals [24]. For non-zero bias the transmission
probability has the resonant form (20.5) with line widths for hopping to the left (right) lead �L (�R). The
current has the approximate form (with � = �L + �R)

I ≈

⎧⎪⎪⎨⎪⎪⎩
q 2

h

�2

t2
π

V ∝ sin4 θ , qV � E LUMO − E HOMO,

8πq

h

�L �R

�L + �R
∝ sin2 θ , qV > E LUMO − E HOMO,

(20.1)

where θ is the tilting angle [23, 24], tπ the hopping integral for π−electrons, q the elementary charge,
Figure 20.1. The tilting angle has a large effect on the I-V curves of benzene-dithiolate (BDT) molecules,
especially when the molecule is anchored to the Au electrode in the top position, Figure 20.2. By changing
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FIGURE 20.1 Schematic representation of the benzene-dithiolate molecule on top and hollow sites. End sulfur atoms
are bonded to one and three surface gold atoms, respectively, θ is the tilting angle.
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FIGURE 20.2 Effect of tilting on I-V curve of the BDT molecule, Figure 20.1. Current is in units of I0 = 77.5μA, θ
is the tilting angle.

θ from 5◦ to just 15◦, one drives the I-V characteristic from the one with a gap of about 2V to the ohmic one
with a large relative change of conductance. Even changing θ from 10◦ to 15◦ changes the conductance by
about an order of magnitude. The I-V curve for the hollow site remains ohmic for tilting angles up to 75◦

with moderate changes of conductance. Therefore, if the molecule in measurements snaps from the top to
the hollow position and back, it will lead to an apparent switching [34]. It has recently been realized that the
geometry of a contact strongly affects coherent spin transfer between molecularly bridged quantum dots
[41]. It is worth noting that another frequently observed extrinsic mechanism of “switching” in organic
layers is due to electrode material diffusing into the layer and forming metallic “filaments” (see below).

20.3 Molecular Quantum Dot Rectifiers

Aviram and Ratner speculated about a rectifying molecule containing donor (D) and acceptor (A) groups
separated by a saturated σ -bridge (insulator) group, where the (inelastic) electron transfer will be more
favorable from A to D [3]. The molecular rectifiers actually synthesized, C16H33 − γ Q3CNQ, were of
somewhat different D − π − A type, i.e. the “bridge” group was conjugated [4]. Although the molecule
did show rectification (with considerable hysteresis), it performed rather like an anisotropic insulator with
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L1 L2

FIGURE 20.3 Stick figure representing the naphthalene conjugated central unit separated from the left(right)
electrode by saturated (wide band gap) alkane groups with length L 1(2).

tiny currents on the order of 10−17A/molecule, because of the large alkane “tail” needed for LB assembly.
It was recently realized that in this molecule the resonance does not come from the alignment of the
HOMO and LUMO, since they cannot be decoupled through the conjugated π−bridge, but rather due to
an asymmetric voltage drop across the molecule [42]. Rectifying behavior in other classes of molecules is
likely due to asymmetric contact with the electrodes [43, 44], or an asymmetry of the molecule itself [45].
To make rectifiers, one should avoid using molecules with long insulating groups, and we have suggested
using relatively short molecules with “anchor” end groups for their self-assembly on a metallic electrodes,
with a phenyl ring as a central conjugated part [46]. This idea has been tested in Ref. [47] with a phenyl
and thiophene rings attached to a (CH2)15 tail by a CO group. The observed rectification ratio was �10,
with some samples showing the ratio of about 37.

We have recently studied a more promising rectifier like −S−(CH2)2-Naph−(CH2)10−S− with a the-
oretical rectification �100[48], Figure 20.3. This system has been synthesized and studied experimentally
[49]. To obtain an accurate description of transport in this case, we employ an ab-initio non-equilibrium
Green’s function method [50]. The present calculation takes into account only elastic tunneling processes.
Inelastic processes may substantially modify the results in the case of strong interaction of the electrons
with molecular vibrations, see Ref. [51] and below. There are indications in the literature that the carrier
might be trapped in a polaron state in saturated molecules somewhat longer than those we consider in
the present paper [52]. One of the barriers in the present rectifiers is short and relatively transparent, so
there will be no appreciable Coulomb blockade effects. The structure of the present molecular rectifier is
shown in Figure 20.3. The molecule consists of a central conjugated part (naphthalene) isolated from the
electrodes by two insulating aliphatic chains (CH2)n with lengths L 1(L 2) for the left (right) chain.

The principle of molecular rectification by a molecular quantum dot is illustrated in Figure 20.4, where
the electrically “active” molecular orbital, localized on the middle conjugated part, is the LUMO, which lies
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FIGURE 20.4 Transmission coefficient versus energy E for rectifiers −S−(CH2)2−C10H6−(CH2)n−S−,n = 2, 4,
6, 10. � indicates the distance of the closest MO to the electrode Fermi energy (EF = 0).
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at an energy � above the electrode Fermi level at zero bias voltage. The position of the LUMO is determined
by the work function of the metal qφ and the affinity of the molecule qχ , � = �LUMO = q(φ − χ). The
position of the HOMO is given by �HOMO = �LUMO − E g , where E g is the HOMO-LUMO gap. If this
orbital is considerably closer to the electrode Fermi level E F , then it will be brought into resonance with
E F prior to other orbitals. It is easy to estimate the forward and reverse bias voltages, assuming that the
voltage mainly drops on the insulating parts of the molecule,

VF = �

q
(1 + ξ), VR = �

q

(
1 + 1

ξ

)
, (20.2)

VF /VR = ξ ≡ L 1/L 2, (20.3)

where q is the elementary charge. A significant difference between forward and reverse currents should
be observed in the voltage range VF < |V | < VR . The current is obtained from the Landauer formula

I = 2q 2

h

∫
dE[ f (E ) − f (E + qV)]g (E , V). (20.4)

We can make qualitative estimates in the resonant tunneling model, with the conductance g (E , V) ≡
T(E , V)/q , where T(E , V) is the transmission given by the Breit-Wigner formula

T(E , V) = �L �R

(E − E MO )2 + (�L + �R)2/4
, (20.5)

E MO is the energy of the molecular orbital. The width �L (R) ∼ t2/D = �0e−2κL 1(2) , where t is the overlap
integral between the MO and the electrode, D is the electron band width in the electrodes, κ the inverse
decay length of the resonant MO into the barrier. The current above the resonant threshold is

I ≈ 2q

h̄
�0e−2κL 2 . (20.6)

We see that increasing the spatial asymmetry of the molecule (L 2/L 1) changes the operating voltage
range linearly, but it also brings about an exponential decrease in current [46]. This severely limits the
ability to optimize the rectification ratio while simultaneously keeping the resistance at a reasonable value.
To calculate the I-V curves, we use an ab-initio approach that combines the Keldysh non-equilibrium
Green’s function (NEGF) with pseudopotential-based real space density functional theory (DFT) [50].
The main advantages of our approach are (i) a proper treatment of the open boundary condition; (ii) a
fully atomistic treatment of the electrodes and (iii) a self-consistent calculation of the non-equilibrium
charge density using NEGF. The transport Green’s function is found from the Dyson equation

(G R)−1 = (
G R

0

)−1 − V, (20.7)

where the unperturbed retarded Green’s function is defined in operator form as (G R
0 )−1 = (E + i0)Ŝ − Ĥ ,

H is the Hamiltonian matrix for the scatterer (molecule plus screening part of the electrodes). S is the
overlap matrix, Si, j = 〈χi |χ j 〉 for non-orthogonal basis set orbitals χi , and the coupling of the scatterer
to the leads is given by the Hamiltonian matrix V = diag[l ,l , 0, r,r ], where l (r ) stands for left (right)
electrode. The self-energy part <, which is used to construct the non-equilibrium electron density in
the scattering region, is found from < = −2i Im[ f (E )l , l + f (E + qV)r, r ], where l , l(r,r ) is the
self-energy of the left (right) electrode, calculated for the semi-infinite leads using an iterative technique
[50]. < accounts for the steady charge “flowing in” from the electrodes. The transmission probability is
given by

T(E , V) = 4Tr[(Im l , l )G R
l ,r (Im r, r )G A

r, l ], (20.8)

where G R(A) are the retarded (advanced) Green’s function, and  the self-energy part connecting left
(l) and right (r ) electrodes [50], and the current is obtained from Equation (20.4). The calculated
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FIGURE 20.5 I-V curves for naphthalene rectifiers −S−(CH2)2−C10H6−(CH2)n−S−, n = 2, 4, 6, 10. The short-
dash-dot curve corresponds to a cyano-doped (added group −C≡N) n = 10 rectifier.

transmission coefficient T(E ) is shown for a series of rectifiers −S−(CH2)m−C10H6−(CH2)n−S− for
m = 2 and n = 2, 4, 6, 10 at zero bias voltage in Figure 20.4. We see that the LUMO is the molecular
orbital transparent to electron transport, lies above E F by an amount � = 1.2 − 1.5eV. The transmission
through the HOMO and HOMO-1 states, localized on the terminating sulfur atoms, is negligible, but the
HOMO-2 state conducts very well. The HOMO-2 defines the threshold reverse voltage VR , thus limiting
the operating voltage range. Our assumption, that the voltage drop is proportional to the lengths of the
alkane groups on both sides, is quantified by the calculated potential ramp. It is close to a linear slope
along the (CH2)n chains [48]. The forward voltage corresponds to the crossing of the LUMO(V) and
μR(V), which happens at about 2V. Although the LUMO defines the forward threshold voltages in all
molecules studied here, the reverse voltage is defined by the HOMO-2 for “right” barriers (CH2)n with
n = 6, 10. The I-V curves are plotted in Figure 20.5. We see that the rectification ratio for current in
the operation window I+/I− reaches a maximum value of 35 for the “2-10” molecule (m = 2, n = 10).
Series of molecules with a central single phenyl ring [46] do not show any significant rectification. One
can manipulate the system in order to increase the energy asymmetry of the conducting orbitals (reduce
�). To shift the LUMO towards E F , one can attach an electron withdrawing group, like −C≡N to the
conjugated central group (naphthalene) [48]. The molecular rectification ratio is not great by any means,
but one should bear in mind that this is a device necessarily operating in a ballistic quantum-mechanical
regime because of the small size. This is very different from present Si devices with carriers diffusing
through the system. As silicon devices become smaller, however, the same effects will eventually take over,
and tend to diminish the rectification ratio, in addition to effects of finite temperature and disorder in the
system.

20.4 Molecular Switches

There are various molecular systems that exhibit some kind of current “switching” behavior [34–37],
“negative differential resistance” [33], and “memory” [15]. The switching systems are basically driven
between two states with considerably different resistances. This behavior is not really sensitive to a particular
molecular structure, since this type of bistability is observed in complex rotaxane-like molecules as well
as in very simple alkane chains (CH2)n assembled into LB films [37], and is not even exclusive to the
organic films. The data strongly indicates that the switching has an extrinsic origin, and is related either to
bistability of molecule-electrode orientation [23, 24, 34], or transport assisted by defects in the film [53, 54].
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20.4.1 Extrinsic Switching in Organic Molecular Films: Role of Defects
and Molecular Reconfigurations

Evidently, large defects can be formed in organic thin films as a result of electromigration in very strong
field, as was observed long ago [55]. It was concluded some decades ago that the conduction through
absorbed [53] and Langmuir-Blodgett [54] monolayers of fatty acids (CH2)n, which we denote as Cn, is
associated with defects. In particular, Polymeropoulos and Sagiv studied a variety of absorbed monolayers
from C7 to C23 on Al/Al2O3 substrates and found that the exponential dependence on the length of
the molecular chains is only observed below the liquid nitrogen temperature of 77K, and no discernible
length dependence was observed at higher temperatures [53]. The temperature dependence of current
was strong, and was attributed to transport assisted by some defects. The current also varied strongly
with the temperature in Ref. [54] for LB films on Al/Al2O3 substrates in He atmosphere, which is not
compatible with elastic tunneling. Since the He atmosphere was believed to hinder the Al2O3 growth, and
yet the resistance of the films increased about 100-fold over 45 days, the conclusion was made that the
“defects” somehow anneal out with time. Two types of switching have been observed in 3–30 μm thick
films of polydimethylsiloxane (PDMS), one as a standard dielectric breakdown with electrode material
“jet evaporation” into the film with subsequent Joule melting of metallic filament under bias of about
100V, and a low-voltage (<1 V) “ultraswitching” that has a clear “telegraph” character and resulted in
intermittent switching into a much more conductive state [56]. The exact nature of this switching also
remains unclear, but there is a strong expectations that the formation of metallic filaments that may even
be in a ballistic regime of transport, may be relevant to the phenomenon.

Recently, a direct evidence was obtained of the formation of “hot spots” in the LB films that may
be related to the filament growth through the film imaged with the use of AFM current mapping [57].
The system investigated in this work has been Pt/stearic acid (C18)/Ti (Pt/C18/Ti) crossbar molecular
structure, consisting of planar Pt and Ti electrodes sandwiching a monolayer of 2.6-nm-long stearic acid
(C18H36OH) molecules with typical zero-bias resistance in excess of 105�. The devices has been switched
reversibly and repeatedly to higher (“on”) or lower (“off”) conductance states by applying sufficiently large
bias voltage Vb to top Ti electrode with regards to Pt counterelectrode, Figure 20.6.

Interestingly, reversible switching was not observed in symmetric Pt/C18/Pt devices. The local conduc-
tance maps of the Pt/C18/Ti structure have been constructed by using an AFM tip and simultaneously
measuring the current through the molecular junction biased to Vb = 0.1V (AFM tip was not used as an
electrode, only to apply local pressure at the surface). The study revealed that the film showed pronounced
switching between electrically very distinct states, with zero-bias conductances 0.17μS (“off” state) and
1.45μS (“on” state), Figure 20.7.

At every switching “on” there appeared a local conductance peak on the map with a typical diameter
∼40 nm, which then disappeared upon switching “off”, Figure 20.7 (top inset). The switching has been
attributed to local conducting filament formation due to electromigration processes. It remains unclear
how exactly the filaments dissolve under opposite bias voltage, why they tend to appear in new places after

Ti

AFM

A

V

Pt

Si substrate

FIGURE 20.6 Experimental setup for mapping local conductance. AFM produces local deformation of top electrode
and underlying organic film. The total conductance of the device is measured and mapped. (Courtesy C.N. Lau).
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FIGURE 20.7 I-V characteristic showing the reversible switching cycle of the device (bottom inset) with organic
film. The arrows indicate sweep direction. A negative bias switches the device to a high conductance state, while the
positive one switches it to low conductance state. The mapping according the schematic in Figure 20.6 shows the
appearance of “hot spots” after switching (top inset). (Courtesy C.N. Lau).

each switching, and why conductance in some cases strongly depends on temperature. It is clear, however,
that switching in such a simple molecule without any redox centers, mobile groups, or charge reception
centers should be extrinsic. Interestingly, very similar “switching” between two resistive states has also
been observed for tunneling through thin inorganic perovskite oxide films [58].

There have been plenty of reports on non-linear I-V characteristics like negative differential resistance
(NDR) and random switching recently for molecules assembled on metal electrodes (gold) and silicon.
Reports on NDR for molecules with metal contacts (Au, Hg) have been made in [33, 44, 59]. It became
very clear though that most of these observations are related to molecular reconfigurations and bond
breaking and making, rather to any intrinsic mechanism, like redox states, speculated about in the original
Ref. [33]. Thus, the NDR in Tour wires was related to molecular reconfiguration with respect to metallic
electrode[23, 34], NDR in ferrocene-tethered alkyl monolayers [59] was found to be related to oxygen
damage at high voltage [60]. Structural changes and bond breaking have been found to result in NDR in
experiments with STM [61–63] and mercury droplet contacts [64].

Several molecules, like styrene, have been studied on degenerate Si surface and showed an NDR
behavior [65]. However, those results have been carefully checked later and it was found that the styrene
molecules do not exhibit NDR, but rather sporadically switch between states with different current while
held at the same bias voltage (the blinking effect) [66].

The STM map of the styrene molecules (indicated by arrows) on the Silicon (100) surface shows that
the molecules are blinking, see Figure 20.8. The blinking is absent at clean Si areas, dark (D) and bright
(C) defects. This may indicate a dynamic process occurring during the imaging. Comparing the panel (a)
and (b) one may see that some molecules are actually decomposing. The height versus voltage spectra over
particular points are shown in Figure 20.8c. The featureless curve 1 was taken over a clean silicon dimer. The
other spectra were recorded over individual molecules. Each of these spectra have many sudden decreases
and increases in current as if the molecules are changing between different states during the measurement
causing a change in current and a response of the feedback control, resulting in a change in height so there
exists one or more configurations that lead to measurement of a different height. Evidently, these changes
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FIGURE 20.8 STM images or styrene molecules on clean Si(100) before and after spectroscopy over the area
75 × 240 Å. (Top left) Bias −2 V, current 0.7 nA. Only the styrene molecules (indicated by arrows) are blinking
during imaging. The clean Si surface, bright defects (marked C), and dark sports (marked D) do not experience
blinking. (Bottom left) bias −2 V, current 0.3 nA. STM image of individual styrene molecules indicated with numbers
2–6. Styrene molecules 3-6 have decomposed. Decomposition involves the changing of the styrene molecule from a
bright feature to a dark depression and also involves the reaction with an adjacent dimer. Styrene molecule 2 does not
decompose and images as usual with no change of position. (Right) Height-voltage spectra taken over clean silicon (1)
and styrene molecules (2–6). The spectra taken over molecules show several spikes in height related to blinking in the
images. In spectra 3–6, an abrupt and permanent change in height is recorded and is correlated with decomposition,
as seen in the bottom left image. Spectrum 2 has no permanent height change, and the molecule does not decompose.
(Courtesy J. Pitters and R. Wolkow).

have the same origin as the blinking of molecules in STM images. Figure 20.8b reveals clear structural
changes associated with those particular spectroscopic changes. In each case where a dramatic change in
spectroscopy occurred, the molecules in the image have changed from a bright feature to a dark spot. This
is interpreted as a decomposition of the molecules. A detailed look at each decomposed styrene molecule,
at locations 3, 4, 5, and 6, shows that the dark spot is not in precise registry with the original bright feature,
indicating that the decomposition product involves reaction with an adjacent dimer [66].

The fact that the structural changes and related NDR behavior are not associated with any resonant
tunneling through the molecular levels or redox processes, but are perhaps related to inelastic electron
scattering or other extrinsic processes, becomes evident from current versus time records shown in
Figure 20.9, Ref. [66]. The records show either no change of the current with time (1), or one or a
few random jumps between certain current states (telegraph noise). The observed changes in current at a
fixed voltage obviously cannot be explained by shifting and aligning of molecular levels, as was suggested
in Ref. [67], they must be related to an adsorbate molecule structural changes with time. Therefore, the
explanation by Datta et al. that the resonant level alignment is responsible for NDR does not apply [67].
As mentioned above, similar telegraph switching and NDR has been observed in Tour wires [34] and other
molecules. Therefore, the observed negative differential resistance apparently has similar origin in disparate
molecules adsorbed on different substrates, and has to do with molecular reconformation/reconfiguration
on the surface. In fact, to the best of our knowledge, there is no convincing data about intrinsic switching
of a resistance state of the molecule subject to external electric field. Various molecules do show confor-
mational switching, but it is limited to either photochromic molecules subject to illumination by photons
with certain energy, or induced as a result of a chemical reaction,. like in rotaxanes in solution [38]. What
happens to rotaxanes in solid state junctions, is not known, but it is likely to be extrinsic, since rotaxanes
behave there in exactly the same manner as benign insulating molecular alkane chains [37].
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FIGURE 20.9 Variation of current through styrene molecules on Si(100) with time. Tunneling conditions were set
at−3 V and 0.05 nA. Abrupt increases and decreases in current relate to changes of the molecule during the spectroscopy.
Some experiments show no changes in current (curve 1), others show various kinds of telegraph switching. (Courtesy
J. Pitters and R. Wolkow).

20.4.2 Intrinsic Polarization and Extrinsic Conductance Switching
in Molecular Ferroelectric PVDF

The only well established, to the best of our knowledge, intrinsic molecular switching (of polarization, not
current) under bias voltage was observed in molecular ferroelectric block co-polymers polyvinylidene [68].
Ferroelectric polymer films have been prepared with the 70% vinylidene fluoride copolymer, P(VDF-
TrFE 70:30), formed by horizontal LB deposition on aluminum-coated glass substrates with evaporated
aluminum top electrodes. The polymer chains contain random sequence of (CH2)n(CF2)m blocks, fluorine
site carries a strong negative charge, and in the ferroelectric phase most of carbon-fluorine bonds point in
one direction. The fluorine groups can be rotated and aligned in very strong electric field, ∼5MV/cm. As
a result, the whole molecular chain orders, and in this way the macroscopic polarization can be switched
between the opposite states. The switching process is extremely slow, however, and takes 1–10 seconds (!)
[69, 70]. This is not surprising, given strong Coulomb interaction between charged groups and the metal
electrodes, pinning by surface roughness, and steric hindrance to rotation. This behavior should be
suggestive of other switching systems based on one of few monolayers of molecules, and other nontrivial
behavior involved [70].

The switching of current was also observed in films of PVDF 30 monolayers thick. The conductance of
the film was following the observed hysteresis loop for the polarization, ranging from ∼1 × 10−9 − 2 ×
10−6�−1 [71]. The phenomenon of conductance switching has these important features: (i) It is connected
with the bulk polarization switching; (ii) there is a large ∼1000:1 contrast between the ON and OFF states;
(iii) the ON state is obtained only when the bulk polarization is switched in the positive direction; (iv)
the conductance switching is much faster than the bulk polarization switching. The conductance switches
ON only after the 6s delay, after the bulk polarization switching is nearly complete, presumably when
the last layer switches into alignment with the others, while the conductance switches OFF without a
noticeable delay after the application of reverse bias as even one layer reverses (this may create a barrier
to charge transfer). The slow ∼2s time constant for polarization switching is probably nucleation limited
as has been observed in high-quality bulk films with low nucleation site densities [72]. The duration of
the conductance switching transition ∼2ms may be limited only by the much faster switching time of
individual layers.

The origin of conductance switching by 3 orders of magnitude is not clear. It may indeed be related
to a changing amount of disorder for tunneling/hopping electrons. It is conceivable that the carriers are
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FIGURE 20.10 Schematic of the molecular quantum dot with central conjugated unit separated from the electrodes
by wide-band insulating molecular groups. First electron tunnels into the dot and occupies an empty (degenerate)
state there. If the interaction between the first and second incoming electron is repulsive, U > 0, then the dot will be
in a Coulomb blockade regime (a). If the electrons on the dot effectively attract each other, U < 0, the system will
show current hysteresis (b).

strongly trapped in polaron states inside PVDF and find optimal paths for hopping in the material, which
is incompletely switched. This is an interesting topic that certainly in need of further experimental and
theoretical study.

20.4.3 Electrically Addressable Molecules

For many applications one needs an intrinsic molecular “switch”, i.e. a bistable voltage-addressable molec-
ular system with very different resistances in the two states that can be accessed very quickly. There is
a trade-off between the stability of a molecular state and the ability to switch the molecule between two
states with an external perturbation (we discuss an electric field, switching involving absorbed photons is
impractical at a nanoscale). Indeed, the applied electric field, on the order of a typical breakdown field
E b � 107V/cm, is much smaller than a typical atomic field ∼109V/cm, characteristic of the energy barriers.
Small barrier would be a subject for sporadic thermal switching, whereas a larger barrier ∼1 − 2eV would
be impossible to overcome with the applied field. One may only change the relative energy of the minima
by external field and, therefore, redistribute the molecules statistically between the two states. An intrinsic
disadvantage of the conformational mechanism, involving motion of ionic group, exceeding the electron
mass by many orders of magnitude, is a slow switching speed (∼kHz). In case of supramolecular com-
plexes like rotaxanes and catenanes [35] there are two entangled parts which can change mutual positions
as a result of redox reactions (in solution). Thus, for the rotaxane-based memory devices a slow switching
speed of ∼10−2 seconds was reported.

We have considered a bistable molecule with −CONH2 dipole group [73]. The barrier height is
E b = 0.18eV. Interaction with an external electric field changes the energy of the minima, but estimated
switching field is huge, ∼0.5V/A. At non-zero temperatures, temperature fluctuations might result in
statistical dipole flipping at lower fields. The I-V curve shows hysteresis in the 3 to 4 Volts window for two
possible conformations. One can estimate the thermal stability of the state as 58 ps at room temperature,
and 33 ms at 77 K.

20.5 Molecular Quantum Dot Switching

The molecular quantum dot, as we define it, consists of a central conjugated unit (containing half-occupied,
and, therefore, extended π−orbitals), Figure 20.10. Frequently, those are formed from the p-states on
carbon atoms that are not saturated (i.e. they do not share electrons with other atoms forming strong
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σ−bonds, with typical bonding-antibonding energy difference about 1Ry). Since the π−orbitals are
half-occupied, they form the HOMO-LUMO states. The size of the HOMO-LUMO gap is then directly
related to the size of the conjugated region d , Figure 20.10, by a standard estimate EHOMO-LUMO ∼
h̄2/md2 ∼ 2 − 5 eV. It is worth noting that in conjugated linear polymers like polyacetylene (− |

C= |
C)n

the spread of the π−electron would be d = ∞ and the expected EHOMO-LUMO = 0. However, such a
one-dimensional metal is impossible, Peierls distortion (C=C bond length dimerization) sets in and opens
up a gap of about ∼1.5eV at the Fermi level [18]. In a molecular quantum dot the central conjugated part
is separated from electrodes by insulating groups with saturated σ−bonds, like e.g. the alkane chains,
Figure 20.3. Now, there are two main possibilities for carrier transport through the MQD. If the length
of at least one of the insulating groups L 1(2) is not very large (a conductance G 1(2) is not much smaller
than the conductance quantum G 0 = 2e2/h), then the transport through the molQD will proceed by
resonant tunneling processes. If, on the other hand, both groups are such that the tunnel conductance
G 1(2) � G 0, the charge on the dot will be quantized. Then we will have another two possibilities: (i) the
interaction of the extra carriers on the dot is repulsive U > 0, and we have a Coulomb blockade [74], or
(ii) the effective interaction is attractive, U < 0, then we would obtain the current hysteresis (see below).
Coulomb blockade in molecular quantum dots has been demonstrated in Refs. [75]. In these works, and
in Ref. [76], the three-terminal active molecular devices have been fabricated and successfully tested.

20.5.1 Origin of Attractive Correlations in MQD With Strong
Electron-Vibron Interactions

Although the correlated electron transport through mesoscopic systems with repulsive electron-electron
interactions received considerable attention in the past, and continues to be the focus of current studies,
much less has been known about a role of electron-phonon correlations in “molecular quantum dots”
(MQD). Some while ago we have proposed a negative−U Hubbard model of a d-fold degenerate quantum
dot [77] and a polaron model of resonant tunneling through a molecule with degenerate level [51]. We
found that the attractive electron correlations caused by any interaction within the molecule could lead to
a molecular switching effect where I-V characteristics have two branches with high and low current at the
same bias voltage. This prediction has been confirmed and extended further in the theory of correlated
transport through degenerate MQDs with a full account of both the Coulomb repulsion and realistic
electron-phonon (e-ph) interactions [51]. We have shown that while the phonon side-bands significantly
modify the shape of hysteretic I-V curves in comparison with the negative-U Hubbard model, switching
remains robust. It shows up when the effective interaction of polarons is attractive and the state of the
dot is d−fold degenerate, d > 2. We explicitly calculate I-V curves of the nondegenerate (d = 1) and
two-fold degenerate (d = 2) MQDs to show that there is no switching in those systems (see discussion
below)

Let us first consider a simplest model of a single atomic level coupled with a single one-dimensional
oscillator using the first quantization representation for its displacement x ,

H = ε0n̂ + fxn̂ − 1

2M

∂2

∂x2
+ kx2

2
. (20.9)

Here M and k are the oscillator mass and the spring constant, f is the interaction force, and h̄ = c =
kB = 1. This Hamiltonian is readily diagonalized with the exact displacement transformation of the
vibration coordinate x ,

x = y − n̂f/k, (20.10)

to the transformed Hamiltonian without electron-phonon coupling,

H̃ = εn̂ − 1

2M

∂2

∂y2
+ ky2

2
, (20.11)

ε = ε0 − Ep , (20.12)
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FIGURE 20.11 Two localized electrons at sites 1 and 2 shift the equilibrium position of the ion at site 3. As a result,
the two electrons attract each other.

where we used n̂2 = n̂ because of the Fermi-Dirac statistics. It describes a small polaron at the atomic
level ε0 shifted down by the polaron level shift E p = f 2/2k, and entirely decoupled from ion vibrations.
The ion vibrates near a new equilibrium position, shifted by f/k, with the “old” frequency (k/M)1/2. As
a result of the local ion deformation, the total energy of the whole system decreases by E p since a decrease
of the electron energy by −2Ep overruns an increase of the deformation energy E p .

Lattice deformation also strongly affects the interaction between electrons. When a short-range defor-
mation potential and molecular electron-vibron (phonon) interactions are taken into account together
with the long-range Fröhlich interaction, they can overcome the Coulomb repulsion. The resulting inter-
action becomes attractive at a short distance comparable to a lattice constant. The origin of the attractive
force between two small polarons can be readily understood from a similar Holstein-like toy model as
above [78], but with two electrons on neighboring sites 1, 2 interacting with an ion 3 between them,
Figure 20.11. For generality, we now assume that the ion is a three-dimensional oscillator described by a
displacement vector u, rather than by a single-component displacement x as in Eq.(20.9).

The vibration part of the Hamiltonian in the model is

Hph = − 1

2M

∂2

∂u2 + ku2

2
, (20.13)

Electron potential energies due to the Coulomb interaction with the ion are about

V1, 2 = V0 − u · ∇R1, 2 V0(R1, 2) = V0 + u · f1,2. (20.14)

where f 1, 2 = Ze2/a2 is the Coulomb force, �R1(2) is the vector connecting the ion 3 with the electron 1
(2), Figure 20.11. Hence, the Hamiltonian of the model is given by

H = E a (n̂1 + n̂2) + u · (f1n̂1 + f2n̂2) − 1

2M

∂2

∂u2 + ku2

2
, (20.15)

where n̂1, 2 are the site occupation number operators. This Hamiltonian is diagonalized by the same
displacement transformation of the vibronic coordinate u as above,

u = v − (f1n̂1 + f2n̂2)/k. (20.16)

The transformed Hamiltonian has no electron-phonon coupling:

H̃ = (ε0 − E p)(n̂1 + n̂2) + Vpn̂1n̂2 − 1

2M

∂2

∂v2 + kv2

2
, (20.17)

and it describes two small polarons at their atomic levels shifted by the polaron level shift E p = f 2
1, 2/2k,

which are entirely decoupled from ion vibrations. As a result, the lattice deformation caused by two
electrons leads to an effective interaction between them, Vp , which should be added to their Coulomb
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repulsion, Vc ,

Vp = −f1 · f2/k. (20.18)

When Vp is negative and larger by magnitude than the positive Vc , the resulting interaction becomes
attractive. It is responsible for the hysteretic behavior of MQDs, as discussed below.

20.5.2 Exact Solution for Current Through MQD

Since high-frequency molecular vibrations (vibrons) are involved in mediation of interaction between
carriers on a molecule, one might expect almost instantaneous establishment of a correlated two-electron
state on a molecule. The attractive energy is the difference of two large interactions, the Coulomb repulsion
and the phonon mediated attraction, on the order of 1eV each, hence one can assume that |U | ∼ 0.1eV.
This state is below the one-particle states and it could persist even if the bias voltage is reduced below the
initial threshold, leading to a current hysteresis. This is indeed the case when the degeneracy of the level
is d > 2, since the quantum fluctuations are apparently unable to destroy it, at least below some critical
temperature, as we shall see below.

We shall consider a situation pertaining to MQD, so that the coupling to the leads is weak, and the level
width � � |U |. The current is found from from [79]

I (V) = I0

∫ ∞

−∞
dω[ f1(ω) − f2(ω)]ρ(ω), (20.19)

ρ(ω) = − 1

π

∑
μ

ImĜ R
μ(ω), (20.20)

where |μ〉 is a complete set of one-particle molecular states. Here I0 = q�, ρ(ω) is the molecular DOS,
Ĝ R

μ(ω) is the Fourier transform of the Green’s function Ĝ R
μ(t) = −iθ(t)〈{cμ(t), c †μ}〉, {· · · , · · ·} is the

anticommutator, cμ(t) = eiHtcμe−iHt, θ(t) = 1 for t > 0 and zero otherwise. We calculate ρ(ω) exactly
for the Hamiltonian, which includes both the Coulomb U C and e-ph interactions,

H =
∑

μ

εμn̂μ + 1

2

∑
μ=μ′

U C
μμ′ n̂μn̂μ′ +

∑
μ, q

n̂μωq (γμq dq + H.c .) +
∑

q

ωq (d†
q dq + 1/2). (20.21)

Here εμ are one-particle molecular energy levels, n̂μ = c †μcμ the occupation number operators, cμ (dq )
annihilates electrons (phonons), ωq are the phonon (vibron) frequencies, and γμq are e-ph coupling
constants (q enumerates the vibron modes). We apply the standard Lang-Firsov polaron unitary transfor-
mation, integrating phonons out. The electron and phonon operators are transformed as c̃μ = cμ Xμ, and
d̃q = dq − ∑

μ n̂μγ ∗
μq , respectively, Xμ = exp(

∑
q γμq dq − H.c .), and the transformed Hamiltonian is

H̃ =
∑

i

ε̃μn̂μ +
∑

q

ωq (d†
q dq + 1/2) + 1

2

∑
μ=μ′

Uμμ′ n̂μn̂μ′ , (20.22)

where

Uμμ′ ≡ U C
μμ′ − 2

∑
q

γ ∗
μq γμ′q ωq (20.23)

is the interaction of polarons, which we simplify as Uμμ′ = U. The molecular energy levels are subject to
a polaron level shift ,

ε̃μ = εμ−
∑

q

|γμq |2ωq . (20.24)
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The retarded GF becomes

G R
μ(t) = −iθ(t)[〈cμ(t)c †μ〉〈Xμ(t)X†

μ〉 + 〈c †μcμ(t)〉〈X†
μ Xμ(t)〉]. (20.25)

The phonon correlator is simply

〈Xμ(t)X†
μ〉 = exp

∑
q

|γμq |2

sinh βωq

2

[
cos

(
ωt + i

βωq

2

)
− cosh

βωq

2

]
, (20.26)

where the inverse temperature β = 1/T , and 〈X†
μ Xμ(t)〉 = 〈Xμ(t)X†

μ〉∗. The remaining GFs 〈cμ(t)c †μ〉,
are found from the equations of motion exactly. Finally, for the simplest case of a coupling to a single
mode with the characteristic frequency ω0 and γq ≡ γ we find [51]

G R
μ(ω) = Z

d−1∑
r=0

Cr (n)
∞∑

l=0

Il (ξ)

[
e

βω0 l
2

(
1 − n

ω − r U − lω0 + iδ
+ n

ω − r U + lω0 + iδ

)
+ (1 − δl0)e− βω0 l

2

×
(

1 − n

ω − rU + lω0 + iδ
+ n

ω − r U − lω0 + iδ

)]
, (20.27)

where

Z = exp

(
−

∑
q

|γq |2 coth
βω0

2

)
(20.28)

is the familiar polaron narrowing factor, the degeneracy factor

Cr (n) = (d − 1)!

r !(d − 1 − r )!
nr (1 − n)d−1−r , (20.29)

ξ = |γ |2/ sinh βω0

2 , Il (ξ) the modified Bessel function, and δlk is the Kroneker symbol. The important
feature of the DOS, Equation (20.19), is its nonlinear dependence on the occupation number n. It contains
full information about all possible correlation and inelastic effects in transport, in particular, all the phonon
sidebands. We then obtain the exact spectral function for a d − fold degenerate MQD (i.e. the density of
molecular states, DOS) from Eqs.(20.20, 20.27) [51]:

ρ(ω) = Zd
d−1∑
r=0

Cr (n)
∞∑

l=0

Il (ξ)

[
eβω0l/2[(1 − n)δ(ω − rU − lω0) + nδ(ω − rU + lω0)]

+(1 − δl0)e−βω0l/2[nδ(ω − rU − lω0) + (1 − n)δ(ω − rU + lω0)]

]
. (20.30)

20.5.3 Nonlinear Rate Equation and Switching

In the present case of molQD weakly coupled with leads one can apply the Fermi-Dirac golden rule to
obtain an equation for n. Equating incoming and outgoing numbers of electrons in molQD per unit time
we obtain the self-consistent equation for the level occupation n as

(1 − n)

∫ ∞

−∞
dω{�1 f1(ω) + �2 f2(ω)}ρ(ω) (20.31)

= n

∫ ∞

−∞
dω{�1[1 − f1(ω)] + �2[1 − f2(ω)]}ρ(ω), (20.32)

where �1(2) are the transition rates from left (right) leads to molQD, and ρ(ω) is found from Eqs. (20.27)
and (20.19). For d = 1, 2 the kinetic equation for n is linear, and the switching is absent. Switching appears
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for d ≥ 3, when the kinetic equation becomes non-linear. For d = 1, 2 the kinetic equation for n is linear,
and the switching is absent. Switching appears for d ≥ 3, when the kinetic equation becomes non-linear.
Taking into account that

∫ ∞
−∞ ρ(ω) = d , Equation (??) for the symmetric leads, �1 = �2, reduces to

2nd =
∫

dωρ(ω)( f1 + f2), (20.33)

which automatically satisfies 0 ≤ n ≤ 1. Explicitly, the self-consistent equation for the occupation
number is

n = 1

2

d−1∑
r=0

Cr (n)
[
na+

r + (1 − n)b+
r

]
, (20.34)

where

a+
r = Z

∞∑
l=0

Il (ξ)

×
(

e
βω0 l

2 [ f1(rU − lω0) + f2(rU − lω0)] + (1 − δl0)e− βω0 l
2 [ f1(rU + lω0) + f2(rU + lω0)]

)
,

(20.35)

b+
r = Z

∞∑
l=0

Il (ξ)

×
(

e
βω0 l

2 [ f1(rU + lω0) + f2(rU + lω0)] + (1 − δl0)e− βω0 l
2 [ f1(rU − lω0) + f2(rU − lω0)]

)
.

(20.36)

The current is expressed as

j ≡ I (V)

d I0
=

d−1∑
r=0

Zr (n)
[
na−

r + (1 − n)b−
r

]
, (20.37)

where

a−
r = Z

∞∑
l=0

Il (ξ)

×
(

e
βω0 l

2 [ f1(rU − lω0) − f2(rU − lω0)] + (1 − δl0)e− βω0 l
2 [ f1(rU + lω0) − f2(rU + lω0)]

)
,

(20.38)

b−
r = Z

∞∑
l=0

Il (ξ)

×
(

e
βω0 l

2 [ f1(rU + lω0) − f2(rU + lω0)](1 − δl0)e− βω0 l
2 [ f1(rU − lω0) − f2(rU − lω0)]

)
.

(20.39)

Consider the case d = 4, where the rate equation is non-linear, to see if it produces multiple physical
solutions. For instance, in the limit |γ | � 1, T = 0, where we have br = ar , Z = 1, the remaining
interaction is U = U C < 0, we recover the negative-U model [77], and the kinetic equation for d = 4 is

2n = 1 − (1 − n)3 (20.40)
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FIGURE 20.12 The I-V curves for tunneling through the molecular quantum dot, Figure 20.10b with the electron-
vibron coupling constant γ 2 = 11/13.

in the voltage range � − |U | < eV/2 < �. This equation has an additional nontrivial physical solution
n = (3 − √

5)/2 = 0.38. The current is simplified as I/I0 = 2n. The current-voltage characteristics will
show a hysteretic behavior in this case for d = 4. When the voltage increases from zero, 4-fold degenerate
MQD remains in a low-current state until the threshold eV2/2 = � is reached. Remarkably, when the
voltage decreases from the value above the threshold V2, the molecule remains in the high-current state
down to the voltage eV1/2 = � − |U | well below the threshold V2.

The hysteresis of current is there at all values of the electron-phonon constant γ , e.g. γ 2 = 11/13
(selected in order to have an accidental commensurability of ω0 and U ), Figure 20.12. Indeed, the exact
equation for average occupation of the dot reads.

2n = (1 − n)3
[
na+

0 + (1 − n)b+
0

] + 3n(1 − n)2
[
na+

1 + (1 − n)b+
1

]
+ 3n2(1 − n)

[
na+

2 + (1 − n)b+
2

] + n3
[
na+

3 + (1 − n)b+
3

]
. (20.41)
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We solved this nonlinear equation for the caseω0/� = 0.2,U C = 0, so that the attraction between electrons
is U = −2γ 2ω0 = −0.4 (all energies in units of �), and obtained a hysteresis curve, Figure 20.12. The
bistability region shrinks down with temperature, and the hysteresis loop practically closes at T/� = 0.01.
As we see from Equations (20.35), (20.36), the electron levels with phonon sidebands �±lω0, �+U ±lω0,

� + 2U ± lω0, � + 3U ± lω0 with l = 0, 1, . . . contribute to electron transport with different weights,
and this creates a complex picture of steps on the I-V curve, Figure 20.12.

Note that switching required a degenerate MQD (d > 2) and the weak coupling to the electrodes,
� � ω0. Different from the non-degenerate dot, the rate equation for a multi-degenerate dot, d > 2,
weakly coupled to the leads has multiple physical roots in a certain voltage range and a hysteretic behavior
due to correlations between different electronic states of MQD [51].

Summarizing this Section, we have calculated the I-V characteristics of the nondegenerate and two-
fold degenerate MQDs showing no hysteretic behavior, and conclude that mean field approximation [82]
leads to a non-existent hysteresis in a model that was solved exactly in Ref. [51]. Different from the
non-degenerate and two-fold degenerate dots, the rate equation for a multi-degenerate dot, d > 2, weakly
coupled to the leads, has multiple physical roots in a certain voltage range showing hysteretic behavior
due to correlations between different electronic states of MQD [51]. Our conclusions are important for
searching of the current-controlled polaronic molecular switches. Incidentally, C60 molecules have the
degeneracy d = 6 of the lowest unoccupied level, which makes them one of the most promising candidate
systems, if the weak-coupling with leads is secured.

20.5.4 What MQD Can Switch?

Note that switching required a degenerate MQD (d > 2) and the weak coupling to the electrodes, � � ω0.

The case of strong coupling of nondegenerate level (d = 1) with � � ω0, where the electron transport is
adiabatic, has been considered in [80, 81]. Obviously, there is no switching in this case, and this is exactly
what these authors have found. This obvious conclusion for molecules strongly coupled to the electrodes
can be reached in many ways, see e.g. a rather involved derivation in Ref. [80, 81]. The current hysteresis
does not occur in their model, the current remains a single-valued function of bias with superimposed
noise. In the case of a double-degenerate MQD, d = 2, there are two terms, which contribute to the sum
over r , with C0(n) = 1 − n and C1(n) = n. The rate equation becomes a quadratic one [51]. Nevertheless
there is only one physical root for any temperature and voltage, and the current is also single-valued,
Figure 20.13.

Later on, however, Galperin et al published a paper [82] where they claimed, without discussing earlier
results, that a strongly coupled (� � ω0, � ≈ 0.1 − 0.3 eV) molecular bridge, which is nondegenerate
(d = 1) does exhibits switching. This result is an artefact of their adiabatic approximation, as discussed
in detail in Ref. [78]. Indeed, Galperin et al. [82] have obtained the current hysteresis in MQD as a result
of illegitimate the occupation number operator n̂ in the e-ph interaction by the average population n0

[Equation (2) of Ref. [82], “mean field” approximation for n̂2 ≈ n0n̂ (?) in violation of exact relation
n̂2 = n̂] and found the average steady-state vibronic displacement 〈d + d†〉 proportional to n0 (this is
an explicit neglect of all quantum fluctuations on the dot accounted for in the exact solution). Then,
replacing the displacement operator d + d† in their bare Hamiltonian [cf. Equation (20.21)] by its
average, Ref. [82], they obtained a new molecular level, ε̃0 = ε0 −2εreorgn0 shifted linearly with the average
population of the level. This is in stark disagreement with the conventional constant polaronic level
shift, Equations (20.12), (20.24) (εreorg is |γ |2ω0 in our notations). The MFA spectral function turned
out to be highly nonlinear as a function of the population, e.g. for the weak-coupling with the leads
ρ(ω) = δ(ω − ε0 − 2εreorgn0), see Equation (20.17) in Ref. [82]. As a result, the authors of Ref. [82] have
found multiple ghost solutions for the steady-state population, Equation (20.15) and Figure 20.1, and
switching, Figure 20.4 of Ref. [82].

Note that the mean-field solution by Galperin et al. [82] applies at any ratio �/ω0, including the limit
of interest to us, � � ω0 where their transition between the states with n0 = 0 and 1 only sharpens, but
none of the results change. Therefore, MFA predicts a current bistability in the system where it does not
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FIGURE 20.13 Current-voltage characteristic of the nondegenerate (d = 1) MQD at T = 0, ω0/� = 0.2, and
γ 2 = 11/13. There is the phonon ladder in I-V , but no hysteresis.

exist at d = 1. The results in Ref. [82] are plotted for � ≥ ω0, � ≈ 0.1 − 0.3 eV, which corresponds to
molecular bridges with a resistance of about a few 100K�. Such model “molecules” are rather “metallic”
in their conductance and could hardly show any bistability at all because carriers do not have time to
interact with vibrons on the molecule. Indeed, taking into account the coupling with the leads beyond
the second order and the coupling between the molecular and bath phonons could hardly provide any
non-linearity because these couplings do not depend on the electron population. This rather obvious
conclusion for molecules strongly coupled to the electrodes can be reached in many ways, see e.g. rather
involved derivations in Refs. [80, 81]. While Refs. [80, 81] do talk about telegraph current noise in the
model, there is no hysteresis in the adiabatic regime, � � ω0 either. This result certainly has nothing to
do with our mechanism of switching [51] that applies to molecular quantum dots (� � ω0) with d > 2.

Such regime has not been studied in Refs. [80, 81, 83] as being a “too challenging problem”. This did not
prevent Mitra et al. [83] from misrepresenting our results [51] claiming that it “lacks of renormalization of
the dot-lead coupling” (due to electron-vibron interaction), or “treats it in an average manner”. As shown
above, the formalism [51] is exact, it fully takes into account the polaronic renormalization, phonon-side
bands and polaron-polaron correlations in the exact molecular DOS, Equation (20.30).

As a matter of fact, most of the molecules are very resistive, so the actual molecular quantum dots are
in the regime we study, see Ref. [84]. For example, the resistance of fully conjugated three-phenyl ring
Tour-Reed molecules chemically bonded to metallic Au electrodes [33] exceeds 1G�. Therefore, most of
the molecules of interest to us are in the regime that we discussed, not that of Refs. [80, 81].

20.6 Role of Defects in Molecular Transport

Interesting behavior of electron transport in molecular systems, as described above, refers to ideal systems
without imperfection in ordering and composition. In reality, one expects that there will be a considerable
disorder and defects in organic molecular films. As mentioned above, the conduction through absorbed
[53] and Langmuir-Blodgett [54] monolayers of fatty acids (CH2)n was associated with defects. An absence
of tunneling through self-assembled monolayers of C12-C18 (inferred from an absence of thickness
dependence at room temperature) has been reported by Boulas et al. [52]. On the other hand, the
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FIGURE 20.14 Local density of states and transmission as a function of energy for (a) C13 with Au impurity and
(b) C13 with Au impurity and H vacancy (dangling bond). Middle sections show closeups of the resonant peaks due
to deep defect levels with respect to the HOMO and LUMO molecular states. The HOMO-LUMO gap is about 10 eV.

tunneling in alkanethiol SAMs was reported in [85, 86], with an exponential dependence of monolayer
resistance on the chain length L , Rσ ∝ exp(βσ L ), and no temperature dependence of the conductance in
C8-C16 molecules was observed over the temperatures T = 80 − 300K [86].

The electrons in alkane molecules are tightly bound to the C atoms by σ−bonds, and the band gap
(between the highest occupied molecular orbital, HOMO, and lowest unoccupied molecular orbital,
LUMO) is large, ∼ 9 − 10eV [52]. In conjugated systems with π−electrons the molecular orbitals are
extended, and the HOMO-LUMO gap is correspondingly smaller, as in e.g. polythiophenes, where the
resistance was also found to scale exponentially with the length of the chain, Rπ ∝ exp(βπ L ), with βπ =
0.35 Å

−1
instead of βσ = 1.08 Å

−1
[85]. In stark contrast with the temperature-independent tunneling

results for SAMs [86], recent extensive studies of electron transport through 2.8 nm thick eicosanoic acid
(C20) LB monolayers at temperatures 2K-300K have established that the current is practically temperature
independent below T < 60K, but very strongly temperature dependent at higher temperatures T =
60 − 300K [87].

A large amount of effort went into characterizing the organic thin films and possible defects there
[19, 88, 89]. It has been found that the electrode material, like gold, gets into the body of the film, leading
to the possibility of metal ions existing in the film as single impurities and clusters. Electronic states on
these impurity ions are available for the resonant tunneling of carriers in very thin films (or hopping in
thicker films, a crossover between the regimes depending on the thickness). Depending on the density of
the impurity states, with increasing film thickness the tunneling will be assisted by impurity “chains”, with
an increasing number of equidistant impurities [90]. One-impurity channels produce steps on the I-V
curve but no temperature dependence, whereas the inelastic tunneling through pairs of impurities at low
temperatures defines the temperature dependence of the film conductance, G(T) ∝ T 4/3, and the voltage
dependence of current I (V) ∝ V 7/3 [91]. This behavior has been predicted theoretically and observed
experimentally for tunneling through amorphous Si [92] and Al2O3 [93]. Due to the inevitable disorder in a
“soft” matrix, the resonant states on different impurities within a “channel” will be randomly moving in and
out of resonance, creating mesoscopic fluctuations of the I-V curve. The tunneling may be accompanied
by interaction with vibrons on the molecule, causing step-like features on the I-V curve [51, 76].

During processing, especially top electrode deposition, small clusters of the electrode material may form
in the organic film, causing Coulomb blockade, which also can show up as steps on the I-V curve. It has
long been known that a strong applied field can cause localized damage to thin films, presumably due to
electromigration and the formation of conducting filaments [55]. The damaged area was about 30nm
in diameter in 40-160 monolayer thick LB films [55](a) and 5-10μm in diameter in films 500-5000 Å
thick, and showed switching behavior under external bias voltage cycling [55](b). As discussed above,
recent spatial mapping of a conductance in LB monolayers of fatic acids with the use of conducting AFM
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has revealed damage areas 30-100nm in diameter, frequently appearing in samples after a “soft” electrical
breakdown, which is sometimes accompanied by a strong temperature dependence of the conductance
through the film [57].

A crossover from tunneling at low temperatures to an activation-like dependence at higher temperatures
is expected for electron transport through organic molecular films. There are recent reports about such a
crossover in individual molecules like the 2nm long Tour wire with a small activation energy E a ≈ 130meV
[94]. Very small activation energies on the order of 10-100 meV have been observed in polythiophene
monolayers [95]. Our present results suggest that this may be a result of interplay between the drastic
renormalization of the electronic structure of the molecule in contact with electrodes, and disorder in
the film (Figure 20.15, right inset). We report the ab-initio calculations of point-defect assisted tunneling
through alkanedithiols S(CH2)nS and thiophene T3 (three rings SC4) self-assembled on gold electrodes.
The length of the alkane chain was in the range n = 9 − 15.

We have studied single and double defects in the film: (i) single Au impurity, Figures 20.10a, 20.11a,
(ii) Au impurity and H vacancy (dangling bond) on the chain, Figures 20.15b, 20.14c, (iii) a pair of Au
impurities, Figure 20.14b, (iv) Au and a “kink” on the chain (one C=C bond instead of a C−C bond). Single
defect states result in steps on the associated I-V curve, whereas molecules in the presence of two defects
generally exhibit a negative differential resistance (NDR). Both types of behavior are generic and may be
relevant to some observed unusual transport characteristics of SAMs and LB films [53, 54, 57, 87, 94, 95].
We have used an ab-initio approach that combines the Keldysh non-equilibrium Green’s function (NEGF)
method with self-consistent pseudopotential-based real space density functional theory (DFT) for systems
with open boundary conditions provided by semi-infinite electrodes under external bias voltage [48, 50].
All present structures have been relaxed with the Gaussian98 code prior to transport calculations [96].
The conductance of the system at a given energy is found from Equation (20.8) and the current from
Equation (20.4).

The equilibrium position of an Au impurity is about 3Å away from the alkane chain, which is a typical
Van-der-Waals distance. As the density maps show (Figure 20.15), there is an appreciable hybridization
between the s- and d-states of Au and the sp- states of the carbohydrate chain. Furthermore, the Au+ ion
produces a Coulomb center trapping a 6s electron state at an energy εi = −0.35eV with respect to the
Fermi level, almost in the middle of the HOMO-LUMO ∼ 10eV gap in Cn. The tunneling evanescent
resonant state is a superposition of the HOMO and LUMO molecular orbitals. Those orbitals have a very
complex spatial structure, reflected in an asymmetric line shape for the transmission. Since the impurity
levels are very deep, they may be understood within the model of “short-range impurity potential” [97].
Indeed, the impurity wave function outside of the narrow well can be fairly approximated as

ϕ(r ) =
√

2π

κ

e−κr

r
, (20.42)

where κ is the inverse radius of the state,h̄2κ2/2m∗ = E i , where E i = � − εi is the depth of the impurity
level with respect to the LUMO, and �= LUMO−F is the distance between the LUMO and the Fermi level
F of gold and, consequently, the radius of the impurity state 1/κ is small. The energy distance � ≈ 4.8eV
in alkane chains (CH2)n [52] (≈ 5eV from DFT calculations), and m∗ ∼ 0.4 the effective tunneling mass
in alkanes [86]. For one impurity in a rectangular tunnel barrier [97] we obtain the Breit-Wigner form of
transmission T(E , V), as before, Equation (20.5). Using the model with the impurity state wave function
(20.42), we may estimate for an Au impurity in C13 (L = 10.9Å) the width �L = �R = 1.2×10−6, which
is within an order of magnitude compared with the calculated value 1.85 × 10−5eV. The transmission is
maximal and equals unity when E = εi and �L = �R , which corresponds to a symmetrical position for
the impurity with respect to the electrodes.

The electronic structure of the alkane backbone, through which the electron tunnels to an electrode,
shows up in the asymmetric lineshape, which is substantially non-Lorentzian, Figure 20.14. The current
remains small until the bias has aligned the impurity level with the Fermi level of the electrodes, resulting
in a step in the current, I1 ≈ 2q

h̄ �0e−κL (Figure 20.14a). This step can be observed only when the impurity
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an ohmic I-V characteristic for T3 connected to gold electrodes. Disorder in the film may localize states close to the
Fermi level (schematically marked by arrow), which may assist in hole hopping transport with an apparently very low
activation energy (0.01-0.1eV), as is observed.

level is not very far from the Fermi level F , such that biasing the contact can produce alignment before a
breakdown of the device may occur. The most interesting situations that we have found relate to the pairs
of point defects in the film. If the concentration of defects is c � 1, the relative number of configurations
with pairs of impurities will be very small, ∝ c 2. However, they give an exponentially larger contribution
to the current. Indeed, the optimal position of two impurities is symmetrical, a distance L/2 apart, with
current I2 ∝ e−κL/2. The conductance of a two-impurity chain is [97]

g12(E ) = 4q 2

πh̄

�L �Rt2
12

|(E − ε1 + i�L )(E − ε2 + i�R) − t2
12|2

. (20.43)

For a pair of impurities with slightly differing energies t12 = 2(E 1+E 2)e−κr12/κr12, where r12 is the distance
between them. The interpretation of the two-impurity channel conductance (20.43) is fairly straightfor-
ward: if there were no coupling to the electrodes, i.e. �L = �R = 0, the poles of g12 would coincide with
the bonding and antibonding levels of the two-impurity “molecule”. The coupling to the electrodes gives
them a finite width and produces, generally, two peaks in conductance, whose relative positions in energy
change with the bias. The same consideration is valid for longer chains too, and gives an intuitive picture
of the formation of the impurity “band” of states. The maximal conductivity g12 = q 2/πh̄ occurs when
ε1 = ε2, �L �R = t2

12 = �2
2 , where �2 is the width of the two-impurity resonance, and it corresponds to the

symmetrical position of the impurities along the normal to the contacts separated by a distance equal to
half of the molecule length, r12 = L/2. The important property of the two-impurity case is that it produces
negative differential resistance (NDR). Indeed, under external bias voltage the impurity levels shift as

εi = εi0 + qVzi /L , (20.44)
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where zi are the positions of the impurity atoms counted from the center of the molecule. Due to disorder
in the film, under bias voltage the levels will be moving in and out of resonance, thus producing NDR peaks
on the I-V curve. The most pronounced negative differential resistance is presented by a gold impurity
next to a Cn chain with an H-vacancy on one site, Figure 20.14b (the defect corresponds to a dangling
bond). The defects result in two resonant peaks in transmission. Surprisingly, the H vacancy (dangling
bond) has an energy very close to the electrode Fermi level F , with εi = −0.1eV (Figure 20.14b, right
peak). The relative positions of the resonant peaks move with an external bias and cross at 1.2V, producing
a pronounced NDR peak in the I-V curve, Figure 20.15c. No NDR peak is seen in the case of an Au
impurity and a kink C=C on the chain because the energy of the kink level is far from that of the Au
6s impurity level. The calculated values of the peak current through the molecules were large: Ip ≈ 90
nA/molecule for an Au impurity with H vacancy, and ≈ 5 nA/molecule for double Au impurities.

We have observed a new mechanism for the NDR peak in a situation with two Au impurities in the film.
Namely, Au ions produce two sets of deep impurity levels in Cn films, one stemming from the 6s orbital,
another from the 5d shell, as clearly seen in Figure 20.15b (inset). The 5d-states are separated in energy
from 6s, so that now the tunneling through s-d pairs of states is allowed in addition to s-s tunneling. Since
the 5d-states are at a lower energy than the s-state, the d- and s-states on different Au ions will be aligned at
a certain bias. Due to the different angular character of those orbitals, the tunneling between the s-state on
the first impurity and a d-state on another impurity will be described by the hopping integral analogous
to the Slater-Koster sdσ integral. The peak current in that case is smaller than for the pair Au-H vacancy,
where the overlap is of ssσ type (cf. Figures 20.15b, c).

Thiophene molecules behave very differently since the π−states there are conjugated and, consequently,
the HOMO-LUMO gap is much narrower, just below 2 eV. The tail of the HOMO state in the T3 molecule
(with three rings) has a significant presence near the electrode Fermi level, resulting in a practically
“metallic” density of states and hence ohmic I-V characteristic. This behavior is quite robust and is in
apparent disagreement with experiment, where tunneling has been observed [85]. However, in actual
thiophene devices the contact between the molecule and electrodes is obviously very poor, and it may lead
to unusual current paths and temperature dependence [95].

We have presented the first parameter-free DFT calculations of a class of organic molecular chains
incorporating single or double point defects. The results suggest that the present generic defects produce
deep impurity levels in the film and cause a resonant tunneling of electrons through the film, strongly
dependent on the type of defects. Thus, a missing hydrogen produces a level (dangling bond) with an
energy very close to the Fermi level of the gold electrodes F . In the case of a single impurity, it produces
steps on the I-V curve when one electrode’s Fermi level aligns with the impurity level under a certain
bias voltage. The two-defect case is much richer, since in this case we generally see a formation of the
negative-differential resistance peaks. We found that the Au atom together with the hydrogen vacancy
(dangling bond) produces the most pronounced NDR peak at a bias of 1.2V in C13. Other pairs of defects
do not produce such spectacular NDR peaks. A short range impurity potential model reproduces the data
very well, although the actual lineshape is different.

There is a remaining question of what may cause the strong temperature dependence of conductance in
“simple” organic films like [CH2]n. The activation-like conductance ∝ exp(−E a/T) has been reported
with a small activation energy E a ∼ 100 − 200meV in alkanes [87, 94] and even smaller, 10-100 meV, in
polythiophenes [95]. This is much smaller than the value calculated here for alkanes and expected from
electrical and optical measurements on Cn molecules, E a ∼ � ∼ 4eV [52], which correspond nicely
to the present results. In conjugated systems, however, there may be rather natural explanation of small
activation energies. Indeed, the HOMO in T3 polythiophene on gold is dramatically broadened, shifted to
higher energies and has a considerable weight at the Fermi level. The upward shift of the HOMO is just a
consequence of the work function difference between gold and the molecule. In the presence of (inevitable)
disorder in the film some of the electronic states on the molecules will be localized in the vicinity of E F .
Those states will assist the thermally activated hopping of holes within a range of small activation energies
� 0.1 eV. Similar behavior is expected for Tour wires [94], where E F − HOMO ∼ 1 eV [50](c), if the
electrode-molecule contact is poor, as is usually the case.
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With regards to carrier hopping in monolayers of saturated molecules, one may reasonably expect that
in many studied cases the organic films are riddled with metallic protrusions (filaments), emerging due
to electromigration in a very strong electric field, and/or metallic, hydroxyl, etc. inclusions [55, 57]. It
may result in a much smaller tunneling distance d for the carriers and the image charge lowering of the
barrier. The image charge lowering of the barrier in a gap of width d is �U = q 2 ln 4/(εd), meaning that
a decrease of about 3.5 eV may only happen in an unrealistically narrow gap d = 2 − 3 Å in a film with
dielectric constant ε = 2.5, but it will add to the barrier lowering. More detailed characterization and
theoretical studies along these lines may help to resolve this very unusual behavior. We note that such a
mechanism cannot explain the crossover with temperature from tunneling to hopping reported for single
molecular measurements, which has to be a property of the device, but not a single molecule [94].

20.7 Conclusions

Studying molecules as possible building blocks for ultradense electronic circuits is a fascinating quest that
spans of over 30 years. It was inspired decades ago by the notion that silicon technology is approaching its
limiting feature size, estimated at around 1985 to be about 1μm [98]. More than thirty years later and with
FET gate lengths getting below 10nm [99], the same notion that silicon needs to be replaced at some point
by other technologies floats again. We do not know whether alternatives will continue to be steamrolled by
silicon technology, which is a leading nanotechnology at the moment, but the mounting resistance to the
famed Moore’s law requires to look hard at other solutions for power dissipation, leakage current, crosstalk,
speed, and other very serious problems. There are very interesting developments in studying electronic
transport through molecular films but the mechanisms of some observed conductance “switching” and/or
nonlinear electric behavior remain elusive, and this interesting behavior remains intermittent and not
very reproducible. Most of the currently observed swithing is extrinsic in nature. For instance, we have
discussed the effect of molecule-electrode contact: the tilting of the angle at which the conjugated molecule
attaches to the electrode may dramatically change its conductance, and that probably explains extrinsic
“telegraph” switching observed in Tour wires [24, 34] and molecule reconfigurations may lead to similar
phenomena in other systems [66]. Defects in molecular films have also been discussed and may result
in spurious peaks in I-V curves. We have outlined some designs of the molecules that may demonstrate
rectifying behavior, which we call molecular “quantum dots”. We have shown that at least in some special
cases molecular quantum dots may exhibit fast (∼THz) intrinsic switching.

The author is grateful to Jeanie Lau for her Figures 20.6, 20.7 and Jason Pitters and Robert Wolkow for
Figures 20.8, 20.9. The work has been partly supported by DARPA.
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Abstract
New conductance phenomena observed in isolated individual molecules require theoretical approaches
that accurately represent contact geometry and Fermi-level positioning since these factors wield tremen-
dous influence in the behavior of the metal–molecule–metal system. Although this argues that rigorous
first-principles calculations must be performed, the various approaches each have significant drawbacks.
The linearly independent plane wave basis ensures an accurate potential across the system, but this basis
produces an intractably large rank Hamiltonian, and a local orbital basis must then be used. Density
functional theory approaches allow the calculation of a Hamiltonian representing a hybrid of a metal and
an unsaturated organic compound. However, bandgaps are underestimated, and bond lengths and disso-
ciation energies are incorrectly calculated in this scheme. Using a combination of approaches, including
complex bandstructure, density of states calculations, and a highly efficient scattering matrix method,
insights about the nature of molecular conduction are drawn in this chapter. In addition, calculations over
suites of Hamiltonians—for molecules in both a stretched configuration and at several positions within a
vibrational mode—allow the determination of trends despite the known inaccuracies in the calculation.
Results investigate the phenomena of conductance changes with stretching and of the unexpected higher
conductance of a four-membered oligomer over its three-membered counterpart.

21.1 Introduction

When Mark Reed’s experimental group at Yale University published the current–voltage characteristic
across a single molecule using their mechanical break junction technique, an entirely new domain of
electronic devices became available for research [1]. Shortly after this, other experimental groups were
able to perform similar measurements using a variety of different techniques. However, the analysis of the
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electronic characteristics of isolated individual molecules connected to metallic contacts, although attain-
able in practice, has proven rather difficult to accomplish in theory. Initial calculations yielded conductance
values varying over several orders of magnitude. The details of contact geometry and adsorption chemistry
in their myriad variations were discovered to play a pivotal role in theoretical analysis [2]. All the contact
specific minutiae could be lumped and parameterized to match experimental measurements, but this ad
hoc fitting gave little insight into the nature of molecular conduction. On the other hand, from a first-
principles standpoint, the number of contact configurations and variations multiplied like hydra-heads,
never seeming to cover all the possibilities, and never satisfactorily producing the quantitative end result.

This chapter examines the problem of molecular conduction with specific attention to the recurrent
barriers toward an accurate solution found in the literature. Instead of targeting a numerical range for the
conductance, the nature of the problem itself is examined. Foremost stands the electronic potential, the
acid test of the effectiveness of the bandstructure calculation. An accurate equilibrium potential calculation
establishes a certain confidence in all subsequent non-equilibrium calculations.

Of the multiple approaches that have been employed, each method has its shortcomings. The complex
bandstructure gives no insight into the nature of the contact. The inability of localized orbitals to render a
metal surface adequately misrepresents the potential. Density functional theory underestimates bandgaps,
particularly in unsaturated organic compounds. The aim of using several theoretical methods is to present
a constellation of theoretical conclusions by which some insight into experimentally observed phenomena
might be understood. This method has been employed by other groups with some success [3].

A companion strategy to this employs the comparison of suites of similar systems. Due to the highly
efficient transport kernel used in this work, the conductance can be calculated quickly; therefore, compar-
isons can be drawn between slightly differing systems to infer insights into experimental phenomena. For
this reason, the careful progression of a molecule gradually being stretched and the series of “snapshots”
depicting molecular vibrations within a nanojunction are two main examples considered in this work.
These specific problems lend themselves well to the analysis used here.

Reviews of the experimental progress in this area initiated by Reed’s breakthrough abound. Roughly,
methods fall into two camps. While one strives to minimize the size of leads and the gap between them
in an attempt to bind individual molecules, the other exploits the regularity of molecules assembled in a
monolayer on a gold substrate and employs a conducting atomic force microscope tip in an attempt to
contact individual molecules. Figures 21.1 and 21.2 show two pictorial examples of individual molecule
binding. The mechanically controllable break (MCB) junction technique marked a critical breakthrough

FIGURE 21.1 Rough illustration of MCBJ setup. Top and side views.
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FIGURE 21.2 Electrochemical nanojunction setup. Upon nanowire formation, electromigration bias is briefly
reversed, forming a small gap. Molecules can be subsequently deposited.

for molecular conductance investigations. A highly tunable piezotransducer gradually applies pressure to
break a narrow gap in a photolithographically defined, vapor-deposited, metallic nanowire attached to
a flexible substrate [4]. Within this tiny gap, carefully deposited thiol-terminated molecules in solution
could reconnect the contacts, albeit at a much higher resistance. The thiol end groups were key, behaving
as molecular “alligator clips,” readily relinquishing their hydrogens to bond to the gold surface [5]. A mea-
surement of current across the probes at different biases, allowed for the measurement of conductance as:

G(V) = ∂ I (V)

∂V
. (21.1)

FIGURE 21.3 AFM probing of
target aromatic molecule embedded
in a self assembled monolayer of
monothiolated dodecanes.

This resulted in reproducible measurements—in the tens of megohm
range—for small molecules such as benzenedithiol and xylyldithiol.
The second method (shown in Figure 21.2), employs electrochemical
junctions, and uses electromigration instead of lithography to fabricate
gold nanojunctions [6]. Once again, the technique permits a high level
of control over the width of the nanogap, this time via the applied
bias. Upon the formation of the atomic bridge, the bias can be slightly
reversed, thereby creating a nanogap readily available for molecules.
Figure 21.3 shows how molecules arranged on a substrate, typically
in a self-assembled monolayer, can be individually probed. In order
to facilitate connections to single target molecules, a monolayer of
molecules known to be insulating (such as monothiolated alkanes) are
sparsely populated with the target molecules. A suspension of gold
nanoclusters attach only to the thiolated ends of the target molecules.
A gold-plated AFM tip with a nominal applied pressure can then probe
the surface. When a connection to a gold nanocluster is made, the
connection to individual molecules is measured. Figure 21.3 shows an
experiment by Lindsay’s group illustrating the aromatic target molecule
in the monolayer of dodecanes [7].
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FIGURE 21.4 Terthiophene monolayer prior to lowering and attachment of gold-plated AFM tip.

The experimental setup responsible for the results examined in this chapter employed a gold-plated
AFM tip which was repeatedly lowered into a self-assembled monolayer of some chosen molecule on a gold
substrate. While monitoring the current from tip to substrate, traces measuring the current would reveal
steps corresponding to the quantum conductance through a gold nanowire. On many measurements,
even lower conductance steps would be recorded. These unit step multiples indicated individual molecules
detaching from the tip until the unit step—indicating one isolated molecule connecting tip to substrate—
remained. Figure 21.4 shows an illustration of this setup prior to the gold-plated AFM tip attachment to
the thiol of a target molecule in the monolayer—in this case, terthiophene.

Theoretical treatments of the metal–molecule–metal problem must couple the isolated molecule with
its electrons bound in discrete molecular orbitals to the metallic contact with its reservoir of electrons
filling a continuous band up to the Fermi level. This coupling hybridizes the molecular orbitals with the
extended states in the contact defining a combined spectrum for the entire system. An applied bias creates
a nonzero transmission across the system which can then be calculated. Hence, two major steps in the
calculation, the bandstructure, determined for the equilibrium system, and the transport under bias, can
be individually described.

To start with, a discussion of first-principles calculations weighs the merits of various, more rigorous,
bandstructure calculations. In our assessment, the advantage of a tractable Hamiltonian offered by the
local orbital basis outweighs the inaccurate representation of the potential it brings to the calculation.
A review of transport calculation techniques follows, and the rapid and numerically stable scattering
matrix method (developed by Usuki and colleagues) is introduced, followed by some discussion of the
self-consistent implementation. Complex bandstructure provides further insight into the conductance
behavior of the molecules short of describing the dynamics of connecting to a contact.

Conductance calculations over suites of Hamiltonians are used to understand some trends in the
behavior of stretched and vibrated molecular systems. Comparisons, which maintain the complexity
of the molecular coupling to the metal electrodes, reveal features which can be used to explain phenomena
observed in the experiments. For example, variations in molecular orbital coupling to the extended states
in the metal help account for the conductance peaks measured with stretching. In a particularly interesting
case, a four-membered oligomer shows higher conductance than its three-membered counterpart. The
variation of the conductance of these oligomers in vibrational analysis can be used to account for this.

21.2 Theoretical Approaches

21.2.1 Bandstructure

Initial explorations into molecular conductance calculations employed tight-binding models that described
the system as atoms with a discrete set of orbitals. Electrons could be characterized as hopping between
atomic orbitals as they moved through the system. The Hamiltonian in its matrix representation would
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have site energies for each orbital j on atom i , as

〈 j, i |H | j, i 〉 = ε j,i (21.2)

for the diagonal terms. Off-diagonal terms, corresponding to the hopping energy for an electron in orbital
j of atom i to orbital l on atom k, are

〈 j, i |H |l , k 〉 = tl ,k, j,i . (21.3)

With this basis chosen, semi-empirical parameters or simple π-orbital terms could then be employed
in transmission calculations. Matrices constructed via simple tight-binding, despite their tractability in
transport calculations, proved inadequate in the endeavor to understand various molecular conductance
phenomena, particularly with respect to the contact. As a result, more rigorous, first-principles approaches
were explored.

Electronic structure calculations aim to describe the orbitals (or states) available to carriers, specifically
electrons, in the investigated system. After these states are identified, they are populated from lowest to
highest, up to a maximum state, the highest occupied molecular orbital (HOMO), which operates as
a valence band in conjugated molecules. The very next available state, the lowest unoccupied molecular
orbital (LUMO), then serves as a conduction band. If the LUMO is separated by a gap from the filled HOMO
(at 0 K), then the Fermi level lies between these two states, emulating an insulator or semiconductor.

The computation of the electronic structure of the combined metal–molecule–metal system couples
two disparate systems into one calculation. Trade-offs arise between the advantages and disadvantages of
particular theories as they address both systems. More specifically, the density functional theory approach,
best suited for the delocalized electron density of the metal, will inevitably be a poor choice to describe
the excited states and bond character of the non-uniform density profile of the organic system. In a
similar trade-off, while a localized orbital basis can be efficiently employed to give the molecular orbital
characteristics, metal surface dipoles and work functions cannot be satisfactorily derived in this framework.
The vacuum must be treated, but the plane wave basis, so ideal for a metal surface in isolation, creates a
prohibitively high rank Hamiltonian matrix when attempting the fine structure of the combined system.

Density functional theory uses a simple vector, the density functional, to replace the wavefunction with
its 1023 coordinates. This historic theoretical step, establishing a one-to-one correspondence between a one-
electron density and a one-body potential, enabled calculations which had previously been computationally
prohibitive. One complexity, however, is that the exact functional is not known, so empirical functions—
such as the local density approximation (LDA), generalized gradient approximation (GGA), and hybrid
functionals—are employed. The problems don’t end there. LDA does not address excited states, and
underestimates energy gaps, particularly for unsaturated organic compounds [8–10]. Calculations using
GGA overestimate the gaps [11]. Hybrid functional approaches have been shown to treat open-shell systems
inadequately and lead to artificial degeneracies in the tunneling states between the electrodes, thereby
overestimating the transmission [12]. Even regardless of any approximation, the typical DFT treatment
of exchange and correlation in quasi-static nonequilibrium with the standard equilibrium expression has
been shown to be unjustified at weak couplings, leading to overestimation of the level broadening and
thence the transmission [13].

The Hartree–Fock theory uses a Slater determinant to describe the many-electron wavefunction. This
treatment of correlation and exchange differs greatly from the Fermi liquid treatment commonly used in
DFT. This latter treatment has been shown to result in improper bond dissociation calculations, such as
those needed in this work [14]. Exact exchange has been proposed to ameliorate the low bandgaps that
plague DFT, but it introduces considerably more computation. For example, the VASP group estimates
two orders of magnitude more computation time for the exact exchange functionals in VASP5 (sched-
uled for release in mid-2007 [15]). Other groups describe DC conductance corrections to the exchange
and correlation functionals using time-dependent current–density–functional theory [16]. Hartree–Fock
methods, on the other hand, have their own shortcomings in the calculation of opposite spin correlations,
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FIGURE 21.5 (see color insert following page 5-6) Isolated xylyldithiol. Carbons are grey, sulfurs yellow, and hydro-
gens blue. (P)aracarbons and (O)rthocarbons are identified. Nonplanarity of molecule is evident. (From G. Speyer, R.
Akis, and D.K. Ferry, J. Vac. Sci. Tech. B, 24(4), 1987–1991, 2006. With permission.)

one of which can be corrected using multiple Slater determinants in the computationally demanding
configuration–interaction method [17].

It is instructive to examine the differences between the theories. The much investigated xylyl–dithiol
molecule, shown in Figure 21.5, will serve as the model molecule. Its basic construction is a benzene ring
connected to two methyl groups at the (1,4) positions (or para-carbon sites), which, in turn, connect to two
thiol groups. In Figure 21.6, the carbon–carbon distances within the benzene ring are calculated as the ring
is stretched apart. All the lines show an abrupt change at the point of detachment. The definition of this
point is different between the two theories. For DFT, the molecule was stretched between two incrementally
separated gold layers in the calculation. For the Hartree–Fock, the gold slabs were not included, so the outer
sulfurs were gradually pulled apart until one detached from its carbon. Since the sulfur–carbon detachment
ionizes the molecule differently, the post-detachment behaviors shouldn’t be compared. More significantly,
the DFT code represents the molecule bonded to gold, and charge transfer occurs in this situation. However,
examining the isolated molecule with DFT, the bond lengths within the benzene ring, which is somewhat
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FIGURE 21.7 (see color insert) Inaccurate potential as calculated from local orbitals.

isolated from the contacts, shows the same character. What is of interest is the nature of the conjugation
of the π-electrons in the benzene ring. With no stretching, the inter-carbon distances should all be the
same as the Hartree–Fock (G) data indicates. Also, this data is close to the well-observed experimental
value attained for this distance. Clearly, the DFT code (F) does not show the conjugation well. Moreover,
the bond dissociations effected by the stretching would have an expected inaccuracy from DFT [14].

From a theoretical standpoint, plane waves, being an unbiased basis set and having computational
simplicity, offer a definite advantage over localized orbitals. In the specific case of metals, which can be
characterized as possessing highly delocalized orbitals, the plane wave basis has been proven demonstrably
superior [18,19]. This is confirmed in practice, although the potential for the combined system can only
be accurately rendered using plane waves. The inability to render a vacuum within the local orbital basis
prohibits an accurate surface dipole, as shown in Figure 21.7. This plot has been smoothed to emphasize the
work function, given as the potential difference between the contact regions on the left and right and the
gap in the middle, which barely reaches 0.5 eV. The potential as calculated in VASP, as shown in Figure 21.8.
The plane in which the potential is calculated is shown on the left, chosen in a space between molecules in
the monolayer. The top potential plot shows the gold layers from −15 to 2Å and beginning again at 13Å.
Between these layers, the vacuum level plateaus around roughly 7 eV. The Fermi level from the calculation
is indicated by the blue line at roughly 2 eV. The accuracy of the calculation is therefore demonstrated in
the work function of gold, which is known to be ∼ 5 eV. Figure 21.9 shows a plane where the molecules
are included. The plane of the calculation has been chosen so that the benzene ring of the xylyl is visible.
Unfortunately, the large number of plane waves needed to represent the system accurately necessitates a
prohibitively large rank Hamiltonian matrix. If we examine projected density of states (PDOS) plots of
the molecular atoms, using both the local orbital and the plane wave basis codes, shown in Figure 21.10,
we can see that although the bandgaps and general character of the orbitals is similar in the calculations,
the Fermi-level position (at the origin) does differ. Since conductance is very sensitive to the location of
the Fermi level in the gap, some quantitative error in local orbital calculations, such as the results in this
work, must be conceded.

21.2.2 Transport

For the transport calculation, preliminary efforts split into two general directions. The first examined
direct diagonalization techniques. In this scheme, an often large rank matrix was diagonalized in order
to obtain the eigenvectors for a transmission calculation. With a simple tight-binding approach, such
as extended-Hückel-based Hamiltonians, which simplified to the treatment of π-electron systems, these
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approaches were computationally tractable and yielded promising results [20,21]. The Lippmann–Schwinger
formalism could be used to demonstrate the effect of the coupling of the metallic (Bloch) wavefunctions
�0 and the isolated molecular orbitals on the wavefunctions for the full interacting system [22]:

|�〉 = |�0〉 + G 0(E )V |�〉 , (21.4)

where V represents the perturbative interactive coupling, and the propagator G 0 represents the summed
separate Green’s functions for the isolated left lead, right lead, and molecule. However, in the quest for
quantitative accuracy, first-principles approaches, with their atomistic rigorous depth, attracted much
attention. As a result, instead of one π-type orbital per atom, multiple atomic orbitals were considered
and, for the metal contacts, this implied a full treatment of the atomic d-orbitals over a large enough
contact to be considered metallic. Things became complex very quickly.

The second widely used method employed non-equilibrium Green’s functions (NEGFs) and partitioned
the Hamiltonian between a generalized “extended molecule” HM , semi-infinite contact regions Hl and
HR , and their interaction terms V[23,24]:

Htot = HL + HM + HR + V. (21.5)

The “extended molecule” would subsume some amount of the metal atoms into the molecule, thereby
garnering all contact and surface-specific information into the finite transport region. In this way, the
semi-infinite contacts could be expected to represent bulk material. The rank of the matrices defining
the “extended molecule” could be much smaller than the full system used in the direct diagonalization
approaches, thereby making the first-principles approaches more tractable.

Typically, a continued fraction transcendental equation determined the left and right semi-infinite
contact interaction terms [25]. The trace of the product of interaction terms and the “extended molecule”
defined Green’s function terms yielded the transmission:

T(E ) = Tr
⌊
�L (E )G+

M(E )�R(E )G M(E )
⌋
. (21.6)
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An integration of the transmission as calculated by either method over some energy window, multiplied
by the quantum conductance, would then yield the current through the system:

I (V) ≈ 2e

h

∫ E F +eV

E F

dET(E). (21.7)

At the outset, both of these efforts met some difficulty in including the contacts. As the Fermi level and
the contact distance were both difficult to specify, and very influential on the conductance calculation,
transmission plots were used to tell much of the story [26,27], and the same two important conclusions were
drawn: (1) If the Fermi level were placed at some particular point along the energy axis, the transmission
could be expected to vary from metallic to highly insulating behavior; and (2) by increasing or decreasing
the coupling constant to the contact, the transmission curve would rise or fall by orders of magnitude. This
implied that the conductance, an integration of the transmission over some energy window, would also
be dramatically affected. Thus, the most salient point, which emerged from these studies, identified the
Fermi level and interface specifics as the key determiners of molecular conductance. These factors were not
easily deduced. Conductance calculations varied over several orders of magnitude with arbitrary variation
of the Fermi level and contact coupling [28]. One group was even able to demonstrate the possibility that
experiments might be measuring conductance through two molecules in interacting monolayers rather
than a single metal–molecule–metal connection [29]. The poles of the molecular Green’s function could
be effectively “tuned” to explain any experimental measurement, or predict myriad phenomena [30]. As
a result, the push towards more sophisticated calculations began.

To begin, theorists tackled the conundrum of the interface. Few disputed its significance in molecular
conduction, but the manner of its representation in the calculation evoked a wide range of approaches
and criticisms [31]. Many approached the problem by treating the interface as a simple Schottky–Mott
interface, where the vacuum levels are simply aligned, and the Fermi level determines the electron and
hole barriers, ϕe and ϕh . However, this neglects the charge transfer across the interface, which causes a
vacuum level shift—and, thus, an interface dipole, 	, forms. Experimentally, ultraviolet photoemission
spectroscopy (UPS) has been used to determine this shift [32]. Results of these types of experiments show
that interface dipole barriers form at nearly all interfaces [33]. The nature of the dipole is determined by
the extent of the charge transfer between metal and molecule and by the effect of the displacement and
rearrangement of the metal surface charge [34].

Several studies noted the significance of the angle at which certain molecules are fixed to the contact,
suggesting the π-orbital coupling was maximized when these molecules lay orthogonal to the surface plane
[35]. This stems from the directional dependence of the p-orbitals, seen to greater effect in the sp2 hybrid
orbitals characteristic of the unsaturated organic compounds often studied in these systems [36,37]. In
order to best represent the statistical distribution of experimental configurations, multiple calculations
over a variety of angles have been analyzed to understand the conductance dependence [38].

Thiol endgroups are often employed in experiments because they readily attach to gold. The point of
the gold-thiol attachment gives rise to further controversy. Various theoretical calculations have specified
the most energetically favorable contact to be the fcc-hollow site [39,40] and the bridge-like position
(between fcc-hollow and bridge sites) [41], while an experimental paper favors the on-top site [42]. Another
theoretical study suggests that lateral degrees of freedom preclude the preference of one contact over another
[43]. Some studies which have examined conduction through all varieties note better conductance in the
hollow site and bridge positions, while on-top site is noted for lower conduction, higher sensitivity to
tilting angles, and highly nonlinear current-voltage behavior [44–46]. Yet others find better conduction
properties in the on-top compared to the hollow site [47–49]. There has even been some suggestion that
the hydrogens may not always detach upon sulfur attachment to gold, thereby influencing this contact in
yet another unexpected way [50].

One aspect of the interface which may be important involves the surface reconstruction of the Au (111)
surface. Only the top layer has been shown to relax, but this relaxation results in a 0.05-Å corrugation, as
well as a uniaxial contraction along the [110] direction [51]. A large supercell size, and therefore a large
computational load, would be required by a model aiming to include these surface effects adequately.
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Many first-principles codes [52,53] cannot render the periodic cell, thereby making the infinite metal
slab calculation impossible. Instead, a gold cluster is used to represent the contact [54]. Although the
cluster has been known to be a poor approximation for metallic behavior, the idea of using disordered gold
contacts, instead of perfect periodic atomic arrangements, could lend some insight into the true behavior
of the experimental configurations, even beyond those which explicitly employ gold nanoclusters. Some
theoretical investigations into grain-like gold leads have revealed low temperature Coulomb blockade
features in the current-voltage trace [55]. Of course, gold contacts need not be the only contact metal, and
investigations of graphitic and silver electrodes have revealed interesting trends [56,57].

Next, the potential profile across the device, specifically when a bias has been applied, needs to be
addressed. Since initial calculations tend to treat the potential drop as uniform or as some average value
when the transmission was calculated, the inaccuracy of calculations seemed to suggest some fault in
these approximations [58]. The obvious remedy for this perceived shortcoming involves a self-consistent
calculation of the potential in response to the new charge distribution under the applied bias. This new
charge distribution comprises not only the static redistribution of charge due to the applied bias, but also
the dynamic effects of the current flow through the system. Typically, the first-principles codes, which
are used to determine the equilibrium bandstructure of the system, are not equipped to handle dynamic
systems. Thus, the self-consistent calculation necessitates a loop within the separate transport kernel. Since
this routine tends to exclude the force routines from the bandstructure calculation, the movement of nuclei
with bias, for example, cannot be handled.

Certain groups immediately saw that the two routines had to be fully integrated to deal with this level
of sophistication. As an initial step, a partial approach looked only at the static redistribution of charge,
assuming the tunneling currents made a small contribution to the accurate potential [59]. These revealed
a strongly nonlinear potential drop, focused mainly in the contact regions. When the computational
complexity of the combined programs was actually confronted, initial findings showed that the current-
induced corrections to the conduction and force behavior were only noticeable at markedly large, perhaps
even unrealistic, biases [60]. The Trans-Siesta project was one of the first to publish results for the fully
developed, combined bandstructure-transport code [61], though many other groups soon followed suit
[62–67]. The integration of the lesser Green’s function for the density matrix:

D = 1

2π i

∫ ∞

−∞
dεG<(ε), (21.8)

where

G<
L ,R(ε) = G M�L ,R G+

M , (21.9)

required a complex integration, which means that, for the values along the chosen contour, the Green’s
function and interaction terms must be calculated. The density matrix is then projected onto the local
basis to get the density

n(r ) =
∑
μ,ν

φμ(r )Re[Dμ,ν]φν(r ). (21.10)

This density, in turn, enters Poisson’s equation, yielding the Hartree potential used to update the
Hamiltonian and the states of the system. Hence, the recursively solved transcendental equation, the
complex integration, and all the associated diagonalizations in the self-consistency loop incur a considerable
computational burden.

Theoretical studies have revealed that the potential, much like the interface, has its own layers of
complexity. Studies into the variation of potential with screening length and molecular wire effective
“width” show that the profile cannot be arbitrarily assigned [68]. Molecule charge transfer, polarization
by the applied electric field, the molecular screening length, and the various binding geometries all play
varying roles [69–71]. Recent investigations into thermoelectric effects have lent another dimension to
potential influencing phenomena [72].
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FIGURE 21.11 (see color insert) Pictorial representation of assignment of site terms into scattering matrix slice
scheme described in text.

The Landauer formula, which lies at the core of the transport calculation in this work, expresses the
conductance of a small bridge between two electron reservoirs [73]. Since the conductance of this bridge
is represented as a quantum mechanical transmission probability, the bridge (or, in our case, molecular)
dimensions must be on the length scale of the coherence length. For this reason, all of the molecules
examined are very small. Coherent transport can be characterized as either resonant with an extended
molecular level or exponentially decaying as a tunneling event. Longer wires necessitate the dynamic
inclusion of inter-electronic interactions and of vibrational coupling.

Our approach exploits the computational efficiency and numerical stability of a scattering matrix
variant of the Lippmann–Schwinger equation [74]. By discretizing the system into sites on a lattice, the
transmission is solved through iterative matrix calculations and translations at each slice. Starting with
the Hamiltonian matrix elements and interatomic distances for the system, the molecular and gold atomic
site energies are mapped onto a discrete lattice, and an incident electron flux is then propagated slice
by slice. The transmission coefficients at the last slice enter the Landauer–Büttiker formula to yield the
conductance. This scheme is shown pictorially in Figure 21.11.

Because the system is three dimensional, the slices represent a collapsed space where the terms of the
Hamiltonian preserve the spatial relationships. In addition, each atom may have multiple orbitals with
distinct coupling information to the neighboring atomic orbitals, as well as to other orbitals on the same
atom. For the periodic gold slabs, each atomic orbital is assigned a row in the matrix Hl , with nonzero
off-diagonal terms representing the hopping terms to other atoms in the slab. Edge atoms have these
hopping terms to their neighbors periodically linked across the cell. In fact, the spread of the metallic
wavefunction leaves few nonzero matrix elements in the matrix. The molecule is collapsed into a single
slice as well. The cell is made large so no nonzero periodic matrix elements enter this slice. In addition
the molecular wavefunctions are much more localized, so this matrix is sparser than that for the gold slab
slices. The coupling matrices between the slices, Hl ,l−1 and Hl ,l+1, comprise the hopping terms between
adjacent atoms. Since this formalism cannot treat next-nearest-slice coupling, this information cannot
be included in the calculation. This includes any tunneling information from the left to right contact.
Therefore, the conductance calculations represent the transmission exclusively through the molecule.

The vector representing the wavefunction, therefore, has a length N equal to the number of atoms in the
slab, usually in some sequential order, multiplied by the number of orbitals per atom. Typically, hydrogens
have one orbital; carbons, nitrogens, and sulfurs have four; and golds have nine orbitals. An incoming
wavefunction, ψ , through the left contact can be propagated through each slice l as:[

ψ (l)

ψ (l+1)

]
= Tl

[
ψ (l−1)

ψ (l)

]
, (21.11)

where

Tl =
[

0 1

−H−1
l ,l+1 Hl ,l−1 H−1

l ,l+1(E F − Hl )

]
, (21.12)
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and EF is the Fermi energy. The slice discretized Schrödinger equation, and the trivial equation, are
combined to calculate the progression of the wavefunction through the system. To yield the first slice
transfer matrix, solving[

0 1

−H−1
0,1 H0,−1 H−1

0,1 (E F − H0)

] ∣∣∣∣∣ um(±)

λm(±)um(±)

∣∣∣∣∣ = λm(±)

∣∣∣∣∣ um(±)

λm(±)um(±)

∣∣∣∣∣ (21.13)

gives the N eigenvalues, λm, and N eigenvectors, um, for the forward (+) and backward (−) propagating
modes deep in the left lead, which are then used to construct

T0 =
[

[u1(+), · · · , uN(+)] [u1(−), · · · , uN(−)]

[u1(+), · · · , uN(+)] D[λ1(−), · · · , λN(−)] [u1(−), · · · , uN(−)] D[λ1(−), · · · , λN(−)]

]
,

(21.14)

with D representing a matrix with the λs on the diagonal. In the calculation performed in this work, the
Hamiltonian is orthogonalized. A non-orthogonal overlap could be introduced, but this would require
some reformulation of Equations (21.12) and (21.13) to include the overlap matrix.

Traditional transfer matrix methods cascade the Tl matrices. However, this often has led to divergence
factors, causing numerical instability. This variant stabilizes the problem by using an iterative scattering
matrix technique that shrewdly cancels the divergent factors, thereby making the technique as stable as the
Green’s function technique. On the other hand, there is no guarantee the inverses in Equation (21.12) are
always defined. If, due to large cell size or some uniquely isolated configuration, a column of zeroes was
introduced reflecting the non-interaction between slices, the method would be expected to break down.

The advantage over a Green’s function method is that the transmission matrix and wavefunction for
all points can be derived simultaneously, and this directly yields the density at each point. This saves
considerable time in the self-consistency scheme in which the density (i.e., the normalized square of
the wavefunction) must be repetitively calculated. As described in the previous section, Green’s func-
tion approaches require an integration over the density of states to obtain the density, which, due to its
fine structure, often implies complex integration [61]. In addition, the interaction terms (� terms) are
often iteratively solved using a continued fraction or other transcendental equation, creating a further
computational burden.

The self-consistency employs a Poisson solver, which calculates the change in electronic potential and
adds these corrective terms back into the Hamiltonian matrix.

∇2δV(r ) = δρ(r ). (21.15)

For this calculation, the density from the transmission calculation must be projected onto the wave-
functions for each atomic orbital centered at the accurate positions in three-dimensional space. The solver
employed is the symmetric successive over-relaxation preconditioned bi-conjugate gradient stabilized algo-
rithm (SSOR-BiCGSTAB) originally developed by van der Vorst [75]. To comply with the non-orthogonal
mesh given by the unit cell from the energy spectrum code, the solver works over a 15-diagonal matrix.
The applied bias is implemented as Dirichlet boundary conditions. It should be added that due to the
low applied bias used in the experiments which were analyzed in this work, the self-consistent potential
introduced fairly small corrections.

21.2.3 Complex Bandstructure

When the molecular system can be modeled as a series of repeated fundamental units, which characterizes
many of the oligomers analyzed in these experiments, the electronic eigenstates can be treated as Bloch states
[76]. The treatment of molecular orbitals with periodic boundary conditions gives rise to standing Bloch
waves—the real Bloch k-vector oscillating at some rate, but also specifying, in a sense, the dimensions
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of a molecular “barrier” much like the simple rectangular barrier problem from quantum mechanics.
Once this barrier is known, the complex Bloch vectors can be evaluated. These correspond to the electron
tunneling coefficient, called β, through finite units, comparable to the spatial decay rate through a barrier.
In order to extend the eigenvalue problem to complex k-vectors, the standard paradigm is reversed where
now wave vectors are solved in terms of energy, yielding a wider range of wave vector solutions with
real and complex parts. Plotting these, the real parts correspond to the traditional bandstructure plot.
On the imaginary side, a semi-ellipse connecting the edges of the real HOMO and LUMO gives the β

value or tunneling coefficient of the electron probability through the gap. The semi-ellipse gives some
indication of the tunneling behavior through a finite number of unit cells, but other aspects of molecular
conduction, most significantly, the nature of the contact to gold, are clearly not accounted for. Therefore,
complex bandstructure should not be expected to give an exhaustive explanation of molecular conduction
behavior.

21.2.4 Vibrational Modes

Diagonalization of the mass-weighted Hessian yields a set of eigenvalues corresponding to the frequency of
vibration, and a set of eigenvectors describing the specific nuclear motions associated with the particular
mode [77]. The intensities of the modes can be calculated for IR or Raman spectroscopy by calculating the
transition rates, or the polarizability, respectively [78]. The vibration of metal–molecule–metal systems
typically involves relaxation times around 10−11 −10−13 s [79]. Since the transport time across the smaller
molecules tends to be less than this range, the interaction between relaxation and transport were not
considered in this study, thereby making this a purely elastic treatment. Some groups have broadened their
scope to examine the effects of bias and current on the vibrational modes. The result of this research tends
to show interesting vibronic resonances with applied bias. However, sometimes these biases tend to be
much larger than those ever applied in experiment. Indeed, a variety of expected phenomena at high bias,
from theoretical calculations, have been reported [60,80–82]. High bias has been predicted to reduce the
energy gap [83] as well as rearrange the nuclei of both the molecule and the cluster [84]. Nevertheless,
the considerations of high bias cannot be neglected. For example, the electron affinity of a molecule can
become comparable to the applied bias at roughly 2 eV, which means that the molecule can no longer be
treated as charge neutral [85]. Furthermore, the weakest bond, that of the sulfur–gold connection, has
been estimated at somewhere in the 1 to 2eV range [5]. In other words, calculations which apply a bias
should consider whether it is too strong to keep the molecule neutral or attached. Recently, important work
describing the influence of electron–phonon coupling in molecular conduction has revealed compelling
insight into the dynamics of metal–molecule–metal systems [86–88].

21.3 Results

The complex bandstructure makes a good starting point for discussing the effects of stretching on conduc-
tion. After isolating two phenyl rings and the coupling nitrogen of the polyaniline cell (as shown in Figure
21.12), the two outermost carbons are each pulled 0.1 Å away from the nitrogen before the whole system
is relaxed using the Hartree–Fock theory GAMESS program [52]. This is repeated a few more times, and
for each bandstructure calculation, the full cell is reconstructed. Analyzing the nuclear positions in Figure
21.12, the molecule becomes more planar, allowing the π orbitals to interact constructively. As an expected
result, the imaginary part of the bandstructure should indicate a diminishing β. Indeed, in Figure 21.13,
the red lines indicate the bandstructure of the stretched unit cell. On the real side, we can see the HOMO
and LUMO states have broadened, indicating delocalization. In addition, the gap has decreased, extending
to the semi-ellipse on the imaginary side, which shows the expected reduction in β. This can explain the
general trend seen in stretched nonplanar molecules, although it may not be the whole story.

In previous research, we examined the enhancement of conduction with stretching on the xylyldithiol
molecule as it related to observed fluctuations seen in the measured trace from AFM experiments [89].
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FIGURE 21.12 Polyaniline cell planarization with stretching.

This stretching calculation was performed twice —the first determined the Hellmann–Feynman forces in
Fireball 2000, a local atomic orbital-based DFT method in the pseudopotential LDA [90], the other using
the Hartree–Fock theory based GAMESS. The main difference between the ways in which the stretching
was done relates to the gold–sulfur bonds. Using Fireball, the periodic cell was used which allowed the
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FIGURE 21.13 (see color insert) Bandstructure of polyaniline. Stretched cell is indicated in red.
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FIGURE 21.14 (see color insert) Polythiophene. Left: terthiophene (T3); Right: quaterthiophene (T4).

gold layers to be included as an infinite slab. The stretching, therefore, involved moving the slabs a small
distance from the sulfurs. In GAMESS, gold could not be represented as an infinite slab, so instead the
isolated molecule with hydrogen-terminated thiols was used. In this stretching, the sulfurs themselves were
pulled apart and fixed spatially [91]. Top site and hollow site contact geometries differed in magnitude, but
showed similar trends, especially a conductance enhanced region when the molecule was most distended
[46]. Related work in this area has examined stretching effects on metal nanowires using DFT [92,93]. A
conductance calculation on compressed C60 showed a conductance enhancement [94].

The oligothiophenes, the aromatic heterocyclic oligomers shown in Figure 21.14 in the three-membered
(T3) and four-membered (T4) forms, present an interesting case. Since the molecule is already planar,
as confirmed in experiments via x-ray diffraction, stretching effects would not be expected to improve β

[95]. Indeed, most of the steps in the measured traces of an AFM tip setup reveal a noticeable downward
slope with stretching [96]. This is confirmed by theory when we examine the complex bandstructure
of the infinite polymer, as shown in Figure 21.15. The gap and β, both in fairly good agreement with
other theoretical studies [97], noticeably increase with stretching. In addition, the HOMO becomes more
localized. Nevertheless, in examining the conductance shown in Figure 21.16, there is a noticeable peak for
both T3 and T4 molecules initially upon stretching before the conductance drops off as expected. These
peaks, when normalized in stretch distance to the length of the molecules, appear at nearly the same point
of distortion. Figure 21.17 shows the distortion of the individual bonds in the thiophene cell. As might be
expected, the internal single and double carbon-to-carbon bonds distort less than the single carbon-to-
carbon bonds which link the rings. The carbon-to-sulfur single bonds distort the most within the ring.
Calculations of the change in the ground state energy with stretching compare well to the measured force
from experiment.

Experiment has revealed an interesting phenomenon of oligothiophene conductance: the four-membered
T4 oligomer measures higher conductance than the three-membered T3 [98]. This runs counter to the
expected length dependence of oligomers [99]. The infinite thiophene polymer unit cell has two isomers,
and this makes a good starting point for the analysis of this T3/T4 conductance anomaly. Experimen-
tal groups have already noted the quinoidic character of charged oligothiophenes which showed some
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FIGURE 21.15 (see color insert) Complex bandstructure of polythiophene. Stretched cell shown in red.

conductance enhancement over their neutral counterparts [100]. Figures 21.18, 21.19, and 21.20 show the
two isomers and their complex bandstructures. Clearly, there is a significant reduction in β in the quinoid
variant. But how can this configuration be realized? The sulfur end atoms fix the benzenoid character of
at least the two outer rings.

The vibrational spectrum for T3 with IR intensities, as calculated in the Hartree–Fock code, is shown
in Figure 21.21. The spectrum calculated for T4 shows similar features. A vibrational analysis, conducted
by Nitzan et al. [101], agrees well with the results shown here. Note the vibrational spectra analyzed here
are not for the isolated T3 and T4, but for these molecules with the end sulfur atoms fixed. Although these
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FIGURE 21.18 Unit cells of the two isomers of the infinite thiophene. On the left is the benzenoid; on the right, the
quinoid configuration. (From G. Speyer, R. Akis, and D.K. Ferry, J. Vac. Sci. Tech. B, 24(4), 1987–1991, 2006. With
permission.)
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atoms would be expected to move in the real system, the aim is to approximate the bound oligothiophene.
This makes even more sense when we examine the vibrational modes of the stretched system. Regardless,
it stands to reason that the nuclei closest to the static gold contacts will move the least. Given that the end
rings will be fixed in the benzenoid configuration due to the attached sulfur, we seek the vibrational mode
which can give a quinoid character to the two center rings of T4. In the T3 case, this means the one center
ring will sway more toward one of the outer benzenoid rings. Nonlinear conductance variations in odd-
and even-membered atomic chains have been calculated previously [102,103].

Modes with wave numbers greater than 1600 cm−1 typically involve the hydrogen–carbon bonds, so
these are ignored. Typically, the en masse shifting of monomer nuclei would be expected in the lower
part of the spectrum. However, in order to observe the temporary switching between isomers, we seek a
shifting in the dimerization of the underlying polyene structure. In agreement with the literature, these
vibrations are observed around 1400 cm−1 [104]. Upon careful examination of several of the modes shown
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FIGURE 21.21 Vibrational frequencies of T3 as calculated in Hartree-Fock code.
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FIGURE 21.22 (see color insert) Nuclear position extrema of T3 molecule for selected mode, the first and last of
twenty snapshots used in the calculations.

in Figure 21.21, the mode at 1480 cm−1 resembled the type of displacement dynamics that best realizes the
phenomenon we seek. For T4, a comparable mode a bit lower in the spectrum was found. The extrema
of 20 snapshots in nuclear displacements throughout this vibration are shown for T3 in Figure 21.22, and
the corresponding displacements are shown for T4 in Figure 21.23. Because the two inner rings of T4 both
shift to the quinoid isomer at the same time, the expectation is that the tunneling coefficient through the
center of this molecule would be drastically reduced for some part of the vibration. The key is the unique
vibrational configuration for T4 since nearly all the other modes would be expected to scale normally from
a three- to four-membered oligomer.

In a similar approach to that used by Olson et al. [105], the displacement variation for the selected
mode, 	qλ, was calculated via the equipartition theorem as

	qλ =
√

kB T

kλ

, (21.16)

where kλ represents the force constant of the mode. The individual nuclear displacements can then be
scaled as:

	ri = ci,λ	qλ. (21.17)

At room temperature, this scales the amplitude of the selected vibration by roughly 0.37. By calculating
the conductance over several individual displacements of the mode within this variation, the average over
the set of calculations yields the overall performance. This approach treats the energy classically. From a
quantum standpoint, the energy in the numerator of Equation (21.16) would correspond to the lowest
oscillator energy. The zero point motion calculation reveals some discrepancy with the classical amplitude,
but it is still in the same order of magnitude.
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B B
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Q

B

FIGURE 21.23 (see color insert) Nuclear position extrema for T4, the first and last of twenty snapshots used in the
calculations. Note inner ring quinoid cycle synchronization.
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tions of the selected vibrational mode of the thiophene cell.

First, however, the unit cell for the vibration can be extracted at the extrema of the vibrational
displacement, manifested in quinoid and distorted benzenoid heterocycles, and the bandstructure can
be calculated and compared to the unperturbed thiophene unit cell. The result of this calculation is shown
in Figure 21.24. An evident reduction in β as well as a reduction of the bandgap, can be observed. The
band splitting results from the elimination of the degeneracy of two unperturbed rings when replaced by
one quinoid and one benzenoid ring. Of course, this doesn’t represent the exact situation in the T4 cell,
which doesn’t have alternating benzenoid and quinoid rings.

The T3 and T4 conductance plots, shown in Figure 21.25 display a striking difference between the two
molecules. The maximum conductance for the T3 occurs when the molecule is only slightly vibronically
perturbed (the maximum is around 0.18 μS) toward the configuration with the quinoid rings on the
outside, as shown on the bottom in Figure 21.22. The conductance of the completely unperturbed system,
shown at the leftmost point in Figure 21.16, is roughly 0.007 μS, which would lie between points 10
and 11 on the plot. For the T4, the configurations with the quinoids in the middle (as seen on the top
in Figure 21.23), and decreasing in amplitude from 1 through 10 in Figure 21.25, have a conductance
enhancement which nearly tracks the T3 conductance. The configurations with the quinoids on the ends
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FIGURE 21.25 (see color insert) Conductance over 20 snapshot configurations of the selected mode for T3 (blue)
and T4 (green).
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FIGURE 21.26 Change in vibrational spectrum with stretching. Unstretched on top; 0.8 Å in the middle; 1.8 Å on
the bottom. Selected mode indicated by arrow.

show even more enhanced conductance. Although the average conductance over all the “snapshots” in
the vibrational mode has slightly higher conductance for T3 over T4, it is only by a factor of 3.5, slightly
less than the factor of 4 enhancement seen in the unperturbed molecules—not much evidence of the
supposition that the vibrations are the source of the experimentally observed conductance enhancement
in T4 over T3. Moreover, although the vibrations do enhance the conductance of T4, the quinoid isomer
in the middle of the molecule does not give the enhancement that the two distended benzenoid rings in
the center give.
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FIGURE 21.27 T3 bands with vibrational movements. Horizontal axis indicates snapshot index.
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FIGURE 21.28 T3 bands with vibrational movements and stretching. Horizontal axis indicates snapshot index.

This is not the end of the story, however. Since the molecules happened to be in a stretched configuration,
it made sense to perform a vibrational analysis of the molecules as they were stretched. Figure 21.26 shows
the development of the vibrational spectrum with stretching with the mode under analysis indicated by
an arrow. With stretching, a noticeable red shift in this mode indicates that the amplitude of this mode
will be higher. This shift would be expected since the bonds weaken and lengthen with stretching.

As can be seen in Figures 21.27 and 21.28, the bands of T3 narrow and widen with vibration, an effect
even more noticeable with stretching. Figures 21.29 and 21.30 demonstrate these trends in T4 to even
greater effect. Figures 21.31 and 21.32, therefore, follow the expectation of enhanced conductance for T4
over T3 for two stretch distances. Now, the quinoid center rings give the best conductance—at least an
order of magnitude enhancement over the T3 counterpart. Due to the size and topology of the systems,
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FIGURE 21.30 T4 bands with vibrational movements and stretching. Horizontal axis indicates snapshot index.

VASP PDOS analysis of the Fermi level location within the gap of the attached molecule is not possible as
the number of plane waves needed increases the matrix rank beyond the capability of the computer used.
However, the PDOS can be examined using Fireball 2000. The PDOS for unstretched and stretched T3 at
different points in the vibration are shown in Figures 21.33 and 21.34. Position 1 corresponds to the top
of Figure 21.22, while position 20 refers to the bottom configuration. Position 11 would closely resemble
the unperturbed molecule. The band narrowing and widening looks similar to that seen in Figure 21.27,
with the bandgap minimized and the quinoid in the center. The gap for the stretched molecule is reduced
further than that for the unstretched. Interestingly, the Fermi level seems to lock into a fixed distance
from the HOMO. The PDOS at the Fermi level, as shown in Figure 21.35, does not change dramatically
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FIGURE 21.31 (see color insert) Conductance over 20 snapshot configurations of the selected mode for T3 (blue)
and T4 (green) at 0.8Å. (From G. Speyer, R. Akis, and D.K. Ferry, J. Vac. Sci. Tech. B, 24(4), 1987–1991, 2006. With
permission.)
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across the vibration. Examining the unstretched and stretched T4 PDOS in Figures 21.35 and 21.36,
there are similar trends to T3 in the bandgap behavior. The gap is smaller than that of T3 in both cases.
Most significantly, Figures 21.37 and 21.38 reveals the quinoid center enhancement of the PDOS we had
initially sought for T4 that is absent in T3. The increased carbon PDOS for this unique configuration
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FIGURE 21.37 PDOS of unstretched (1, solid) and stretched (5, dashed) T3 for carbon (C) and sulfur (S) atoms at
the Fermi energy for 20 snapshot configurations throughout the vibration.
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of T4 indicates conduction channels of higher electron density, thereby providing an explanation for the
conductance performance observed in experiment.

21.4 Conclusion

The aim of this work was to present the various approaches and concomitant pitfalls in the pursuit
of molecular conductance calculations. The progress of this work edified a number of trade-offs that
confront the theory of these systems. The contact specifics and the Fermi level position are critical in the
determination of the conductance behavior. Including these accurately requires a large unit cell which can
model the metal. This, in turn, creates more computational burdens. The inaccuracy of the surface potential
within the local orbital basis prevents quantitative conclusions to be drawn from the calculations [106].
The plane wave basis, which can represent this more accurately, creates an intractably large Hamiltonian.
DFT and Hartree–Fock theories each bring their own variety of errors in calculating the combined metal–
molecule–metal system Hamiltonian.

As a result, the most compelling conclusions indicated trends over large suites of similar systems. Com-
plex bandstructure analysis confirms that, despite the increased distance between the contacts, certain
nonplanar molecules can be expected to improve in conductance with stretching. The effect of vibra-
tional modes on the coupling explains the higher conductance measured on a four-membered oligomer
(quaterthiophene) compared to its three-membered counterpart (terthiophene). Stretching combined
with the nuclear positions within a specific vibrational mode permit the interior rings of quaterthio-
phene to form a unique configuration which lowers the tunneling barrier for electrons. This configuration
cannot be realized in terthiophene. These specific examples, however, cannot exhaustively describe the
conductance properties of molecules. The individual molecular conductance calculation, deceptive in its
apparent simplicity, requires the ability to treat the complexities of the contact, the extended states and
work function of the metal, and the bandgap and bonds of the organic system.

In this spirit, future efforts might pursue plane wave–based first-principles calculations which would
accurately calculate the surface dipoles of the metal. Given the shortcomings of DFT in the LDA, these
first-principles theories would have to be able to handle the complexity of the heterogeneous system. This
work attempted to strike a balance by stretching the molecules in the Hartree–Fock theory code GAMESS,
which handled the conjugated organic systems well, and exploit the metallic slab of DFT for the snapshot
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calculation. This was due to the fact that GAMESS could only handle gold clusters at best, and Hartree–
Fock theory has its own shortcomings in this regard. VASP5 would seem to fit the bill well in this case if
not for the prohibitively high rank Hamiltonian it generated. This, however, replaces a theoretical problem
with a computational one—and with parallelization and larger faster computers, these calculations could
be within reach. A fully integrated bandstructure–transport loop would be able to handle the dynamic
effects of applied bias on nuclear displacement, nuclear vibration, and charge rearrangement.
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Abstract
We examine electron transport through a nanoelectromechanical oscillator coupled to a tunnel junction, as
well as the dynamics of this oscillator in the presence of electron tunneling. We analyze two different models,
a nano-cantilever, where electrons tunnel directly from one reservoir to another with the transfer matrix
elements being modulated by the mechanical oscillations; and a quantum shuttle, when the mechanical
oscillator has its own quantized electron states intermediate for the electrons tunneling between the two
reservoirs. In both cases, the nano-oscillator is considered as a dynamic subsystem interacting with a heat
bath of conducting electrons, and the previously developed theory of open quantum systems is applied. The
nonlinear conductances of the systems, the oscillators’ damping rates, and the variances of the oscillator
position fluctuations are determined as functions of the applied voltage, temperature, and the electron
tunneling length. We also discuss the applications of our analysis to real systems of nano- and molecular
electronics.

22.1 Introduction

The rapid development of nanotechnology in recent years has ushered in a new generation of devices,
so-called nanoelectromechanical systems (NEMS), where a nanoscale mechanical resonator (oscillator) is
coupled to an electronic structure of comparable dimensions [1–42]. Examples of these kinds of devices
include small grains embedded in the elastic medium between the leads [9,10,12], single conducting
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Cantilever

ω0

V
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R

FIGURE 22.1 Schematic of a cantilever coupled to a tunnel junction.

molecules attached to metallic contacts [43] or placed between them [11], carbon nanotubes [26,27], and
man-made constructions, such as cantilevers (suspended beams clamped at one end) [14,25], nanobridges
(suspended beams clamped at both ends) [31], nanopillars [40], and so on. The frequencies of these me-
chanical oscillations lie in the range from a few megahertz to about one gigahertz. With many good
reviews or books devoted to various aspects of NEMS dynamics [1–8], the main aim of the present pa-
per is to study the mutual interplay of mechanical and electron degrees of freedom within the NEMS
with special attention on fluctuations of the oscillator position. Electron transport through the NEMS
is usually achieved by electron tunneling to and from the nano-oscillator. Tunnel matrix elements de-
pend exponentially on the objects separation, so the mechanical motion affects the conductance of
the system drastically. On the other hand, with the applied bias, conducting electrons serve as a non-
Gaussian non-equilibrium heat bath for the nano-oscillator, and fluctuations of the oscillator position
no longer can be determined by the Fluctuation–Dissipation Theorem [44]; even the cooling of the os-
cillator can be accomplished [36,39]. We base our analysis on our previous development of a theory
of open quantum systems and its applications to electron dynamics in nanostructures [45–49]. Results
obtained in the present paper can be applied both to artificial structures serving as prototypes for nano-
electronic devices and to electronic systems incorporating single molecules as part of an electric circuit.
The rest of this chapter is structured as follows: Section 22.2 contains the general formulation of the
problem for the nano-cantilever case where electrons tunnel directly from one reservoir to another with
the transfer matrix elements being modulated by the mechanical oscillations. An electric circuit including
such a cantilever is shown in Figure 22.1 and the model which we use to describe such a system is presented

(a)

ω0

e

e–

(b)

ω0 ω0

E0

FIGURE 22.2 Models of the devices discussed. (a) Nanomechanical cantilever with one of the leads vibrating and
the tunnel distance for electrons oscillating; (b) quantum shuttle containing a single electron energy level. Electron
tunneling is a two-step process in this case, from one of the leads to the shuttle level and, subsequently, to the other
lead.
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in Figure 22.2(a). The equations of motion for the oscillator position operator and the self-consistent
set of equations to determine oscillator fluctuations are obtained in terms of the correlation functions of
reservoirs. These correlation functions are determined from the analysis of electron gas in reservoirs as a
non-equilibrium heat bath for the nano-oscillator in Section 22.3. The expression for the current through
such a structure is derived in Section 22.4. Numerical solutions of the equations derived in Section 22.2
are presented in Section 22.5 for various system parameters. The nonlinear conductance of the system,
the oscillator damping rate, and the variance of the oscillator position fluctuations are shown as functions
of the applied voltage, temperature, and the electron tunneling length. Section 22.6 is devoted to the
modification of the system behavior for the shuttle case—i.e., when the mechanical oscillator has its
own quantized electron states intermediate for the electrons tunneling between the two reservoirs (Figure
22.2[b]). Both a new formalism and numerical results are presented. And, finally, Section 22.7 represents
conclusions of our work.

22.2 General Formalism

The Hamiltonian of the cantilever coupled to the tunnel junction (Figure 22.2[a]) is given by

H = H0 + HL + HR + Htun (22.1)

where

H0 = p2

2m
+ mω2

0 x2

2
(22.2)

is the Hamiltonian of the nanomechanical oscillator with the mass m and the resonant frequency ω0,

Hα =
∑

k

Eαkc+
αkcαk (22.3)

is the Hamiltonian of the leads (α = L , R for the left, right lead, respectively), and

Htun = −
∑
k,q

(
Tkq c+

Lkc Rq + T∗
kq c+

Rq c Lk

)
e−x/λ (22.4)

is the tunneling term taking into account the dependence of the transfer matrix elements on the oscillator
position with λ as the characteristic tunneling length. One can see that the form of the Hamiltonian,
Equation (22.1), is very similar to the Hamiltonian of an open quantum system, with H0 and Hα being
the Hamiltonians of the dynamic subsystem and heat bath, respectively, and Htun = Hint playing the role
of their interaction. In this case, it makes sense to write Htun as a product of two functions, Htun = −QF,
where

F = e−x/λ (22.5)

is the function of the dynamic subsystem (nano-oscillator) variable, x , and

Q =
∑
k,q

(
Tkq c+

Lkc Rq + T∗
kq c+

Rq c Lk

)
(22.6)

is the effective heat bath variable. The heat bath thus defined is characterized by a response function
ϕ(t, t1) and a symmetrized correlation function M (t,t1) of the unperturbed variables Q(0) (t), as

ϕ(t, t1) = i

h̄

〈[
Q(0)(t), Q(0)(t1)

]
−
〉
�(t − t1) (22.7a)

and

M(t, t1) = 1

2

〈[
Q(0)(t), Q(0)(t1)

]
+
〉

(22.7b)
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where � (τ ) is the unit Heaviside step function; [· · · , · · ·]− and [· · · , · · ·]+ are the commutator and
anticommutator, respectively; and the angle brackets refer to averaging over the equilibrium states of both
left and right leads. We introduce here one more correlation function which we will use next:

R(t, t1) = 1

2

〈[
Q(0)(t), Q(0)(t1)

]
−
〉

(22.7c)

The spectral function S(ω) and the imaginary part of the susceptibilityχ ′′(ω), which are the Fourier time
transforms of the response function of the heat bath and the correlator, Equations (7 [a],[b]), respectively,

χ ′′(ω) =
∫

dτ sin(ωτ )ϕ(τ ) (22.8a)

and

S(ω) =
∫

dτeiωτ M(τ ) (22.8b)

are connected at equilibrium by the Fluctuation–Dissipation Theorem (FDT) [44]. However, when the
heat bath is out of equilibrium (with a voltage bias applied to the junction), FDT is not valid anymore.
Nevertheless, the assumption that the tunnel coupling is weak allows us to express the dissipative oscillator
rate and its position fluctuations, as well as the electric current through the structure, in terms of the
equilibrium values of S(ω) and χ ′′(ω) which are calculated in the following.

If the tunnel coupling is weak, the back action of the oscillator on the heat bath (conducting electrons)
can be included in the heat bath variable as [45]

Q(t) = Q(0)(t) +
∫

dt1ϕ(t, t1)e−x(t1)/λ (22.9)

This variable is involved in the Heisenberg equation of motion for the position operator of the oscillator
as

ẍ(t) + ω2
0 x(t) = − 1

mλ
Q(t)e−x(t)/λ (22.10)

The effect of the heat bath on the dynamics of the oscillator (the right-hand side of Equation [22.10]) is
twofold. It produces fluctuations in the system and causes oscillator damping. To obtain explicit expressions
both for the fluctuation source and for the damping rate, we employ the quantum Furutsu–Novikov
theorem [45]:

〈Q(0)(t)e−x(t)/λ〉 =
∫

dt1

〈
Q(0)(t)Q(0)(t1)

〉〈
δ

δQ(0)(t1)
e−x(t)/λ

〉
(22.11)

where δ/δQ(0)(t1) is the functional derivative with respect to the unperturbed heat bath variable Q(0)(t1).
Such a functional derivative of an arbitrary operator A(t) of the dynamical subsystem is proportional to
the commutator [45] in the form

δA(t)

δQ(0)(t1)
= i

h̄
[A(t), e−x(t1)/λ]−�(t − t1) (22.12)

After substitution Equations (22.9), (22.11), and (22.12) into Equation (22.10) and the symmetrization
of noncommuting operators, we obtain a non-Markovian stochastic equation for the oscillator position
operator, as given by:

ẍ(t) + ω2
0 x(t) + 1

mλ

∫
dt1

(
ϕ(t, t1)

1

2
[e−x(t)/λ, e−x(t1)/λ]+

+ M(t, t1)
i

h̄
[e−x(t)/λ, e−x(t1)/λ]−�(t − t1)

)
= ξ(t) (22.13)
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The fluctuation source ξ(t), defined as:

ξ(t) = − 1

mλ

(
Q(0)(t)e−x(t)/λ −

∫
dt1

〈
Q(0)(t)Q(0)(t1)

〉 i

h̄
〈[e−x(t)/λ, e−x(t1)/λ]−〉�(t − t1)

)
(22.14)

has a zero mean value according to Equation (22.11). The explicit expression, Equation (22.14), allows
us to calculate its correlation functions of any order. In particular, the anticommutator has the following
form in the case of weak coupling:〈

1

2
[ξ(t), ξ(t1)]+

〉
= 1

2m2λ2

(
M(t, t1)

〈
[e−x(t)/λ, e−x(t1)/λ]+

〉 + R(t, t1)
〈
[e−x(t)/λ, e−x(t1)/λ]−

〉)
(22.15)

It should be emphasized that the non-Markovian stochastic equation, Equation (22.13), takes into
account a nonlinearity of the coupling between subsystems, and incorporates the nonlocal character of
heat-bath fluctuations. This nonlinearity leads to the non-Gaussian fluctuation source, Equation (22.14),
having not only the second-order correlation function, but the high-order correlators as well. In this
respect, our treatment goes well beyond the well-known Caldeira–Leggett approach [50]. It should be
noted, however, that in the present case, the heat bath is non-Gaussian itself due to the Fermi statistics of
electrons.

To simplify Equations (22.13) and (22.14), it is necessary to calculate the (anti)commutators involved.
To contribute significantly to the final result, the moments of time tand t1 have to be separated by less than
a correlation time τc of the heat bath. We assume that the heat bath, weakly interacting with the oscillator,
will have a negligibly small effect on the time evolution of the oscillator during this small correlation time
τc . Correspondingly, we can evaluate the (anti)commutators in Equations (22.13) and (22.14) with the
uncoupled free-evolution equation for the mechanical motion (t − t1 = τ ∼ τc ):

x(t) = x(t1) cos ω0τ + p(t1)

mω0
sin ω0τ (22.16)

and with the Baker–Hausdorff theorem as:

1

2
[e−x(t)/λ, e−x(t1)/λ]+ = cos

(
h̄ sin ω0τ

2mω0λ2

)
exp

(
− x(t) + x(t1)

λ

)
(22.17a)

and

i

2
[e−x(t)/λ, e−x(t1)/λ]− = sin

(
h̄ sin ω0τ

2mω0λ2

)
exp

(
− x(t) + x(t1)

λ

)
. (22.17b)

The oscillator position operator can be separated into the mean and fluctuating parts. It should be noted
that even if the mean value of the oscillator displacement is much smaller than the tunneling length, λ,
position fluctuations can still be important with the root-mean-square of the variance to be of the order
of λ. Equation (22.13) can be rewritten for the fluctuating part of the position operator in the form of a
non-Markovian Langevin-like equation as:

¨̃x(t) +
∫

dt1γ (t − t1) ˙̃x(t1) + ω2
0 x̃(t) = ξ(t) (22.18)

Taking the Fourier transformation and using again the weakness of the tunneling, we obtain the following
expression for the variance of oscillator position fluctuations:〈

x̃2
〉 = K (ω0)

2ω2
0γ (ω0)

(22.19)

where

K (ω) =
∫

dτeiωτ
〈

[ξ(τ ), ξ(0)]+
〉

(22.20)
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Both K(ω) and γ(ω) have explicit expressions (in terms of the heat bath spectral functions) obtained
by the evaluation of Equation (22.15) and the collision term of Equation (22.13), as:

K (ω) = h̄2

2m2λ2
eνc

l=∞∑
l=−∞

Il (νc ) {J 0(ν0) [S(ω − lω0) + S (ω + lω0)]

+
n=∞∑
n=1

J 2n(ν0) [S (ω + 2nω0 − lω0) + S(ω + 2nω0 + lω0)

+S (ω − 2nω0 − lω0) + S (ω − 2nω0 + lω0)]

+
n=∞∑
n=0

J2n+1(ν0)
[
χ ′′ (ω − (2n + 1)ω0 − lω0) + χ” (ω − (2n + 1)ω0 + lω0)

−χ”(ω + (2n + 1)ω0 − lω0) − χ ′′(ω + (2n + 1)ω0 + lω0)
]}

(22.21a)

and

γ (ω) = h̄

2mω0λ2
eνc

l=∞∑
l=−∞

Il (νc ){J 0(ν0)[χ ′′(ω − lω0) + χ ′′(ω + lω0)]

+
n=∞∑
n=1

J 2n(ν0)[χ ′′(ω + 2nω0 − lω0) + χ ′′(ω + 2nω0 + lω0)

+χ ′′(ω − 2nω0 − lω0) + χ ′′(ω − 2nω0 + lω0)]

+
n=∞∑
n=0

J 2n+1(ν0)[S(ω − (2n + 1)ω0 − lω0) + S(ω − (2n + 1)ω0 + lω0)

−S(ω + (2n + 1)ω0 − lω0) − S(ω + (2n + 1)ω0 + lω0)]} (22.21b)

Here, we have introduced parameters

ν0 = h̄

2mω0λ2
(22.22)

characterizing the level of vacuum oscillator fluctuations relative to the tunneling length, and

νc = 〈x̃2〉
λ2

(22.23)

characterizing the level of non-equilibrium oscillator fluctuations. J n and Il in Equations (22.21a,b) are the
ordinary and modified Bessel functions, respectively. One can see that Equations (22.19–22.23) represent a
set of equations that have to be solved self-consistently to determine fluctuations of the oscillator position.
The solution of this set of equations will be used in calculations of the effective oscillator temperature and
the electron current through the structure.

22.3 Heat Bath Correlation Functions

To solve the self-consistent set of equations, Equations (22.19–22.23), we have to determine the unperturbed
spectral function of the electronic heat bath and the imaginary part of its susceptibility, S(ω) and χ ′′(ω),
respectively. To achieve this, we assume that the unperturbed creation/annihilation electron operators in
the leads obey the Wick theorem; thus, we can express the correlator of heat bath variables in the form〈

Q(0)(t)Q(0)(t1)
〉 =

∑
k,q

|Tkq |2
(〈

c (0)+
Lk (t)c (0)

Lk (t1)
〉〈

c (0)+
Rq (t)c (0)

Rq (t1)
〉 + 〈

c (0)
Lk (t)c (0)+

Lk (t1)
〉〈

c (0)
Rq (t)c (0)+

Rq (t1)
〉)

(22.24)
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We introduce retarded, advanced, and “lesser” Green’s functions of electrons in the leads as

g r
αk(t, t1) = (−i)

〈[
c (0)
αk (t), c (0)+

αk (t1)
]
+
〉
�(t − t1) = −i exp

(
− i

h̄
Eαk(t − t1)

)
�(t − t1) (22.25a)

g a
αk(t, t1) = i

〈[
c (0)
αk (t), c (0)+

αk (t1)
]
+
〉
�(t1 − t) = i exp

(
− i

h̄
Eαk(t1 − t)

)
�(t1 − t) (22.25b)

and

g <
αk(t, t1) = i

〈
c (0)
αk (t)c (0)+

αk (t1)
〉 = i fα(Eαk) exp

(
− i

h̄
Eαk(t − t1)

)
(22.25c)

where fa (E ) is the Fermi distribution in the a-lead with the chemical potential μa . It should be noted
that the chemical potentials of the two leads can be different with μL − μR = eV , where V is the voltage
bias applied to the tunnel junction. The heat bath correlation function and the response function can be
expressed in terms of the following Green’s functions as

M(t, t1) = 1

2

∑
k,q

|Tkq|2
(

g <
Rq (t, t1)

(
g r

Lk(t1, t) − g a
Lk(t1, t)

) + g <
Lk(t1, t)

(
g r

Rq (t, t1) − g a
Rq (t, t1)

)
+ g <

Rq (t1, t)
(

g r
Lk(t, t1) − g a

Lk(t, t1)) + g <
Lk(t, t1)

(
g r

Rq (t1, t) − g a
Rq (t1, t)

)
+ 2g <

Rq (t, t1)g <
Lk(t1, t) + 2g <

Rq (t1, t)g <
Lk(t, t1)

)
(22.26a)

and

ϕ(t, t1) = i

h̄
�(t − t1)

∑
k,q

|Tkq |2
(

g <
Lk(t1, t)

(
g r

Rq (t, t1) − g a
Rq (t, t1)

) − g <
Rq (t, t1)

(
g r

Lk(t1, t) − g a
Lk(t1, t)

)
+ g <

Rq (t1, t)
(

g r
Lk(t, t1) − g a

Lk(t, t1)
) − g <

Lk(t, t1)
(

g r
Rq (t1, t) − g a

Rq (t1, t)
))

(22.26b)

Correspondingly, their Fourier transforms, the heat bath spectral function and the imaginary part of
its susceptibility, are given by:

S(ω) = π
∑
k,q

|Tkq |2
(
δ(ω − E Lk/h̄ + E Rq /h̄) + δ(ω + E Lk/h̄ − E Rq /h̄)

)
×(

f R(E Rq ) + fL (E Lk) − 2 f R(E Rq ) fL (E Lk)
)

(22.27a)

and

χ ′′(ω) = π
∑
k,q

|Tkq |2(δ(ω + E Lk/h̄ − E Rq /h̄) − δ(ω − E Lk/h̄ + E Rq /h̄))( fL (E Lk) − f R(E Rq ))

(22.27b)
We can replace the summation over k and q by the integration over the energy, introducing the densities

of states, DL (E ) and DR(E ), for the electrons in the leads as∑
k,q

(·) =
∫

d E L

∫
d E R DL (E )DR(E ) (·) (22.28)

In the wide-band limit, we assume that the tunneling elements |Tkq |2 do not depend on energies
|Tkq |2 = |T0|2 and the densities-of-states near the Fermi surface in the leads are also energy indepen-
dent, Dα(E ) = Dα(μ) = Dα . Furthermore, we assume that all energy parameters of our problem
(eV , kB T,h̄ω0, · · ·) are much less than the basic chemical potential μ of the electron gas in the leads.
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In this case, Equations (22.27a,b) can be rewritten at low temperatures as

S(ω) = πDL DR |T0|2

{
(h̄ω − eV) coth

(
h̄ω − eV

2kB T

)
+ (h̄ω + eV) coth

(
h̄ω + eV

2kB T

)}
(22.29a)

and

χ”(ω) = 2π DL DR |T0|2 ω (22.29b)

One can see that at zero applied voltage, the FDT is satisfied:

S(ω)|V=0 = h̄χ ′′(ω) coth

(
h̄ω

2kB T

)
(22.30)

Concluding this section, we note that the electrons in the lead represent the Ohmic nonwhite heat
bath with respect to the mechanical nano-oscillator. We call it Ohmic because the imaginary part of
the susceptibility is proportional to ω and we call it nonwhite because the spectral function exhibits the
frequency dependence (other than that involved in the hyperbolic cotangent) which makes the difference
from the white noise case.

22.4 Electron Transport through the Nanomechanical Oscillator

The electric current through the junction is defined as I = IL = −IR , where

Iα = −e
〈

Ṅα

〉 = −e
d

dt

∑
k

〈
c+
αk(t)cαk(t)

〉
(22.31)

The equations of motion for the annihilation operators of electrons in the leads can be obtained from
the Hamiltonians, Equations (22.3) and (22.4), and have the forms

ih̄ċ Lk(t) = E Lkc Lk(t) −
∑

q ′
Tkq ′ c Rq ′ (t)e−x(t)/λ (22.32a)

and

ih̄ċ Rq (t) = E Rq c Rq (t) −
∑

k′
Tk′q c Lk′ (t)e−x(t)/λ (22.32b)

Correspondingly, the expression for the electric current contains the dependence on the oscillator
position and is given by

I = i e

h̄

∑
k,q

〈(
T∗

kq c+
Rq c Lk − Tkq c+

Lkc Rq

)
e−x/λ

〉
(22.33)

The creation/annihilation operators involved in this expression can be written in terms of the unper-
turbed operators and the retarded Green’s function, Equation (22.25a), as

c Lk(t) = c (0)
Lk (t) −

∑
q ′

Tkq ′

∫
dt1g r

Lk(t, t1)c (0)
Rq ′ (t1)e−x(t1)/λ (22.34a)

and

c Rq (t) = c (0)
Rq (t) −

∑
k′

Tk′q

∫
dt1g r

Rq (t, t1)c (0)
Lk′ (t1)e−x(t1)/λ (22.34b)
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Therefore, the electric current is given by

I = e

h̄

∑
k,q

|Tkq |2

∫
dt1

〈
1

2

[
e−x(t)/λ, e−x(t1)/λ

]
+

〉(
g r

Rq (t, t1)g <
Lk(t1, t) − g r

Lk(t, t1)g <
Rq (t1, t) + h.c .

)
(22.35)

Substituting the expressions for the anticommutator, Equation (22.17a), and the Green’s functions,
Equations (22.25a–c), and performing the integration over t1, we obtain

I = e

h̄

π

2
eνc

∞∑
l ,n=−∞

Il (νc )J 2n(ν0)
∑

kq

∣∣Tkq

∣∣2 (
fL (E Lk) − f R(E Rq )

)
× (

δ(E Lk/h̄ − E Rq /h̄ + (l − 2n)ω0) + δ(E Lk/h̄ − E Rq /h̄ − (l − 2n)ω0)

+ δ(E Lk/h̄ − E Rq /h̄ + (l + 2n)ω0) + δ(E Lk/h̄ − E Rq /h̄ − (l + 2n)ω0)
)

(22.36)

Replacing the summation over k and q by the integration over corresponding energies and employing
the wide-band limit, we finally obtain

I = G(V)V = 2π
e2

h̄
DL DR |T0|2 e2νc V (22.37)

where G(V) is the nonlinear conductance of the tunnel junction, which depends on the fluctuation level
of the mechanical oscillator. It should be noted that this fluctuation level is also a function of the voltage
applied to the junction.

22.5 Results and Discussion of the Cantilever Case

22.5.1 Voltage Dependence

The self-consistent set of equations, Equations (22.19–22.23) is quite lengthy and requires a numerical so-
lution for general conditions. However, it is possible to obtain analytical results of fundamental importance
for some limiting situations (such as a low temperature case).

First of all, let us consider the case of weak nonlinearity of the cantilever–junction coupling, ν0 << 1.
Correspondingly, the contribution of vacuum oscillator fluctuations can be neglected and the spectrum
of fluctuation forces, Equation (22.21a), has the form

K (ω) = h̄2

2m2λ2
eνc

∞∑
l=−∞

Il (νc ) (S(ω − lω0) + S(ω + lω0)) (22.38)

It should be noted once again that the fluctuation source involved in the Langevin-like equation,
Equation (22.13), is not white noise, because the Fourier transform of its correlation function exhibits
the frequency dependence even for the weak heating case, when the root-mean-square amplitude of the
cantilever fluctuations is much smaller than the tunneling length (i.e., when νc << 1). The reason for
such a behavior is the nonwhite character of the electron heat bath producing these oscillator fluctuations.
Substituting the expression for the heat bath spectral functions, we obtain for the weak heating case

K (ω) = π DL DR |T0|2 h̄2

m2λ2
e2νc

(
(h̄ω − eV) coth

(
h̄ω − eV

2kB T

)
+ (h̄ω + eV) coth

(
h̄ω + eV

2kB T

))
(22.39)

Under the same conditions, the oscillator damping rate has a form

γ (ω) = 2πh̄ DL DR |T0|2

mλ2
e2νc (22.40)
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Using Equations (22.19), (22.39), and (22.40), we obtain the analytic explicit expression for the variance
of oscillator position fluctuations as

〈x̃2〉 = h̄

4mω0

(
h̄ω0 − eV

h̄ω0
coth

(
h̄ω0 − eV

2kB T

)
+ h̄ω0 + eV

h̄ω0
coth

(
h̄ω0 + eV

2kB T

))
(22.41)

With no voltage applied to the system, the usual expression for thermal fluctuations of the oscillator
position is recovered, and at low temperature these fluctuations are on the vacuum level, νc = ν0. However,
when the applied voltage becomes larger than the frequency of the mechanical oscillations, eV > h̄ω0, the
variance increases linearly with the voltage, as

〈x̃2〉 = h̄

2mω0

eV

h̄ω0
(22.42)

or

νc = ν0
eV

h̄ω0
(22.43)

This linear increase of the fluctuation level may be interpreted as an increase in an effective oscillator
temperature, kB Teff = eV/2, from the result previously obtained in the framework of the Caldeira–Legget
model [14].

The heating process also affects the bias dependence of the damping rate, Equation (22.40), and the
nonlinear conductance, Equation (22.37). For low temperature and low voltage (eV < ηω0), both of these
characteristics do not depend on the voltage, as

G = 2πe DL DR |T0|2 (1 + 2ν0) (22.44)

and

γ = 2πh̄ DL DR |T0|2

mλ2
(1 + 2ν0) (22.45)

whereas above the threshold of the excitation of the cantilever oscillations (eV < ω0), the heating process
makes a linear contribution to the conductance and to the damping rate, as

G(V) = 2πe DL DR |T0|2

(
1 + 2ν0

eV

h̄ω0

)
(22.46)

and

γ (V) = 2πh̄ DL DR |T0|2

mλ2

(
1 + 2ν0

eV

h̄ω0

)
(22.47)

For the case of higher temperatures, the self-consistent set of equations, Equations (22.19–22.23), has
to be evaluated numerically. The solution of these equations, the parameter νc , can be substituted to
the expressions for the conductance, Equation (22.37), and the damping rate, Equation (22.19a). These
characteristics are presented in Figures 22.3 and 22.4, respectively, as functions of the applied bias voltage,
for cantilever mass, m = 10−17 g; tunneling length, λ = 10−8 cm; and various temperatures. For these
values of parameters ν0 � 1, the nonlinearity of the cantilever–junction coupling is weak and the quantum
effects are small. Both the applied voltage and the temperature are normalized to the fundamental frequency
of mechanical oscillations. The conductance is normalized to the value G 0 = 2πe2 DL DR |T0|2/h̄. One can
see that at small temperatures, both the conductance and the damping rate are voltage-independent until
the applied voltage reaches the oscillator frequency consistent with the earlier qualitative analysis. With
temperature increasing, the sharp kinks in the voltage dependencies become smoother, and with further
increasing, both the conductance and the damping rate have larger absolute values, with the functional
shape remaining the same. The temperature dependencies of the system characteristics will be discussed
in the next subsection.
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FIGURE 22.3 Voltage dependence of the conductance for mass m = 10−17g and various temperatures.

We have shown that drastic changes in the system behavior appear when the applied voltage becomes
comparable to the fundamental frequency of the nano-oscillator. Also, we can expect something unusual
when the spatial characteristic parameter of mechanical oscillations, the root-mean-square of the variance
of position fluctuations, approaches the tunneling length, λ (i.e., when ν0 ∼ 1). To illustrate that, we plot
in Figures 22.5 and 22.6 the same voltage dependencies of the nonlinear conductance and the oscillator
damping rate for the cantilever with a smaller mass, m = 10−20 g. It is evident from these figures that the
quantum effects take place, and that both these parameters increase with increasing voltage even at voltages
smaller than the oscillator frequency. Moreover, the absolute values of the conductance and the damping
rate are larger than that of the cantilever with larger mass, even at the equilibrium because notwithstanding
zero applied voltage, the vacuum events of the electron tunneling between the leads affect the oscillator

4.2215

4.2220

4.2225

4.2230

4.2235

4.2240

4.2245

4.2250

2.01.51.00.50.0

m = 10–17g 

kBT = 0.01 –hω0

kBT = 0.1     –hω0 
kBT = 0.3         –hω0 

eV/    –hω0 

γ (
ar

b.
 u

ni
ts

)

FIGURE 22.4 Voltage dependence of the oscillator damping rate for mass m = 10−17g and various temperatures.
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FIGURE 22.5 Voltage dependence of the conductance for mass m = 10−20 g and various temperatures.

dynamics and, therefore, change its dynamical characteristics. It should be noted that the small deviation
from the classical behavior can also be seen in Figure 22.3, where the equilibrium value of normalized
conductance is not exactly one.

To separate quantum, thermal, and non-equilibrium effects, we examine the variance of non-equilibrium
position fluctuations normalized to the level of thermal fluctuations of the nano-oscillator decoupled from
the leads, as

var = 〈
x̃2

〉/ h̄

2mω0
coth

(
h̄ω0

2kB T

)
(22.48)
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FIGURE 22.6 Voltage dependence of the oscillator damping rate for mass m = 10−20g and various temperatures.
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FIGURE 22.7 The level of non-equilibrium fluctuations of the oscillator position as a function of the applied voltage
for mass m = 10−17g and various temperatures.

The voltage dependencies of this characteristic are presented in Figures 22.7 and 22.8 for the two values of
the oscillator mass, m = 10−17 g and m = 10−20 g, respectively. One can see that (i) the normalized variance
exhibits a sharp kink in the voltage dependence at low temperature when the applied voltage approaches
the oscillator frequency, (ii) quantum effects can also be seen for the case of smaller oscillator mass, and (iii)
at large temperatures both non-equilibrium and quantum effects produced by the conducting electrons
disappear and the nano-oscillator behaves as the decoupled one.
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FIGURE 22.9 Temperature dependence of the conductance for mass m = 10−17g and various applied voltages.

22.5.2 Temperature Dependence

The temperature dependencies of the nonlinear conductance are presented in Figures 22.9 and 22.10 for
the two values of the oscillator mass, m = 10−17 g and m = 10−20 g, respectively, and for various voltages
applied to the junction. It is evident from these figures that the value of the applied voltage is important
only for low temperatures, since at higher temperatures all curves merge. One can see that if the applied
voltage is quite different from the oscillator frequency, a plateau occurs at low temperatures, whereas when
these two parameters are almost equal, the conductance starts to increase immediately as the temperature
increases. This effect can be seen also in Figures 22.3 and 22.5, where the sharp kink (solid lines) in the
voltage dependence of the conductance is smoothed for higher temperatures (dashed lines), but the solid
and dashed lines coincide below and above the kink.
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FIGURE 22.10 Temperature dependence of the conductance for mass m = 10−20g and various applied voltages.
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The character of the temperature dependence of the conductance is completely different for the two
different oscillator masses. For larger masses, when ν0 � 1, there is just a small almost linear increase
of the conductance (Figure 22.9), whereas for smaller masses, when ν0 ∼ 1 , the conductance growth is
exponential (the conductance axis is in the logarithmic scale in Figure 22.10). It follows from Equation
(22.37) that the conductance is proportional to the exponent of 2νc , (i.e., to the exponent of the vari-
ance of non-equilibrium position fluctuations). In turn, the variance is proportional to coth(h̄ω/2kB T),
and becomes proportional to T at higher temperatures, so the resulting temperature dependence of the
conductance is exponential. This is a very intriguing and important result. Typically, the conductance of
quantum systems either exhibits activation dependence (in the case of the over-barrier transport) or is
temperature independent (in the case of tunneling) and only incorporation of the mechanical motion of
the cantilever brings about such an unusual dependence. The observations of exponential temperature de-
pendencies were reported for the conductance of single molecules placed between metallic electrodes [51]
and for transport in manganites [52], but in both cases the full understanding of the underlying process
is not yet achieved, so there are no proper publications to date. The physical mechanisms of mechanical
oscillations can be the elastic coupling between the molecule and electrodes for the former case, and the
oscillations of the oxygen atom between the manganese atoms for the latter case.

To further illustrate the interplay between quantum, non-equilibrium, and thermal effects on the system
dynamics, we plot the temperature dependencies of the normalized variance of the position fluctuations,
Equation (22.48), in Figure 22.11 for various applied voltages. One can see that at high temperatures all
curves approach one, which means that the thermal motion dominates the electron–oscillator interaction.
At low temperature and low applied voltage, the electron energy is not enough to excite the mechanical
motion of the cantilever, so the nano-oscillator is almost not heated by electrons. The quantum interaction
between electron and mechanical degrees of freedom increases with increasing temperature when the
thermal electron energy becomes comparable to the frequency of oscillations, resulting in a peak in the
temperature dependence. This peak becomes more pronounced for higher voltages and, finally, when the
voltage is larger than the oscillator frequency, the peak almost disappears because the oscillator is heated
even at low temperature. The behavior of the oscillator with mass m = 10−20 g is shown in Figure 22.11
and the oscillator with mass m = 10−17 g exhibits the same kind of qualitative behavior, but with smaller
heating.
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FIGURE 22.11 The level of non-equilibrium fluctuations of the oscillator position as a function of temperature for
mass m = 10−20g and various applied voltages.
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FIGURE 22.12 The level of non-equilibrium fluctuations of the oscillator position as a function of the parameter ν0

for various applied voltages.

22.5.3 Dependence on the Quantum Parameter ν0

We have shown in previous subsections that the system’s behavior changes drastically when the quan-
tum parameter ν0 approaches one. The oscillator heating increases, vacuum tunneling events affect the
mechanical motion of the cantilever, and the system conductance rises exponentially with temperature.
For more careful examination we plot the dependence of the normalized variance of oscillator position
fluctuations on the parameter ν0 in Figure 22.12. It is evident from this figure that after the initial increase
of the fluctuation level, the variance drops almost abruptly with the further increasing of ν0. Such behav-
ior can be easily explained if one notes that at a fixed oscillator mass and frequency, the increase of ν0

corresponds to the decrease of the tunneling length, λ, which means that the tunneling matrix element
involved in Equation (22.4) decreases and, finally, the leads are decoupled. Accordingly, the interaction
between electron transport and mechanical motion initially becomes stronger with an increase of ν0, and,
subsequently, it is turned off.
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FIGURE 22.13 The conductance as a function of the parameter ν0 for various applied voltages.
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FIGURE 22.14 The oscillator damping rate as a function of the parameter ν0 for various applied voltages.

This effect is very pronounced in the dependencies of the conductance and the damping rate on the
quantum parameter ν0, presented in Figures 22.13 and 22.14, where rapid exponential drops follow the
initial (also exponential) growth. Dependencies in Figures 22.12 through 22.14 are shown for temperature
kB T = 0.1h̄ω0, but the qualitative character is the same for higher temperatures.

In this section, we have used values of the applied voltage and temperature normalized to the frequency of
the cantilever. For the frequency of ω0 = 1GHz, eV =h̄ω0 corresponds to the voltage bias of approximately
6.55 · 10−6V , and kB T = h̄ω0 corresponds to the temperature of 7.6 mK.

22.6 Shuttle Dynamics

22.6.1 Formalism

In previous sections, we have examined the situation when one of the leads in the tunnel junction ex-
periences the mechanical oscillatory motion, but the electron tunneling occurs directly from one lead to
another. Here, in Section 22.6, we analyze a different case when the small nano-object (shuttle) having
its own quantized electron states oscillates between the two leads (Figure 22.2[b]). These conditions cor-
respond to electron transport through a C60-based transistor [11], a silicon nanopillar [40], or through
small grains embedded in the elastic medium between the leads [9,10,12].

The Hamiltonian of the quantum shuttle placed between the leads is given by

H = p2

2m
+ mω2

0 x2

2
+ E 0a+a +

∑
α,k

Eαkc+
αkcαk +

∑
α,k

(
Tαkc+

αka + T∗
αka+cαk

)
e x/λα (22.49)

Here, a+/a are the creation/annihilation operators of the quantized electron state of the shuttle with
energy E 0 (we consider other states to be energetically inaccessible), α = L , R, and λL = −λ, λR = λ.
The equations of motion derived from this Hamiltonian have forms

ih̄ȧ(t) = E 0a(t) −
∑
α,k

T∗
αkcαk(t)e x(t)/λα (22.50a)

ih̄ċαk(t) = Eαkcαk(t) − Tαka(t)e x(t)/λα (22.50b)
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and

ẍ(t) + ω2
0 x(t) =

∑
α,k

1

mλα

(
Tαkc+

αk(t)a(t) + T∗
αka+(t)cαk(t)

)
(22.50c)

The electric current through the shuttle is defined as I = IL = −IR , where

Iα = −e
d

dt

∑
k

〈
c+
αkcαk

〉 = i e

h̄

∑
k

(
T∗

αk

〈
a+e x/λα cαk

〉 + Tαk

〈
c+
αke x/λα a

〉)
(22.51)

One can see that in contrast to the cantilever case, the operators of the shuttle state are involved in the
expression for the current through the lead instead of the operators of the other lead. The expression for
the lead electron operator also contains the operators of the shuttle state, as

cαk(t) = c (0)
αk (t) + i Tαk

∫
dt1e−i Eαk (t−t1)a(t1)e x(t1)/λα �(t − t1) (22.52)

where the retarded Green’s function, Equation (22.25), is substituted and the Planck constant is omitted.
Performing the same operations as we have done in the previous sections for the cantilever case, we obtain
the electric current through the shuttle, as given by

Iα = e

h̄

(∑
k

|Tαk |2

∫
dt1 fα(Eαk)e−i Eαk (t−t1)�(t − t1)

〈[
a+(t)e x(t)/λα , a(t1)e x(t1)/λα

]
+

〉
+

∑
k

|Tαk |2

∫
dt1e−i Eαk (t−t1)�(t − t1)

〈
a+(t)a(t1)

〉 〈e x(t)/λα e x(t1)/λα 〉 + h.c .

)
(22.53)

To further simplify this expression, we have to evaluate the steady-state electron population of the shuttle

N = 〈
a+a

〉
(22.54)

For the case of the weak shuttle-leads coupling, the electron correlators have forms〈
a+(t)a(t1)

〉 = Ne
i
h̄ E 0(t−t1) (22.55a)

and

〈a(t1)a+(t)〉 = (1 − N) e
i
h̄ E 0(t−t1) (22.55b)

The steady-state electron population, N, can be calculated from the condition

IL + IR = 0 (22.56)

Using formulas derived in the previous sections and substituting expressions for the correlators of the
shuttle electron operators, Equations (22.55a,b), we obtain

Iα = e�α

h̄
eνc

+∞∑
l ,n=−∞

Il (νc )J n(ν0) (N (1 − fα(E 0 − lh̄ω0 − nh̄ω0)) − (1 − N) fα(E 0 + lh̄ω0 + nh̄ω0))

(22.57)
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where ν0 and νc are given by Equations (22.22) and (22.23), respectively, Il and J n are the modified and
ordinary Bessel functions, respectively, and we have introduced the parameters

�α = 2π
∑

k

|Tαk |2 δ(ω − Eαk

/
h̄) (22.58)

which are energy-independent in the wide band limit. In the following, we consider the symmetric case,
so �L = �R = �.

The steady-state shuttle electron population can be found from Equation (22.57) as

N = C

D
(22.59)

where

C =
+∞∑

l ,n=−∞
Il (νc )J n(ν0) ( fL (E 0 + lh̄ω0 + nh̄ω0) + f R(E 0 + lh̄ω0 + nh̄ω0)) (22.60)

and

D =
+∞∑

l ,n=−∞
Il (νc )J n(ν0) (2 − fL (E 0 − lh̄ω0 − nh̄ω0)

+ fL (E 0 + lh̄ω0 + nh̄ω0) − f R(E 0 − lh̄ω0 − nh̄ω0) + f R(E 0 + lh̄ω0 + nh̄ω0)) (22.61)

The expressions for the oscillator damping rate and for the correlation function of fluctuation sources
involved in the equation for the oscillator position fluctuations can also be obtained on the basis of the
previously derived formulas, as

γ (ω) = ν0�eνc B(ω) (22.62)

and

K (ω) = h̄ω0

m
ν0�A(ω) (22.63)

where

A(ω) =
∑

α

+∞∑
l ,n=−∞

Il (νc )J n(ν0)

× (N (2 − fα(E 0 − lh̄ω0 − nh̄ω0 − h̄ω) − fα(E 0 − lh̄ω0 − nh̄ω0 + h̄ω))

+ (1 − N) ( fα(E 0 + lh̄ω0 + nh̄ω0 + h̄ω) + fα(E 0 + lh̄ω0 + nh̄ω0 − h̄ω))) (22.64)

and

B(ω) =
∑

α

+∞∑
l ,n=−∞

Il (νc )J n(ν0)

× (N ( fα(E 0 − lh̄ω0 − nh̄ω0 − h̄ω) − fα(E 0 − lh̄ω0 − nh̄ω0 + h̄ω))

+ (1 − N) ( fα(E 0 + lh̄ω0 + nh̄ω0 − h̄ω) − fα(E 0 + lh̄ω0 + nh̄ω0 + h̄ω))) (22.65)
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FIGURE 22.15 Current–voltage characteristics of the quantum shuttle for various separations between the equilib-
rium chemical potential in the leads and the electron energy in the shuttle.

Correspondingly, the variance of oscillator position fluctuations is given by〈
x̃2

〉 = h̄

2mω0

A(ω0)

B(ω0)
(22.66)

or

νc = ν0
A(ω0)

B(ω0)
(22.67)

22.6.2 Numerical Results

Equations (22.59–22.61,22.64,22.66,22.67) constitute the self-consistent set of equations to determine the
steady-state shuttle electron population and the level of non-equilibrium oscillator position fluctuations.
We solve this set of equations numerically and substitute the obtained values into the expression for the
electric current, Equation (22.57). The current–voltage characteristics are shown in Figure 22.15 for low
temperature (kB T = 0.01h̄ω0) and various separations between the equilibrium chemical potential of
the leads, μ, and the energy of the electron state in the shuttle, E 0. It is evident from this figure that
there are pronounced steps in the low-temperature current–voltage characteristics at the bias voltages
(i) eV/2 = E 0 − μ, and (ii) eV/2 = h̄ω0 − E 0 + μ. The first one occurs when the chemical potential
of the left lead (μL = μ + eV/2) passes through the energetic level of the shuttle, while the second one
corresponds to the passing of the chemical potential of the right lead (μR = μ− eV/2) through the virtual
level with energy E 0 − h̄ω0. In the latter case, an electron of the left lead having energy E 0 − h̄ω0 tunnels
to the shuttle electron state of energy E 0 with absorption of the quantum of the shuttle mechanic motion
(phonon). The subsequent tunneling to the state of the right lead having energy E 0 −h̄ω0 is accompanied
by the phonon emission. Such processes are possible even at equilibrium, but in this case the populations
of the left and right leads having energy E 0 − h̄ω0 are equal and there is no current flow. Only when the
chemical potential of the right lead passes through this energy, the population of the right lead becomes
less than that of the left lead, and the second step in the current–voltage characteristics occurs.

The processes of the phonon emission and absorption are more likely with larger coupling between
electron and mechanical degrees of freedom of the shuttle. To illustrate this, we plot in Figure 22.16 the
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FIGURE 22.16 Current–voltage characteristics of the quantum shuttle for various values of the parameter ν0.

current–voltage characteristics for various values of the parameter ν0, characterizing such couplings. One
can see that the second step becomes more pronounced with increasing values of ν0, whereas for the small
value, the second step is almost invisible. There is no second step in the voltage dependence of the shuttle
population presented in Figure 22.17 for various temperatures, where only the conduction through the
shuttle energetic level populates it. (It should be noted that at larger temperatures the shuttle is populated
even in the equilibrium.) However, even this negligibly small current flow through the virtual level E 0−h̄ω0

affects the mechanical shuttle characteristics, such as the damping rate (Figure 22.18) and the level of non-
equilibrium fluctuations of the oscillator position (Figure 22.19). In both cases, the passing of the applied
voltage through the value eV/2 = h̄ω0 − E 0 + μ is accompanied by the sharp steps at low temperatures,
and these steps are smoothed with temperature increasing.
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FIGURE 22.18 The shuttle damping rate as a function of the applied voltage for various temperatures.

The current–voltage characteristics at larger values of ν0 are shown in Figure 22.20 for various temper-
atures. One can see that the steps are smoothed at higher temperatures and, moreover, there is current
growth, in this case, at large voltages. This increasing of the current is a consequence of the shuttle insta-
bility that occurs at larger voltages [21,24,35] and starts earlier if the temperature is higher. The features
caused by this instability can be also seen in Figures 22.18 and 22.19.

We plot the oscillator damping rate and the level of non-equilibrium fluctuations of the oscillator
position in Figures 22.21 and 22.22, respectively, for the larger value of parameter ν0. Increasing the
coupling between mechanical and electron degrees of freedom leads to the occurrence of the steps in these
figures not only when the current flow through the shuttle accompanied by the emission/absorption starts,
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FIGURE 22.20 Current–voltage characteristics of the quantum shuttle for various temperatures.

but also at the voltage corresponding to the first step in the current–voltage characteristics. The steps are
also smoothed at larger temperatures and the features associated with the shuttle instability arise.

The temperature dependencies of the electric current through the shuttle are shown in Figures 22.23
through 22.25 for the values of the parameter ν0 = 0.01, 0.1, and 0.5, respectively. The values of the applied
voltage for these figures are taken from the initial, first, and second plateaus. One can see that the qualitative
characters of the dependencies are very different for different values of ν0. At small ν0, the current decreases
with increasing temperature (except for the voltages corresponding to the initial plateau where there is no
current at low temperature)—at intermediate ν0, the current increases, and at larger ν0, it begins to grow
exponentially. The reason for such behavior can be seen from the limiting expression for the current at
high temperatures (kB T 	 |E − μ|). In this case, νc = ν0(2kB T/h̄ω0) and the current is described by the
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FIGURE 22.21 Voltage dependence of the shuttle damping rate for various temperatures.
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formula

I = e

h̄
� exp

(
4kB T

h̄ω0
ν0

)
eV

4kB T
(22.68)

where the last term in the product appears from the Fermi distribution functions. One can see that there is
competition between the exponent and 1/T term in Equation (22.68). Depending on the value of ν0, one
of these two terms dominates, so it is 1/T dependence at small ν0, almost no temperature dependence at
intermediate ν0, and exponential growth with temperature increasing at larger ν0.

These three regimes are also very pronounced in the temperature dependence of the level of non-
equilibrium oscillator position fluctuations presented in Figures 22.26 through 22.28. At small ν0 (Fig-
ure 22.26), fluctuations decay to the decoupled value at higher temperatures, and there is no heating for

1.0

1.2

1.4

1.6

1.8

2.0

N
or

m
al

iz
ed

 le
ve

l o
f

no
ne

qu
ili

br
iu

m
 fl

uc
tu

at
io

ns
 

0 1 2 3 4 5 6 7

E0 – μ = 0.2 –hω0

kBT/        –hω0 

eV = 0.1 –hω0

eV =  –hω0
eV = 1.9 –hω0

ν0 = 0.01

FIGURE 22.26 The level of non-equilibrium fluctuations of the shuttle position as a function of temperature for
ν0 = 0.01 and various applied voltages.



22-26 Nano and Molecular Electronics Handbook

1.0

1.2

1.4

1.6

1.8

2.0

N
or

m
ali

ze
d 

lev
el 

of
no

ne
qu

ili
br

iu
m

 fl
uc

tu
at

io
ns

 

0 1 2 3 4 5 6 7

E0 – μ = 0.2 –hω0

kBT/        –hω0 

eV = 0.1 –hω0

eV =  –hω0
eV = 1.9 –hω0

ν0 = 0.1
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small applied voltages. The heating decays to the straight line at moderate voltage (Figure 22.27) and
to a nonlinear function at a higher voltage (Figure 22.28) with a contrast to the cantilever case where
non-equilibrium and quantum effects disappear at high temperature.

The typical shuttle oscillation frequency is about 1 THz. In this case, eV = h̄ω0 corresponds to the
voltage bias of approximately 6.55 · 10−3V and kB T = h̄ω0 corresponds to the temperature of 7.6 K.
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22.7 Conclusions

We have examined the nonlinear dynamics of a mechanical nano-oscillator coupled to a tunnel junction.
We have shown that electron transport through the junction affects the mechanical motion and the
oscillator can be considered an open quantum system with conducting electrons representing an Ohmic
nonwhite heat bath. The statistical characteristics of such a heat bath have been determined. Based on the
previously developed theory, we have derived equations of motion both for the mechanical and electron
components of the system.

Two cases have been analyzed: (i) cantilever dynamics when direct tunneling between two electron
reservoirs with tunnel matrix element are affected by the mechanical motion; and (ii) shuttle dynamics
when the mechanical oscillator has its own quantized electron state, and electrons tunnel from one lead
to this state and, subsequently, to the other lead. For both cases the nonlinear conductance, the oscillator
damping rate, and the variance of non-equilibrium fluctuations of the oscillator position have been
determined as functions of temperature, the voltage applied to the junction, and the ratio of the oscillator
parameterh̄/2mω0 and the electron tunneling length squared. This ratio, ν0, shows how strong the electron–
oscillator coupling is and how deep the oscillator is in the quantum regime. In particular, we have obtained
that for the cantilever case at low temperature and small ν0, electron transport is impossible until the applied
voltage reaches the fundamental frequency of the mechanical oscillator, and there is a sharp kink in the
voltage dependence of the conductance when the voltage passes through this value. At higher ν0, vacuum
electron tunneling events give rise to the oscillator heating even at equilibrium, but the kink can still be
observed with temperature increases smoothing the kink. We also show that in the deep quantum regime,
when ν0 approaches one, the conductance grows exponentially with temperature. The effect previously
reported for various systems has yet to be understood.

For the shuttle case, we have obtained that the current–voltage characteristics exhibit very pronounced
steps at low temperature, when the chemical potential of one of the leads is in resonance with the energy of
the shuttle electron state or with virtual states separated from the shuttle state by the energy of the quantum
of the mechanical motion, so the electron tunneling is accompanied by the emission and absorption of such
quanta. These additional steps are more pronounced for larger values of ν0. The temperature dependencies
of the current through the shuttle exhibit a large variety of behavior, from 1/T decreasing (at small ν0) to
almost no dependence (at intermediate ν0) to exponential growth (at large ν0).
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We have two goals in this chapter:

1. Our first and most important objective is to provide a researcher with the necessary requisites
for independent modeling of coherent electron transport through a single molecule connecting
two metal/semiconductor leads. With this idea in mind, we present in Sections 23.1 and 23.2,
the methodology and basic physics needed for comparatively easy, sensible calculations of contact
conductance and current-voltage characteristics on the basis of model exact formulas. To our knowl-
edge, such a compressed resource does not exist, though there are several comprehensive books,
reviews, and summarizing articles [1–12]. The framework of the Lippman–Schwinger formalism
is used [13], complemented by a variation of the Löwdin partitioning technique [14]. Within this
framework, Datta’s trace formula for the contact transmission coefficient [15] is rederived in a
more straightforward manner, avoiding a chain of extra definitions. Also, concrete examples of the
molecule-lead interaction and molecule Green’s function are given in a form ready for usage in
“try-and-see” calculations. Our earlier obtained formulas describing tunneling through oligomer
molecules are discussed in fine detail.
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2. The second goal is to provide a description of the effects of the constant electric field on the molecular
spectrum and on electron transmission through a molecule having the field-modified spectrum.
The topic is appealing because it has many connections with predictions of Fowler and Nordheim
[16], Zenner [17], and Wannier [18]. In Section 23.3, the tunneling exponent, specifically its
energy and electric field dependence, receives most of the attention. We describe how the tunneling
exponent behaves when the barrier top is biased by external voltage; when further increase of the
bias tunes the tunneling energy to a field-induced, triangular-shaped well; and finally, when bias is
large enough to create the Wannier–Stark band and to make its bottom lower than the tunneling
energy. This examination is carried out employing the tight-binding model of long molecules,
where the molecular content of “barrier terminology” is clearly exposed. The analysis shows new
features of field effects missing in earlier theories.

23.1 Models of the Wire-to-Lead Connection

We begin with a brief delineation of the system to be discussed, followed by a thorough derivation of the
contact transmission coefficient and its analysis. Molecule interaction with leads is described by coupling
functions, playing the role of self-energy. They are specified in closed expressions. Links between the
present and Green’s function-self-energy formulations of contact transmission are displayed.

23.1.1 A Frame of Coherent Transmission

The model in focus, two semi-infinite but otherwise ideal leads connected by a molecule, is sketched in
Figure 23.1. It is relevant to many experiments–for example, to STM spectroscopy on metal substrates
layered by self-assembled molecules. This is to explain labeling of the leads as substrate and tip. The choice
of coordinate axes for the substrate and tip is shown in the figure. Notations r = (r⊥, rz), r⊥ = (rx , r y),
will be used for atoms of both leads. The respective sets of coordinates will be identified as {r}α , α = s , t.
Molecular atoms that belong to coordinate set {r}m will be specified by numbers.

Fundamental characteristics of coherent (totally elastic) electron transport in conductors with scattering
regions (exemplified in Figure 23.1) are provided by the transmission coefficient T . It determines the
probability that a stationary monoenergetic electron flux that is incident on an obstacle, passes the obstacle.
In terms of electron states of the s and t leads without interruptions (let us denote these states for the

Tip
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1s 1t
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Nt

(r1s)s
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(rNt)t
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. . . 
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FIGURE 23.1 Schematic representation of lead–molecule–lead contacts. Up: from either sides the molecule is con-
nected via its one atom (black circles 1s and 1t ) to a domain of lead atoms. Down: molecular atoms 1s , . . . , Ns are
coupled with domains {r1s }s , . . . , {rNs }s of atoms of the substrate lead. Connection molecule-tip is shown similarly.
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moment as μ and ν, respectively), T is defined as the sum of channel μ to channel ν transmission
probabilities [4,15,19–22]:

T =
∑
ν,μ

Tν,μ (23.1)

For our system, index μ represents quantum numbers of an eigenstate which describes electrons moving
in the substrate from the left to the right with wave vector kμ, ψ s

μ,kμ
(r) exp(−ikμrz) that is an incident

wave. Index ν labels transmitted electron waves ψ t
ν,kν ;μ,kμ

(r) exp(ikνrz), appearing in the presence of kμ

waves (i.e., dependent on kμ and μ). These waves propagate in the same direction but inside the tip. The
summation in Equation (23.1), is carried out over all propagating states that correspond to the energy of
incident electrons E .1 Once the wavefunction amplitudes ψ s

μ,kμ
(r), ψ t

ν,kν ;μ,kμ
(r), and group velocities vs

kμ
,

vt
kν

in the respective media are known, the channel-to-channel transmission probability can be calculated
as the ratio of the ν flux to μ flux:

Tν,μ =

∑
r⊥∈{r}t

v t
kν

∣∣∣ψ t
ν,kν ;μ,kμ

(r)
∣∣∣2

∑
r⊥∈{r}s

v s
kμ

∣∣∣ψ s
μ,kμ

(r)
∣∣∣2 (23.2)

where summation is performed over any cross-section of the leads t and s .
There are other ways of finding the transmission coefficient T by utilizing, for example, the S-matrix

method, Green’s function formalism, and other techniques [5,7–12,15,23–26]. However, we shall follow
the prescriptions of Equations (23.1) and (23.2), which fit well to our goals.

23.1.2 Hamiltonian and Scattering-Type Eigenstates

Any eigen state �α of Hamiltonian operator Ĥα of the substrate α = s , tip α = t, and molecule α = m,
can be expanded in a series of the respective basis set of atomic orbitals |r〉:

�α =
∑

r∈{r}α
ψα

r |r〉 (23.3)

Let the substrate and tip regions be described by tight-binding Hamiltonians of semi-infinite crystal
lattices

Ĥα =
∑

r∈{r}α
εα|r〉〈r| −

∑
r, r′ ∈ {r}α
|r − r′| = a

Lα|r〉〈r′|, α = s , t (23.4)

where εα is the onsite electron energy and −Lα , Lα > 0 is the energy of electron–transfer interaction
between nearest-neighbor atoms, |r − r′| = a .

The tip-to–substrate drop of the applied voltage V can be taken into account in Equation (23.4) by a
uniform shift of site energies by value of eUs (t), such that e(Ut − Us ) = eV . The operator Ĥm needs to be
specified only at the stage of an analysis of the electron transmission (determining the ohmic conductance
[1,19,22]) for a concrete molecular contact.

1Here and henceforth, indication of explicit dependence T on E is omitted.
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In the tight-binding representation, operator of the lead-molecule interaction is given by:

V̂ s + V̂ t =
Ns∑

is =1

∑
r∈{ris }s

V s
is ,r (|is 〉〈r| + |r〉〈is |) +

Nt∑
it =1

∑
r∈{rit }t

V t
it ,r(|it〉〈r| + |r〉〈it |) (23.5)

where index is (t), numbers molecular atoms that are facing the substrate (tip) surface and are coupled with
a domain {ris (t)}s (t) of substrate (tip) atoms (see Figure 23.1). Without any loss of generality, substrate–

molecule (tip–molecule) coupling constants V s (t)
is (t),r are supposed to be real. Usually, they have non-zero

values for a few atoms lying at the substrate and tip x , y surface/subsurface monatomic layers so that
coordinate rz of the substrate (tip) binding atoms runs over a bounded number of monolayers.

We shall find the expression of the transmission coefficient by using the Lippman–Schwinger equation
[13]. To introduce it, we start from the formal solution to the Schrödinger equation with Hamiltonian
Ĥ = ∑

α Ĥα + V̂ s + V̂ t

� = �0 + Ĝ 0(V̂ s + V̂ t )� (23.6)

where Ĥ0�0 = E �0, Ĥ0 ≡ ∑
α Ĥα , Ĝ 0 = (E Î − Ĥ0)−1, Î is the identity operator, and E is the electron

energy.
The wavefunction � = ∑

α �α [with �α defined in Equation (23.3)] is supposed to describe a steady-
state flux of electrons incident on, transmitted through, and reflected from the molecule connecting
substrate and tip. For the incident electron flux propagating in the substrate, as shown in Figure 23.1,
we can choose �0 = � s 0 = ∑

r∈{r}s
ψ s 0

r |r〉, Ĥs � s 0 = E � s 0. Then, the expansion coefficients, which
determine �α , obey the following set of equations:

ψ s
r = ψ s 0

r +
Ns∑

is =1

∑
r′∈{ris }s

G s
r,r′ V s

is ,r′ψ
m
is

(23.7)

ψ t
r =

Nt∑
it =1

∑
r′∈{rit }t

G t
r,r′ V t

it ,r′ψ
m
it

(23.8)

for α = s , t, and

ψm
is

=
Ns∑

i ′
s =1

∑
r∈{ri ′s }

G m
is ,i ′

s
V s

i ′
s ,rψ

s
r +

Nt∑
it =1

∑
r∈{rit }

G m
is ,it

V t
it ,rψ

t
r (23.9)

ψm
it

=
Ns∑

is =1

∑
r∈{ris }

G m
it ,is

V s
is ,rψ

s
r +

Nt∑
i ′
t =1

∑
r∈{ri ′t

}
G m

it ,i ′
t
V t

i ′
t ,rψ

t
r (23.10)

for α = m.
Notice, Gα

r,r′ = 〈r|Ĝ 0|r′〉, r, r′ ∈ {r}α , and matrixes G s ≡ [G s
r,r′ ] and G t ≡ [G t

r,r′ ] should be understood
as the retarded Green’s functions of the substrate and tip, respectively. (The term Green’s function will be
used here as an abbreviation of “matrix of the Green’s function operator”.)

The solution of the scattering problem ψ s 0
r for the isolated semi-infinite substrate is supposed to be

known. What happens with the incident wave, due to substrate coupling with the tip via molecule is fully
determined by the wavefunction amplitudes ψα

r , α = s , t, m.
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23.1.3 Molecule---Lead Connection via a Single Atom

Let us consider the case where Ns = Nt = 1, is (t) = 1s (t), and {r1s (t)}s (t) = {r}s (t) [27]. This is the case, for
example, of thiol-terminated molecules connecting Au leads [28]. Then, for the waves transmitted to the
tip, solution of Equations (23.7–23.10) gives:

ψ t
r = G 1s ,1t

∑
r′∈{r}s

V s
1s ,r′ψ

s 0
r′

∑
r′′∈{r}t

G t
r,r′′ V t

r′′ ,1t
(23.11)

where

G 1s ,1t = G m
1s ,1t(

1 − As G m
1s ,1s

) (
1 − At G m

1t ,1t

)− As At
(

G m
1s ,1t

)2 (23.12)

has the meaning of the Green’s function matrix element calculated for molecule m, where the site energies of
binding atoms 1s and 1t , ε1s and ε1t , are changed by complex, E -dependent values As and At , respectively;
As (t) ≡ As (t)R − iAs (t)I :

As (t) =
∑

r,r′∈{r}s (t)

V s (t)
1s (t),rG s (t)

r,r′ V s (t)
r′ ,1s (t)

=
∑

r,r′∈{r}s (t)

V s (t)
1s (t),r

(
ReG s (t)

r,r′ + i ImG s (t)
r,r′

)
V s (t)

r′ ,1s (t)
(23.13)

In other words, the denominator in the right hand side of Equation (23.12) has exactly the same form as
determinant det

(
E Î − Ĥm

)
with perturbed site energies ε1s + As and ε1t + At [29]. Thus, quantities As

and At determine the shift and broadening of molecular levels due to the metal–molecule interaction.
In the Green’s function formulation of the present problem, As + At has been conditionally termed

as the system “self energy” [15]. It is worthwhile noting that a similar conception appeared in the Newns
chemisorption theory [30,31] and in other physical contexts, where terms “chemisorption function” and
“spectral density” were in use. Without any pretension, we shall refer As (t) as the coupling function.

To this point, the surface and crystalline structure of the substrate and tip have not been specified. To
obtain an explicit form of the solution, we shall make further use of the model assumptions.

Let the contact surfaces be N ×N square lattices coinciding with (001) planes of s and t cubic lattices.
The atom coordinates can now be represented as r = {r⊥, rz}, r⊥ = an⊥, rz = anz , where a is the lattice
constant, and n⊥ ≡ {nx , ny}. The leads are of a finite crossection, nx , ny = 1, 2, . . . ,N , but they are infinite
in length, nz = 1, 2, . . . ∞. Suppose also that for V̂ s = 0, the electron flux in the substrate is described by
plane waves with the wave vector k′

j ′
⊥
/a ,2 exp(−ik′

j ′
⊥

nz) and exp(ik′
j ′
⊥

nz), propagating in, respectively, −z-

and z direction, (see Figure 23.1). In the transverse x and y directions, the electron state is represented by
two standing waves. So,

ψ s 0
r⊥ ,rz

= −2i sin(k′
j ′
⊥

nz)χ j ′
⊥ (n⊥),

χ j ′
⊥ (n⊥) ≡ 2

N + 1
sin

(
π j ′

1nx

N + 1

)
sin

(
π j ′

2ny

N + 1

)
(23.14)

where index j ′
⊥ ≡ { j ′

1, j ′
2} numbers modes of the transverse electron motion.

For the given energy of incident electrons E , j ′
1 and j ′

2 can take any integer value from 1 to N , satisfying
the energy relation:

E s
k′

j ′⊥
, j ′

⊥
+ eUs = E , E s

k′
j ′⊥

, j ′
⊥

= εs − 2L s

(
cos k′

j ′
⊥

+ cos
π j ′

1

N + 1
+ cos

π j ′
2

N + 1

)
(23.15)

2In what follows, we use dimensionless wave vectors in units a−1.
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The wave vector ks
j⊥ (kt

j⊥ ) and mode numbers of any reflected (transmitted) wave must obey similar
equations:

E s
ks

j⊥ , j⊥
+ eUs = E t

kt
j⊥ , j⊥

+ eUt = E (23.16)

where j⊥ ≡ { j1, j2}, j1, j2 = 1, 2, . . . ,N , and

E α
kα

j⊥ , j⊥
= εa − 2Lα

(
cos kα

j⊥ + cos
π j1

N + 1
+ cos

π j2

N + 1

)
, α = s , t (23.17)

Equation (23.16) can be satisfied by real and imaginary values of ks
j⊥ and kt

j⊥ . Therefore, these wave
vectors may acquire real values within the interval 0 ≤ kα

j⊥ ≤ π , as well as imaginary values kα
j⊥ = iqα

j⊥
or kα

j⊥ = iqα
j⊥ + π , qα

j⊥ > 0. This means that both kinds of waves, the propagating and evanescent,
are generated in the scattering region. The net flux of transmitted and reflected electrons is formed by
propagating waves.

To operate with coupling functions, one needs matrixes G s and G t . Solutions to equation:(
E δr,r′′ − 〈r|Ĥα|r′′〉)Gα

r′′ ,r′ = δr,r′ , α = s , t (23.18)

which describe outgoing waves from the molecule-lead interfaces, take the form [27]:

Gα
r⊥ ,rz ;r ′

⊥ ,r ′
z
= − 1

Lα

∑
j⊥

eikα
j⊥ nz

sin
(

kα
j⊥ n′

z

)
sin kα

j⊥
χ j⊥ (n⊥)χ j⊥ (n′

⊥) (23.19)

It is written for nz ≥ n′
z . If nz < n′

z , the replacement nz ↔ n′
z has to be made. The summation is carried

out over all modes of the transverse electron motion.
These are propagating modes that contribute to the imaginary part of the Green’s function G s (t). Hence,

according to Equation (23.13), AαI equals:

AαI = 1

Lα

∑
j⊥

′
sin kα

j⊥ χ̃α 2
j⊥ (23.20)

where the prime indicates that the summation should be performed over the propagating modes. A new
notation, introduced in Equation (23.20), stands for:

χ̃α
j⊥ =

∑
r∈{r}α

χ j⊥ (n⊥)
sin

(
kα

j⊥ nz

)
sin kα

j⊥
Vα

1a ,r (23.21)

An explicit expression of AaR can be obtained from Equations (23.13) and (23.19) in a similar way.
However, it is more convenient to use the Kramers–Kronig dispersion relation [32,33]:

AαR(E ) = 1

π
P

+∞∫
−∞

AαI(E ′)
E − E ′ d E ′ (23.22)

where P denotes the Cauchy principal value. Some particular expressions of AαI for on-top and on-hollow
positioning of molecule binding atoms with respect to the (001) substrate (tip) surface can be found
in [27].

Now, having all the quantities in Equation (23.11) defined, we can complete our calculation of the
transmission coefficient. Making use of Equations (23.14) and (23.19) in Equation (23.11), one can obtain
the wavefunction of transmitted electrons in the form of a superposition of propagating and evanescent
waves:

ψ t
r =

∑
j⊥

tt
kt

j⊥ , j⊥ ;k′
j ′⊥

, j ′
⊥

(n⊥) exp(ikt
j⊥ nz) (23.23)
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where

tkt
j⊥ , j⊥ ;k′

j ′⊥
, j ′

⊥ (n⊥) =
2i sin k′

j ′
⊥

L t
χ j⊥ (n⊥)χ̃ s

j ′
⊥
χ̃ t

j⊥ G 1s ,1t (23.24)

According to Equation (23.2), where vt
kν

/vs
kμ

= vt
kt

j⊥
/vs

k′
j ′⊥

= L t sin kt
j⊥/(L s sin k′

j ′
⊥

), |ψ s
μ,kμ

(r)|2 =
χ2

j ′
⊥

(n⊥), and |ψ t
ν,kν ;μ,kμ

(r)|2 = |tkt
j⊥ , j⊥ ;k′

j ′⊥
, j ′

⊥ (n⊥)|2, the transmission coefficient from channel j ′
⊥ to channel

j⊥ equals

Tkt
j⊥ , j⊥ ;k′

j ′⊥
, j ′

⊥ =
∑

n⊥

vt
k j⊥

vs
k′

j ′⊥

∣∣tkt
j⊥ , j⊥ ;k′

j ′⊥
, j ′

⊥ (n⊥)
∣∣2 (23.25)

By summing both sides of this equation over all propagating modes (specified by Equations [23.15] and
[23.16]) and utilizing relations (23.20) and (23.21), we obtain the total probability of electron transmission
at the given energy E . It reads

T =
∑

j ′
⊥

′∑
j⊥

′
Tkt

j⊥ , j⊥ ;k′
j ′⊥

, j ′
⊥ = 4AsI AtI |G 1s ,1t |2 (23.26)

In this final form, the transmission coefficient was probably obtained for the first time by Mujico et
al. [34]. However, that model was one-dimensional. An expression of T , not restricted by the system
dimensionality and/or the number of molecule binding atoms, was derived by Datta [15] on the basis of
the Green’s function method and the Lee and Fisher theorem [35]. In Section 23.1.5, we show how Equation
(23.26) can be generalized to cover contact structures of a general type (see illustration in Figure 23.1).
But first, we proceed with an analysis that brings to light some general regularities of coherent electron
transport in molecular contacts.

23.1.3.1 Resonant Transmission

A useful equivalent form of Equation (23.26) can be given by a rearranging denominator DT in the
expression of |G 1s ,1t |2 ≡ G m 2

1s ,1t
/DT [36]:

DT (E ) = [
1 − AsRG m

1s ,1s
− AtRG m

1t ,1t
+ (AsR AtR + AsI AtI)G m




]2

+ [
AsIG m

1s ,1s
− AtIG m

1t ,1t
− (AsI AtR − AsR AtI)G m




]2 + 4AsI AtIG m 2
1s ,1t

(23.27)

where

G m

 = G m

1s ,1s
G m

1t ,1t
− G m 2

1s ,1t
(23.28)

Such a representation:

T = 4AsI AtI G m 2
1s ,1t

DT
(23.29)

exposes the resonance structure of the transmission spectrum. It shows, in particular, that the through
molecule transmission without backscattering can be achieved in symmetric contacts, where As = At and
G m

1s ,1s
= G m

1t ,1t
. The use of these equalities in Equations (23.27) and (23.29) leads us to the condition of

resonant transmission (or resonant tunneling):

G m 2
1s ,1s

− G m 2
1s ,1t

= − 1

|As |2

(
1 − 2AsRG m

1s ,1s

)
(23.30)

For electron energies satisfying the above equation, T = 1, which means that the per channel conductance
reaches its maximal value g = 2e2/h [19,20]. On the other hand, analysis of Equations (23.27) and (23.29)
makes it clear that in asymmetric systems (different leads or/and coupling constants, or/and not central
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symmetric molecules, presence of external voltage, etc.), full transparency of the molecular contact for
electron transmission is hardly possible.3 Earlier, similar effect of suppression of the resonant tunneling by
the system asymmetry was predicted by Ricco and Azbel [37] for conventional double barrier structures.

As an illustration, we take for the role of G m in Equation (23.30), the Green’s function matrix G (C)N from
Equation (23.58), describing a chain of N carbon atoms. By setting G m

1s ,1s
= G m

1t ,1t
= G (C)N

1,1 , G m
1s ,1t

= G (C)N
1,N ,

Equation (23.30) transforms into

sin[(N + 1)ξ] + 2
AsR

β
sin(Nξ) + |As |2

β2
sin[(N − 1)ξ] = 0 (23.31)

where ξ ∈ 0, π , ξ is related to electron energy E as 2β cos ξ = ε − E , and site energy ε and hopping
integral β are introduced in Section 23.2.1. Equation (23.31) exemplifies a general property of molecular
contacts: Energies of the resonant transmission at which T = 1, can only be found within the bands of
molecular levels. (In the case of (C)N chain, it is only one band, E ∈ ε − 2β, ε + 2β.) For other energies,
the transmission probability exhibits a strong dependence on contact quality and the wire length. This
dependence is briefly discussed next.

23.1.3.2 Tunneling Mechanism of Transmission

Estimating T for energies which are far from resonances, the term As At G m 2
1s ,1t

in Equation (23.12) can be
neglected. Further assumptions are not principal for final conclusions but greatly facilitate intermediate
algebra. Suppose that there exists a dominating molecule–lead interaction, Vα

1α ,r = Vαδr,r0 , and let AαR <<

AαI = Vα 2/Lα . If we choose (C)N chain as a model of the contacting molecule, G m → G (C)N ∼ 1/β, the

only coupling parameters in Equation (23.26) are Ṽ s and Ṽ t , Ṽα = Vα 2

βLα

. Then, with the help of Equation

(23.58), it is straightforward to show that:

T = 4 exp(−2Nδ)
Ṽ s Ṽ t [1 − exp(−2δ)]2

[1 + Ṽ s 2 exp(−2δ)][1 + Ṽ t 2 exp(−2δ)]
(23.32)

where |E − ε| > 2β, 2β cosh δ = |E − ε|, and Nδ >> 1.
The exponential-like dependence of T on the molecule length ≈ a N is a well-known trademark of

tunneling mechanism of electron [38] (and excitation energy) through-space transfer. The obtained non-
linear dependence of T on coupling parameters, Ṽ s and Ṽ t is probably less familiar. At least, it never
appears in perturbation treatments of tunneling, such as Bardeen’s tunneling theory [39,40], see also [5].

As it follows from the exact expression of transmission probability, a strong molecule-lead interaction,
i.e., large values of either Ṽ s or Ṽ t , does not favor the contact transmission, because if Ṽα >> 1:

T ∼ 1

Ṽα
<< 1 (23.33)

From this point of view, as molecular contacts of “good quality” should be regarded those, where the
value of Ṽα is close to unity for the both leads α = s , t.

For Equation (23.32) to be valid, inequality Nδ >> 1 must hold.4 This condition cannot be fulfilled at
or near the molecular band edges. In particular, for (C)N chain, we obtain at E = ε ± 2β

T = 4

N2

Ṽ s Ṽ t

(1 + Ṽ s 2)(1 + Ṽ t 2)
(23.34)

3It is difficult to prove rigorously the impossibility of unit transmission in asymmetric contacts. However, it is very
unlikely that different expressions, which appear in two square brackets of the right-hand side of Equation (23.27),
turn to zero at one and the same energy.

4Energy dependence of the tunneling exponent is examined in detail in Section 23.2, where, among other results,
an explicit expression of δ for (C)N chain is presented.
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showing that at the band edges, the transmission probability has a power-like dependence on the molecule
length.

23.1.4 Transmission in STM-Type Contacts

So far, our consideration has been free of any restrictions with regard to the magnitude of coupling
constants. Now we assume that the molecule-tip coupling function At is small and can be treated as
a perturbation. If, in addition, V t

1t ,r = δr,r0 V t , then, AtI is proportional to the local density of states
(LDOS) ρt

r0
at the tip atom r0: AtI = −V t 2ImGα

r0,r0
= πV t 2ρt

r0
. It is easy to see that, up to terms ∼ V t 2,

Equation (23.26) reads:

T = 4πV t 2ρt
r0

AsIG m 2
1s ,1t∣∣1 − As G m

1s ,1s

∣∣2 (23.35)

To elucidate the meaning of the fractional cofactor in Equation (23.35), let us consider the system
composed of a substrate with molecule m chemisorbed on it. The system is described by Hamiltonian
operator Ĥ = Ĥ0 + V̂ s with Ĥ0 = Ĥs + Ĥm. Its Green’s function operator Ĝ s−m obeys the following
equation:

Ĝ s−m = Ĝ 0 + Ĝ 0V̂ s Ĝ s−m (23.36)

where matrix elements of Ĝ 0 are G 0
r,r′ = G s (m)

r,r′ , if r, r′ ∈ {r}s (m); otherwise, G 0
r,r′ = 0.

For the diagonal matrix element G s−m
1t ,1t

that refers to the molecule atom 1t , Equation (23.36) gives:

G s−m
1t ,1t

= G m
1t ,1t

+ As G m 2
1s ,1t

1 − As G m
1s ,1s

(23.37)

By definition, ρs−m
1t

= − 1

π
ImG s−m

1t ,1t
. Thus, Equation (23.35) takes the form

T = 4π2V t 2ρs−m
1t

ρt
r0

(23.38)

where ρt
r0

= − 1

π
ImG t

r0,r0
, and

ρs−m
1t

= 1

π

AsIG m 2
1s ,1t(

1 − AsR
)2 + (

AsIG m
1s ,1s

)2 (23.39)

has the meaning of LDOS at the atom of chemisorbed molecule that is probed by STM tip.
Equation (23.38) can be modified to make it applicable to those (experimentally feasible) situations,

where the substrate and tip are facing each other by molecules chemisorbed on their surfaces. Let molecule
m be composed of two arbitrary parts ms and mt , and let them be coupled via atoms Ns and Nt (see
upper contact in Figure 23.1) by a weak interaction V s−t . In the linear approximation regarding the
latter parameter, we have G m

1s ,1s
= G ms

1s ,1s
, G m

1t ,1t
= G mt

1t ,1t
, and G m

1s ,1t
= V s−t G ms

1s ,Ns
G mt

1t ,Nt
. Using these

approximate expressions in Equation (23.26), we obtain (up to the lowest order of perturbation V s−t ):

T = 4π2(V s−t )2ρ
s−ms
Ns

ρ
t−mt
Nt

(23.40)

where

ρ
α−mα

Nα
= 1

π

AαIG mα 2
1α ,Nα

(1 − AαR)2 + (AαIG mα

1α ,1α
)2

, α = s , t (23.41)

has the same meaning as ρs−m
1t

in Equation (23.38).
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It should be stressed that the appearance of LDOS in the transmission coefficient5 is bounded to the case,
when the tip-sample interaction involves a single atom from either side of the STM contact. Participation
of more atoms in the tip-sample interaction should be described by an appropriate coupling function.

Formula (23.40) has been obtained in [27] and utilized in [42] to calculate STM current–voltage
characteristics measured for self-assemblies of one- and three phenyl ring oligomers with amine terminus.
It was one of the few attempts of a quantitative description of observed peculiarities of electric behavior
of molecular contacts.

23.1.5 Contacts with Arbitrary Number of Binding Atoms

The purpose of this section is to obtain a closed form of the transmission probability (an analogue of
Equation [23.26]) that makes it possible to address a much broader range of contact structures. Molecules
connected via several atoms to metal leads is one example. Molecular self-assemblies imbedded in some
way between metal electrodes, e.g., in nanopores [28,43], can also be covered by the model considered
next.

Suppose that molecule interacts with substrate and tip via, respectively, Ns and Nt atoms (see lower
contact in Figure 23.1). In all other respects, the molecular contact model is the same as described in
Section 23.1.1. The basic equations we have to solve now, i.e., Equations (23.7–23.10), contain only those
matrix elements of the molecule Green’s function that refer to the binding atoms. Therefore, it is convenient
to use this (reduced) matrix in the form of four blocks:

G m =
⎛⎝[G m

is ,i ′
s
][G m

is ,it
]

[G m
it ,is

][G m
it ,i ′

t
]

⎞⎠ ≡
⎛⎝G m

s s G m
s t

G m
ts G m

tt

⎞⎠ (23.42)

The solution to the set of Equations (23.7–23.10) can be expressed in terms of the Green’s function
matrix G that satisfies the Dyson equation

G = G m + G m AG (23.43)

with the coupling function matrix A defined as

A =
⎛⎝[As

is ,i ′
s
] 0

0 [At
it ,i ′

t
]

⎞⎠ ≡
⎛⎝As

s s 0

0 At
tt

⎞⎠ (23.44)

where

Aα
iα ,i ′

α
=

∑
r∈{riα }α

∑
r′∈{ri ′a }a

Vα
iα ,rGα

r,r′ Vα
r′ ,i ′

α
≡ AαR

iα ,i ′
α
− i AαI

iα ,i ′
α

(23.45)

Matrix G has the same structure as matrix G m, i.e.,

G =
⎛⎝G s s G s t

G ts G tt

⎞⎠ (23.46)

Note also that because matrix elements of A are determined by matrix elements of retarded Green’s
functions G s and G t , matrix G also has the meaning of retarded Green’s function.

5Proportionality of ohmic conductance to the LDOS is the central concept of the Tersoff and Hamman STM theory
[40,41].
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Solving Equations (23.7–23.10) with the use of Equations (23.42), (23.43), and (23.44) yields

ψ t
r =

Ns∑
is =1

Nt∑
it =1

G is ,it

∑
r′∈{ris }s

Vis ,r′ψ s 0
r′

∑
r′′∈{rit }t

G t
r,r′′ Vr′′ ,it (23.47)

It is readily verified that for Vα
iα ,r = δiα ,1α

Vα
1α ,r, the solution of Equation (23.43) for G s t = G∗

ts =
G 1s ,1t , has the form of Equation (23.12). Under the same assumption regarding the coupling constants,
Equation (23.45) coincides with (23.13). So, as it should be, Equation (23.47) repeats (23.11) in the case
of only one atom creating contact with the lead on either molecule terminus.

Algebra similar to what led us to Equation (23.26), gives:

T = 4Tr
(

AsI
s s G s t AtI

tt G∗
ts

) = 4Tr
(

G∗
ts AsI

s s G s t AtI
tt

)
(23.48)

The analogous Datta’s formula (3.5.20) from [15], reads:

T = Tr
(
�p G R�q G R ∗) (23.49)

where

G R = [EI − HC − �R
p − �R

q ]−1 (23.50)

�p(q) = −2Im�p(q), HC (our Hm) represents the scattering region, and indexes p, q correspond to s , t.
One can immediately see equivalence of these equations to ours, if matrixes of the self energy �p(q) and
Green’s function G R have the form

�R
p =

(
�R

p 0
0 0

)
≡
(

As
s s 0

0 0

)
, �R

q =
(

0 0
0�R

q

)
≡
(

0 0
0 At

tt

)
(23.51)

and

G R =
⎛⎝G R

pp G R
pq

G R
q p G R

qq

⎞⎠ (23.52)

respectively.
In conclusion, provided the molecule Green’s function is known, formulas represented throughout the

above discussion allow one to examine independently properties of molecular contacts by using appropriate
values for parameters of molecule–lead interaction. To retain the exactness of the results and the possibility
to express them analytically (which is the aim of this chapter) molecular Hamiltonians must be sufficiently
simple. Fortunately, the π and σ electron subsystems of organic molecules can be reasonably described
by one or another modification of the Hückel Hamiltonian [44] that admits analytical treatment. For
molecules consisting of few atoms such as small heterocycles and aromatic rings, finding G m is a simple
exercise. Many examples of concrete Green’s functions with indication of suitable parameterization can
be found in refs. [45,46]. For long molecules built of repeating atomic blocks, a closed form of G m is also
accessible. A concrete explanation of the form will be given in the next section.

23.2 Models of Molecular Wires

This section focuses on the molecule Green’s function. Its explicit dependence on energy will be presented
in an analytical form, covering a wide class of organic molecules. In our experience, this is useful for
developing an understanding of molecular contacts, donor/bridge/acceptor (DBA) systems, and how
these can be modified in a desirable way.

In the context of molecular wire contacts, we are interested first of all in organic oligomers (M)N, a
linear sequence of N identical chemical entities M connected to its nearest neighbors by a single bond,
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Molecular wire
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FIGURE 23.2 Molecules which can be used in metal–molecule–metal contacts: hydrocarbon chain (hydrogens are
not shown), M– and M1–M2-oligomers with examples of monomers; a is the lattice constant.

(see Figure 23.2). Also, we will give a short description of M1–M2-oligomers (see lower example in
Figure 23.2), which in their formal description are similar to M-oligomers. We shall show that the oligomer
Green’s function G (M)N which corresponds to the tight-binding Hamiltonian Ĥ (M)N can be explicitly
expressed in terms of monomer Green’s function G M which corresponds to the monomer Hamiltonian
ĤM. On the one hand, this completes the scheme of analytical modeling described in preceding section. On
the other, this gives us an analytically expressed relationship between the molecular electronic structure
and the exponential factor which governs ohmic tunnel current in molecular contacts and long-range
electron transfer in DBA systems incorporating M- and M1–M2-oligomers.

First we discuss briefly the Green’s functions for carbon chains with nonalternating, M = C, and
alternating, M = C=C, bonds between carbon atoms. Also, eigen energies Eμ and eigen states ψμ

n that
appear in the standard bilinear expansion of the Green’s function

G (M)N
n,n0

(E ) =
∑

μ

ψμ
n ψμ ∗

n0

E − Eμ

(23.53)

M = C, C=C, are given for completeness and as frequently used reference. We continue with the general
case of M-oligomers, where using the Dyson equation technique allows one to avoid a lot of tiring cal-
culations in finding a closed form for oligomer Green’s function matrix. On these grounds, exact explicit
expressions of the dependence of the exponential factor on energy of tunneling electron are obtained for
oligomers (C)N, (C=C)N, (M)N, and (M1−M2)N. Basic physics of this dependence is thoroughly examined
and methodology is illustrated by several examples.

Model Hamiltonians that form the basis of the forthcoming discussion have a long list of referenced
applications. They approach the real electronic structure of organic oligomers in terms of sound parameters
that can be evaluated from more advanced semi-empirical schemes, ab initio calculations, or deduced from
experiments. In what follows, we summarize our findings on instructive description of electron tunneling
through molecular wires, showing how the tunneling rate at the given energy is related to the molecular
electronic structure parameters which can be found and checked independently.
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23.2.1 Canonical Tight-Binding Model

To begin, we introduce the tight-binding Hamiltonian of monatomic chain (C)N shown in Figure 23.2.
Originally suggested by Hückel to describe aromatic hydrocarbons [44], it can be written in the form:

Ĥ (C)N =
N∑

n=1

[ε|n〉〈n| − β(1 − δn,N)|n〉〈n + 1| − β(1 − δn,1)|n〉〈n − 1|] (23.54)

where n indicates the atom position in the chain. We use the same formal language as in Section 23.1:
|n〉 ≡ c+

n |0〉 (|0〉 is the vacuum wavefunction), c+
n and cn are the Fermi creation and annihilation operators,

ε is the electron energy (Coulomb integral) of an isolated carbon atom, modeled by a single level, and −β

(β > 0) stands for electron hopping integral between the nearest-neighbor C atoms.
Normalized eigenstates of Hamiltonian (23.54) �

(C)N
j = ∑N

n=1 ψn, j |n〉

ψn, j =
√

2

N + 1
sin

(
π j n

N + 1

)
(23.55)

labeled by index j = 1, 2, . . . , N, correspond to eigenenergies

E j = ε − 2β cos

(
π j

N + 1

)
(23.56)

so that Green’s function in Equation (23.53) takes the form [47]:

G (C)N
n,n0

(E ) = 〈n|Ĝ (C)N |n0〉 = 2

N + 1

N∑
j=1

sin
π j n

N + 1
sin

π j n0

N + 1

E − ε + 2β cos
π j

N + 1

(23.57)

An enjoyable feature of this model is that the summation in Equation (23.57) can be performed
explicitly [48]

G (C)N
n,n0

(E ) = − 1

β

⎧⎪⎨⎪⎩
sin(n0ξ) sin[(N − n + 1)ξ]

sin(ξ) sin[(N + 1)ξ]
, n ≥ n0,

n ↔ n0, n ≤ n0

(23.58)

where real values of the wave vector k (ka ≡ ξ , 0 ≤ ξ ≤ π) are related to the electron energy by:

2β cos ξ = ε − E (23.59)

within an energy band of the width E 0
bw = 4β.

For energies outside the band spectrum (23.56), dispersion relation (23.59) is satisfied by complex
values of ξ : ξ = iδ, δ > 0, for E < ε − 2β ≡ E 0

b and ξ = π + iδ for E > ε + 2β ≡ E 0
t , so that:

±2β cosh δ = ε − E (23.60)

Signs “+” and “−” refer to energies below and above the band, respectively. Expressions of the Green’s
function matrix elements (23.58) change correspondingly. For example:

G (C)N
1,1 = G (C)N

N,N = sign(E − ε) sinh(Nδ)

β sinh[(N + 1)δ]
−−−−→
[Nδ>>1]

sign(E − ε)

β
e−δ

G (C)N
1,N = − [sign(ε − E )]N sinh δ

β sinh[(N + 1)δ]
−−−−→
[Nδ>>1]

− [sign(ε − E )]N

β
e−Nδ(1 − e−2δ) (23.61)
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The above equations were used in Section 23.1.3 to estimate the ohmic conductance of molecular
contacts. Matrix element G (C)N

1,N , which refers to the end atoms of a bridging molecule, also determines
the electronic factor in the non-adiabatic electron transfer rate ket [49–52]. Both quantities T and ket are
proportional to (G (C)N

1,N )2 ∼ exp(−2Nδ). Combining this with Equation (23.60), we get:

T ∼ ket ∼ exp

⎡⎣−2 ln

⎛⎝ |E − ε|
2β

+
√(

E − ε

2β

)2

− 1

⎞⎠ N

⎤⎦ (23.62)

for the case where (C)N chain is acting in the role of contacting (bridging) molecule.
Equation (23.62) states that ohmic tunnel current in molecular contacts and electron transfer rate in

DBA systems possess the same dependence on the molecule length as it has the probability of tunneling
of a free electron through a rectangular potential barrier on the barrier thickness. However, the energy
dependence of tunneling exponent is different. To expose similarities and distinctions between the two
models clearly, let us take a closer look at how δ depends on E .

Below the molecular band spectrum, E < E 0
b, and close to the band bottom, where δ << 1, we have

from Equation (23.60):

δ ≈
√(

E 0
b − E

)
/β (23.63)

Above (and close to) the top of the band, δ ≈
√

(E − E 0
t )/β. Expressing hopping integral β in terms of

electron effective mass m∗, β = h̄2/(2m∗a2), one can easily recognize in Equation (23.63) the handbook
tunneling formula. For convenience, we rewrite it in more common notations: kim = (

√
2m∗/h̄)

√
� − E ,

where � = E 0
b is the height of potential barrier, and kim is modulus of imaginary wave vector of the

electron having energy E (< �) in the barrier region; hence, δ = akim.
One to one correspondence between exponential factors, which govern tunneling through a long (C)N

chain and tunneling through a rectangular barrier, holds only within the energy interval which is small in
comparison with the band width.6 When electron energy moves further down from the band edge (that
is from the top of the barrier), the tunneling exponent increases slower than the square-root dependence.
Far from the band, δ approaches logarithmic asymptotic:

δ ≈ ln

( |ε − E |
β

)
(23.64)

Since its derivation by McConnel [38] this is a well-known result. It was quoted in numerous papers,
although quite often without proper mention of its asymptotic character.

The model discussed above was often exploited for interpretation of electron transfer in DBA systems
and in other physical contexts. However, in most cases, it is too simple to be directly compared with
the experiment. For example, if the model Hamiltonian pretends to be adequate to organic oligomers
in the role of molecular wires, it must take into account the fact that the electronic structure is of the
semi-conductor type. Otherwise, the through bandgap tunneling cannot be treated on realistic ground.
The next section presents a two band tight-binding Hamiltonian, which describes valence and conduction
bands divided by the gap of forbidden states.

6Formula for the probability of free electron tunneling through a rectangular potential barrier can be retrieved from
the tight-binding analogue in the continual limit that implies a → 0, N → ∞, under the condition a(N − 1) = d
is constant [53]. In this limit, tight-binding Hamiltonian H (C)N and free-electron Hamiltonian on segment d give
equivalent results.
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FIGURE 23.3 Upper part. Linear polyene with four double bonds. The hopping integrals −βs = −β exp(−η) and
−βd = −β exp η are related to parameters t0 (the electron resonance transfer energy between the nearest-neighbor
CH groups in an undimerized polyene, t0 < 0), κ (the electron-phonon coupling constant) and u (the C–C-bond
alternation along the polyene axis as shown by arrows) [55], by equations t0 = −β coth η, κu = −β sinh η. The
parameters C=C = 1.33Å, C–C = 1.45Å, � C=C–C = 125o , and u = 0.034Å, mimic the structure of octatetraene [56].
Parameters β = 3.757 eV and η = 0.1333 (βd = 4.33 eV, βs = 3.29 eV) were deduced by Kohler [57] from high-
resolution spectroscopy experiments. Lower part. Schematic representation of the π electronic structure of polyenes
[54,55] (to the left) and σ -electronic structure of alkanes according to Sandorfy’s C approximation [58,59] (to the right)
and their tight-binding equivalents. Hopping integrals for σ -electrons −βσ

d(s ) = −β exp[+(−)ησ ] with ησ = 0.54
(βσ

d = 6.447 eV, βσ
s = 2.189 eV) are consistent with existing data on saturated linear hydrocarbons [36].

23.2.2 Carbon Chain with Alternating C---C Bonds

To describe a rigid chain of CH groups with alternating length of C–C bonds that was shown to be the
case for oligomers of polyene [54] (see Figure 23.3), we use the electronic part of the Su–Schrieffer–
Heeger Hamiltonian [55]. For our purposes, it is convenient to write it as a sum of the energy operator of
non-interacting monomers and the intermonomer interaction:

Ĥ (C=C)N =
N∑

n=1

ĤC=C
n + V̂ (23.65)

It is assumed that C atoms are coupled by the “double” bond inside monomers

ĤC=C
n = ε(|nl 〉〈nl | + |nr 〉〈nr |) − βd (|nl 〉〈nr | + h.c.) (23.66)

whereas each monomer interacts with its nearest neighbors via “single” C–C bonds:

V̂ = −βs

N∑
n=1

(|(n + 1)l 〉〈nr | + |(n − 1)r 〉〈nl |) (23.67)

In Equations (23.65–23.67), index n runs over the double bonds (i.e., monomers) the number of which
is half of all carbon atoms in the chain; ket vector |nl(r )〉 has the meaning of the 2 pz atomic orbital of C
atom, label l (r ) refers to the left (right) atom connected by the nth double bond. |0r 〉 = |(N + 1)l 〉 = 0;
−βs = −β exp(−η) and−βd = −β exp η (β > 0) are the hopping integrals between the nearest neighbors
connected by single and double bond, respectively.
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Hamiltonian(23.65) was used most frequently in discussions of the π–electronic structure of polyenes
and polyacetylene. Under certain model assumptions regarding the Hamiltonian parameters, Equation
(23.65) can be applied to σ–electron subsystem in saturated or conjugated hydrocarbons. An outline of
the model is as follows (see [36] for more details).

In the tight-binding description, π electrons are delocalized over the entire molecule due to a strong
overlapping of π orbitals from the adjacent carbon atoms. The hopping integrals responsible for π-electron
delocalization are different because of dimerization of the carbon backbone. Similar picture was introduced
by Sandorfy [58] to describe σ–electron delocalization (see Figure 23.3 and ref. [60]). As shown in the
figure, −βσ

d associates with (strong) electron transfer between sp3 (or sp2) hybrids directed along given
covalent C–C bond, while −βσ

s describes (weak) electron transfer between two sp3 (or sp2) hybrids of the
same carbon directed along covalent bonds with its neighbor carbons. If different hopping integrals and
appropriate values for Coulomb integrals are chosen, Hamiltonian (23.65) can be used to model π–and
σ–electron subsystems of linear hydrocarbons with 2N and N − 1 carbon atoms in the chain. This allows
one to investigate conducting properties of polyenes and alkanes on equal footings [36], and that can be
done in the range unaffordable to more rigorous treatments.

23.2.2.1 Explicit Expressions for Eigenenergies and Eigenstates

Solution of the Schrödinger equation with Hamiltonian (23.65) with cyclic [54,55] and terminus-like [61]
boundary conditions gives the π–electron spectrum consisting of valence (v) and conduction (c) bands

E v(c)
j = ε − (+)β

√
2
(

cosh 2η + cos ξ
v(c)
j

)
(23.68)

For periodic boundary conditions, ξ v
j = 2π j/N, ξ c

j = 2π(N − j )/N, j = 0, 1, 2, . . . , N − 1. In the

following, we focus our interest on the (C=C)N chain with CH2 termini. In this case, numbers ξ
v(c)
j are

subject to the solution of the Lennard–Jones equation [62]:

D = exp(−2η)sin(Nξ) + sin[(N + 1)ξ] = 0 (23.69)

within the interval 0 ≤ ξ ≤ π . The roots ξ v
j and ξ c

j = ξ v
N+1− j , j = 1, 2, . . . , N, are numbered so that ξ v

1

and ξ c
1 correspond to the lowest possible energy within the respective band. This means that the root ξ v

1 is
closest to zero, while ξ c

1 stands for the largest (closest to π) root of Equation (23.69).
Note that the spectrum of end-substituted polyenes can be substantially different from that just

described. In particular, the perturbation introduced by the substitutions (or not less likely, as a
result of molecule interaction with the leads via its end atoms) can give rise to discrete in-gap states,
a kind of Tamm/Shockley states [63]. Such states, the presence of which can substantially modify the
molecule transmitting properties, have been examined in [29] and papers referenced therein.

In this model of polyene π–electron spectrum, the appearance of the band gap is entirely due to
the bond-length alternation (manifestation of Pierls instability) which is described by the alternation
parameter η. For η = 0, Ĥ (C=C)N → Ĥ (C)2N . In this case, Equation (23.69) gives ξ v

j

∣∣
η=0

= 2π j/(2N + 1),

ξ c
j

∣∣
η=0

= 2π(2N + 1 − j )/(2N + 1), so that in fact, the two-band spectrum (23.68) represents nothing

but the lower and higher parts of the spectrum of Ĥ (C)2N , see Equation (23.56).
To give the full description of polyenes in the Hückel approximation, we present eigenstates of Hamil-

tonian Ĥ (C=C)N :

�
(C=C)N

v(c), j =
N∑

l=1

(
ψ

v(c)
2l−1, j |2l − 1〉 + ψ

v(c)
2l , j |2l〉) (23.70)
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where [61]

ψ
v(c)
2l−1, j = ±(−1) j+1 B

(
ξ

v(c)
j

)
sin

[
(N + 1 − l)ξ v(c)

j

]
−→
η=0

√
2

2N + 1
sin

(
2l − 1

2
ξ

v(c)
j

∣∣∣
η=0

)
, (23.71)

ψ
v(c)
2l , j = B

(
ξ

v(c)
j

)
sin

(
lξ v(c)

j

)
−→
η=0

√
2

2N + 1
sin

(
lξ v(c)

j

∣∣∣
η=0

)
and

B
(
ξ

v(c)
j

) =
⎛⎝ 2 sin ξ

v(c)
j

(2N + 1) sin ξ
v(c)
j − sin

[
(2N + 1)ξ v(c)

j

]
⎞⎠1/2

(23.72)

23.2.2.2 Green’s Function

Summation in Equation (23.53),
∑

μ → ∑
{ξ c

j } +∑
{ξ v

j }, utilizing the eigenenergies/eigenstates, which are

given in Equations (23.68), (23.71), and (23.72), is rather tricky. To avoid this difficulty, the polyene Green’s
function was found by using the relationship between the Green’s functions for (C=C)N chains with even
and odd number of C atoms [64]. Later, a more general method was developed which gives analytical
expression of oligomer Green’s function G (M)N in terms of monomer Green’s function G M [45,46,65].
M-oligomers are discussed next, Section 23.2.3. Here, we illustrate only the applicability of the general
relation (23.90) to the case M = C=C. We use this example to highlight essentials of tunneling across
molecular wires, when it occurs in the band-gap energy region.

For the matrix elements which refer to C atoms at termini of the chain with alternating length of C–C
bonds, we have (for derivation details see Section 23.2.3)

G (C=C)N
1l ,1l

= G (C=C)N
Nr ,Nr

= (E − ε) sin(Nξ)

β2 D
, G (C=C)N

1l ,Nr
= − eη sin ξ

β D
(23.73)

where D is defined in Equation (23.69).
In these expressions, the relationship between wave vector ξ and energy E , depends on which interval

of electron energy it refers to:
1

2

(
E − ε

β

)2

− cosh 2η ≡ f
(

E , G C=C
)

= cos ξ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ξ = iδ, δ > 0 if E < E v
b,

ξ = ξ v, 0 ≤ ξ v ≤ π if E v
b ≤ E ≤ E v

t ,

ξ = π + iδv−c, δv−c > 0 if E v
t ≤ E ≤ E c

b,

ξ = ξ c = π − ξ v, if E c
b ≤ E ≤ E c

t ,

ξ = iδ, δ > 0 if E > E c
t

(23.74)

The appearance of f (E , G C=C), a functional of monomer C=C Green’s function matrix elements

G C=C
l ,l = G C=C

r,r = E − ε

(E − ε)2 − β2 exp(2η)
,

βsG
C=C
l ,r = − β2

(E − ε)2 − β2 exp(2η)
(23.75)
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FIGURE 23.4 Examples of polynomial f (E , G M) which determines dependence of energy on wave vector in the μth
energy band E μ(ξμ), μ = 1, 2, . . . , NM, and dependence of energy on modulus of imaginary part of wave vector inside
bandgaps E (δμ), μ = 1, 2, . . . , NM − 1, below, E (δ), and above, E (δμ=NM ), the band spectrum of M-oligomers. a: M
is vinylene group C=C, f (E , G M) – second-order polynomial (see left-hand side of Equation [23.74]) calculated for
the value of alternation parameter η found in [57]; μ = 1, 2 correspond to, respectively, valence (v) and conduction
(c) bands, the boundaries of which, E v(c)

b(t) = ε − (+)2β cosh η and E v(c)
t(b) = ε − (+)2β sinh η, are given by intersections

with horizontal lines ±1. In Equation (23.74), δv−c ≡ δμ=1, δ|E >E c
t
≡ δμ=2. The band and bandgap energy intervals

are shown on E /β axis by, respectively, thick solid and dashed segments. Two-band spectrum merges into a single-band
spectrum at η = 0. b: M is furan ring C4H2O, f (E , G M) – fifth-order polynomial (see details of calculations in ref.
[65]); five π bands of polyfuran and respective bandgaps are indicated in the same way as π and π∗ bands of polyene
(notations E μ

b(t), μ = 2, 3, 4 are omitted); HOMO–LUMO (or v-c) gap in polyfuran corresponds to E μ=4
b − E μ=3

t .

will be clarified in discussion of the general case of M-oligomers. Figure 23.4a explains notations used
in the above equation and shows its link with the dispersion relation for a nonalternating (C)N chain.
Note also that for η = 0, Equation (23.73) with ξ replaced by 2ξ coincides with Equation (23.58) for the
respective matrix elements of the Green’s function for (C)2N-chain, i.e., G (C=C)N −→η=0 G (C)2N .

23.2.2.3 Tunneling Exponent

Let us consider electron tunneling through a polyene/alkane chain assuming that Nδ >> 1 and
Nδv−c >> 1. Then, according to Equations (23.26), (23.73), and (23.74), in the case of through-gap
tunneling, we have

T ∼
(

G (C=C)N
1l ,Nr

)2
∼ exp

(−2δv−c N
)

(23.76)

where

δv−c = cosh−1

[
1 +

(
E c

b − E
)(

E − E v
t

)
2β2

]
(23.77)

Notice that in terms of the number of carbon atoms NC, the tunneling exponent equals 2δv−c N = δv−c NC

for polyenes, whereas for the alkane chain with the same N, it is nearly two times larger, 2δv−c(NC − 1)
[36].

It immediately follows from Equation (23.77) that δv−c is zero at the gap edges and reaches its maximal
value, δv−c

max = 2η, in the gap middle E = ε. For δv−c << 1, i.e., for energies near gap edges or for a narrow
gap, E g/β << 1 (that corresponds to η << 1), one can use instead of Equation (23.77),

δv−c ≈ 1

β

√(
E c

b − E
)(

E − E v
t

) = 1

β

√

E (E g − 
E ) (23.78)
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where 
E ≡ |E c(v)
b(t) − E |. Equation (23.78) simplifies further, if 
E << E g (an arbitrary width of the

bandgap):

δv−c ≈ 1

β

√

EEg (23.79)

In the case of wide gaps E g/β >> 1 (equivalently, η >> 1), and not far from the gap middle
(δv−c >> 1), the energy dependence of tunneling exponent is well described by:

δv−c ≈ ln

[(
E c

b − E
)(

E − E v
t

)
β2

]
(23.80)

so that the maximal value is

δv−c
max ≈ 2 ln

(
E g

2β

)
≈ 2η (23.81)

In contrast, for narrow gaps (η << 1, E g ≈ 4βη, see caption in Figure 23.4), the maximal value of the
tunneling exponent is proportional to the band gap

δv−c
max ≈ E g

2β
≈ 2η (23.82)

Thus, for the wide-gap and narrow-gap cases, the interrelation between the maximal value of tunneling
exponent and band gap differs significantly from each other. In this classification, polyenes (η = 0.1333
[57]) give an example of a narrow-gap molecular wire, whereas alkanes represent an intermediate case,
since η → ησ ≈ 0.5 [36].

Several comments are in order. First, the comparison of the two-band and one-band models shows that
in the case of wide gaps, δv−c

max is two times larger, than an estimate given by the single-band model for the
same energy E = E 0

b − E g/2. In this case, it follows from Equation (23.64): δ ≈ ln[(E g + E 0
bw)/(2β)] ≈

ln[E g/(2β)].
Second, there is a belief that if the tunneling electron energy is in the bandgap and close to either the

valence or conduction band, the effect of the other distant band on the tunneling transport is negligible,
and Equation (23.63) is a good approximation. As shown above, this is not true for the two-band model
Hamiltonian of polyenes/alkanes.

Third, this consideration, as well as our earlier presented results [45,46,51,52], clearly expose that
the effective mass concept (in either framework, the conventional [66,67] or Franz two-band model of
tunneling [68]) is of very limited value for the interpretation of electron tunneling through long molecules.
We return to this point later.

For energies lying below and above polyene π-electron spectrum, the value of δ increases monotonically
from zero value at the band edges. It can be shown that far away from polyene π levels (|E − E v(c)

b(t) | >> β)
the increase is governed by the asymptotics which, up to the modulus sign, has the form of Equation
(23.80), i.e.,

δv−c ≈ ln

∣∣∣∣∣
(

E c
b − E

)(
E − E v

t

)
β2

∣∣∣∣∣ (23.83)

This observation, in our opinion, is as curious as it is instructive.
Asymptotics of the tunneling exponent for M-oligomers were discussed in detail in ref. [51,52].

23.2.3 Oligomers M-----M---- · · · -----M

For a long time, the tight-binding Hamiltonians of (C)N- and (C=C)N-type oligomers discussed in preced-
ing sections, remained among the few if not the only exactly solvable models of linear organic molecules.
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Being probably the most successfully parameterized semi-empirical Hamiltonians that permit one to obtain
exact solutions, they significantly contributed to heuristic works in many related branches. As mentioned
previously, they were also used for modeling of molecular wires in metal–molecular contacts and bridging
pathways in long-distance electron transfer.

From the latter perspective, a generalization to broad families of organic molecules, covered by the struc-
tural formulas M–M–. . . –M (M-oligomers) and M1–M2–M1–M2–. . . –M1–M2–M1 [(M1–M2)-oligomers],
was made with applications to oligomer spectra [65], quantum conductance of molecular wires [45,46],
and nonadiabatic electron transfer across bridging molecules in DBA systems [51,52].

23.2.3.1 Hamiltonian and Green’s Function of M-Oligomers

The polyene Hamiltonian introduced in Section 23.2.2, has the form that is characteristic for M-oligomers.
The π–and σ–electronic structure of such compounds (abbreviated as (M)N, where N is the number of
monomers) can be described by:

Ĥ (M)N =
N∑

n=1

ĤM
n + V̂ (23.84)

where ĤM
n is the Hamiltonian operator of the nth monomer, and V̂ is the energy operator of inter-monomer

interaction,

V̂ = −βint

N∑
n=1

[|(n + 1)αl 〉〈nαr | + |(n − 1)αr 〉〈nαl |
]

(23.85)

In Equation (23.85), |0αr 〉 = |(N +1)αl 〉 = 0, the ket |nαi 〉 has the meaning of π (or σ ) orbital of the αi th
atom in the nth monomer, −βint is the energy of resonance π (σ ) electron transfer between the binding
atoms which are denoted as αl and αr . Since the further derivation is applicable to any number of atoms
within monomers (denoted below as NM) and any chemical structure of M, operator ĤM

n can be specified
whenever necessary.

The Green’s function for the Hamiltonian defined in Equations (23.84) and (23.85) was found in [46]
from the Dyson equation

Ĝ (M)N = Ĝ M + Ĝ MV̂ Ĝ (M)N (23.86)

In matrix representation, it reads:

G (M)N
nαi ,mα j

= δn,mG M
αi ,α j

− βint

[
G M

αi ,αl
G (M)N

(n−1)αr ,mα j
+ G M

αi ,αr
G (M)N

(n+1)αl ,mα j

]
,

G (M)N
0αr ,mα j

= 0, G (M)N

(N+1)αl ,mα j
= 0 (23.87)

where G M
αi ,α j

= 〈nαi |(EÎ − ĤM
n )−1|nα j 〉, indexes n and m take all possible values from 1 to N, while indexes

αi and α j identify the location of atoms within the monomer. In particular, setting in Equation (23.87)
αi = αl , αr , and α j = αl , αr , we obtain four equations for oligomer Green’s function matrix elements
referring to the binding atoms of monomers.

Finding the solutions to the set of four equations that follow from Equation (23.87) and involve only
G M

αl ,αl
, G M

αr ,αr
, and G M

αl ,αr
, is substantially simplified, if we know the relation between the energy E and

wave vector ξ of electron in M-oligomers. The latter has been shown to have the form [65]:

cos ξ = f (E , G M), f
(

E , G M
) = − 1 − G M




2βint G M
αl ,αr

(23.88)
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where notation G M

 stands for

G M

 ≡ β2

int

[
G M

αl ,αl
G M

αr ,αr
− (

G M
αl ,αr

)2
]

(23.89)

and f
(

E , G M
)

is a certain polynomial of the order ≤ NM, determined by the particular dependence of
monomer Green’s function matrix elements on energy. Note that to recover the dispersion relation (23.59),
that is the case of M = C, one has to set G M

αl(r ),αl(r )
= G M

αl ,αr
= (E − ε)−1 and βint = β. Substitution of matrix

elements (23.75) in Equations (23.88) and (23.89), gives us Equation (23.74).
Representing G (M)N

nαl(r )
,mαl(r )

and G (M)N
nαl(r )

,mαr (l)
, as a superposition of incident and reflected waves and exploit-

ing Equation (23.88), after lengthy but straightforward algebra we arrive at the following expressions for
these matrix elements

G (M)N
nαi ,mα j

=
(

G M
αl ,αr

P (M)N
N sin ξ

)−1

×

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−β−1
int G M

αl ,αl
sin[(N + 1 − m)ξ]P (M)N

n−1 , i = j = l , n < m,

n ↔ m, i = j = l , n ≥ m,

G M
αl ,αl

G M
αr ,αr

sin[(N + 1 − m)ξ] sin ξn, i = l , j = r, n < m,

β−2
int P (M)N

m−1 P (M)N
N−n , i = l , j = r, n ≥ m,

β−2
int P (M)N

n−1 P (M)N
N−m , i = r, j = l , n < m,

G M
αl ,αl

G M
αr ,αr

sin[(N + 1 − n)ξ] sin ξm, i = r, j = l , n ≥ m,

−β−1
int G M

αr ,αr
sin(nξ) P (M)N

N−m , i = j = r, n < m,

n ↔ m, i = j = r, n ≥ m,

(23.90)

where

P (M)N
n = sin(nξ) + βint G M

αl ,αr
sin[(n − 1)ξ] = sin(nξ) G M


 − βint G M
αl ,αr

sin[(n + 1)ξ] (23.91)

It is readily verified that in the case of (C)N chain, Equation (23.90) transforms into (23.58). The use
of the monomer Green’s function for M = C=C, see Equation (23.75), and βint = βs recovers Equation
(23.73) represented in Section 23.2.2.

With the matrix elements listed above, finding the other that refer to indexes αi , α j , where i, j �= l , r ,
requires solution of the set of equations of the (NM −2)th order. This, in comparison with the (N × NM)th
order of the initial problem, is a substantial simplification. Furthermore, Equations (23.88) and (23.90) give
the exact, explicit expression of M-oligomer Green’s function in terms of matrix elements of monomer
Green’s function operator G M. This suggests a number of advantages in calculations and analysis of
electronic properties of oligomers and respective polymers. Some of them are overviewed next.

23.2.3.2 Gross Structure of M-Oligomer One-Electron Spectrum

Equation (23.88) gives full and instructive representation of the electron spectrum gross structure of
M-oligomers. As illustrated by examples in Figure 23.4, intersections of curve f

(
E , G M

)
with horizontal

lines ±1:

f
(

E , G M
) = ±1 (23.92)

determine energies of the band boundaries, denoted as E μ

b(t). Similarly to polyenes, index μ associates
with the roots of polynomial f (E , G M). For each band (i.e., zone of allowed energies), Equation (23.88)
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plays the role of the dispersion relation, specifying the dependence E μ(ξμ). The eigenvalues of ξμ are
determined by solutions of the generalized Lennard–Jones equation

P (M)N
N = sin ξ N + βint G M

αl ,αr
sin[(N − 1)ξ] = 0 (23.93)

for all the energy intervals E μ

b ≤ E ≤ E μ
t , where | f (E , G M)| ≤ 1 [65]. Usage of the explicit expression

of G M
αl ,αr

= G C=C
l ,r and βint = βs converts Equation (23.93) into the Lennard–Jones equation (23.69).

Now, consider the energies lying within the bandgaps, where | f (E , G M)| > 1. In the limit of infinitely
long oligomers, Equations (23.88) and (23.93) cannot be satisfied simultaneously, if:

βint

∣∣G M
αl ,αr

∣∣ < 1 (23.94)

This inequality represents the necessary condition for all the electron states have their energies within
zones of allowed energies.

Alternatively, fulfillment of the condition βint|G M
αl ,αr

| > 1 means that Equation (23.93) can be satisfied
at certain in-gap energies. These energies, let us denote them as E loc, belong to the oligomer spectrum, if

G M
αl ,αl

G M
αr ,αr

= 0 (23.95)

In other words, M-oligomer spectrum can contain discrete in-gap states which do not exist under
periodic boundary conditions.

A solution of Equation (23.95) acquires another meaning if additionally, equation

βint

∣∣G M
αl ,αr

∣∣ = 1 (23.96)

is fulfilled at the same energy. This is a special case of the bands joining, i.e., closing the corresponding
band gap [65].

Let us test the above statements by utilizing the monomer Green’s function which corresponds to
oligomers of polyene, see Equation (23.75). At E = ε, Equation (23.95) has the root of the second order.
At this energy, βs

∣∣G C=C
l ,r

∣∣ > 1 if η < 0. So, if an infinitely long dimerized carbon chain is terminated by
single C–C bonds, there exists a two-fold degenerate discrete level at the gap middle. Also direct solution
of Equations (23.69) and (23.74) with η < 0 gives two in-gap levels, below and above the gap middle.
Energies of these levels move towards each other with the increase of the length of polyene chain.

Furthermore, βs G C=C
l ,r

∣∣
E =ε,η=0

= −1. Thus, if η = 0, both Equations (23.95) and (23.96) are fulfilled

at E = ε, which means that the bandgap shrinks down to zero. The bandgap closing in polyenes has been
shown already by direct calculations, see Equation (23.68), discussion thereafter, and Figure 23.4.

23.2.3.3 Tunneling Exponent for M-Oligomers

In analogy with previous examples of oligomers (C)N and (C=C)N, the dispersion relation (23.88) can be
extended to the case of imaginary wave vectors by replacing ξμ → iδμ, δμ > 0, if f (E , G M) > 1, and by
ξμ → π + iδμ, if f (E , G M) < −1, i.e.:

cosh δ = | f (E , G M)|, E < E μ=1
b ;

cosh δμ = | f (E , G M)|, E μ
t < E < E μ+1

b , μ = 1, 2, . . . , NM − 1 (23.97)

and E > E μ=NM
t , if μ refers to the highest energy band. Note that if the order of polynomial f (E , G M) is

less than NM, the number of electron bands decreases accordingly. Obtained above Equations (23.60) and
(23.74) represent just particular cases of Equation (23.97).

This equation together with the definition of f (E , G M) (23.88) gives a general expression of the tunnel-
ing exponent in terms of monomer Green’s function matrix elements referring to the monomer-binding
atoms. The monomer Green’s function plus oligomer length is the only knowledge one needs to calculate
the tunneling exponent for any bandgap.

Usually, it is the HOMO(highest occupied molecular orbital)-LUMO(lowest unoccupied molecular
orbital) gap, i.e., the gap between the valence and conduction bands, that is of prime interest. Preserving
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the notation exploited in the case of polyenes, we can write for tunneling through M-oligomers within the
gap between the valence and conduction bands

T ∼ ket ∼ exp(−2δv−c N) (23.98)

where

δv−c = ln
(| f (E , G M)| +

√
f 2(E , G M) − 1

)
(23.99)

To notice, the HOMO (LUMO) level of an oligomer is always lower (higher), than the corresponding
conduction (valence) band top (bottom). In the energy intervals E v

t − E HOMO and E LUMO − E c
b, Equations

(23.98) and (23.99) are meaningless, as it follows from the derivation.
For in-gap discrete levels (if any) satisfying Equation (23.95) and inequality βint|G M

αl ,αr
| > 1, definition

of δv−c(E = E loc) simplifies to:

δv−c(E = E loc) = ln
(
βint

∣∣G M
αl ,αr

(E = E loc)
∣∣) (23.100)

As an example, for a long polyene chain, the above relation gives δv−c(E = ε) = δv−c
max = 2|η| that agrees

with Equations (23.82) and (23.82).
It should be stressed at this point that at and near the energies of in-gap discrete levels, approximation:

T ∼ ket ∼
∣∣∣G (M)N

1αl ,Nαr

∣∣∣2 (23.101)

is invalid, so that Equation (23.98) should be used with extra precaution. Accurate evaluation of elec-
tron transmission in the region of in-gap resonances requires the use of exact formulas represented in
Section 23.1.2.

So, only the knowledge of f (E , G M) (that is, the knowledge of certain matrix elements of the monomer
Green’s function) is required to establish the dispersion relation for electron waves propagating in the
actual band of M-oligomers or to calculate tunneling exponent for the bandgap of interest, at any energy.

Function f (E , G M) has a specific dependence on energy (i) for the given chemical structure of monomer
M and (ii) for the way which monomers are connected to each other to form the respective M-oligomer.
Oligomer design reveals itself in oligomer spectral properties via Equations (23.88), (23.93), and their
derivatives. In this connection, a few comments are of practical significance.

Bilinear combination of monomer Green’s function matrix elements G M

 , which appears in the definition

of f (E , G M) (23.88), has the number of poles bounded by NM. These poles may coincide with those of
the monomer Green’s function. Alternatively, the number of poles of G M


 can be larger than the one
that has G M

αl ,αr
. In the latter case, f (E , G M) is a singular function. Also, singular behavior of f (E , G M)

can be caused by zeros of G M
αl ,αr

. An example of this is shown in Figure 23.4. For whatever reason, the
tunneling exponent at singular points of f (E , G M) is infinite, indicating that the given oligomer inherently
possesses the property of an electric switch. Transmission spectrum of such molecules contains deeps, i.e.,
antiresonances, which can appear only in the bandgap energy intervals [52]. In the absence of singular
points of f (E , G M), maximal value of the tunneling exponent within the given bandgap corresponds to
maximum or minimum of f (E , G M), see Figure 23.4.

Entirely determined by the monomer electronic structure, the tunneling exponent is independent of
end effects. By no means should this be understood to imply that the ohmic tunneling conductance is
independent of contacts. There are many interesting effects associated with molecule–lead connection.
Here is one of them.

Thiol groups which are often used to contact organic molecules to Au substrate, can generate in-gap
states. Their presence can give rise to a resonance-like transmission spectrum in the bandgap energy
interval. Such resonances (called pseudoresonances to distinguish them from in-band resonances) were
investigated theoretically for molecular contacts based on thiol- and dithiolpolyenes, and thiol- and
dithiolalkanes [36].
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23.2.3.4 (M1---------M2)-Oligomers

Description of electronic structure and properties of M-oligomers is readily extended to the case of
(M1–M2)-oligomers which can be considered as M-oligomers, M = M1–M2, with the end defect: the Nth
monomer M is substituted by M1. In presence of such defect, Equations (23.94) and (23.95) are modified
in a certain way [46]. However, the dispersion relation for this family of linear compounds preserves the
form of Equation (23.88), where f (E , G M) should be replaced by f (E , G M1−M2 ). Therefore, the only
difference in calculations of band gap energies and respective tunneling exponents is that one has to use
the monomer Green’s function G M1−M2 instead of G M. The required matrix elements are

G M1−M2
αl ,αl

= G M1
αl ,αl

− G M2
αl ,αl

G M1



1 + β2
M1−M2

G M1
αr ,αr G M2

αl ,αl

, G M1−M2
αr ,αr

= G M2
αr ,αr

− G M1
αr ,αr

G M2



1 + β2
M1−M2

G M1
αr ,αr G M2

αl ,αl

(23.102)

G M1−M2
αl ,αr

= −βM1−M2

G M2
αl ,αr

G M1
αl ,αr

1 + β2
M1−M2

G M1
αr ,αr G M2

αl ,αl

(23.103)

where −βM1−M2 denotes hopping integral between M1 and M2. For the case M1–M2 = C=C and βM1−M2 =
β exp(η), Equation (23.102) reduces to Equation (23.75). From above relations, under replacements M1 →
M–M–· · ·–M, where M = M1–M2; M2 → M1, and βM1−M2 → βint , one obtains the matrix elements of
G (M1−M2)N which refer to the oligomer end atoms.

For (M1–M2)-oligomers, formula for T and ket (that is an analogue to Equation (23.101)) reads

T ∼ ket ∼
∣∣∣∣∣ βint G M1

αl ,αr
G (M1−M2)N

1αl ,Nαr

1 + β2
int G M1

αl ,αl G
(M1−M2)N
Nαr ,Nαr

∣∣∣∣∣
2

∼ exp(−2δv−c N) (23.104)

where

δv−c = ln
(∣∣ f (E , G M1−M2 )

∣∣+
√

f 2 (E , G M1−M2 ) − 1
)

(23.105)

and E v
t < E < E c

b.

23.2.3.5 Other Descriptions of Tunneling through Long Molecules

Similar in spirit but different in technical details description of electron tunneling through long molecules
was suggested in ref. [69]. However, instead of functional f (E , G M) which is explicitly defined and
uniquely related to the wave vector, either real arccos[ f (E , G M)] or imaginary cosh−1 | f (E , G M)|, (see
Equation [23.88]), the authors introduced another polynomial [
(E ) in their notations] that determines
the dependence of the wave vector on energy and has the double higher order, than polynomial f (E , G M).
This leads to unnecessary overcomplications in the calculation of the tunneling exponent.

The formulas obtained in [69] were rearranged so the tunneling exponent was expressed in terms of
the energy dependent effective mass [70]. In our opinion, interpretation of experimental data in terms of
parameters of the molecular Hamiltonian is much more informative than that interpretation which can
be derived from the effective mass description.

23.2.4 Intermediate Synopsis

In this section, an analytically tractable model of organic oligomers — a class of molecular wires, is formu-
lated on the basis of the established Hamiltonians that reproduce essentials of the electronic structure of
real conjugated and saturated molecules. Exact explicit expressions of M – and (M1–M2)-oligomer Green’s
functions have been formally elaborated in physically sound contexts, and illustrated by representative
examples.

In view of the great complexity of the system to be treated even at the semi-empirical level, to say nothing
of huge computational resources needed for accurate ab initio calculations, it is especially attractive that
the dependence of heterojunction transmission on electron energy and external voltage is accessible within
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seconds. Also the role of the main parameters/factors that govern electrical current across molecular contact
can be quickly examined in great detail.

It is demonstrated that the exponential factor which governs tunneling through molecular wires is
uniquely determined by the molecular length and a certain functional of monomer Green’s function.
This immediately relates molecular wire/bridging molecule electron transfer efficiency to the monomer
electronic structure and the position of binding atoms in it.

23.3 Electric Field Effects

The analytical modeling of molecular contacts outlined in the preceding two sections is sufficient for
analysis of ohmic conductance, (see [1,15,19,20] and references therein). Non-linear current-voltage char-
acteristics can also be examined under the restriction that the drop of driving electric potential occurs
entirely at the metal–molecule interfaces. In such a case, the applied voltage is easy to take into account by
appropriate definition of the site energies in the lead Green’s functions, see Section 23.1.

The model which shows a sudden drop of the electric potential has dominated the calculations of
non-linear molecular conductance reported during the last decade [5,6,8,10,23–25,42]. The case of linear
potential change along the molecular wire, which deserves to be studied as a likely alternative, has received
little attention.

In our works [71–74], Hamiltonian of (C)N chain with field-shifted site energies7 was used to answer
the following questions: How the electron spectrum is modified by the presence of a constant electric field
and how these changes manifest themselves in conducting properties of molecular wires. The model is
simple enough to expose electric field quantum effects in finite systems in an analytical form.

Following the cited papers, we consider first the quantization of band electron levels in the carbon chain
where the electric field is created by the voltage applied to the system termini. The dependence of level
spacing on the applied voltage is examined in great detail. With regard to electron quantum transport,
classification of electron states details the content of what is called biased or tilted band (see Figure 23.5),
the central concept in the theory of Zenner tunneling, Bloch oscillations, and other related phenomena.
This consideration is continued and concluded with the discussion of electric field effects on electron
transmission across molecular wires. Emphasis is placed on the tunneling mechanism of electron motion.
Compared with previous works in this direction, the most important point is that the presented results
concern finite band width (in energy) and finite band length (in space). Links with earlier studies of electron
tunneling in semiconductor heterojunctions and field emission are also brought to light.

23.3.1 Spectrum of (C)N Chain in a Biased Potential

Suppose that in presence of constant electric field E , the site energies in (C)N chain form a stairway of
equidistant electron levels separated from each other by energy εE = aeE , a is the lattice constant, e is
the electron charge. With this change, the tight-binding Hamiltonian operator Equation (23.54) can be
rewritten as

Ĥ (C)N =
N∑

n=1

{[
ε +

(
n − N + 1

2

)
εE

]
|n〉〈n|

− β[(1 − δn,N)|n〉〈n + 1| + (1 − δn,1)|n〉〈n − 1|]
}

(23.106)

Equivalents of Ĥ (C)N repeatedly appeared in studies of electric field effects [75–78].

7The physical context of these works was directed more towards biased superlattices. However, the same Hamiltonian
can reasonably model a variety of systems.
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FIGURE 23.5 Signatures of constant electric field in the electron spectrum. Left hand side: subbands with charac-
teristic level spacing for eV = 3E 0

bw/4 (up) and eV = 2E 0
bw (down); thick horizontal lines mark the full-band-, and

es-, sls-, and WS-subband edges; thin horizontal lines represent one-electron levels; interruptions in the vertical line
indicate energy intervals where the spectrum cannot be described by elementary functions; Airy = Airy-type spectrum.
To the right: corresponding tilted bands and their subdivision into es-, sls-, and WS-bands at the same voltages.

In Equation (23.106), the zero field shift of the site energy is placed in the mid of the chain; field
parameter εE has the meaning of Bloch oscillation frequency times the Plank constant; in our notations,
the voltage applied to the molecule termini is equal to V = (N − 1)aE = (N − 1)εE/e . It is obvious that
the spectrum of Ĥ (C)N is symmetric with respect to the site energy ε and independent of the sign of εE .
Therefore, the field parameter is chosen to be positive and hence, eV > 0 hereinafter.

As shown by many authors [72,75–78], the Hamiltonian matrix determinant

DN(E ) = (−1)N εε

πβ
det[β−1(ÎE − Ĥ(c)N )] (23.107)

is represented by a bilinear combination of Bessel functions. For the particular choice of zero electrostatic
energy at n = (N + 1)/2, it has the form [72]

DN(E ) = Jμ+(N+1)/2(z)Yμ−(N+1)/2(z) − Yμ+(N+1)/2(z)Jμ−(N+1)/2(z) (23.108)

where μ ≡ (ε − E )/εE , z ≡ 2β/εE , and Jμ(z) and Yμ(z) are the Bessel functions of the first and second
kind, respectively.

In certain, dependent on eV energy intervals, solutions of the eigenvalue problem:

DN(E ) = 0 (23.109)

can be expressed in elementary functions. The obtained expressions reflect a pronouncedly different nature
of electron states, called henceforth extended states (es), Wannier–Stark (WS) states, and surface localized
states (sls). Energy levels of these states reside in es-, WS-, and sls-bands, respectively, see Table 23.1.
Accordingly, the whole spectrum consists of the central (sub)band of bulk states merging into lower and
upper lying (sub)bands of field-induced surface states. The bulk states can be a kind of extended states at
lower voltages or WS (localized) states at higher voltages. If the electric potential difference eV is smaller,
than the zero-field band width E 0

bw, the field dependence of bulk level quantization is not the same as that
is observed for eV > E 0

bw. We term these two cases as, respectively, low voltages and high voltages, and
consider them separately. Boundaries of characteristic subbands appearing at low and high voltages, are
defined in Table 23.1.
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TABLE 23.1 Dependence of the Band Edges of Characteristic Bands (Listed in the Left Hand Side
Column) on the Applied Voltage

Bottom of the Band Top of the Band
Nature

of the Band eV < E 0
bw eV > E 0

bw eV < E 0
bw eV > E 0

bw

es-band E 0
b + eV/2 N/E E 0

t − eV/2 N/E

lower sls-band E 0
b − eV/2 E 0

b + eV/2 E 0
t − eV/2

upper sls-band E 0
t − eV/2 E 0

b + eV/2 E 0
t + eV/2

WS-band N/E E 0
t − eV/2 N/E E 0

b + eV/2

Zero-field band bottom (top) is (see Equation (23.59), E 0
b(t) = ε − (+)2β. Abbreviation N/E stands for “non-

existent”. Notice that the top of lower sls-band goes up with increase of eV < E 0
bw = 4β but it goes down at higher

voltages. Edges of es- and WS-bands are driven by the field in one direction, up or down.

23.3.1.1 Low Voltages, eV < E 0
bw: Band of Extended States

At low voltages, the bulk state levels occupy the energy interval [ε − 2β + eV/2, ε + 2β − eV/2]. Within,
for example, the lower half of es-band, where the εE -order intervals near the half-band edges are excluded
(−2β + eV/2 + εE < E − ε < −εE ), determinant (23.108) transforms into

DN(E ) ≈ εE
πβ

√
1

sin ξ sin ξ ′ sin

[
ξ + ξ ′ − 2β

εE
(�ξ − �ξ ′ )

]
(23.110)

where

2β cos ξ = ε − E + eV

2
, �ξ = sin ξ − ξ cos ξ ,

2β cos ξ ′ = ε − E − eV

2
, �ξ ′ = �ξ (ξ → ξ ′)

(23.111)

Thus, electron levels of extended states are quantized according to equation

sin[(N + 1)ξ es ] = 0 (23.112)

where

ξ es = 1

N + 1

[
ξ + ξ ′ − 2β

εE
(�ξ − �ξ ′ )

]
(23.113)

Worth noting is that Equation (23.112) is formally identical to that determines the wave vector eigen-
values at zero field, sin[(N + 1)ξ] = 0 (see Equation [23.56]). However, ξ es does not have such a simple
physical meaning as ξ in Equation (23.59).

It can be shown that in the limit N → ∞, the maximal (and field-independent) value of ξ es is equal to
π/2. The minimal possible value of ξ es is controlled by the applied voltage. It determines half the number
of states in the es-band

nes =
[

N + 1

2

]
N/I

+ 1 − N + 1

π
ξ es

∣∣
E =ε−2β+eV/2

(23.114)

where [. . .]N/I denotes the nearest integer of the argument. The rest of electron states, N − 2nes (N is
even) or N − 1 − 2nes (N is odd), are “pooled out” by the field from es-band into the lower and upper
sls-bands.
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Further analysis of Equations (23.110–23.113) leads us to the conclusion that under the condition
N >> 1, the electron levels in the mid part of the es band have the following energies:

El = ε ± ε
(m′/m)
E

1 − 2m′/m

⎧⎨⎩l , odd N,

(l + 1/2), even N,
l = 0, 1, 2, . . . (23.115)

Equation (23.115) holds for specific values of the field parameter εE = ε
(m′/m)
E , which are determined by:

β−1ε
(m′/m)
E = 4 cos

(
π

m′

m

)⎧⎨⎩1/(N − 1), odd N,

1/N, even N.

(23.116)

Here, m = 3, 4, . . ., m′ = 1, 2, . . . < m/2, and m and m′ are relatively prime numbers, i.e., they do not
have any common divisor.

The interrelation between the electron spectrum and applied voltage that is represented in Equations
(23.115) and (23.116), reveals an interesting regularity: A proper tuning of the applied voltage should give
rise to a ladder-like spectrum with the level spacing larger than that predicted by Wannier:


E = qεE , q > 1 (23.117)

According to Wannier’s theory [18], the bulk states of a crystal subjected to the constant electric field are
quantized with the level spacing equal to εE . This kind of spectrum is often called Wannier–Stark ladder
(WSL), see following. Spectrum (23.115) contrasts with the canonical WSL: it is also equidistant but has

E larger than εE .

By tuning the applied voltage, one equidistant spectrum can be replaced by the other in a way pre-
dicted by Equations (23.115) and (23.116). Consider a particular example. Let N be odd and eV/β =
4 cos(π/4) which corresponds to m′ = 1, m = 4, and hence, the double-εE spaced WSL is realized: E −ε =
0, ±2εE , ±4εE , . . . . If we decrease the voltage to the value V ′ such that arccos(eV ′/4)β/ arccos(eV/4β)
= 4/3, the triple-εE spaced WSL has to emerge instead, i.e., E − ε = 0, ±3ε′

E , ±6ε′
E , . . . , where

ε′
E = eV ′/(N − 1).

Summarizing, at lower voltages (preceding the appearance of canonical WSL spectrum at high voltages),
electron states of the mid part of the es-band are quantized according (23.117) with V-dependent factor
q > 1 which, in particular, can acquire integer numbers approaching the limiting value q = 1.

23.3.1.2 High Voltages, eV > E 0
bw: Wannier---Stark Band

At eV = E 0
bw, the es-band shrinks down to zero which means that nes = 0, so that all states belong either

to the lower or upper sls-band. At higher voltages, for the energy interval [ε + 2β − eV/2, ε − 2β + eV/2]
and for (N−2n)εE/β >> 1 the solution to the eigenvalue problem with Hamiltonian (23.106) yields [72]:

E n = ε ± nεE ± 2εEβ2

π(eV − 2nεE )2

[
2 · 2.7183

N − 2n

β

εE

](N−2n)

+
⎧⎨⎩0 odd N,

±εE/2 even N,
(23.118)

n = 0, 1, 2, . . ., where + and − refer to the upper and lower half of the spectrum, respectively. The above
expression was proved to be accurate except εE -order intervals near the band edges. Without the third
term in the right hand side, which is exponentially small, spectrum (23.118) retrieves the Wannier classic
result. Similar corrections to the Wannier levels were obtained in ref. [76].

23.3.1.3 Bands of Surface Localized States

Both es- and WS-bands represent bulk electron states. From below and above, they border on the lower and
upper sls-bands, whose voltage dependent boundaries are specified in Table 23.1. Because of the spectrum
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symmetry, we can consider either of them; let it be the lower sls-band. In the upper, sls-levels are just the
mirror reflection of their counterparts in the lower, with respect to E = ε.

For energies below the top of the sls-band, determinant (23.108) takes the form

DN(E ) ≈ εE
πβ

√
1

sin ξ ′ sinh δ
cos

(
2β

εE
�ξ ′ + ξ ′ − π

4

)
exp

(
2β

εE
�δ + δ

)
(23.119)

where

2β cosh δ = ε − E + eV

2
, �δ = δ cosh δ − sinh δ (23.120)

As it follows from Equation (23.119), the quantum numbers of sls-band states ξ sls
n are given by solutions

to equation:

ξ sls ≡ 2β

εE
�ξ ′ + ξ ′ + π

4
= πn, n = 1, 2, . . . , nsls − 1, nsls (23.121)

where the number of states in the sls-band is defined as

πnsls = ξ sls
∣∣

E =ε−|2β−eV/2| (23.122)

Simple analytical expressions of eigenenergies within the sls-band can be obtained near the bottom,
mid, and top of the band.

1. Levels near the bottom of the lower sls-band.
According to its definition (23.111), ξ ′ is small in an energy interval, where E − ε + 2β + eV/2
<< β. Then, �ξ ′ can be expanded in powers of ξ ′ ≈

√
2 + (E − ε)/β + eV/(2β) << 1. The use

of such an expansion in Equation (23.121) yields:

E n − ε + 2β + eV/2 = β1/3

[
3

2
π

(
n − 1

4

)
εE

]2/3

− εE (23.123)

which is nothing else but the Airy spectrum (see, e.g., ref. [79]). Similar result can be obtained in the
effective mass approximation [80]. It comes out from Equation (23.123), if we set β =h̄2/(2m∗a2).
Under such replacement, Equation (23.123) gives the free electron spectrum for an infinitely deep
triangular potential well.

2. Levels near the mid of (eV > E 0
bw/2) sls-band.

For energies satisfying |ε − E − eV/2| << β and eV > E 0
bw/2, electron levels are given by [72]:

ε − E m ≈ 4β

π
+ 2εE

(
3

4
−
[

2β

πεE
+ 3

4

]
N/I

)
± 2εEm + eV

2
(23.124)

where m = 0, 1, 2, . . . , m << β/(2εE ).
This is a noteworthy feature of the spectrum: In the mid of sls-bands, the level spacing is two times
larger than it is in the canonical WSL.

3. Levels near the top of the full-width sls-band.
For ε + 2β − eV/2 − E << β and eV > E 0

bw, it follows from Equation (23.121) that

ε + 2β − eV/2 − E = 2β − εE (n − 5/4) (23.125)

where n is of the order of nsls. Thus, in this energy interval (which belong to the sls-band), the level
spacing is equal to:

E n+1 − E n = εE (23.126)

i.e., it coincides with that is within the WS-band.
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Combining this result with Equation (23.118) we can conclude that at high voltages, the level spacing
with good accuracy equals field parameter εE in the energy interval that extends from below the top of
lower sls-band to above the bottom of the upper sls-band. In other words, the WS-type spectrum actually
merges into the sls-bands in the sense that near an arbitrarily chosen level, the neighboring levels form a
WS-ladder with negligible corrections.

Further away from the WS-band, the level spacing increases. In the middle of sls-bands, the electron
levels are quantized with doubled Wannier quantum 2εE while closer to the spectrum edges, quantization
of sls-levels behaves similarly to zeros of the Airy function.

It is worthwhile mentioning that peculiar features of the sls-band spectrum, which are manifested by
the level spacing equal to εE (near edges of WSL-band) and 2εE (in the mid of sls-bands), are characteristic
for finite systems. A detailed comparison of sls band spectrum in finite and semi-infinite systems was made
in [81].

Band electron levels in the finite-length wire (finite-thickness crystal, etc.) subjected to the constant
electric fields are sketched in Figure 23.5. The quantum level structure is compared with semi-classical
interpretation of the field effect on the spectrum in terms of the tilted band. Commented above explicit
expressions that describe different cases of electron level quantization under the influence of electric field
relate, on one hand, the level spacing and respective energy intervals and, on the other hand, the external
voltage applied to the system termini.

In what follows, we consider electron transmission through the tilted band that can be associated with
molecular wires (and also, with thin crystal layers, superlattices, etc.) imbedded between two conducting
leads.

23.3.2 Tunneling through a Tilted Band of Finite Length

Manifestation of electric field effects on coherent electron transport is strongly dependent on the relative
position of the molecular levels with respect to the Fermi energy in metal leads at zero voltage, E 0

F . To
make the discussion concise and related to conventional heterojunctions, we set E 0

F below the bottom of
zero-field tight-binding band.

23.3.2.1 Energy Diagram of the Contact Region

The energy diagram of the metal–molecule–metal contact under consideration is shown in Figure 23.6.
Filled levels of conduction bands of the left and right leads are indicated by shaded rectangles. At zero
temperature, and under the bias shown, only electrons from the right hand side lead with energies above
the upper filled level in the left hand side lead contribute to the net current. This energy interval is termed
further on as the “tunneling window”. The lead electrons with energies below the sls-band have to pass a
trapezium-shaped potential barrier. Tunneling of such electrons is indicated in Figure 23.6 by TB arrow.
Those lead electrons, which have their energies within the sls-band, have to tunnel through the triangular
potential barrier (FN arrow in the Figure). This situation is similar to the electron field emission described
by Fowler and Nordheim [16] on the basis of Sommerfield’s electron theory of metals [82]. In the case
of electron transport across the wire, tunnelling is assisted by the molecular states in the triangular well.
Finally, if the region of the WS-band has become accessible for electron transmission across molecule,
tunneling is assisted by electron states localized inside the molecular chain. In barrier language, electrons
have to go through two triangular barrier (WS arrow). Before discussing TB-, FN-, and WS-tunneling
probabilities, let us briefly summarize fundamental changes in the molecular spectrum under the influence
of constant electric field, as described in Section 23.3.1.

In zero field, all molecular electronic states, from the bottom E 0
b to the top E 0

t of the band, have
extended- or band-like character. The respective band has label es in Figure 23.6. With an increase of the
potential energy difference eV , the width of the es-band narrows down and in addition, two bands of
field-induced surface states (sls-bands) appear above and below the es-band. The lower (upper) sls-band
and es-band occupies the energy intervals [E 0

b − eV/2, E 0
b + eV/2] ([E 0

t − eV/2, E 0
t + eV/2]) and from

E 0
b + eV/2 to E 0

t − eV/2, respectively, so that the total width of the spectrum increases proportionally to
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FIGURE 23.6 Band of electron states of (C)N chain (to the left) and its changes in constant electric field E when the
difference in electrostatic energy between molecule termini eV is less and larger than the band width in zero field E 0

bw.
The es-, sls-, and WS-bands, and parts of the lead conduction bands filled by electrons are distinguished by shading
styles.

the electrostatic energy, E 0
bw + eV . Such a gross structure of electron spectrum is valid until eV remains

smaller than the zero-field band width E 0
bw. At eV = E 0

bw the width of es-band is zero. Further increase of
the applied voltage results in the appearance of a new band of Wannier–Stark states. The WS-band width
grows as eV − E 0

bw, whereas the sls-band width remains constant and equals E 0
bw (see Table 23.1).

23.3.2.2 Exponential Factor

The preceding qualitative discussion has received a detailed quantitative description that was based on
Equation (23.26) and the Green’s function G m specified by the Hamiltonian (23.106). It was shown
that under restrictions N >> 1, εE = aeE << E 0

bw, and excluding the energy interval of es-band,
the transmission coefficient is proportional to an exponential factor. Skipping subtle details concerning
resonance structure of the transmission spectrum, which can be found in ref. [73], we concentrate here
on analysis of the exponential factor:

T ∼ exp(−κ N) (23.127)

which governs TB-, FN-, and WS-type of tunneling:

κ = κTB, if E ≤ E 0
b − eV/2;

κ = κFN, if

⎧⎨⎩E 0
b − eV/2 < E ≤ E 0

b + eV/2, eV ≤ E 0
bw;

E 0
b − eV/2 < E ≤ E 0

b + E 0
bw − eV/2, eV > E 0

bw;

κ = κWS, if E 0
b + E 0

bw − eV/2 < E ≤ E 0
b + E 0

bw/2.

(23.128)

Energy intervals in Equation (23.128) can be easily identified with the help of diagrams in Figure 23.6.
For further discussion, it is instructive to specify the contact model in terms of a potential barrier,

introducing the barrier height � as it is usually understood in models of semiconductor heterojunctions.8

8Notation � has nothing in common with quantities �ξ , �ξ ′ , and �δ used in Section 23.3.1.
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Namely, let E 0
F + � = E 0

b, so that � has the meaning of the difference between the energy of the es-band
bottom and the Fermi level in the absence of external electric field.

In what follows, we restrict ourselves to the case � < E 0
bw and consider simplified expressions of κTB,

κFN, and κWS, which reasonably reproduce the exact behavior of κ as a function of energy and applied
voltage [73]. Electrostatic energy eV is set to be positive. All formulas will be given for E < ε. For E > ε,
the dependence of κ on energy is the mirror reflection with respect to the spectrum center E = ε.

1. Tunneling through trapezoid barrier.

For energies E ≤ E 0
b − eV/2, the energy and voltage dependence of κTB can be represented in

the form:

κTB = 2δ

(
1 − eV

4βδ2

)
(23.129)

where

βδ2 = � + eV

2
− (

E − E 0
F

)
(23.130)

so that

κTB = 2√
β

√
� + eV/2 − (

E − E 0
F

) [
1 − eV

4
[
� + eV/2 − (

E − E 0
F

)]] (23.131)

Equation (23.131) is equivalent to:9

κTB = 2√
β

√
� − (

E − E 0
F

)
(23.132)

coinciding with the result (23.63) obtained for the unbiased (C)N chain.
2. Tunneling assisted by surface localized states.

If eV ≤ �, one can use κ = κTB in Equation (23.127) for all energies within the tunneling window
E 0

F − eV/2 ≤ E ≤ E 0
F + eV/2. For higher voltages, � < eV ≤ E 0

bw + �, κ = κTB only up to the
energy E = E 0

b − eV/2. In the interval E 0
b − eV/2 ≤ E ≤ E 0

F + eV/2, we have κ = κFN, where:

κFN = 4

3

(
E 0

F + � + eV/2 − E
)3/2

√
β eV

(23.133)

Derivation of Equation (23.133) from the tight-binding Hamiltonian is rather complicated [73].
However, it is easy to see, how this result can be obtained from the WKB description of field-emission.
In that approximation, the tunneling probability calculated for the field-created triangular barrier
is equal to:

T ∼ exp

(
−4

3

√
2m∗

h̄

�
3/2
E

eE

)
= exp

[
−4

3

√
2m∗

h̄

(
E 0

F + � + eV/2 − E
)3/2

eE

]
(23.134)

where �E is the height of the potential barrier for electron having energy E . In the case of tilted
band, this height should be understood as �E = E 0

F + � + eV/2 − E (i.e., the top of the lower

9Slightly better approximation is provided by the WKB exponent: κTBκWKB = 4

3eV
√

β
(X3/2

+ − X3/2
− ), X± = � ±

eV/2 − (E − E 0
F ).
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sls-band minus electron energy, see Figures 23.6 and Table 23.1).10 On the other hand, substitution
β = h̄2/(2m∗a2) in Equation (23.133) and κ = κFN in Equation (23.127) converts the latter into
Equation (23.134).

Exponential factor (23.134) is comparable with the Fowler-Nordheim tunneling probability [16]:

TFN ∼ exp

[
−4

3

√
2m∗

h̄

(
E 0

F + � − E
)3/2

eE

]
(23.135)

only at small voltages eV << �. As shown in [73], in the through molecular wire transmission
factor (23.134) has another meaning: it determines an envelope of the transmission spectrum whose
resonance structure is due to the presence of sls-states (see for details the original paper).

3. Tunneling assisted by Wannier–Stark states.

In an electric field such that eV > E 0
bw + �, the tunneling window overlaps with the WS-band,

see Figure 23.6. Hence, through-WS-band tunneling comes into play. In this case, the tunnel-
ing exponent in Equation (23.127) has the following dependence on energy: κ = κTB(E ) for
E 0

F − eV/2 ≤ E ≤ E 0
b − eV/2; κ = κFN(E ) for E 0

b − eV/2 ≤ E ≤ E 0
t − eV/2; and for energies

E 0
t − eV/2 < E ≤ ε, κ = κWS(E ). Here, the energy intervals are specified for the lower part of

the spectrum.
Two kinds of exponential factors can be distinguished in the description of WS tunneling,

T ∼ exp(−κ+
WS N) and T ∼ exp(−κ−

WS N) [73]. The energy and field dependence of these factors
is given by:

κ±
WS = 4

3

√
eV

β

[(
1

2
+ E 0

b − E

eV

)3/2

±
(

1

2
+ E − E 0

b − E 0
bw

eV

)3/2
]

(23.136)

The former factor corresponds to the envelope of the molecular wire transmission spectrum over
its minima, whereas the latter envelopes the spectrum maxima. As calculations show, it is the
magnitude of κ+

WS that mostly determines the tunneling current across the wire.

23.3.2.3 Energy/Voltage Dependence of the Tunneling Exponent

For two values of eV (illustrating the cases of low and high voltages) typical behavior of the tunneling
exponent as a function of energy is illustrated in Figure 23.7. Bold solid curves represent the accurate
calculations [73]; other line styles are used for approximate expressions (23.132), (23.133) and (23.136),
see the figure caption for the correspondence. Here are some characteristic features of the dependence of
κ on energy and applied voltage which are not apparent from the illustrations.

Function κTB(V) decreases monotonically with an increase of V . In contrast, function κFN(V) exhibits
a non-monotonic behavior. For energies E < E 0

b, it takes its minimal value:

κmin
FN =

√
3

β

(
E 0

b − E
) =

√
3

2

√
eV

β
(23.137)

at eV = 4(E 0
b − E ). For any fixed energy E > E 0

b, κFN(V) is monotonically growing function of V , just
as it is κ+

WS(V). The latter, (see Equation [23.136]), has its minimal value at E = ε

κ+min
WS = 2

√
2

3

√
eV

β

(
1 − E 0

bw

eV

)3/2

(23.138)

10To notice, definition of the top of sls-band at high voltages, see Table 23.1, cannot be used to obtain (23.134). The
reason is that the case eV > E 0

bw does not have any semi-classical analogy.
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FIGURE 23.7 Dependence of the tunneling exponent κ on energy found in ref. [73] (thick-solid curves). Breaks
on the curves correspond to εE -order energy intervals which were excluded to derive accurate analytical expressions
of κ . Rectangle to the left and trapezium to the right show which part of the molecular spectrum can be “seen” by
electrons having energies within the tunneling window at the indicated voltages (to compare with barrier diagrams
in Figure 23.6). Upper and lower curve branches of κWS correspond to, respectively, κ+

WS and κ−
WS defined in the text.

Approximations are shown for κTB [Equation (23.132) – thin-solid curve], κFN [Equation (23.133) – dashed curve],
and κ±

WS [Equation (23.136) – dashed branching curve].

Peculiar field dependence of the tunneling exponent in the region of sls-band has its reflection in
the crossing of two curves κFN(E ) at different voltages V1 and V2: κFN(E cross, V1) = κFN(E cross, V2). Let
V2 > V1. Then, for energies E > E cross, κFN(V2) > κFN(V1) which means that the tunneling probability
is smaller for higher voltages. For energies E < E cross, the effect is just the opposite, i.e., tunneling is
enhanced by the field. The crossing energy is determined by

E cross = E 0
b − e

2

V1V2

V1 + V2

(
3

√
V1

V2
+ 3

√
V2

V1
− 1

)
(23.139)

indicating that E cross is always smaller than E 0
b.

As already mentioned, exponential factor (23.134) agrees (though does not repeat) with the Fowler–
Nordheim result only in the case of very low voltages. For eV >> E 0

F + � − E , the field dependence
changes qualitatively, exhibiting exponentially large suppressing effect on tunneling produced by strong
electric fields

T ∼ exp(−κFN N) = exp

(
−

√
2

3

√
eV

β
N

)
(23.140)

In this limit, tunneling exponent associated with through WS-band tunneling, is two times larger:

T ∼ exp(−κ+
WS N) = exp

(
−2

√
2

3

√
eV

β
N

)
(23.141)

The above equations contrast both the Fowler–Nordheim (23.135) and the McConnel-type factor
(23.62). However, the relevance of these results to real experiments has not been neither confirmed nor
denied.

To the best of our knowledge, experimental techniques capable of probing the transmission spectrum
have not been applied yet to molecular contacts. To compare predictions of this modeling with I-V
measurements, additional effort is required to advance the obtained relations to I(V) curves for concrete
molecular contacts. Results of current work in the direction will be reported soon.
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23.3.3 Synopsis

We have presented a methodology of analytical modeling of electron transmission and conduction in
molecular contacts. The theoretical approach is based on the Green’s function technique and tight-binding
Hamiltonians describing metal leads and the molecules contacting them. The transmission probability
of metal–molecule–metal contact has been presented in a form which is adjusted for easy modeling of
major factors (such as characteristics of the contact interfaces, molecule electronic structure, and applied
voltage) that influence coherent electron transport in molecular junctions. The principle determiners of
the contact properties, the lead and molecule Green’s functions are thoroughly defined and exemplified by
a number of particular cases that makes the suggested scheme suitable for independent modeling. Some
new results have been singled out throughout the discussion.

Presented material is based exclusively on our own findings. By no means do we pretend that this is a
complete review of related works in the field. It is one theoretical approach to electron transmission that,
despite its limitations, has brought to light some fundamentals of what is current in molecular wires.
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Recent progress in measuring the transport properties of individual molecules has triggered a substantial
demand for ab initio transport calculations. Even though program packages are commercially available
and placed on custom-tailored to address this task, reliable information often is difficult and very time-
consuming to attain in the vast majority of cases, namely when the molecular conductance is much smaller
than e2/h. The article recapitulates procedures for molecular transport calculations from the point of view
of time-dependent density functional theory. Emphasis is on describing the foundations of the “standard
method.” Pitfalls will be uncovered and the domain of applicability discussed.

24.1 Introduction

In an impressive sequence of experiments, it has recently been demonstrated that measuring the current
voltage (I-V) characteristics of an individual molecule has become feasible [1–6]. Each molecule is an
interesting species in itself, exhibiting individual signatures in each IV-curve, such as step positions and
heights [7] or inelastic excitation energies [8, 8a]. For this reason, a clear demand for ab initio transport
calculations of single molecules has emerged in recent years.

Such calculations are a difficult enterprise, because they must simultaneously meet two requirements.
Powerful methods exist to deal with each one separately, but the combined problem still is one of the
challenging adventures of theoretical physics and quantum chemistry.

24-1
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Difficulty number one is that a molecule is a genuine many-body system, where the mutual interaction
of the particles is important for understanding its properties. These include, in particular, the energy and
shape of the (effective) molecular quasiparticle orbitals. Some of the salient aspects, such as the position of
the molecule’s atoms, the symmetry of molecular orbitals, and their relative energies, are often described
accurately by effective single-particle theories, such as density functional theory. For less basic questions,
concerning, for instance, excitation energies or details of the electronic charge distribution, polarization,
and charging effects, an advanced machinery equipped with methods and codes from quantum chemistry
and electronic structure calculations is available.

Difficulty number two is related to the fact that a transport calculation investigates the effect of coupling
the molecule to a macroscopic electrode, (i.e., a reservoir with which particles [and energy] can be ex-
changed). It is the associated broadening of the molecular energy levels that is supposed to be understood
quantitatively in transport calculations, and therefore the coupling has to be modeled with great detail
and care.

While the first difficulty can be resolved for sufficiently small molecular systems, the second one re-
quires including many electrode atoms, (i.e., a great number of degrees of freedom), in order to properly
extrapolate to the macroscopic limit. These conditions are mutually exclusive (almost), and this is the
particular challenge in molecular scale transport calculations with ab initio methods.

In reality, any ab initio transport calculation begins with a compromise accepting strong, often uncon-
trolled, approximations when dealing with one of the two mentioned difficulties. In the present “standard
approach to molecular conductance,” [9–11] a drastic simplification on the many-body side is being
made. One is accepting the Kohn–Sham energies and orbitals that appear in structure calculations based
on ground-state density functional theory (DFT) as the legitimate single particle states for a self-consistent
scattering theory of transport. The procedure has the tremendous advantage that including the reservoirs
is then a very well-defined process, if sufficient care is taken. For practical purposes, a formulation in terms
of non-equilibrium Green’s (or “Keldysh”) functions is advantageous and therefore often used [12]. For
non-interacting particles, the theory is equivalent to a Landauer–Büttiker theory of transport [13,14]. For
KS-particles a slight generalization is introduced, in which the electronic charge distribution is calculated
self-consistently in the presence of the bias voltage.

Clearly, the use of DFT for the scattering states already includes many non-trivial interaction effects
beyond the electrostatic Hartree interaction – Fermi liquid (FL) renormalizations in the language of con-
densed matter physics – even on the level of local or gradient corrected density approximations (LDA,GGA)
[15]. Still, ground and excited states of correlated electron systems are not single Slater determinants and
therefore the validity of applying scattering theories designed for non-interacting particles to interacting
systems is not straightforward to establish. Moreover, including correlation effects beyond FL renormal-
izations, which can be very important for transport characteristics, like the Coulomb blockade or the
Kondo resonance, is not inconceivable in a single determinant theory, but it certainly requires density
functionals advanced far beyond LDA. In this respect, it is tempting to use the advanced machinery of
quantum chemistry to calculate a better approximation for correlated many-body states including more
than one Slater determinant; however, this approach also has a serious drawback because it is limited to
relatively small system sizes. The bare molecule appearing in typical transport experiments consists of
typically 5 to 10 aromatic rings, which is a size already at the limits of what correlated methods could
still reasonably deal with. Including in addition 10 to 200 metal atoms in order to accurately model the
coupling to the leads in a controlled way appears to be out of reach at present. For this reason, only very
few attempts limited to small molecules have been made in this direction [16].

In this article, we describe three principle approaches to transport calculations based on time-dependent
density functional theory (TDDFT). We shall first present a brief account of the basic principle strategies.
Then, we explain in more detail one of them, the standard method of ab initio transport calculations. In
Section 24.2, we discuss an attempt to justify the procedure from the point of view of TDDFT [17–19],
list loose ends and apparent conceptual difficulties.

Since the exchange-correlation potential VXC(x) is not known exactly, in any practical calculation
approximations like LDA have to be admitted. These are not controlled any more when one deals with
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realistic molecules. As a consequence, in addition to conceptual problems, appreciable artifacts related
to approximate functionals can emerge, which have been well studied for standard DFT applications in
quantum chemistry and electronic structure theory, and which carry over to transport calculations as well
[20]. A brief list of deficencies most important for transport purposes has been included in Section 24.3.

24.2 TDDFT and Transport

Time-dependent DFT is a well-established generalization of (ground state) density functional theory and
has been introduced by Runge and Gross [21] and expanded on by van Leeuwen [22].

RG-Theorem: For any interacting fermion system, there is a unique dual system of non-interacting
fermionic quasiparticles with the following property: the time-dependent density of original and
dual particles is identical for any driving field Vex(t); the time evolution of dual (“Kohn-Sham” or
KS) fermions is governed by a Schrödinger-type equation decorated with a Hartree term and an
exchange correlation potential VXC[n], which can be expressed as a functional of the time-dependent
particle density and its history, n(x, t). In the general case, Vxc[n] depends on the full many-body
state at the initial time t = 0.

Because the Runge-Gross-Theorem guarantees that the dual system delivers the exact time evolution of
the interacting particle density, also longitundinal transport currents can be calculated by exploiting the
continuity equation [47]:

ṅ(x, t) + ∇ · j(x, t) = 0,

where a dot denotes a time-derivative. This observation underlies all applications of TDDFT to transport.
Quite generally, transport can be investigated in several different languages, all of which are equivalent

in the regime where their validity overlap. Even though we’re ultimately interested in the standard method,
the TDDFT version of the others will give valuable information, too. Therefore, we shall briefly discuss
them as well. We begin, however, by recalling the basic formalism of TDDFT.

24.2.1 TDDFT Formalism

TDDFT is a machinery for propagating a density in time, not a many-body wavefunction. Hence, as a
prerequisite for applying the method an initial density (t = 0) is required. It needs to be represented as a
single Slater determinant |0〉 constructed from a (complete) set of effective single particle states φm. This
is always possible, if at t < 0 the system is in its ground state, then the KS-orbitals of ground state DFT
are obvious candidates for φm. In this case, one has for the density matrix at t = t ′ = 0

n(x, x′) =
occ.∑
m

φ∗
m(x)φm(x′) (24.1)

Time evolution of the state |0〉 together with its density matrix is mediated via Hs:

Hs = − 1

2m

∫
dx ψ†(x)�ψ(x) + VH[n(t)] + VXC[n(t)] + Vex(t) (24.2)

with

VH[n(t)] = 1

2

∫
dx vH[n](x, t) ψ†(x)ψ(x) (24.3)

where vH(x, t) = ∫
dx′ n(x′; t)/|x − x′| and

VXC[n(t)] =
∫

dx dx′ vxc[n](x, t) ψ†(x)ψ(x). (24.4)
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The nontrivial aspects originate from the fact that the orbitals φm(t) are not eigenstates of Hs at t > 0.
Hs can be explicitly time-dependent in the probing potential, Vex(t). An implicit dynamics exists via

the Hartree and exchange-correlation terms, that depend on the time-dependent particle density n(x, t).
A few remarks about the potential vxc[n] debuting here are in place.

(a) The exchange correlation potential vxc[n] is not just a density functional. Its precise definition
requires specification of the initial many body state at t = 0. But, for an initial non-degenerate ground
state the dependence on the initial wavefunction is replaced by the initial density, thank to the Hohenberg–
Kohn theorem.

(b) TDDFT strictly applies only to finite systems, and a generalization that uses the current as the basic
variable is needed for infinite systems.

(c) In practice, it might be advantageous for the construction of useful approximations to allow for a
more general, offdiagonal structure of vxc[n](x, x′; t, t ′) that could also include (time-dependent) gauge
fields. Similarly, one can also consider vxc[n] as a functional of the full density operator n(x, x′; t, t ′),
rather than only its diagonal elements, which is the particle density. Thus, additional observables, like
the current density, are introduced into the Hamiltonian. In statistical mechanics this is a standard recipe
in order to eliminate a history dependence in kinetic equations [23], and here it serves exactly the same
purpose [24].

Structure of XC potential if Vex is weak

In this subsection, we analyze the non-equilibrium piece of the vxc[n] potential. The idea is to exploit the
fact, that it can be related to known correlation functions if the probing potential Vex is weak.

We begin by recalling some basic facts of the theory of linear response for TDDFT. Since the density
evolution of the dual and original system, n(x, t), coincide, they exhibit in particular the same susceptibility
for the density, χ(x, x′, t − t ′), which describes the linear response to Vex(t). What is usually measured is
not the response to a probing but rather to the total electric field, which is the sum of external and induced
(screening) fields. An important example is the linear conductance. It is the ratio of the current and the
measured (total) electrostatic voltage drop at the resistor: I/Vbias.

The corresponding response function is the Hartree-irreducible correlator:

χ−1
irr ≡ χ−1 + fH

[ fH(x, x′)=1/|x−x′|]. In TDDFT the operator χirr can be decomposed even further. Namely, the TDDFT
Hamiltonian Hs has two pieces that react to density modifications. In addition to VH incorporating the
electrostatic screening, there is also an induced effect on VXC:

χ−1
irr = χ−1

KS − fxc (24.5)

which can be split off in the same manner as fH. The truncated correlator χKS describes the (bare) response
of ground state DFT. The promised connection between the correlator χirr and vxc[n] is mediated via the
XC kernel:

fxc(x, x′; t − t ′)=δvxc[n](x, t)/δn(x′, t ′). (24.6)

Relations (24.5,24.6) are very useful, because due to a beautiful series of works by Kohn, Vignale, and collab-
orators there is a simple approximation to the non-equilibrium contribution to χirr [24,25]. In fact, these
authors reveal the full hydrodynamic structure of χ−1

irr by exploiting the relation to the phenomenological
theory of quantum liquids.

In their analysis, fxc is the sum of two very different pieces:

fxc = f adia
xc + f non−eq

xc (24.7)

where f adia
xc =δv g s

xc [n]/δn and a gradient expansion of f non−eq
xc is given by fVK. The first term is fully analo-

gous to fH and it describes the exchange-correlation screening of the ground state DFT Hamiltonian to
the probing field. Only in the second piece do many-body effects of a genuinely non-equilibrium nature
appear: it incorporates the visco-elastic response of the electronic quantum liquid. Since the emerging
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term is local and dissipative, the corresponding forces are not conservative. This means, that fVK cannot be
incorporated as a pure density coupling – i.e., a potential term – in Hs, but gives rise to a (time-dependent)
gauge field instead, and is only described as a current-dependent kernel.

24.2.2 External Driving Field

In this section, we return to the transport problem in TDDFT. To investigate transport currents generated by
an external driving field, one needs to supplement Hs with an inhomogenous electric potential, Vext(q , ω),
together with electrodes [51]. Practical applications with this approach in TDDFT suffer from the fact,
that before one can perform the dc-limit (ω→0), one first has to take the thermodynamic limit (q→0)
of infinite system size. In realistic calculations, this is usually a very cumbersome excercise.

From a conceptual point of view, thinking about currents as generated by weak external driving fields
is rewarding, however, because one is led back to the Kubo formula and the theory of linear response.
We thus can directly apply results from the preceding section and in particular investigate the effect of
visco-elasticity on the current flow.

24.2.2.1 Kubo Formula

The Kubo formula provides an exact relation between the current density and the driving external and
induced (effective) electric fields, that appear in the TDDFT calculation [26]:

j (x, ω) =
∫

dx′ σKS(x, x′, ω) [E ex + E H + E xc] (x′, ω) (24.8)

where σ is the nonlocal conductivity tensor and where the electric fields derive from the potential terms
given in Equation (24.2). As always, susceptibilities for particle densities χKS and currents σKS are related
via the continuity equation:

∂tχKS(x, x′, t) = −
3∑

i, j=1

∇i ∇ j σKS,i j (x, x′, t) (24.9)

The structure analysis 24.2.1 suggests to split the full current density into a bare response, j0, and a
remaining piece, jVK:

j = j0 + jVK (24.10)

We discuss the second term first. It is driven by a force field, E VK:

jVK(x, ω) =
∫

dx′σKS(x, x′, ω)E VK(x′, ω) (24.11)

that is associated with fVK. In the hydrodynamic limit considered by Vignale et al. [25] it has an interpre-
tation as visco-elastic force internal to the electron liquid, that can be described by the stress tensor, ςi j

[unperturbed density: n0(x)]:

E VK,i (x, ω) = n0(x′)−1
3∑

k=1

∇kςik(x′, ω). (24.12)

The relative magnitude of jVK is small compared to j0 since the viscosity, η, of the electron liquid is
quite small. Based on the homogenous value of η in two and three spatial dimensions a rough analytical
consideration can give an estimate [26]. The ratio jVK/j0 is expected to be typically of the order of 10%
or less. In a numerical study, the viscous corrections to the conductance of the benzene-dithiol molecule
have been explicitly calculated. The effect is small, roughly 5%, as expected [27].

Note, however, that the previous conclusion is to be taken with a grain of salt. Strictly speaking, the
explicit derivation of Equation (24.12) assumes, that the inhomogeneities, which provide the “surface”
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for the viscous friction to appear, are very smooth: in the period ω−1 of the probing field, the electron
should travel a distance not larger than the typical spatial scale � on which the inhomogenuous background
changes, vF/ω��. Applying this condition to molecules and assuming kF� ∼ 1, one would get vFkF � �ω,
which is satisfied only at optical frequencies of the order of eV, but not in the dc limit. Nevertheless, the
qualitative finding of the mentioned estimates – namely that viscocity effects tend to be small – should
be indicative, because the (transverse) momentum exchange between electrons at low temperatures is a
rare process due to phase space constraints. We believe that this basic principle pertains to electrons in a
molecule as well [52].

We thus propose that the dominating contribution in Equation (24.10) is given by the response to the
reactive forces,

j0(x) =
∫

dx′ σKS(x, x′)
[

E ex + E H − ∇x′ vgs
xc

]
(x′) (24.13)

where our notation suppresses the ω-dependence.

24.2.2.2 Bias Voltage and Kohn---Sham Voltage Drop

The expression (24.13) for the current density can be simplified, if we assume that the dependence of the
forces on the coordinate, x⊥, perpendicular to the current path, z, is negligibly weak. This assumption is
not necessarily a good one for quantitative questions, but it allows us to discuss more clearly the difference
between σKS and the conductivity, σirr, measured in typical transport experiments:

j (x) =
∫

dx′ σirr(x, x′) [E ex + E H] (x′). (24.14)

If we make the proposed step and neglect the x⊥ dependence of the forces, we can integrate both sides
of (24.14) over any cross-section, and obtain

I = G Vbias (24.15)

with a conductance

G =
∫

dx⊥dx′⊥σirr(x⊥, x′⊥; z, z′) (24.16)

Due to particle number conservation, the cross-sectional integrals render the sum independent of z, z′

in the dc-limit, ω→0. As usual, the bias voltage is given by

Vbias =
∫ xr

xl

ds [E ex + E H[n]] (s). (24.17)

where s(t) is any path connecting the left with the right-hand side of the molecule. Vbias should be picked
up between points xl and xr sufficiently far away from the scattering region, in the near asymptotics, where
the electrostatic potential energy surface has turned constant.

The same procedure can be repeated also for Equation (24.13)

I = G KS VKS (24.18)

with an expression for G KS completely analogous to (24.16). We have introduced the KS-voltage drop,
VKS, given by the sum of all KS-forces, Equation (24.13), along s(t):

VKS = Vbias + Vxc; Vxc = −
∫ xr

xl

ds E xc(s) (24.19)
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In the spirit of Equation (24.10), we can decompose the deviation, Vxc, of the measured bias and VKS

into two pieces

Vxc =
∫ xr

xl

ds ∇svgs
xc[n](s) −

∫ xr

xl

ds E VK(s). (24.20)

The first term can be integrated trivially: vgs
xc[n](xl )−vgs

xc[n](xr ). If the left- and right-hand side electrodes
consist of the same material, then this difference can be non-vanishing only due to long-range terms in
vgs

KS. In particular, local approximations like LDA or GGA cannot give a finite contribution in the XC part.
The second term in Equation (24.20) describes the genuine non-equilbrium forces, that result from the
viscosity of the elctron liquid discussed earlier above.

Equations (24.18) and (24.19) demonstrate, that a KS-particle behaves under bias very differently from
a physical quasiparticle. The only long-range forces, that the physical particle realizes upon applying Vex

are of the pure Coulomb type. For this reason, the bias voltage must be exactly equal to the difference in
electro-chemical potentials:

Vbias = μL − μR

Interaction terms (beyond the Hartree-level) do not occur. By contrast, the KS-particle experiences an
effective voltage VKS, that can be quite different from Vbias. This way of including interaction effects by
adding the corrective term Vxc to the voltage drop is not very physical. A difficulty appears, that comes
back on us in the next two subsections.

24.2.3 Initial Value Problem

The second access to transport investigates an initial value (so called “relaxation”) problem without any
reference to a driving external field Vex. One considers a molecule and two reservoirs, left and right (L,R).
At t < 0, the molecule is coupled to, and in equilibrium with, L. At t = 0, a coupling to R is being
switched on and the time evolution with Hs begins, as described in Section 24.2.1. A current, I , starts to
flow at t > 0, if L and R are not in equilibrium with one another. I is related to the time derivative of the
number of particles in the electrodes, NL,R:

I (t) = −ṄL = ṄR (24.21)

As in the previous case, the current may be obtained via the continuity equation from an explicit TDDFT
propagation of the electronic density. Since relaxation involves processes on all time scales, in principle
the response function χ(ω) can be extracted at all frequencies larger than the inverse observation time.

Also, the drawbacks of this approach are similar to the previous case: one has to include big reservoirs
and to propagate many time steps if long time, low frequency properties, such as steady-state currents,
are to be addressed. Due to this difficulty, the relaxation method with TDDFT has been applied mainly to
obtain the high frequency response. In an incarnation where a step potential is switched on at t = 0, it has
also been used for transport studies in non-interacting model systems, but not for a full-fledged realistic
TDDFT calculation, yet [28]. However, we mention that an application of the method for model studies
of strongly correlated transport in interacting Hubbard chains has recently been very successful using the
density renormalization group method [29].

For our purpose, the formulation of transport in terms of an initial value problem is conceptually
important, because it allows us to link time propagation of the density (TDDFT) with DFT-scattering
theory.

Indeed, let us perform the following “Gedanken experiment” in which we allow ourselves to work with
perfect reservoirs, and where we can do the time propagation of the density up to any time we wish.
At the initial stages, 0 < t � ttrans, we shall encounter transient phenomena, which render the particle
density near the contact region time-dependent. Only at a much later stage, t � ttrans do we arrive at the
asymptotic non-equilibrium situation.
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In order for the usual scattering formalism to be applicable, the asymptotic current carrying state of
TDDFT, |QS〉, should meet the following conditions:

c1: At zero temperature, |QS〉 is a single Slater determinant of left and right moving scattering states,
ψl ,r , which are eigenstates of the asymptotic TDDFT Hamiltonian Hqs. The associated quasi-
static KS-density matrix (definition see Equation [24.22]) is invariant under time translations:
nqs(x, x′; t − t ′).

c2: The potential vxc[n] takes an asymptotic form which is independent of the history.
c3: The KS-scattering states are occupied according to Fermi-Dirac distributions, fL,R, carrying the

temperature and chemical potential of the reservoirs that they emanate from.

Discussion: Very little is known about the true nature of the non-equilibrium state of the interacting
electron liquid. For this reason, our discussion can be no other but very qualitative.

Condition c1 puts a strong requirement on the physical relaxation process. Because the equal time
density matrix nqs(x, x′; 0) is time-independent at t � tdiss, particle and current densities must have
become stationary:

R: After transient phenomena have died out, at t � ttrans a quasi-stationary non-equilibrium state
is reached. “Quasi-stationarity” in this context is meant in the strong sense, in which the time
evolution of the particle and current densities have come to a standstill.

It is plausible, that this requirement is always fullfilled in the linear regime of small voltages μL−μR
[53]. For non-interacting particles, this is certainly true also in the non-linear case [54]. The situation
is much less clear for interacting particles in the non-linear voltage range. In fact, due to the non-linear
nature of the kinetic equations one suspects that phenomena like turbulence should occur [30]. This would
imply densities and currents fluctuating in time even at t � ttrans, so that R is not strictly satisfied [55].

If indeed the quantum liquid goes turbulent, then part of the memory of the intial conditions is never
lost. This is, because even small microscopic details in the initial values of the relevant kinetic fields (particle
densities, currents, etc.) will in general invoke different dynamics at later times. For this reason, a validity
of c2 is not guaranteed. However, usually there is no interest in a precise set of initial conditions. Possibly, a
suitable averaging procedure (either over initial conditions or over a small time interval) could reestablish
c2 in an effective sense.

Returning to the case of small biases, let us emphasize that even if |QS〉 is a single Slater determinant,
validity of c3 is not automatically guaranteed. In order to see this, we imagine a surplus of particles in
one reservoir (T = 0), so that an electro-chemical potential difference maintains a particle flow to the
other reservoir. If it is correct, that all current is carried by the scattering states in an energy window
situated between μL and μR, then we find that the current linear in the voltage is necessarily given by
G KS(μL−μR). The correction term Vxc is missing, so we arrive at a statement contradicting Equation
(24.18). This is the difficulty, already alluded to at the end of the last subsection. We will come back to it
again in the following subsection.

24.2.4 Scattering Approach

It is the advantage of scattering theory that all information is encoded in scattering states and no reference to
time propagation is being made. The idea is to replace the initial value problem by an equivalent boundary
problem. This is the philosophy adopted by the standard method of molecular transport calculations. Its
persuasive, charming aspects are: (i) the method is stationary and (ii) the reservoirs are relatively easy to
include.

The most important problematic aspect is that up to now a rigorous justification of the approach has
not been given, and it is not obvious it should exist. The validity of the scattering formalism has been
rigorously established only for non-interacting particles. Whether the conditions c1-c3 formulated in the
preceding section are really met, so that the treatment is legitimate also for KS-particles, is not fully clear
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at present. If they are taken for granted, the following self-consistency procedure can be justified, which
in essence is the standard method.

One starts with a guess for the equal time density operator nqs(x, x′). Condition c2 ensures that nothing
more is needed in order to construct a first approximation for the Hamiltonian Hqs – provided the
functional vxc[n] is given, of course.

In order to start the next iteration, one should know how to construct a better guess for the density
operator from Hqs. This is where c3 and again c1 kick in: according to c1, scattering states can be found as
the eigenstates of Hqs, which then can be filled up successively in order to obtain |QS〉 and the improved
density matrix. The procedure is completely analogous to the case of non-interacting particles:

nqs(x, x′) =
∑

l

fR(εl ) ψ∗
l (x)ψl (x′)

+
∑

r

fL(εr ) ψ∗
r (x)ψr (x′) (24.22)

At the end of the iteration cycle, self-consistency is reached. This means that scattering states have been
found in an effective potential that incorporates already the shifts in the charge distribution characteristic
of the non-equilibrium situation that also generates the current.

The bottom line is that under the assumptions c1-c3, there are only two minor differences between a
ground state calculation and a standard dc-transport calculation:

1. A non-equilibrium density operator calculated from Equation (24.22) replaces the ground state
expression Equation (24.1) (to be obtained with fL = fR).

2. In principle, a quasi-stationary functional should replace the ground state functional. In actuality,
due to lack of any better choice, common ground state functionals are employed leading to additional
artifacts (see Section 24.3).

24.2.5 Standard Method and Kubo Formula: Discrepancies

The calculation of the dc-current can proceed directly from Equation (24.22) which leads to a Landauer–
Buttiker type description:

I =
∫

dE T(E , μL, μR) [ fL − fR] (24.23)

where the transmission function, T , has been introduced. The kernel T(E , μL, μR) can be expressed by
the resolvent operator

G(E ) = (E − Hqs − �L − �R)−1

and self-energies �L,R, which represent the boundary conditions at the surface of the electrodes [31]. One
has

T(E , μL, μR) = tr �LG�RG † (24.24)

where �L,R = i(� − �†)L,R [17]. For non-interacting particles, Equations (24.23, 24.24) are equivalent
to the Landauer formula and give the exact current [9]. The Landauer conductance, G qs = T(εF)e2/h, is
the response of the current linear in the applied electro-chemical potential difference

I = G qs(μL−μR) (24.25)

(We choose the nomenclature in the spirit of Section 24.2.2.2.) For non-interacting particles, rigor-
ous results exist, which show that the Landauer conductance and the conductance obtained from the
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Kubo-conductivity, σirr coincide [32]. This is true, because in the absence of interactions

G = G KS = G qs. (24.26)

However, the KS-particles are not truely non-interacting. This expresses itself, in the fact that G �=G KS,
in general, because VXC �=0. In the present standard approach, one has G qs = G KS. Therefore, a term in the
current proportional to VXC is ignored. In order to include this term, one would have to manipulate the XC-
functional used in Hqs such that the bare dc-current response becomes χirr rather than χKS. Note, that it is
known that even within LDA the terms ignored can be important. Including them on the level of “adiabatic”
LDA can shift resonances and therefore have a substantial impact on transmission characteristics [33].

24.3 Ground State DFT: Artifacts of Local Density Functionals

In this section, we discuss some well-known limitations of common density functional approximations,
and their implications for transport calculations [46].

By common density functional approximations, we will mean the original local density approximation
of Kohn and Sham [37], the generalized gradient approximation, employing both the density and its
gradient, e.g., PBE [38], and hybrids of GGA with exact exchange, such as PBE0 [39] and B3LYP [40–42].

These approximations have a variety of related deficiencies. The first is that they fail for one-electron
systems, in which the exchange energy should exactly cancel the Hartree, while the correlation energy
should vanish. The preceding density functionals generally fail this requirement, and are said to have a
self-interaction error, meaning that the electron is incorrectly interacting with itself [45].

A related difficulty is that the ground-state KS potential in such approximations is poorly behaved. For
a neutral system, the exact KS potential decays as −1/r for large distances. But with these approximations,
the potential decays too rapidly, in fact exponentially with distance, due to the local dependence on the
density. (Hybrid functionals do have a fraction of −1/r , but not the right amount.) This leads to potentials
that are far too shallow overall, and HOMO’s (highest occupied molecular orbitals) that are insufficiently
deep.

The exact KS HOMO can be proven to be equal to the negative of the ionization potential, but this is
not even roughly true for approximate KS potentials, for reasons given earlier. Thus, the charge density
in tail regions, i.e., where the density is low, is inaccurate. Furthermore, whenever a localized system is in
weak contact with a reservoir, so that the average particle number on the system can be continuous, the
exact KS potential jumps by a (spatially) constant amount whenever the particle number passes through
an integer [43,44]. This behavior is entirely missed by the preceding approximations, which smoothly
interpolate between either side of this discontinuity.

These difficulties are either largely or totally overcome by the use of orbital-dependent functionals.
The first popular one of these was SIC-LDA, the self-interaction corrected local density approximation, as
introduced by Perdew and Zunger [45]. These days, many codes have been developed to handle orbital-
dependent functionals and to find the corresponding KS potential, via the optimized potential method
(OPM), a.k.a., optimized effective potential (OEP). Exact exchange potentials have the correct decay, their
HOMO’s are close to the negative of the ionization potential, and they jump discontinuously at integer
particle numbers [50].

How does all this affect transport calculations? There are two principal effects, one obvious, the other
less so.

In the first, since transport is often a weak tunneling process, the position of the molecular levels relative
to the leads greatly affects the calculated current. If a molecule is weakly coupled to the leads, there is
every reason to think that standard functional approximations will make huge errors in the calculation of
currents. The levels will be misaligned not only in the equilibrium situation, but will respond completely
wrong to the transfer of charge into a localized molecular orbital [48].

These deficiencies in common ground state functionals may be the reason why present DFT-calculations
fail to correctly reproduce elementary ground state properties that manifest themselves in the transport
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characteristics. The most prominent example is the Coulomb blockade phenomenon, which usually is
not reproduced quantitatively [34]. It is less well appreciated, that also the Kondo-effect belongs to this
category of phenomena. Its manifestation is an extra resonance in the spectral function of the molecule at
εF, the Abrikosov–Suhl resonance. In principle, this resonance is a ground state property. It affects the total
charge on the molecule and for this reason it should be detectable with DFT, provided an appropriate (so
far unknown) functional is used.

Furthermore, density functional approximations will artificially smear out a sharp resonance into a
much weaker peak, spread out sometimes over several eV, between the LUMO of the uncharged molecule
and the HOMO of the charged molecule [26]. This effect has already been demonstrated in calculations
on simple models [48], and has recently been seen in a full OEP calculation [49]. Of course, for molecules
that are chemically bonded to the leads, there is no region of very low density, and the potential should be
reasonably accurate within the common approximations. So another question is: How big an effect is this
in real experiments?

The second effect is more subtle, but could be more important in the chemically bonded situation,
perhaps. The standard approximations, being local in nature, yield no XC correction to the potential drop
across the molecule. In the language of the previous section, VKS is identical to the real electrostatic poten-
tial drop, Vbias. But there is no reason this should be true in reality, or in a more accurate calculation. Thus
an exchange calculation should produce a finite effect. As mentioned earlier, a current-dependent approx-
imation (VK) indeed produces a small, but finite, effect. Such calculations, performed self-consistently
and at finite bias, need to account for this drop, and correct the Landauer formula to account for it.
This means that the conductance is not just proportional to the transmission through the self-consistent
KS potential. In one spatial dimension this means, that the current must be calculated using the total
potential drop, including the XC contribution, and this must be divided by the electrostatic potential
drop. In this case, it is hard to see how a simple single-particle effective potential could produce the exact
conductance [26].

24.4 Conclusion

The various issues that we have discussed – validity of a scattering approach, neglect of VXC, deficiencies
of common density functional approximations – raise serious doubts about the accuracy of the present
standard method for transport calculations. How quantitatively significant these errors are is only poorly
understood at the moment. For such an estimate, time and orbital-dependent calculations are an important
tool [28]. To gain further insight, it is important to also go beyond (TD)DFT. Work in this direction is
in progress. Proposals include approaches based on a configuration interaction [16], the G W-method
[35], and the LDA+U formalism [36]. All of the proposed directions have their virtues and drawbacks. It
remains to be seen which one of them turns out to be most suitable to deliver conductances of real, large
molecules that require a controlled handling of electrode effects.
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25.1 Introduction

The subject of this chapter is exceedingly broad. Thus, it is not possible to review all the research in this
area in a single chapter. Instead, the motivation for studying molecules as conductors will be given when
the basic principles of the theoretical description and modeling are considered. Though these are both
fundamental topics, they are usually left out by the researchers involved, who think them obvious, thus
making it difficult for non-experts to wade into the field.

Molecular electronics (ME) devices can be defined as interconnected electronic devices with critical
dimensions below 5 nm. This definition reflects a conceptually important view on the subject. According
to the encyclopedia definition, a molecule is the smallest bit of a substance that retains its chemical
properties. The ME device is typically the size of a molecule, and we will see there is good reason to use
molecules for building electronics devices. However, it was recently recognized that significant progress in
the description and design of nanoelectronic devices could be made if the nanodevice (silicon transistor,
nanotube, etc.) is seen as a big molecule. From this viewpoint, ME becomes an important playground for
nanoelectronics, and even traditional silicon-based microelectronics become naturally linked to ME on
the way to miniaturizing such devices.

The idea behind building ME is, at first, to beat or at least extend Moore’s Law [1,2]. Gordon Moore
made his famous observation in 1965, just four years after the first planar integrated circuit was fabricated.
The press called it Moore’s Law and the name has stuck ever since. In his original paper, Moore observed an
exponential growth in the number of transistors per integrated circuit and predicted that this trend would
continue. So far, Moore’s Law (that the transistor density of integrated circuits will double every two years)
has been essentially maintained, and is expected to hold true until at least the end of this decade. There is a
principle limit for the expansion of the law since at some point the size of the transistor will shrink to that
of just a few atoms. Yet another limit is economical considerations since the production cost grows rapidly
with desired miniaturization. ME aims to beat both limitations of Moore’s Law by introducing cheaper
technological production processes as well as new possibilities for processor logic and architecture with
the use of quantum effects on electron confinement.

ME is based on these two cornerstone ideas. To make things smaller means to use the smallest possible
building blocks, which are molecules by definition. To make things cheap, one has to use the cheapest
material, which is usually the most common one. The chemical methods of production of the artificial
molecules frequently used in ME are typically aimed at production of a fraction of a mole (∼ 6.022 × 1023

molecules) of the material, which is on the order of a few grams. This, however, yields an enormous amount
of identical molecules, diminishing the cost of a single molecule.

While the conventional electronics design traditionally assumes driving the current through metallic
leads or semiconductors, one instead defines ME design as driving current either through the molecules
and metal–molecular (MM) systems or along the conducting surfaces and controlling their properties by
means of attached molecules [3]. Building the ME devices implies the connection of molecules to surfaces,
and molecules to molecules. This can also be achieved by chemical means, additionally minimizing the
cost of production. Many molecules can self-assemble in solution or on the surface and form predefined
regular patterns.

In contrast with conventional electronics, which utilizes the so-called “top-down” approaches when
technology is used to miniaturize existing devices, ME makes use of a “bottom-up” approach. The molecules
are, in a sense, the smallest possible building blocks that can be maintained at normal conditions (room
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temperature and pressure), therefore ME devices are already the smallest possible ones and the problem
is to build up a full system and connect all the elements together [2]. The bottom-up approach is based
on self-assembling and other chemical means to build predefined structures.

Will ME devices be useful? They may allow implementation of many functions in the same molecule
due to pure quantum laws and effects governing their properties. Hence, a rich “zoo” of ME devices can
be anticipated. The second reason to believe in a rich functionality for future ME devices is the actual
existence of molecular “devices” in nature. A common example is an ant’s brain which consumes milliwatts
of energy and works at a frequency of about a few Hz, but is still capable of solving image recognition tasks.
Given this, highly specialized ME-based devices may be the only alternative in, for example, medicine.

The analysis predicts, that, if realized, the ME devices will at least complement the limiting conventional
silicon devices. There is much room for cheap yet functional electronics (e.g., one can easily imagine
developing ultra-portable ready-to-use inkjet printers that can be used anywhere with a special ink or
generating instantaneous readouts from medical tests using molecular sensors). Hence, the future of
ME depends on the progress in production technology—conventional methods alongside those more
advanced, like self-assembling, etc.

Recently significant breakthroughs have occurred in producing molecules for the purpose of ME [3,4], as
well as in measuring their transport properties in various experimental setups. Nevertheless, the field is still
at the pioneering stage, and theoretical modeling is essential to give proper insight into the experimental
results and to design new functional ME devices and components.

This chapter is organized as follows. First, the scope of the devices considered is defined. A molecule
or some definite atomic arrangement connected to metallic electrode(s) will be considered. Then the
most common experimental setups and achievements in the engineering of ME devices are reviewed.
Electron transport processes in molecular devices will be described, and their potential applications in
molecular electronics explored. The most definitive problem in ME, the interface between a molecule
and an electrode is considered separately. Since the aim is to analyze real devices, theory must follow
explanation, and thus possibly predict the results of current and planned experiments. A short review of
theoretical approaches to the calculation of transport and structural properties of ME devices will be given.
After that, simulation tools available will be discussed. To conclude, possible applications from biosensors
to alternative computational logics will be discussed.

25.2 Scope

In this part, the scope of the ME subject will be discussed and the important terminology introduced.
This chapter starts with the definition of ME as interconnected electronic devices with critical dimensions
below 5 nm. It seems that any definite atomic arrangement connected to metallic electrode(s) fits this
definition; however, what exactly does the word “molecular” mean?

Devices entirely made of molecules and functioning as very small computers capable of performing very
complex tasks, such as image recognition, exist in nature—for example, the brain of an insect. However, the
manufacture of such a device is still a dream. What can presently be done is to interconnect (macroscopic)
electrodes by molecular wires [5,6]. We will see later, that such a wire can bear substantial functionality,
be it a rectifier (diode) or an electrical switch.

The phenomenon of molecular conductivity and intramolecular donor–acceptor charge transport is
well known from chemistry, where the charge transfer in reactions is studied, treating the molecule as a
bridge between donor and acceptor groups.

The reason to use molecules in devices is due to the word “smallest” in the definition of molecule.
The smallest possible chip has to be made of the smallest possible compounds, which are the smallest
possible bits of substances: molecules. Miniaturization of electronics in turn may provide faster, less
power-consuming, and cheaper devices [2].

Molecules, however, are not the only objects considered in ME research. Carbon nanotubes (CNT) [7],
gold [8–10], and silicon [11] nanowires are discussed in the context of the electrical interconnection of
nanodevices. Metal atomic chains can be fabricated by embedding metal atoms in a matrix formed by
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FIGURE 25.1 (See color insert following page 5-6) The 1,4-benzenedithiol molecule and the corresponding
metal–molecule–metal sandwich.

organic molecules (especially DNA [12] and stacks of porphyrins [13]) or by assembling metal atoms
on the surface of other materials. These structures are not precisely molecules, which has prompted the
suggested name of molecular cousin [14]. Although they are stable and retain their properties at ambient
conditions, their size is determined upon fabrication. According to the encyclopedia definition, a molecule
is the smallest bit of substance retaining its chemical properties.1 From this perspective, CNTs and other
wires can be cut in shorter parts, retaining the properties of the longer wire. This implies substantial
differences in the description and behavior of such systems.

In general, though with a number of valuable exceptions, molecular wires differ from the molecules
(in solution or crystal phase) of a substance, because of the strong interaction (often chemisorption) with
electrodes. The molecule loses its protective groups; instead the bond is created between the molecule and
the electrode (see Figure 25.1). The electronic structure of the molecule becomes substantially altered by
the interaction with the electron states in and on the surface of the electrode.

From this perspective, there is a good reason to call CNTs, polymer chains, etc. sandwiched or in other
ways connected to electrodes molecular wires. In practice, only a short segment of the wire is used in
experiments as a connector between electrodes. This tiny piece of material essentially behaves like a big
molecule, and can be described and studied with ME methods.

Let us now discuss the metal–molecule–metal (MMM) structure in Figure 25.1 in detail. Electric current
is flowing from the left to right electrode, along the direction of the z-axis. The z-axis is traditionally reserved
to be aligned with current since in most experiments in the past the scanning tunneling microscope (STM)
setup was used, where the STM tip was scanning along the horizontal x − y plane, conducting substrate
with a molecular film adsorbed, and the vertical position of the tip was naturally measured along the z-axis
of the coordinate system.

It has already been mentioned that the protection group is removed either prior to, or upon, adsorption
on the electrode surface. In the example in Figure 25.1, the H atom is removed from both SH groups,
and the metal:S bond is established upon the surface of the electrode. Deep inside the electrode, the
material is undisturbed and has a bulk-like structure and properties. Even if an electrode with a flat surface
is considered, the surface region would differ from bulk due to the broken translational symmetry, and
additionally due to reactions with adsorbed molecules. The surface region of the electrode can also contain
surface defects, which promote molecular adsorption or represent STM tip.

1To be precise, a molecule is “the smallest identifiable unit into which a pure substance can be divided and still
retain the composition and chemical properties of that substance.” (From the Encyclopædia Britannica.)
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If the contact between two flat electrodes via a molecular monolayer is considered, relaxation and
reconstruction of the surface atomic layers should be contemplated. For dense films, the variation of
density between the metal and vacuum is smoothed by the presence of the molecular film, and the
reconstruction is often lifted. However, for the dense films, the charge transport between the surface and
adsorbate becomes important, and the corresponding change of atomic and electronic structure should
be taken into account.

The central region of the MMM junction consisting of the electrode surfaces and the adsorbed molecule is
referred to as the extended molecule. In this region, which is considered between two periodic bulky metallic
left and right half-spaces, the entire scattering processes introduced by the junction to the propagating
electrons are localized. The surface and the molecule-related phenomena are also included in extended
molecules, together with the MM bond in the case of a chemisorbed molecule. Ideally, the electronic and
structural changes in the extended molecule are negligible when it is connected to (or disconnected from)
the bulk electrodes in the equilibrium and no bias voltage is applied.

Within the framework of ME, the analysis of a MMM junction usually proceeds from the analysis of the
corresponding free molecule or infinite molecular wire (the latter in case of CNT, etc.) towards the extended
molecule at equilibrium. The electronic states of the free molecule, surface states, and their interaction
constitute the combined structure of the extended molecule. Connecting the extended molecule to the
electrodes, the zero bias electron transmission properties of the system can be calculated. At low bias
voltage the current is linear and the zero bias transmission determines the conductance. At higher bias
voltage, the system is driven completely out of equilibrium and the population of the states and structure
of the extended molecule can substantially change.

In this perspective, there is no difference in considering a molecule or a short piece of wire constituting
the extended molecule in MMM junction. Both molecular states and the states induced from the electrodes
can provide the basis for transmission resonances. However, in the case of longer junctions, the wire itself
becomes the bottle neck for electron transport, and the upper bound of the transmission can be assessed
via the band structure of the infinite wire. In this case, the Bloch states in the wire become the main current
carriers, and the poor MM contact can only decrease transmission.

Although the ME field is not limited by molecular wires, even the molecule in the MMM junction can
offer substantial functionality. As it is shown in Ref. [2] for CNTs, a molecular wire can operate in the
Coulomb blockade regime due to charging effects. Molecular oxidation (reduction) is another charging
effect intrinsically changing the molecular structure and properties, making it possible to switch on and
off molecular conductance. The other switching mechanism is conformational change between different
isomers of the same molecule. Such a change can be induced by electric or light pulse or done mechanically
(especially for CNTs). Obviously, when the molecule is switched by the change in the environment it
becomes an electric sensor. However, there is another use for switchable molecules: molecular memory
and (re)configurable networks.

While the current–voltage characteristics (IVCs) from some of the devices are symmetric, others
can be significantly asymmetric with respect to the swap of the bias voltage [5], making it possible to
build a molecular rectifier or a diode. Significant interest has arisen regarding molecular transistors
consisting of a molecular wire junction and a third gate electrode (usually in the form of an oxide-
covered metal template). Gate voltage changes effective potential on the molecule altering transmission
properties.

Technologically, the “magical” process that can help in building more sophisticated devices than MMM
junctions is self-assembly [2]. Many molecules, small metallic particles and even CNTs tend to self-organize
in highly ordered films or other structures. Chemically functionalized molecules can recognize and attach
to specific sites to create sophisticated arrangements [15]. Indeed, this is the mechanism for creation of a
double helix of a DNA molecule from two adjacent strands.

All the aforementioned devices (and many others) constitute the field of ME research. The advantage
of the ready molecular device is its size. In the following section, the fabrication of such a small device is
considered in detail.
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25.3 Experimental Techniques

Before dealing with the electron transport properties of the system, it is essential to understand its physical
structure. The first challenge here is to create contacts with a gap that is the size of the molecule. Alternatively,
the molecule could be grown to the size of the gap. The latter approach is successful for CNTs, but for the
long molecules, conductance decreases exponentially with length [16] and it is quite difficult to manipulate
the exponent.

The design of the electrode shape is chosen to permit molecules to adsorb on them and establish
electrical contact. Another requirement could be to enable control over the structure. One can distinguish
contacts aimed to contact single (or few) non-interacting molecules, or single (or few) molecules out of
a film or many molecules (in a film) at once. Currently, the precise control over the configuration could
be established with scanning probe microscopy (see Figure 25.2), which means that at least one of the
electrodes is flat and the probe can scan over it. On such a flat surface, individual molecules tend to adsorb
parallel to the surface. When the concentration of the molecules increases, a film of the molecules standing
almost perpendicular to the surface is formed and could be contacted by evaporation of metal from the top
(crossbar lithography [19] or nonporous technique [20]). An individual molecule from the film can be (in
principle) contacted by a scanning probe microscope tip, especially if it is a single long molecule protruding
from a film of short ones, or a conducting molecule embedded into a film consisting of insulating molecules
[21]. The recently recognized technique is to use small (nano) metal particles placed on a film and acting
as solder between the film and the STM tip. The well-controlled shape of the particles and their small size
guarantee contact with very few molecules in the film, while the nature of contact of the scanning probe
microscope (STM) to the metal particle is well defined. For the films made of a mixture of protected and
de-protected (see the following) molecules, the actual contact might be established to only one molecule.
The drawback of the technique is that the film screens the metal–molecular interface, and thus interaction
of the neighboring species in the film should be taken into account.

To contact an individual molecule, contacts with very small contact area are created. The most
common techniques are break junction [5], the angle evaporation technique with hanging mask [22],
and electromigration [6] (see Figure 25.3).

The first setup (break junction) involves the mechanical breaking of metal wire and creates a very stable
gap. The process of calibrating the gap, filling in some solution with molecules and measuring, is time-
consuming (one can not repeat the measurement to, say, produce IVs for a different number of molecules or
a different type of molecules using the same junction) and the number of successfully contacted molecules
and the configuration itself is not known.

(1) (2) (3) (4) (5) (6) (7) (8)

FIGURE 25.2 Establishing contact to the molecules adsorbed on a flat electrode, the role of inter-molecular inter-
actions is increasing from left to right. (1) STM of a single molecule by spontaneous attachment and detachment
monitored in the time domain [18]; (2) STM of a single molecule embedded in a less-conductive molecular film [21];
(4) STM of a SAM; (3), (5), and (6) a gold cluster used to define the contact area makes it possible to measure current
from different numbers of molecules, distinguishing the contribution of a single molecule into total conductance
[24–28]; (7) the micropore technique [25]; (8) a macroscopic, yet very small, “pad” contact on top of molecular film
[27]. The two latter techniques often result in a shortcut between the electrodes, and are primarily used for thicker
multilayer films.
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I

FIGURE 25.3 Break junction (left), angle evaporation with hanging mask (center) and electro migration (right)
methods for making electrodes with nanometer separation. The latter two methods are often combined with metal
cluster deposition (electrostatic trapping) in the gap to reduce the electrode separation. The separation is often measured
by recording the electrode through-vacuum tunneling rate between the electrodes.

For the angle evaporation method with hanging mask, electrodes are produced lithographically by
evaporation of gold at some finite angle so the shadow area under the mask shrinks. The electrodes
configuration here is under better control, but the number of adsorbed molecules is again not known and
experiments are very time- and resource-consuming.

For the electromigration method, thin metallic wires connect the electrodes and electric current is
driven through the wire until it breaks. When the contact is lost, a gap between the broken pieces of the
wire is created. An array of such electrodes is created and covered with molecules in a diluted solution.
When the solution is dried, some molecules or molecular agglomerates are adsorbed on approximately
20% of the electrode pairs. This means that the probability to adsorb more than one molecular structure
is small. Few measurements can be carried at the same time. The results, however, are in striking contrast
to the break junction method since the device here is always in the Coulomb blockade regime. Moving
the electrodes in break junction makes it possible to establish good contact and to bridge the electrodes
with the molecule. For the electromigration method, the molecule is adsorbed somewhere, and it is
not clear whether it bridges the electrodes or just attaches close to the gap. For example, it was shown
[23] that the fine structure in the two-dimensional differential conductance (∂I/∂V) plots for the C60

molecule between nanometer scale electrodes is due to oscillations of the molecule on the electrode close
to the gap.
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FIGURE 25.4 (See color insert) Calculated IVs for 1,3- 1,4-di thiol bicyclo[2.2.2]octa-2,5,7-triene molecule with
asymmetric (red) and symmetric (blue) coupling to a gold (111) surface with a vacancy defect. Open circles mark the
points for which the calculated transmission spectrum is presented in Figure 25.5.
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The use of a more concentrated solution will not increase the probability of bridging the electrodes
since the molecules tend to create islands of self-assembled film rather than spread uniformly across the
wafer. Thus, the probability of bridging the gap will increase, but the bridging will be most probably done
by an island of self-assembled monolayer, not by isolated molecules.

It is striking that none of the methods aimed at establishing contact to a single, or at least a few molecules,
produced the actual IVs for 1, 2, 3, . . . etc. molecules contacted within the same setup, as was done for the
conducting molecules embedded into the insulating film and contacted through a gold cluster [24–28], as
illustrated in Figure 25.2 (panel 3). One would expect that as the number of actual molecules contacted
in sequential experiments changes, the comparison of the data would show a change in conductance,
associated with some integer number of molecules. However, the complexity of the experiments makes it
difficult to successfully repeat sequential measurements done in the same setup.

The practical method to measure molecular conductance based on break junction was proposed only
recently [17]. The retracting electrodes produce a characteristic conduction steps pattern typical of metallic
constriction. When the direct contact is lost, conductance peaks due to through-molecule conduction
appear on a different, and thus a more distinguishable, scale. However, it seems that due to a complicated
structure of the interface, there can be many different processes recorded contributing to conduction at
intermediate scales between the pure metallic and pure MMM junction [18,29].

It should also be noticed that, owing to their well-controlled size and shape, the metal clusters are also
proposed and used [30] as (a part of) electrodes. It is thus often argued that, in this case, establishing a
good contact to the cluster becomes a problem and the measured molecular-related phenomena becomes
superimposed with Coulomb blockade effects due to cluster charging [26].

The second challenge is to contact the molecule to the metal surface. As we have seen, it is possible to
position the molecule between the electrodes; however, that does not necessarily lead to the establishing
of a strong bond between the molecule and surfaces of the electrodes. In the experimental setup for the
electromigration method of contacts fabrication, the strong bond between a molecule and a metal is
expected to minimize molecular mobility on the surface, thus preventing the molecule from moving and
eventually bridging the gap. For this setup, the more common situation is when the molecule does not
bond to the second electrode.

Although it is possible to contact the molecule to the metal surface, many properties of molecular wires
are still studied indirectly, without interfacing to the electrodes. For example, charge transport is studied
chemically, looking at charge transfer in reactions and treating the molecule as a bridge between donor
and acceptor groups.

The molecular adsorption on the electrode could take place either as chemi- or physisorption. The
molecules with active “alligator clips” groups (i.e., sulphur-terminated) can chemisorb on gold. On the
other hand, such an active termination as an alligator clip will lead to the lack of stability for the free molecule
since it will tend to establish a chemically stable bond. The active molecular head groups are usually
protected with some protecting group. Both de-protected prior to adsorption and protected molecules
can form some contact with electrodes. Protected molecules, as well as molecules without alligator clips
lie over the surface of the wafer, and, possibly, across the gap between electrodes. De-protected molecules
with clips adsorb on the metal surface. The structure of the interface is often hidden by the molecular
tail and is difficult to determine in experiment. For low coverage, it is known that the molecules form a
“striped phase” monolayer [31], where their head groups lie in rows and their tails lie flat on the surface.

For higher coverage, the molecules tend to form a standing monolayer with sulphur bonded to the metal.
The sulphur adsorption site depends on the substrate (facet, roughness [vacancies] thickness [if just about
a few atomic layers]), and moreover, sulphur atoms might well form dimers and other arrangements [31]
so that not all molecules are bonded to gold, but only one or two. When molecules are adsorbed from
solution, they are likely to be terminated with a hydrogen atom. It is not clear what happens to it upon
adsorption [32]. If there is a possibility for sulphur to be detached from the molecule, and how exactly
the configuration of the film depends on the coverage, is not yet fully understood, especially for longer
molecules where the attractive interaction between the molecular tails in the film plays an important
role [33].
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25.4 Molecular Conductance

This section will concentrate on the conductance of molecular wires. For a broader description of the
quantum conductance phenomena, please see Ref. [5,34,35(page 6)].

As a first approximation, one can view molecular wires as a constriction between two macroscopic (i.e.,
comparatively very big) electrodes. Quantum-world phenomena such as inelastic scattering by phonons,
electron–electron collisions, spin-flip processes, etc. lead to the loss of coherence between electrons traveling
along the junction. The relation between the characteristic length of the collisions with impurities or
phonons and the characteristic width of the constriction define the diffusive and ballistic regimes of
transport [5].

Let us consider a molecular wire whose length can be increased by repeating some similar building block
(for example, see Ref. [22]). When the length of such a wire increases, will it still conduct current? The
answer is “yes,” but not in the same way as a short wire. When more realistic corrections are introduced
in the theory (scattering by phonons, etc.) the coherent transport is not possible over long distances, and
conductance decays exponentially with the length of the wire. But incoherent (diffusive) transport does
not decay, rather saturate, and starting from some overall length (coherent and incoherent) conductance
is constant, independent of the length. However, this saturation is reached only when the molecule is
sufficiently long; therefore, the conductance of longer molecules is still smaller than that of the smaller
ones, which is in line with intuition.

Returning to the view of the wire as a constriction formed between two electrodes, and assuming this
constriction is ideal (no phonon scattering, etc.) one can, analogous to a usual wave guide, relate the
conductance to the number of transverse modes available to the electrons. As long as no bias voltage is
applied, the electron flow from the left is the same as the electron flow from the right, and no net current
flows. When a voltage V is applied, the Fermi levels of metal electrodes are shifted relative to each other
by e∗V and the electron flow from the left (higher potential) is not compensated by the flow from the
right (lower potential), thus a net current can flow from left to right. Since electrons are waves, they
will carry charge (and the current will flow) only if there exists a solution for the Schr dinger equation
with a nonvanishing k vector component pointing along the constriction. For the long ideal constriction,
one can separate the variables so that each mode is represented by some standing wave pattern across
the constriction. As soon as the energy of this standing wave enters the range of energies from the open
energy window (between the left and right electrode potentials relatively shifted by eV), electrons from
the left can use this channel to flow to the right electrode and the current will start flowing through the
channel. Since the conductance of such a channel is constant, it will be added to the overall conductance
of the constriction. This implies that the conductance of the ideal constriction is finite and increases
stepwise with voltage at 0 K temperature. Due to the thermal broadening of the Fermi distribution, the
steps are smoothed at finite temperatures. The same picture holds for a curvilinear constriction, but
the steps are smoothed then also due to geometry [36].

This picture allows a simple interpretation for molecular conductance: since molecules are not by
any means ideal constriction and since their electron structure are modified by the applied bias, the
conductance channels can not only enter the voltage window but also exit from it, and the steps are
significantly smoothed.

Figure 25.5 demonstrates the typical voltage dependent on molecular transmission [37]. Transmission
is symmetric for the negative bias, as expected for the symmetrical system (right). However, if the molecule,
electrodes, or metal–molecule interfaces are not symmetrical (left), the transmission will be different for
different signs of the bias, leading to rectification in current–voltage dependence [38].

Transport properties of the molecule depend on its structure. Surprisingly, the same molecule can be
conductive or not, depending on which isomer (which shape) it takes. The change here can be either
spontaneous or induced. For the ordered film structure, the embedded conducting molecules on the high-
resolution STM scan will appear as light stable spots. For the less ordered or sparser film, molecule switches
much faster, and the light spots start blinking [39,40], suggesting that the benzene rings can rotate easier,
and “on” or “off” states correspond to the rotation of the central benzene ring.
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FIGURE 25.5 (See color insert) 1,3-1,4-dithiolbicyclo[2.2.2]octa-2,5,7-triene transmission spectrum with asymmet-
ric (top) and symmetric (bottom) coupling to a gold (111) surface with a vacancy defect. The voltage window and
corresponding spectrum parts are marked with grey.

In the same way as the density of the film, other environment factors influence the molecular conduction.
In many technologically important applications, molecular electronics devices are expected to work at
room temperatures, and it is desirable to produce such devices not in a high vacuum, but in some gas or
atmosphere or even in air. Although it is possible to create such a device [41], its properties and structure
will be sensitive to the environment [42,43]. Similar problems exist for the molecules that assemble in
self-assembled monolayer (SAM) from a solution.

For the nanotubes, adsorption of hydrogen or oxygen on the surface of the tube and defects in the tube
structure create randomly located scattering centers [43]. The same is expected for longer molecules or
molecular complexes between electrodes. For molecules adsorbed on the surface, even the coadsorption
of other species close to the metal–molecular interface significantly changes the transmittance [42].

A molecular wire is, by itself, a very small conductive object. When (or if) it is poorly connected to the
electrodes, the potential barriers at the contacts are sufficient to keep electrons inside the wire, thus charging
it. Then an attempt to put another electron on the wire will cost not only the work of penetrating the contact
barrier, but also the work of overcoming the Coulomb repulsion between two electrons (i.e., effectively
the work of charging a capacitor). Since we have already assumed that the contact barriers are high, the
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two allowed mechanisms of charge transfer are resonant tunneling through the double barrier system and
inelastic processes, when electrons sequentially tunnel through the barriers that are exponentially small
at low temperature. If the effective capacitance C is small, the potential barrier introduced by charging
a molecule with n electrons is high (ne/C ) and the resonance tunneling is blocked. Additionally, if the
energy needed to overcome this barrier is comparable with thermal energy, kB T < ne2/C , then inelastic
processes are inefficient and all electron transport is blocked (Coulomb blockade). Such a system can be
opened again by external potential applied to the wire (gate voltage), like in Ref. [22] where the barriers
between electrodes and the molecule were created by depositing protected molecules across the gap. The
charging of the molecule can be interpreted as a chemical process associated with oxidation [22,39].

This is about as far as one can go without analyzing the MM interface in detail. It was previously
discussed that the full description of the MMM junction is done via an extended molecule, including the
MM interface. The MM interface still presents technological and theoretical challenges though: it is difficult
to contact molecular wires to metal electrodes, and upon contact the metal–molecular interface gets hidden
between the metal and the molecular film. The properties of the interface are crucial for understanding both
structural (self-assembling) and transport (i.e., Coulomb blockade regime) properties of the molecular
wires.

25.5 Molecular Adsorption on Metal Surfaces and Role
of the Electrodes

As has already been pointed out, the molecule should be connected both physically and electronically to
the metal surface. Although this is possible, there are still many challenges present both theoretically and
technologically in the creating of the desired contact.

We have no intention of covering all of the surface physics and chemistry in this chapter. The field
has matured regarding the study of surface catalysis, and an enormous amount of material is available
concerning molecular adsorption on metal surfaces. Instead, we will continue the discussion from the
previous chapter and concentrate on the adsorption of molecular wires on a metal electrode.

The contact between a molecule and a metal is especially interesting, and not simply because of its
technological importance. This is a contact between two objects of a very different nature: metal is often
viewed as a gas of nearly free electrons confined in a potential well made by positively charged nuclei,
while in an isolated molecule electrons are localized and their orbitals adopt a particular, strictly defined
shape. If the atomic orbitals are taken as a starting point, one often refers to this shape as hybridized atomic
orbitals. These orbitals have some particular defined energy while in metal electrons fill the band and all
the energies in the band are populated with a certain probability.

Upon adsorption, the metal and molecule mutually interact, and their properties change in the contact
region. A molecule can in no way modify the properties of the bulk metal away from the surface. Neither
is the molecule’s tail (which is away from the metal) significantly affected; however, the changes at the
interface are often striking. The electrons in molecular orbitals in contact with the metal band get the
possibility to tunnel to the metal and back. Thus, the energy of the orbital becomes uncertain (broadened)
as the electrons do not stay forever, but the state decays.2 In other words, it is occupied only for a certain
lifetime. The metal surface is affected by charge transfer to (from) the molecule, and the strong local field
(near field [44]) is created by such a dipole.

Due to this metal–molecular interaction, both the properties of the metal surface and the molecule
affect the configuration and properties of the interface complex. Individual molecules connect often to
the surface defects (steps, vacancies), and the structure of adsorbed molecular fields often reflects the state
of the surface (crystallographic orientation, reconstruction, stress, or strain). On the other hand, dense
molecular films affect the surface (charge depletion, creation of defects [45]).

2This connection is discussed in detail in Section 25.5.2.
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The nature of molecular adsorption on the electrode could be either chemi- or physisorption. The
molecules with active “alligator clips” groups (i.e., sulphur-terminated on gold) can chemisorb. On the
other hand, such an active termination as an alligator clip will lead to a lack of stability for the free molecules
since sulphur tends to establish a stable chemical bond, and the molecules are usually protected with some
protecting group. Both protected molecules and those de-protected prior to adsorption, can form some
contact with electrodes. Protected molecules, as well as molecules without alligator clips lie over the surface
of the wafer, and, possibly, across the gap between electrodes. If the protection group is not removed, no
chemical bond is created. However, as the interaction between the surface and the molecule leads to an
energetically favorable configuration, the molecule is referred to as physisorbed.

25.5.1 Role of Surface Defects

What is the relation between physi- and chemisorption? Since the origin of the attractive forces is very
general (any molecule or atom will experience van der Waals and, possibly, electrostatic attraction) the
final configuration depends on the details of the interplay of the two processes.

The origin of the van der Waals force is in dipole–dipole interaction between the charged particles in the
adsorbent, and their images in the substrate. This is a long-range interaction, however. When the atom or
molecule is adsorbed on the surface, the charge density of the adsorbate comes in contact with the density
of the substrate, and the electrons “meet” their images. Hence the interaction becomes local and we can
employ the DFT kind of description [46].

DFT within LDA is successful in part because it describes the repulsion between electrons caused by the
exchange-correlation interaction (and usually expressed as the Pauli exclusion principle). This electron–
electron repulsion can be seen as an electron–hole attraction, where the exchange-correlation hole around
the electron describes the absence of other electrons due to repulsion [46]. This is exactly the attraction
between the electron and its image charge (hole). Although DFT within LDA cannot handle this interaction
nonlocally, it works when the charge and the images approach each other; hence DFT is suitable for the
local description of the physisorbed species. All our DFT-calculated results will thus indirectly include
contributions from physisorption. Let us estimate this contribution to the energy by the integral

−
∫

d�r d �r ′ ρxc (�r ) ρel (�r ′)
|�r − �r ′|

where ρxc stands for the density of exchange-correlation holes, and ρel represents the electron’s charge
density (positive, hence the minus sign). To minimize this energy and to make the bond stronger, the
distance between the image charge and the electron should be minimized and the overlap between the two
densities maximized. Clearly, this is achieved in the presence of the surface defects, when the adsorbent can
be physisorbed in a vacancy or by a surface step so it is effectively surrounded by the surface. Additionally,
as the electrons’ charge density tends to smooth sharp surface defects, the charge attracted to the surface
upon physisorption will further minimize the total energy. In the same way, filling the vacancy with the
adsorbed atom is favorable.

25.5.2 Chemisorption

Chemisorption is characterized by the creation of a chemical bond between the adsorbent and the substrate.
The complex can be considered as a single big molecule. For example, de-protected molecules with “alligator
clips” (i.e., terminated by a sulphur atom), are known to adsorb on gold. If we consider the changes in the
charge distribution in this system upon adsorption, we find two reasons for charge redistribution. One
reason is structural changes (changes in atomic positions) caused by the bond formation. Also the surface
becomes screened with the adsorbent, and this partly removes the surface relaxation of atoms. Another
reason is that charge redistribution strictly represents the formation of a chemical bond. If we consider
only this contribution (i.e., looking at the charge redistribution only, and keeping the atoms fixed), we
can calculate the charge density difference between the whole system and the molecule/substrate alone. In
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FIGURE 25.6 (See color insert) Charge redistribution for the bond formation. Left to right: DTB S-H bond; DTB
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the same way, one may consider “chemisorption” of the protection group (we use hydrogen atom) on the
same molecule—i.e., the usual chemical bond formation.

As one can see in Figure 25.6, the surface bond and the bond with hydrogen are different. The reason is
both the chemistry (hydrogen is very different from gold) and geometry (the surface bond occurs to 3 Au
atoms). But qualitatively, the mechanism is the same—charge is moved to π-type orbitals at the molecule
(and p-type on the sulphur), which is very similar in shape to the region around the bonding atom (H or
Au). At the same time, charge is moved from the bonding atom and from the “figure eight” lobes around
sulphur. Since hydrogen has only an s-type orbital, charge is moved from the spherical region around it.
For the gold, d-type orbitals [47] are involved and the charge is displaced from the “figure eight”–shaped
lobes.

The mechanism of the chemical bond in the molecule can be illustrated with a standard two-level
example, reminiscent of the hydrogen molecule bond. When two electron levels are brought in contact,
their wave functions overlap and orthogonalize (hybridize), hence two levels appear in the molecule
at different energies, usually one higher (antibonding) and one lower in energy (bonding). If only two
electrons occupy these levels initially, they will end up at the bonding level and the total energy will be
lowered. The other reason the energy is being lowered is because of the shell structure. If there is a way to
fill the shell, energy is gained by that process. If the gain is more than the loss (filling antibonding levels,
polarization, etc.) a bond will be formed.

Two important implications should be mentioned here. The orthogonalization depends on symmetry,
which depends on (and determines) the structure. In particular, that implies the molecular bonding will
differ, at least quantitatively, from the bonding of the head group alone because the MOs will generally
have different symmetry. The other implication is that for many electron systems, the same orbital will be
antibonding for some atoms and yet be filled since it is bonding for another electron pair. For example,
for two sp systems, the s−s antibonding state will be filled by the former p electrons since it is lower in
energy than the hybridized p states.

In the case of the surface bond to a metal, the so-called resonant level model is applicable. The difference
comes from the fact that there are no isolated levels from the surface side. Instead, a continuous density of
states (DOS) exists within some energy band in the substrate. Qualitatively, the situation can be understood
on a simple one-dimensional example. At sufficient separation, the metal and adsorbent do not interact.
One can see these two systems as two potential wells: one for the metal and another for the adsorbent (left
and right in Figure 25.7). Assume for simplicity’s sake there is only one energy level in the adsorbent well.
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FIGURE 25.7 One-dimensional example of the resonant level model, see text for details. Filled states are gray-shaded.

As the adsorbent approaches the surface, interaction between the systems will slightly shift the energy of
this level. But the main effect is that it becomes connected to the metal. The probability for the electron
to escape to the metal thus changes from zero for the isolated system to some finite value where the level
broadens, acquiring a Lorentzian shape.

This model explains the charge transfer happening upon adsorption. Indeed, if the Lorentzian of the
induced DOS peaks below the Fermi level, the metal electrons will gain in energy by filling these states,
and the charge will be transferred to the adsorbent. If it peaks above the Fermi level, the electrons from
the adsorbent will try to minimize their energy by joining the metal’s electrons and the charge will be
transferred to the surface. In both cases, the bond will be of the ionic type. If the induced states are at the
Fermi level, the bond will be covalent and the metal and the adsorbent will effectively share the electrons
of each other.

There is an important modification to this simple model for the transition metals: When the adsorbent
moves closer to the surface, its electrons interact with the d-levels of the metals in the way they would
interact in the molecule (as illustrated in Figure 25.8). Instead of the d-level in the metal (and, say, the
s-level in the adsorbent), two hybridized levels are formed, one bonding and one antibonding with respect
to the electrons in the d and s-levels. Now these hybridized levels interact with the continuum spectrum
of electron states in the metal.

In our example in Figure 25.6, the charge is moved from the substrate to the molecule, but the bond is
not completely ionic since the charge is not only moved towards sulphur but also is redistributed around
the sulphur and between the sulphur and gold, indicating the covalent character of the bond. The charge
build up around the surface gold atoms indicates the interaction with the d-levels of gold.

The situation, when both the bonding and antibonding states have their energy below the Fermi level and
are filled, is easily imagined. The filling of the antibonding states causes repulsion of the adsorbent. If such
repulsion overcomes the bonding attraction, the surface stays clean. If this is the case for most adsorbents,
the metal is regarded as noble. In the classical study of metal nobleness [48], Hammer and Norskov gave
two examples of the metals where the antibonding states are filled upon hydrogen chemisorption: copper

d-band

s-band

FIGURE 25.8 Schematic DOS for adsorption on the transition metal from the resonant level model.
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and gold. The difference between the two is that Au is filling its 5d levels, while Cu fills only to 3d. The
intuitive picture that 5d orbitals are bigger than 3d indeed holds, and the 5d orbitals have bigger overlap
with hydrogen’s 1s than 3d has. Strictly speaking, the overlap is bigger because of the stronger interaction
(the s-d coupling element in the Hamiltonian) between 5d on Au and S on H. The bigger overlap leads to
a bigger Pauli repulsion, or, equivalently, to a bigger orthogonalization energy spent on orthogonalization
of the overlapping orbitals and stored by the electrons filling these orbitals in the form of kinetic energy.
In the case of hydrogen on gold chemisorption, the energy required to fill the antibonding states becomes
larger than the energy gained on filling the new bonding states, and the process thus becomes energetically
unfavorable.

In the presented model for chemisorption, the position of the adsorbent electron levels is considered
relative to the Fermi level of the metal. The original unperturbed energy of this level in the isolated adsorbent
is changed by interaction with substrate due to two competing effects: interaction of the electrons with
their images in the substrate, and the interaction with the effective potential that constitutes the solid
surface barrier.

The interaction with the image is attractive and raises the energy by e2/4z, where z is the average distance
between the electron and the surface.

As electrons spill out of the effective potential well created by positive nuclei, some of the positive charge
is left uncompensated inside the well, creating a dipole layer at the surface. The interaction with this dipole
layer is repulsive, and it lowers the energy of the level.

Since the object of this work is the study of electronic devices for charge transport, the charge redistri-
bution and level alignment upon adsorption becomes especially important. The accumulation of charge
creates a local electric field that provides a barrier for charge transport.

The absence of the electric current in the nonbiased systems is due to the equal electron transfer rate
between the electrodes. This means that as the number of electrons transferred in the unit time from,
say, right to left is equal to the one from left to right, no net current flows. For the biased system at low
bias voltage, the process of electron transfer is unchanged, but now the chemical potentials of the metals
are different by eV, where V stands for voltage, and in the energy range just around the Fermi level, the
electron flow from, say, the left is not compensated by the one from the right. Naturally, for the electrodes
connected with a molecule, the appearance of a molecular level close to the Fermi level leads to enhanced
conductivity (see Figure 25.9).

25.5.3 Alligator Clips for Molecular Electronics

From now on, we will leave the basic theory of adsorption and turn to the molecular electronics and related
research. The small and chemically well-defined contact should be clean, conductive, and easy to fabricate.
The choice of the most common noble metal, gold, as the material is straightforward. Sulfur- (or selenium-)
terminated molecules are known to chemisorb on gold. This is good news since the chemisorbed state is
a fairly stable one. Indeed, the successful experiments on electron transport in such molecules were done
in room atmosphere.
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FIGURE 25.9 The Fermi level aligned with the molecular state leads to enhanced conductivity at low bias voltage.
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The pioneering reports of the successful SAM deposition on gold were published more than 20 years
ago [49], although organic SAMs on metals were used to control wetting properties of the surface since
the 1930s [50]. The mechanism of adsorption through gold–sulphur head group interaction was finally
established in the 1990s. Although it is commonly accepted now that the H atom is dissociated upon
adsorption, the discussion of thiol versus thiolate bonding interaction continues [51].

The overall scheme of the adsorption mechanism is as follows: The de-protected molecules adsorb at
low coverage with the S atom attached to gold, with the H atom cleaved of and the tail of the molecule
lying flat on the surface [47]. The so-called “striped” phase of the SAM is formed with the tails aligned
parallel to each other, forming visible stripes in the STM image. SAMs in this phase are usually ordered so
the sulphur head groups lie in rows.

As noted earlier, the molecules tend to form a standing monolayer at higher coverage with sulphur
bonded to the metal. In the standing phase, the structure of the interface is hidden from direct observation
by the molecular tail, and is difficult to determine in experiment. The arrangement of the molecular tails
are highly ordered and are often referred to as crystallized. Usually the tails form a parquet structure, with
the adjacent molecules rotated so that molecular plains intersect. However, it was shown that the details of
this structure depend on the length of the chain. As the interchain interaction becomes more important
than the S-Au or S-S one, the structure of the molecular tails stacking changes [33].

However, not only the conformation, but even the chemical structure is usually unknown since it is not
clear what exactly happens with the molecular terminating group upon adsorption. When molecules are
adsorbed from solution, they are likely to be terminated with a hydrogen atom, but it is not clear what
happens to them upon adsorption [47].

For example, does the hydrogen atom of a thiol group terminating the molecule stay intact upon
adsorption [47], dissociate from the group and attach to the gold electrode [52], or dissociate and then
desorb from the gold surface [33]? For the pure hydrogen adsorption, the H2 molecule dissociates on the
surface, but hydrogenation of the gold surface does not happen because it is energetically unfavorable [48].
For the thiol head group, the dissociation of the hydrogen atom happens upon adsorption [52], but now
the environment is different and it is not clear whether hydrogen will desorb from the gold covered with
the molecular film or not.

If there is a possibility for sulphur to be detached from the molecule, and how exactly the configuration
of the film depends on the coverage, is not yet clear. Our results reported in Ref. [53] suggest such a
possibility.

25.6 The Theory of Electron Transport in Molecules

The theoretical description of electron transport through ME systems is a complex many-particle problem,
where the full solution is not possible in practice. The available approaches use certain approximations;
however, the basis for transport calculations is the description of the ME device itself, which implies that
approaches to the simulation of transport and structure cannot be chosen independently.

A diverse spectrum of approaches to the transport calculations was developed to study the whole
spectrum of problems ranging from exact many-particle problem treatment within some simplified models
(e.g., the two-barrier potential) for the system, to semi-empirical models for transport through quite
realistic structures consisting of few hundred atoms. Although some of these methods were developed for
purposes apparently different from the ME design, like intramolecular donor–acceptor charge transfer or
STM image calculation, they are often applicable to ME systems.

If the goal is to study realistic systems, then one wants to base the investigation on the atomistic
descriptions of both the molecule and the metal electrode, and to be able to use methods of computational
chemistry. Two classes of methods are available: semi-empirical and ab initio. Within the first class,
adjustable parameters are used in the calculation. To determine these parameters, results are compared to
the experiment. Predictions based on semi-empirical calculations are made with an educated hope that
the chosen set of parameters is quite general and does not change (at least not significantly) for some
range of experimental situations. Since we are not concerned with the chemistry itself, but rather with the
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connection to the electronics (i.e., we want to extend our research to open systems), it is preferable to have
no parameters and use ab initio methods for the basic structure calculations.

Ab initio methods are often called first principles calculations. The distinguishing feature from the
other, semi-empirical, type is that the setup and algorithms do not use any fitting parameters, but formally
start from the geometry of the system and universal constants like electron mass, charge, etc. Although the
quality of the results depends on the degree of approximations used, the obtained result is free from any
empirical estimations and expectations. The advantage is that the approximations used in the numerical
methods and theoretical model can—at least in principle (and often in practice)—to a very large degree be
improved on, and thus the convergence of the result checked. This provides a rigorous assessment procedure
for the estimation of the quality of the results. The price paid in practice for the ab initio background
of the theory is the complexity of the calculations that consequently demand significant computational
resources.

Making a full classification of the available approaches for transport calculations is a thankless task
though, not because of their diversity but more due to the lack of any established classification. In addition,
most approaches could be rewritten in a variety of equivalent ways.

According to Nitzan[54], two distinct approaches to the transport calculations are suitable for proper
accounting of the full chemical structure of the system: the Green’s function (GF) method and the density
functional (DF) method. The conceptual difference is that in the GF approach the interactions within the
system are treated in the phenomenological way, in the sense that transport calculations and calculations
of system properties are separated, thus enabling any level of input to be used. The range of examples varies
from semi-empirical models [55] to discrete tight-binding [56] or continuous DF [57] or HF level [58]
descriptions. Within the DFT framework, the charge carrier density is the unique parameter, hence the
current is naturally calculated simultaneously with other system properties that depend on or constitute
the density. Consequently, at least in theory, the system could be seamlessly restructured under the bias,
but neither the tight-binding nor semi-empirical level of the description is naturally allowed within the
DF method. Hence, GF is often used in a semi-empirical way to fit the experimental data. The fitting
parameter is usually the shape of the voltage drop over the system [59].

Another important approach is often referred to as the Laue expansion (representation) method [60,61].
In the simplest model, where the system is represented by a hard-wall potential with a circular cross
section of varying radius, it coincides with the transfer-matrix method. For a general form of the potential,
the Laue expansion is used for wave functions (and for the potential). In the Laue representation, the
Schrödinger equation appears as a system of linear one-dimensional differential equations, which could
be discretized on a grid. This leads to a linear matrix equation [61]. Numerical routines could be different
(e.g., recursive-matrix method could be used [60]), discretization on the grid could be replaced by step-by-
step integration, etc. Alternatively, the Schrödinger equation could be discretized first and the discretized
version could be used with the Laue expansion [62].

Since the essence of the method is a direct solution of the Schrödinger equation, it is worthwhile to
notice other possibilities to solve it directly, especially for simplified empirical Hamiltonians [63,64].

While for a small model system the aforementioned methods might seem identical, the conceptual
difference becomes apparent when the application to a realistic device is considered. Such a device consists
of millions of atoms, and the task is to make it tractable for a modern computer. Hence, only an “open”
part is considered at one time, where “open” means it is considered in connection with the rest of the
world, taking into account, say, incoming and outgoing current, and so on. The description of “openness”
of the system is handled differently in different methods.

In the following, the Löwdin partitioning method is considered, which is the basis for the NEGF method.
For the ab initio atomistic description of the molecular part, metal electrode, and the interface, DFT was
used. In the rest of this chapter, we will concentrate on this framework, in which the electron quantum
transport calculation will be discussed in detail. Many texts exist on the theory of transport in open systems
and the NEGF method [34,63], so there is no reason to repeat them here. Instead, the main results will be
outlined only for completeness and to establish systematic notation. The relevant scales will be established
and the main concepts will be introduced, each followed by a list of the most important results.
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25.6.1 Quantum Current

The current in the molecular wire originates from the electron state in the electrode and propagates
through the transverse channel or mode. The latter leads to two important conclusions: first, if the current
is quantized in the sense that the cross-section of the wire is varied, the current changes only when the
new channel appears or disappears in the wire. Second, in the long wire k ∼ 1/L z , the spectrum in
the z direction is almost continuous. For the short wire, or the wire with varying cross-sections, the
variable cannot be separated in such a simple way, and transport will occur not through the channels
but through the eigenstates of the whole Hamiltonian of the wire. Such a transport is definitively ballistic
and the electrons are considered to be in a coherent state throughout the wire. If one picks an electron’s
wavefunction at one side of a wire, one can tell precisely its phase and magnitude everywhere. This is not
possible in the presence of incoherent, phase-breaking scattering.

The limited availability of incident electron states in the electrodes also leads to quantization of the
current. The electron states in the electrodes are not necessarily available for transport, unless these states
enter the wire. For example, the geometry of the interface between the bulk metal and the wire can
block certain states from propagating, even if they are available in the metal and can propagate through
the cannel in the wire. This difficulty does appear artificially in our model and it can be solved in two
equivalent ways. We can assume that the electronic reservoirs are connected to the wire via reflectionless
leads. Alternatively, we can define the reservoir-wire interface to be located inside the bulk, so that the
interface part belongs to the scattering region. Note that the latter way does not permit us to separate the
variables in the wire Hamiltonian. We have seen in the previous section that the current is determined by
integrating the current density over any surface separating the electrodes. Hence, the attribution of the
part of the physical electrode to the wire does not change our result for the current.

This concept is referred to as the Landauer approach. Assume that there are N channels open—that
is,

∫
dSψ∗

xyψxy = 2N—because every level can support two electron states (xy stays for cross-section).
Assume further that the temperature is low, and that the Fermi distribution is well approximated by the
step function. We thus obtain the Landauer formula

I = 2e2

h
VN (25.1)

The Landauer formula defines the conductance quantum—the change in conductance when one channel
is opened or closed.

G 0 = 2e2

h
≈ 1/12.9k� (25.2)

The most important conclusion to draw from the Landauer picture of the quantum transport is that
even for the ideal wire (such that electrons are not scattered back along it), for reflectionless leads, when
connecting the wire and the electron reservoirs one still obtains a finite conductance. The inverse of this
is called contact resistance.

The same result can be obtained for special shapes of the wire that permit the separation of the variables
in the Schrödinger equation, and simultaneously allow the partitioning of the system into the electrodes
and the wire (constriction), thus placing the borders in the bulk of the electrodes. The examples are
parabolic [65] and hyperbolic [66] constrictions.

25.6.2 Relevant Length Scales

In the Landauer approach, the current is calculated as an integral over the open energy window, fL (ε) −
f R(ε), which is approximately equal to 1 at low temperatures, and is spread roughly over the range of
energies from the Fermi level of the left electrode to the Fermi level of the right electrode, thus spanning
the interval eV. Therefore, electrons that participate in transport have the energy close to the Fermi level,
and this permits an estimation of the bounds for the geometrical size of the wire, allowing observation of
quantum effects in transport.
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The quantum effects become important when the characteristic size of the system (length, in the case of
the wire) becomes compatible with the de Broglie wavelength of the particles. Otherwise, the wave nature
of the current carriers can be ignored. As we can see from the Landauer picture of the electron transport
applied to the electrons in the metal, the Fermi wavelength is the important length scale. Typically, it
is about 1 nm. For the semiconductors, the electron concentration is lower, and so is the Fermi energy.
Hence, the Fermi wavelength in semiconductors can be up to 10 nm. These numbers give an estimate of
the limiting length of a quasi one-dimensional quantum wire.

The transport is coherent, when for the characteristic length of the wire L holds L < Lϕ , where Lϕ is
the phase relaxation length—the length over which the electron’s wave function retains information about
its initial phase. Then the interference phenomena can be observed. Inelastic processes, like interaction
with phonons, destroy memory about the phase. In the presence of weak inelastic scattering, the nearly
degenerate electron states can become degenerate as one of the states loses energy. The length over which
the two electrons travel coherently is called the thermal dephasing length.

25.6.3 Scattering

The Landauer formula can be extended to situations when scattering of the electrons from some initial
electron state in the electrode (labeled with index i) to the final state in the electrode (labeled with j )
takes place. The state could be localized in the same electrode (back scattering), or a system connected
simultaneously to many electrodes could be considered.

For identical electrodes, the transmission is usually symmetric, ti→ j = t j→i yielding

I = 2e

h

∫
dεT(ε)( fL (ε) − f R(ε)) −→

T→0

2e2

h
V

∫ E F ,R=E F ,L +eV

E F ,L

dεT(ε) (25.3)

where T(ε) = ∑
i, j∈L ti→ j (ε) ≡ ∑

l ,r∈R tl→r (ε).
For the scattering region connected to more than two electrodes (a multiterminal case), the appropriate

summation over the terminal index should be added to calculate current in a particular junction.
Surprisingly, one can “guess” the formula for the current in its form (25.3). Indeed, if, at a certain energy,

the transmission probability is T , then the probability count of a single transmission event from left to
right of one electron per unit of time is proportional to the probability of having one electron at the left
electrode fL times T times the probability of having an empty state at the right electrode, (1 − f R). Since
in our case no reflection happens at the electrode, the transport from right to left is independent from the
transport from left to right, so for the symmetric transmission we have at a given energy

I ∼ eT( fL (1 − f R) − f R(1 − fL ) = T( fL − f R)

The rest is just to integrate over the energies.
The transmission can be calculated from the scattering matrix. Elements of the scattering matrix, S, by

definition connect the incoming and outgoing states. In other words, the absolute value of each element
squared gives the probability of transmission from a particular incoming state to the corresponding
outgoing. If the elements are arranged in blocks representing transmission t and reflection r, then (25.3)
is recovered:

S =
(

r t

t∗ r∗

)
→ T(ε) = tr (t∗t) (25.4)

Indeed, the total probability is the sum over channel-to-channel probabilities:

T(ε) =
∑
i, j=1

i∈L , j∈R

|ti→ j |2 =
∑
i, j=1

i∈L , j∈R

t∗
i→ j ti→ j = tr (t∗t). (25.5)
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The description of the transport with scattering formalism enables us to conveniently discuss the
symmetry of transmission from left to right versus transmission from right to left. The declared form of
the scattering matrix is not the most general one. Since the matrix we have written is unitary, S∗S = 1,
and both transmission and reflection are normalized to r∗r + t∗t = 1, the action of the matrix on the set
of input states does not change the norm of the input vector, but only introduces a rotation, redistributing
the incoming current over the outgoing scattered states. Thus, the form of the current (25.3) is valid and
automatically ensures current conservation. The current will flow only if the occupation of the connected
states is different due to the difference in chemical potentials of the electrodes (generally caused by applied
bias voltage) and/or temperature differences.

25.6.4 Sequential Transport

So far, we have considered only the coherent tunneling processes. However, the example of incoherent
processes is easily imagined from the coherent theory. What if three electrode reservoirs are connected
sequentially, and the electrons stay in the central reservoir for long enough that the information about
the initial phase of the wave function is lost? This has an important application to the transport through
quantum dots, tiny metallic islands weakly connected to the electrodes. In fact, one of the first successful
models for the electron transport was that involving the sequential transport model [5].

To model such a system, the central region representing a quantum dot or a molecule is considered as
an open system itself, connected to the outer world through the transport junctions. Then, the density
of states in the “electrodes” becomes fL (ε)

∑
i,l∈L tl→i (ε), since it is no more the states in the metal, but

transport states induced on the central island through the junction. If the system is in a stationary state, the
probability distribution of the states of the central island does not change. For the metal, it would be the
Fermi distribution. For the metallic cluster, the electronic states of the valence electrodes would resemble
the shell structure of the atom, and for the molecule that would be some set of states {i} occupied with
the probability Pi . As the electrons transported to the island occupy some state on it, the population of the
states changes. The probabilities to change the occupation of the state i from the state j in the left electrode
are

T L
i→ j (ε) = fL (ε)t j→i (ε); T L

j→i (ε) = (1 − fL (ε))ti→ j (ε) (25.6)

However, the occupation probability does not change. That gives a stationary condition

d

dt
Pi =

∑
j

Tj→i P j − Ti→ j Pi = 0 (25.7)

which simply reads that the probability to populate a state is equal to the probability to depopulate it:
Tj→i = T L

j→i + T R
j→i . The stationary condition is a matrix equation for the vector P . When solved, it

gives the density of states on the island. Then the current can be calculated in any of the junctions as the
rate of the change of the occupation of states on the island:

I = e
∑

i, j

Pi

(
T L

j→i − T L
i→ j

) = e
∑

i, j

Pi

(
T R

j→i − T R
i→ j

)
(25.8)

Note, that this form is more convenient here than the form (25.3) since the DOS on the electrode is
represented by a continuous Fermi distribution, and the DOS on the island is discrete. To calculate their
difference, the broadening of the levels should be introduced.

25.6.5 The Non-Equilibrium Green’s Function Method

25.6.5.1 Green’s Functions and Self-Energies

Turning back to the picture established by the Landauer formulation of quantum currents, a DFT descrip-
tion of the metal–molecule–metal system is introduced. Based on Löwdin’s partitioning, the indices L, C,
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and R for the left electrode, central region, and right electrode are defined. The MMM system is described
by the self-adjoint Hamiltonian H

H =

⎛⎜⎝HL τL 0

τ+
L HC τ+

R

0 τR HR

⎞⎟⎠ (25.9)

The interaction τ between the left and right electrode is assumed to be zero, and τL (R) stands for the
interaction between the left (right) electrode and the central region.

The Green’s functions are defined as (E − H) G (E ) = 1, where

G =

⎛⎜⎝ G L G C L G RL

G LC G C G RC

G L R G C R G R

⎞⎟⎠ (25.10)

(E − HL ,C ,R)g L ,C ,R = 1 (25.11)

The Green’s functions give the impulse response of the system—in this case, the response of the system
described by the Schr dinger equation to the delta function perturbation.

It is easier to partition the whole system into different regions and calculate the Green’s functions because
we are not interested in the processes inside the electrodes, and the central region is connected only to
the surface of the electrode, hence one expects τi , i = L , R to be much smaller in size than Hi . From
Equations (25.9) through (25.11), it follows that(−τ+

L g L τL + (E − HC ) − τ+
R g RτR

)
G C = 1

That means G C is also a Green’s function for the effective Hamiltonian He f f = HC + 
L + 
R , where


L ,R = τ+
L ,R g L ,RτL ,R (25.12)

are the so-called self-energies.
It is clear from (25.9) that Heff is much smaller than total Hamiltonian H in the sense that it acts in

the subspace of the central region only, which has much smaller dimensions. However, it does not yet
simplify the problem, since to partition the equation and separate He f f , one has to obtain g L ,R , which is
a formidable task. The problem is simplified if the coupling between the central region and the electrodes
described by τL ,R is limited to the surface region of the electrode [63]. In that case, it is sufficient to calculate
g L ,R near the surfaces since the τL ,R that enter (25.12) are zero otherwise.

Note that, formally, G C = (1 − gC (τ+
L g L + τ+

R g R))−1gC . This formula reveals, in part, certain illus-
trational complexities in the formalism. For the simple example of a one-dimensional box connected to a
semi-infinite electrode, the Green’s function is built from a specially chosen solution of the homogeneous
equation.3 However, as the positions of the boundaries enter the solution, the formulas become quite big
when compared to, for example, the transfer matrix method.

However, the Green’s function method is extremely powerful, as we will see shortly, and for real-life
problems it is sufficiently compact. For example, the Green’s function for the jellium surface [67] is

G(�r , �r ′) = 1

2π

∫
d2k||ei�k||( �R−�R′) uL

min(z,z′)u
R
max(z,z′)

W(uL
z , u′R

z )
(25.13)

3For the free electron, the potential does not depend on x . In the representation HG = ∑
n

an
∂n

∂xn G(x) = δ(x), the
solution is G(x) = θ(x)ψ(x), where θ is the Heaviside function, and ψ is a solution of the homogeneous equation,
satisfying ∂n

∂xn ψ(0) = δ1,n , n = 0, 1, 2.
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where W is the Wronskian, and uL ,R are solutions of the homogeneous Schrödinger equation corresponding
to the outgoing plane wave in the left (right) electrode.

To appreciate the significance of self-energy (25.12), consider a single level connected to the electrodes (or
electrode, in the case of adsorption) as described by the effective Hamiltonian Heff = HC +
L +
R . Since
the self-energies are energy-dependent and non-Hermitian, the energy becomes complex. The imaginary
part of the energy takes the place of the δ, however, and is a finite number, describing exactly the broad
resonance shape the level takes upon hybridizing with the continuum of states in the electrode. This
broadening, since it follows from the standard theory of resonances, is inversely proportional to the
lifetime of the state, the time the electron (on average) spends in the state localized at the central region
or adsorbate.

In our description, the parameter δ, identical in its role to the imaginary part of the self-energy, appears
initially to prevent unphysical divergences. One can say it is responsible for the “embedding” of the discrete
spectrum associated with the central region or adsorbate into the continuous spectrum in the electrodes.
Indeed, it is possible to imagine the situation when the electrode’s Hamiltonian also possesses only a
discrete spectrum, a set of tightly spaced eigenvalues. When such an electrode is connected to the central
region, the wave functions associated with the electrode’s energetic structure spill into the central region
and hybridization happens—this time between the discrete levels. The local density of states then becomes
a set of levels, occupied according to the envelope δ

(E −εk )2+δ2 , where δ is the imaginary part of the self-
energy. As the limit to the continuum spectra is made, it is the small parameter, denoted symbolically as
i0, that broadens these spikes into a continuous DOS.

The difference between continuous and discrete spectra can be seen in the time domain, where the
population of the resonance decays with time, while only the average population decay with time for the
discrete spectrum, but every single level under the envelope is populated and emptied now and then.

Due to the importance of the imaginary part of the self-energy, a special notation is introduced

 = i(
 − 
+) (25.14)

Note, that the real part of the self-energy is being added to the self-adjoint Hamiltonian and shifts
the energy of the levels localized at the central region, as compared to the free (disconnected) central
Hamiltonian. Interestingly, if the coupling of the central region is asymmetric, as discussed in [68], the
energy spectrum will be most influenced by the stronger coupled contact, and the spectrum of the effective
Hamiltonian will dominantly follow the change in the potential of this electrode.

25.6.5.2 Transport Problem

Now we can come back to the transport (for definiteness, we will talk about transport from left to right).
First, we look at the isolated left contact

HL |ν〉 = E ′ |ν〉 (25.15)

where |ν〉is a solution, obtained from the Green’s function g L . One can solve the full Schr dinger equation
to obtain the retarded solution|ψ〉:

|ψ〉 =

∣∣∣∣∣∣∣
ψL

ψC

ψR

〉
=

⎛⎜⎝
(

g L τL G C τ+
L + 1

)
G C τ+

L

g RτR G C τ+
L

⎞⎟⎠|ν〉 (25.16)

This has a clear physical sense, since knowing the incoming solution for the electrode we can build the
total solution, and knowing the electron population in the contacts (by generalizing), we can fill different
transport states of the system.
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In particular, we can calculate the charge density

ρ = e
∑

k

f (E k , μ)|ψk〉〈ψk | (25.17)

where f denotes the occupation of the state with energy E k , and μ is chemical potential of the electrode.
For the metal, it coincides with the Fermi distribution. The charge density induced from the left elec-
trode is

ρL = e
∑

k

f (E k , μL ) G C τ+
L |νk〉 〈νk | τL G+

C (25.18)

where the summation runs over all states, including degeneracy. This can be rewritten in the compact
form, most often reproduced in the literature:

ρL = e

2π

∫
dEf (E , μL )G C L G+

C (25.19)

The full charge density is a sum over contacts:

ρ = e

2π

∫
d E

∑
i=L ,R

f (E , μi ) G C i G+
C (25.20)

25.6.5.3 Transmission

As long as the current flows in the system from left to right, the left reservoir with the electrons is being
emptied, while the right is being filled. This is, of course, a computational problem, but we assume (and it
is true in the real experimental setup) that the process of refilling the reservoirs takes place far away from
the central region of the system, and the current flow in the center has already been switched on for a long
time, so it is stationary and all the transitional oscillations associated with switching on have died out due
to some weak inelastic processes that again take place far away in the reservoirs. That gives

0 = ∂〈ψC |ψC 〉
∂t

(25.21)

which means that the density of states is constant in the scattering region. Physically, this is equivalent to
the situation where the electrodes are not being refilled, but are instead enormously big (the number of
electrons in the electrode reservoirs compared to the number of electrons transferred from left to right in
the unit time), something that still (25.21) holds during our experiment. But then

∂|ψ〉
∂t

= i

h̄
H|ψ〉 (25.22)

Combining (25.21) and (25.22) and expanding, we get a probability current from the j th contact at the
energy E , where j = L , R. Since the electric current (at the energy E ) is the charge carried by the electrons
crossing any of the surfaces separating the left electrode from the right one, and denoting the charge of
the electron by −e , we get the electric current into the system from the contact j (at the energy E ):

i j = − i e

h̄

(〈
ψC

∣∣τ+
j

∣∣ψ j

〉 − 〈ψ j |τ j |ψC 〉) (25.23)

If we have more than two contacts, we only can say that
∑

j i j = 0 (i.e., there is no charge accumulating
in the system). Instead, we need to calculate the current from the contact j (at the energy E ) out of the
system due to the incoming current (at the energy E ) in the contact l . Indeed, it is convenient to use even
more detailed information, namely the current due to the incoming state |ν〉 in the contact l , using (25.16):

il , ν→ j = −i j

∣∣
|ψc 〉=G C τ+

l |ν〉 = i e

h̄

(〈
ν
∣∣τl G

+
C τ+

j

∣∣ψ j

〉 − 〈
ψ j

∣∣τ j G C τ+
l

∣∣ν〉)
(25.24)
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If the electrodes are connected to the reservoirs with the electron gas at the chemical potential μ j , then
the states in the electrodes are filled in turn according to the Fermi distribution f (μ j , E ), and the total
current between two electrodes is obtained by integrating over the energy:

Il→ j = e

h̄

∫ ∞

−∞

∑
ν ′

〈
ν
∣∣τl G

+
C  j G C τ+

l

∣∣ν〉
f (μl , E )dE (25.25)

where the sum over the ν’ takes into account the actual population of the states |ν〉 at the energy E ,
including the factor 2 for spin. With the use of Equations (25.12) and (25.14) we get:

Il→ j = e

πh̄

∞∫
−∞

Tr
(

G+
C  j G C l

)
f (μl , E ) dE (25.26)

Now we are in the position to calculate the current in the device between two reservoirs at chemical
potentials μL and μR :

I = IL→R − IR→L = e

πh̄

∞∫
−∞

Tr
(

G+
C R G C L

)
( f (μL , E ) − f (μR , E )) dE (25.27)

where we use the property of gamma +
j = (iτ+

j (g j − g +
j )τ j )+ = −iτ j (g +

j − g j )τ
+
j =  j and the trace

Tr (G+
C R G C L ) = Tr (G C L G+

C R) = Tr (G+
C L G C R)∗ = Tr (G+

C L G C R).
Equation (25.27) is the famous Landauer formula for transport. Transmission is T(E ) = Tr (G+

C R G C L ).
Let us discuss the properties of the obtained current (25.27). First, in the equilibrium, when both

contacts have the same chemical potential and temperature, the total current is absent, because the current
from left to right exactly cancels the current in the opposite direction.

In the case where the system is close to equilibrium, or if the response to the external voltage is linear,
one can expand the difference f (μL , E ) − f (μR , E ) as

f (μL , E ) − f (μL + δμ, E ) ≈ δ f

δμ
δμ = − ∂ f

∂ E
eV (25.28)

obtaining for the current

I = 2e2

h
V

∞∫
−∞

T (E )

(
− ∂ f

∂ E

)
d E −→

T→0

2e2

h
V T (E F ) (25.29)

This result emphasizes the importance of the zero bias transmission, studied in [37].

25.7 Computational Tools and Algorithms

In the following, we will discuss the computational methods used for simulation of atomic structure and
transport properties of the molecular systems.

25.7.1 DFT and NEGF for Transport Calculations

As of 2006, there was a limited choice of ab initio electron transport simulation codes [69–73]. Let us
consider the TranSIESTA program [73–75]. It is an ab initio electronic structure simulation program
capable of modeling electrical properties of nanostructured systems coupled to semi-infinite electrodes.
It allows for atomic scale modeling of systems where an external bias is driving a current through the
system. The two electrodes could, for instance, be (semi-infinite) metal crystals and the nanostructure
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could consist of molecules between the metal surfaces. Other typical examples are nanotubes (as electrodes
or a nanostructure) or an interface region between two materials.

The described setup models many systems of scientific and industrial interest like molecular devices,
metal wires, or nanotube junctions. In the ab initio calculation, electron transport is assumed to be
coherent. The ab initio NEGF method is used, treating the electrons as quantum particles propagating
coherently through a scattering region. The interactions with other electrons are described through an
effective potential obtained from the DFT. The effective potential is determined self-consistently and
gives information about the voltage drop through the device. Electron current or the current induced
forces can be also obtained. Additionally, from the program output itself or after post-processing the data
transmission curves, current induced, and total forces, the voltage drops across the junction, 3D scattering
states, and total energies can be extracted. Current–voltage characteristics can be obtained after successful
calculation for a range of voltages. Equilibrium geometry or molecular dynamics can be simulated trough
the DF LCAO calculation.

The main distinct feature of the realized DFT approach is its ability to treat open systems. One can
say that special boundary conditions are used in the selected direction denoted traditionally by the z
coordinate label as reminiscent of an STM setup, where current flows from the substrate to the tip so that
the bottom electrode is “left” and the top electrode is “right.” Three regions are chosen: left electrode,
scattering region, and right electrode. The electrode regions play the role of the boundary regions, where
the “boundary” condition consists of that the effective potential retains its bulk value. This value (and, if
needed, the structure of the electrodes) is obtained from a separate self-consistent DFT bulk calculation.
By bulk calculation we mean that the usual periodic boundary conditions are used.

The effective potential in the scattering region is calculated self-consistently using a non-equilibrium
Green’s function (NEGF) technique. The open system calculation is based on NEGF techniques and is
capable of treating situations in which the two electrodes have different electrochemical potentials, which
means an external bias voltage is applied across the structure.

The NEGF techniques are combined with the DFT for the electronic structure calculations. The method
is capable of modeling the electronic structure of geometries where two semi-infinite atomic systems
(viewed as periodic crystals) are coupled via a scattering region.

Periodic boundary conditions are employed in the x and y direction, while in the z direction the division
of the system into three regions is obeyed, as discussed earlier. Left and right electrode regions are assumed
to be completely described by bulk parameters obtained from the separate bulk calculation, and typically
this condition is satisfied by extending the scattering region into the first few layers of a metal surface.

Before the open system calculation can start, a separate calculation of the bulk phase of the electrodes
must be performed in order to obtain the bulk Hamiltonian parameters. This Hamiltonian is used for
calculating the surface Green’s function of the electrode. Next, a computational supercell is defined that
includes all atoms in the left electrode, scattering region, and right electrode. The interaction range
of the localized basis set determines the number of atoms needed to describe the electrode region. In
the open system calculation, all Hamiltonian parameters within the supercell are calculated within a
DFT self-consistent approach and passed to the NEGF subroutine. The Hamiltonian parameters of the
electrode atoms are substituted with bulk Hamiltonian parameters and determines the NE density matrix of
the system by combining the supercell Hamiltonian with the remainder of the electrodes using the surface
Green’s functions. New Hamiltonian parameters are determined from the NE density, and the steps are
repeated self-consistently.

To start the calculation, a starting guess for the potential in the scattering region is used, typically from a
separate bulk calculation on the supercell region. When a bias voltage is applied, the semi-infinite electrode
systems have different electrochemical potentials, and the better starting guess across the scattering region
is to start from the unbiased system potential. The Hamiltonian matrix is calculated from this starting
guess using a localized basis set. This matrix is used to set up the NEGF of the system. In the next step,
the non-equilibrium density matrix is calculated from the NEGF. The density matrix defines the effective
potential in the scattering region, and thereby the new Hamiltonian parameters. The steps are repeated
until a self-consistent solution is found.
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Once the self-consistent Hamiltonian is obtained, post-processing tools can be used to extract additional
information. It is possible to calculate transmission coefficients within an energy window and separates
transmission into eigenchannels. It also calculates the total current from transmission. Additionally, left or
right propagating scattering states for a particular energy can be obtained and separated into eigenchannels.
Eigenstates of projected self-consistent Hamiltonians are also accessible.

Historically, the initial attempt on DFT for open systems [76] developed into the McDCal and Tran-
SIESTA programs. Currently, as the next cycle of the development, TranSiesta-C (a TranSIESTA-based
program written in the C programming language) was developed based on the new SIESTA, McDCal, and
TranSIESTA packages.

25.7.2 General Algorithms

In this section, we will present the very general technical approach of our research. Such considerations
are usually left out as obvious by the researchers involved. This part of the work is nevertheless added to
preserve generality and make the work readable and possibly useful for nonexperts.

The first step in describing the adsorbed or sandwiched molecular system is to separately study the
metal and the molecule. Indeed, the DFT program based on the plane wave basis set is ideal for structure
calculation of the infinite metal crystal. Making use of the periodic boundary conditions, one can describe
the fcc structure of gold with just 4 atoms in the cubic cell. For the molecule, a rectangular cell of sufficient
size is required to minimize the effect of the periodically located neighbors along the surface normal.

The goals for the preliminary studies of the metal bulk and the molecules are, however, different. The
bulk crystal structure is usually known, and the main interest is to establish the cell parameters to be used
for the surface calculation so the surface is placed on the relaxed bulk and no artificial stress or strain is
introduced. Additionally, the symmetry of the cell chosen for the bulk should correspond to the symmetry
of the surface cell.

For the molecules, the primary interest is in the structure. Many molecules have different isomers, not
to mention that the exact position of the hydrogen atoms is not known a priori. To model a particular
reaction at the surface, one should use the adsorbent in the corresponding state (i.e., the molecule can be
considered relaxed or have some groups removed if dissociation happens at the surface). In the latter case,
the relaxation might be unnecessary since the bond is reestablished to the surface, but usually the energy
of the relaxed de-protected molecule will enter the energy balance equations.

In the case of the molecular film where the interactions between molecular tails play a significant role
in determining the structure, the relevant question for the preliminary study is the size of the cell for the
crystalline molecules stacked as they would stack to form such a film. It is known that the distance between
the molecules and the film structure cannot be obtained from such a calculation since the molecules (even
if the interaction between their tails dominate the adsorption energy and the interaction of the head group
with the substrate is weak) tend to spread over the surface to fit the surface structure of the adsorbate.
However, such a study gives the limiting coverage of the adsorbate and will not only assist in getting the
correct result, but can also considerably reduce simulation time since for the surface + molecule system
the self-consistent iterations are costly with respect to computer resources.

The next natural step is to study the surface. As the surface breaks the symmetry of the crystal and, in
the first place, translational symmetry, the periodic boundary conditions in the direction along the surface
normal are now excessive. However, there is no way to change the setup without the use of some special
mathematical methods like Green’s functions. Instead of changing the program, one can use the supercell
approach. The suitable bulk cell is extended along the surface normal vector to include the vacuum region.
In other words, we simulate the slab (with two surfaces) periodic along the supercell vectors parallel to the
surface and surrounded by vacuum “layers.” Naturally, such a layer should be sufficiently thick to exclude
interactions with the periodic copy of the slab and, possibly, to host the adsorbent.

Two things are expected to happen to the cleaved slab (i.e., the slab whose atoms were allowed to relax
from bulk positions). Each surface of the slab is expected to relax, meaning that atomic layers will shift
slightly inwards or outwards along the surface normal, as compared to the bulk position. The surface can
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also reconstruct, meaning that atoms on and close to the surface will change their lateral positions in the
surface plane. If the thickness of the slab is sufficient, the central inner atomic layers will be undisturbed
and form the bulk of the material.

If the slab is thick enough to relax to the surface–bulk–surface atomic configuration, it is not necessarily
thick enough to allow the inner bulky part to stay unperturbed when the adsorbent is placed on one of its
surfaces. Charge transfer between the slab and the adsorbent and the formation of chemical bonds to the
surface can significantly increase the depth of the surface relaxation. At the same time, the degree of the
reconstruction should be reduced, as the surface becomes covered with adsorbent.

Different measures could be taken to preserve the bulky “basement” for the surface. The most common
reason for additional relaxation is significant polarization of the surface due to the charge transfer to,
or from, the adsorbent. Placing the same adsorbent symmetrically on the other surface of the slab, so
that the whole system retains up-down symmetry and has no net dipole moment caused by the surface
polarization, one can minimize the influence of the polarization.

The crucial limit for the thickness and size of the slab is the computer time and resources needed to
store the data. To minimize the demands, it is desirable to consider, if possible, only one surface. For the
metal, the nearly free electrons screen effectively all the defects, including surfaces, so they do not affect
the structure a few layers away from the defect. The common practice is to use this effect and to leave
one surface cleaved, putting appropriate constraints on the forces to extend the bulky inner region of the
slab and to save time on reconstruction/relaxation of two surfaces, thus allowing for one surface only to
relax/reconstruct. Such an approach is somewhat artificial, and one should always consider testing the
setup for the appropriate number of fixed unconstrained layers.

The reconstruction, adsorption, or study of certain surface defects brings up the problem of choosing
the proper cell for the calculation. As we have already discussed, the cell size in the lateral direction should
be consistent with the relaxed bulk periodic crystal structure. However, if there is only one surface atom in
the supercell, like in a 1 ×g cell for the Au(111) surface, no reconstruction is possible since the neighbors
of this atom at the surface are its periodically repeated copies. There is often a mismatch between the
bulk and the surface primitive cell (see Figure 25.10). This often leads to the requirement to use some
other supercell for the slab, which does not have the full symmetry of the bulk, but permits the periodic
repetition of the adsorbate layer structure while keeping the overall size of the system reasonable.

As the size and complexity of the system grows, the role of having some good initial guess increases
dramatically. Inaccurate initial guesses make the simulation slower and often impossible, because the
structure “explodes” in smaller simple pieces due to the original structure being too strained. Different
approaches apply in this situation. The goal is to start with as simple (and small) of a system as possible,
and to reuse the obtained structure as an initial guess for the bigger calculation. A good rule to follow is to
divide the structure into relatively independent modules, still bearing some functional identity of the whole
structure. A trivial example from the previous discussion is a consecutive study of the bulk, slab, molecule,
and the molecule adsorbed on the slab. Less trivial is the study of the crystalline layer of the molecules as an
adsorbate layer without the substrate. Another example is the study of the metal–molecule interface, when
only the adsorption of the head group of the molecule, without a molecular tail, is considered. This method

FIGURE 25.10 (See color insert) Left: 111 surface; height of the atoms is proportional to the shading intensity.
Possible supercells are marked. Right: the same surface with an adsorbate. Note that the minimal surface cell has low
symmetry, while the cell with the full symmetry is twice as big.
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{ABC}ABC–ABC{ABC}

{BCA}BCA–ABC{ABC}

{ABC}ABCA–ABC{ABC}

A{BCA}BCA–ACB{ACB}

FIGURE 25.11 (See color insert) Left: imaginable symmetric setup for the transport calculation through a point
contact. Right: Different possible stackings for the 111 surface. ABC letters denote the different distinct atomic layers—
the infinite, periodically repeated to the left and right lattice is added as . . . and the symmetric (unsymmetric) setup
is shaded green (red and yellow).

clearly separates the function of the substrate–adsorbate head group interaction. It cannot by any means
predict the whole structure since the amount of charge on the actual molecular tail could determine transfer
and intermolecular interactions. However, the size of the system becomes much smaller, thus permitting
an accurate investigation of the local structure of the interface. It is generally expected that the knowledge
of the preferred/unfavored sites for head group adsorption in connection with the known interaction
strength between molecular tails will lead to the possibility of optimizing the structure of adsorbate, thus
making a compromise between the head-to-substrate and tail-to-tail preferences. However, this method
should be used with caution since for dense adsorbed layers the properties can significantly change. Thus,
an initial guess proposed by studying the interface region will not be adequate and will not permit recovery
of the ground state configuration of the system.

When the metal–molecule and metal–molecule–metal structure is determined, such a structure can
be used in transport calculations. However, as the transport calculation is also based on DFT, the same
problem as for the surface calculation (when the translational symmetry is broken) appears. The system in
the transport supercell, containing the electrodes and the central scattering region, should be periodic. As
one can see, periodicity in the transport direction is a serious constraint. For the “perfect” model system, the
left-right symmetry is essential to exclude unwanted effects not related to the studied structure but rather
to electrode stacking mismatch. However, such a setup leads to the mismatch at the border of the supercell
(as indicated in Figure 25.11). For the “real world” system, when different electrodes are connected from
the left and right side, the artificial interface appears on the supercell border. The suggested solution is to
separate the electrodes with a buffer region. The atoms in this region serve as screening protection of the
bulky structure of the electrodes from any sort of interface at the supercell border. Though the buffer space
could be filled with a cleaved surface-vacuum-cleaved surface arrangement, the most computationally
efficient is to use a stacking fault, screened with a few layers of bulk because this minimizes the number of
atoms in the buffer region and the cell size.

For the metal–molecule–metal sandwich setup, the electrode separation plays a crucial role. The separa-
tion is defined as the distance measured between the left bulk electrode and right bulk electrode metal layers.
This is an external parameter and can be controlled in experiment. For the theoretical calculation, when
the variation of this parameter is not studied, different initial conditions could be used, corresponding to
the different experimental situations modeled, as discussed next.

For the molecular monolayer formed on the surface, it is natural to start from the molecular adsorption
calculation and proceed by adding the second electrode symmetrically (i.e., starting the sandwich relaxation
from the relaxed metal–molecular interfaces).

For the molecule deposited in the gap between electrodes, the natural choice would be the free molecule
between two free surfaces, giving (for the same gold surface: the sulphur atom distance) different distances
between gold bulk regions, and, after the relaxation of the structure, slightly different interface geometries.

The molecule itself has to be positioned to bridge the electrodes. One can argue, that if the adsorption
of both the head and end group on the electrodes is energetically favorable, and the molecules do not
cling to each other, the upright standing molecules in the film will bridge the narrowing gap as soon as the
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sulphur atom in the tail group is able to reach the second electrode (i.e., when the molecule is stretched on
its full length perpendicular to the surface). The current measurement can be conducted either just after
the contact is established or, possibly, at the moment just before the contact is known to be lost, so that
the molecules are perpendicular to the electrode surface and the adsorbed film has the maximum possible
thickness.

However, there are different experimental setups, and not all allow the gap between the electrodes to
be varied, as in the break junction method. It is easy to imagine the setup with the measurement done
on the compressed or tilted film. So far, no generally accepted algorithms are available for handling the
sandwiched molecules.

We would like to conclude this description of methodology by looking back at the initial guess given to
the DF code as a starting point. The molecular or the crystal structure, and in some cases the structure of
the adsorbate, could be checked in experiment. However, the structure of the molecule inside the metal–
molecule–metal sandwich is hidden and is very difficult to reveal. Given that the calculated configuration
of the atoms and molecules depends on the initial guess, how can one trust the results of such calculations?
This might be seen as a rather philosophical question, but it indeed brings the whole idea of using ab initio
self-consistent calculations for the problem into question.

The ground state (GS) of the system is selected according to the minimal energy principle. To find the
GS of a system we have very limited or no information about (e.g., the metal–molecule–metal sandwich),
three steps should be followed: find the set of initial guesses that satisfy the known structural properties
of the system; find the corresponding relaxed configurations; find the minimal energy configuration. This
“simple” procedure is formidably difficult for systems with many degrees of freedom. Only in rare situations
can one follow this scheme, really checking that none of the initial and relaxed states are missing [77].

However, we can still trust the self-consistent ab initio calculations to yield physically reasonable results.
When the ab initio self-consistent calculation is used with an unreasonable initial guess, the relaxation
will not converge (no attraction) or will depend significantly on input parameters or disturbances of the
proposed input structure (instability). This gives a great advantage to such a calculation, because it can
quite easily rule out an unrealistic setup, even if little or no information is available a priori.

25.7.3 Modeling of the Electrodes

For the MMM sandwich setup, the metal electrode separation is an external parameter that plays a
crucial role. Depending on the experimental conditions, the distance between the metal electrodes can be
determined by fixed (or variable) geometry metal contacts, or by the molecular layer itself, with added
metal contacts. For the theoretical calculations to model these different experimental situations, different
initial conditions may be appropriate.

For a molecular monolayer formed on the surface, it is natural to start from a molecular adsorption calcu-
lation and proceed by adding the second electrode symmetrically—that is, starting the sandwich relaxation
from the relaxed monolayer interfaces (our choice). For molecules deposited in the gap between electrodes,
the natural choice could be the free molecule between two free surfaces, giving (for the same gold–sulfur
distance) different distances between gold bulk regions, and, after the relaxation of the structure, different
interface geometries.

Making a mechanical contact (like in break junctions, or in the method of the gold cluster deposition)
to a molecular film when the film is formed on one electrode and another electrode is initially clean, leaves
less freedom in controlling the electrode separation: the formation of the chemical bond to the second
electrode takes place at some particular separation and can be sensed through the I-V regime of the device,
since before the chemical bond is established the expected I-V is asymmetric. However, when the molecule
is chemically bonded to both contacts, the force on the molecule is controlled by the break junction or by
AFM contact to the gold cluster [24–28].

Let’s now consider the shape of the electrodes. Electron transport through a molecule at low bias voltage
critically depends on the nature and position of the molecular energy levels. Different effects are associated
with the level structure within the scattering region viewed as an extended molecule, which includes the
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FIGURE 25.12 (See color insert) Zero-bias transmission (total and eigenchannel, T = ∑
i

Ti ) of the dithiol-benzene
molecule on a “tip” of three adatoms (top) and on the flat surface (bottom). Two geometric effects are identified: the
narrowing of the transmission cone, and the increase in distance between the electrodes. Two peaks become clearly
distinguished when the molecule is adsorbed on the tip, although it was verified [37] that the bonding mechanism is
essentially unchanged.

electrode surfaces. The conductance is additionally limited by the material of the leads. For a ME device
like a sensor, the functionality that depends on the position of the levels in the extended molecule should
not be smeared by the band broadening due to transverse motion (x–y band-structure) in the electrode (as
illustrated in Figure 25.12). On the other hand, such a smearing will result in the improved reproducibility
and stability of the device properties. For the same molecule and the same lead material, the range of
the devices can be designed varying the cone of transmission angles up to the extreme case when the
transmission is governed by the band structure of the wire-like lead. The discussed problem is especially
important when an electrode is being designed as a part of the existing device.

25.8 Conclusions

We have discussed the unique properties of ME devices. Still, one can hardly imagine the STM or break
junction setup as a part of the future electronic device. On the other hand, the reproducible self-assembly
of the complicated devices from molecular parts has not been demonstrated. So what are the most probable
applications for ME devices in the near future?

We would like to point out two possible areas. First, the highly nonlinear IVCs and switchable properties
of the molecules can be utilized within the devices using unconventional logic. As an example, consider
devices made entirely from wires. Any number between 0 and 1 can be represented by the probability to
measure finite current in the wire where a random sequence of current pulses is propagating during a
sufficient interval of time. By simply connecting wires together, one can then perform the addition of two
uncorrelated signals corresponding to two numbers between 0 and 0.5. Such a device is clearly simple,
though its speed is inversely proportional to its accuracy. The relation can be improved if a bunch of
N wires is used to transmit a number during a 1/N shorter time interval.
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Another area is connected to the traditional lithography. Miniaturization is a problem for conventional
electronics only when one considers useful (and actually working) devices. However, an equally spaced
array of metal bars of very small size and separation can be fabricated [78], especially if we allow some
of the bars to be randomly broken. A pair of such grids can be a base for a crossbar array. Two problems
regarding this are currently being solved: a way of actually contacting every bar in such a grid; and the
algorithms to configure the switchable molecules between the bars (thus performing useful operations like
addressing or memory function and excluding the broken bars) must be developed.

Additionally, the specific role of input/output devices as sensors (components of optical devices like LCD
screens, etc.) should not be forgotten. Both the high sensitivity of the molecular wire transport properties
to the environment and the possibility to probe the structure with transverse current along the molecule
[79] has recently become an active field for the design of new ME setups useful in medicine, chemistry,
and biology.
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Abstract
The STM-induced unimolecular decomposition of a molecule adsorbed at a surface is analyzed within the
framework of a theory of electron transport involving three different electronic states. Transitions between
the electronic states are considered to be provoked by an energy transfer associated with electron cotunnel-
ing. The subsequent chemical reaction is then produced by the nuclear dynamics in the excited electronic
state, a similar phenomenon to what occurs in gas phase organic photochemistry. We apply our model to
account for the main features of some recent experiments. The idea of cotunneling provides a simple phys-
ical picture of the mechanism for energy transfer involved in the initial stage of the chemical reaction. It
also explains the most important features observed in the experiment: the existence of a voltage threshold;
the weak current dependence; and the relatively long-time-scale of variation in the measured current.

26.1 Introduction

The introduction of local probes (e.g., STM and AFM) has made possible the study of a whole host of
single-molecule processes on surfaces. Considerable theoretical effort has been devoted to understanding
the current through nanojunctions where the STM tip plays the role of one of the electrodes. Although
a quantitative agreement with the experiments is still far from complete, there is a rather consistent
understanding of the basic aspects of conduction at the molecular scale [1–4].

26-1
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Recent experiments have shown that relatively weak tunneling currents passing through a molecular
junction may induce different processes ranging from heating to desorption and even chemical reactions
[5–9]. We are especially interested in the kinds of processes described in reference [5], a remarkable
experiment that shows the successive breaking of the two C-H bonds in an acetylene molecule adsorbed
on the (111) surface of copper, under the influence of an STM tip. The results of these experiments
have prompted us to examine theoretically the mechanisms that could be responsible for the observed
experimental behavior.

Generally speaking, we can consider two different mechanisms for surface processes associated with
tunneling currents:

(a) Current-induced processes that do not exhibit a voltage threshold. Here we include desorption, junc-
tion heating, and mechanical vibrations of the type studied by Seideman and co-workers [10–14]

(b) Current-induced processes with voltage control. These processes, like STM-induced chemical reac-
tions, do show a voltage threshold.

One can think of (a) as a sort of molecular Joule effect whereby the absorption of phonons associated
with heating of the junction occurs gradually. In contrast, (b) would be associated with a different energy
transfer mechanism between the tunneling electron and the molecular bridge. Such a mechanism would
involve at least two electronic states of the substrate-adsorbate system, with the coupling between them
mediated by the contacts.

We will consider as our prototype experiment the one reported in reference [5]. The key result of this
work is that the STM current achieves a stationary value that remains constant for voltages below a critical
value. For biases larger than the threshold, the current exhibits a step-like structure. The different values
of the current are understood as being associated to the different stages of the sequential unimolecular
decomposition of the adsorbate induced by the STM current.

Several important questions arise in the context of these experiments:

1. What is the energy transfer mechanism involved in the process?
2. What is the physical origin of the observed voltage threshold?
3. Once the threshold voltage is achieved, what is the dynamics that determines the time-scale of the

transition between the two stationary values of the current?

We have examined these questions by invoking cotunneling [15–17] as the process responsible for the
energy transfer that, having occurred, unfolds a sequence of physical events similar to the ones observed in
gas phase photochemistry [18]. Other theoretical approaches have appeared in the literature that consider
different explanations and levels of description for related phenomena [14,19–23]. Although questions
about the actual physical pathway remain a challenge requiring additional confrontation with experiment,
our model presents a description of the process that leads to a chemical transformation under the STM
within the same theoretical and conceptual framework is used to describe the current itself.

Section 26.2 of this article presents the cotunneling model for the STM-induced unimolecular decom-
position and the description of the observable current. In Section 26.3, we present a simple example of the
formalism that applies to the interpretation of the experiment reported in [5]. Finally, Section 26.4 presents
a summarized discussion of our results and their implication in the broader context of the description of
electronic transport in nanojunctions involving several electronic states.

26.2 A Cotunneling Model

In what follows, we will disregard inelastic processes associated with electron-phonon and electron-electron
interaction that are of importance in describing IETS [24–26] and Coulomb blockade and charging in
molecular junctions [27]. Instead, we concentrate on the component of the current arising from the
coherent elastic and inelastic one-electron tunneling. The inelastic component of tunneling is also known
as cotunneling [15–17] and corresponds to a process where the tunneling electron transfers energy to the
molecular bridge, which is then left in an electronic excited state. Elastic tunneling corresponds essentially to
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(a)
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FIGURE 26.1 Potential energy surfaces.

the super exchange mechanism commonly considered in non-adiabatic intramolecular electron transfer.
Both of these processes (electronic tunneling and cotunneling) are of importance in the regime where
Coulomb blockade can be disregarded (i.e. when the coupling between the molecule and the lead is
comparable to the energy separation between molecular electronic charging levels). Electron transport in
the weak molecule–electrode coupling regime is dominated by sequential tunneling, which is an incoherent
process, and the system may exhibit Coulomb blockade [15–17].

To be specific, we will consider three electronic states involved in the STM-induced reaction: The ground
state |a〉; an excited state, |b〉, which we assume to have essentially the same geometry as |a〉, and a third
state |c〉 that corresponds to a different chemical species which is the result of the chemical reaction. In
the experiment described in [5], |a〉 and |c〉 would be associated with the ground states of C2 H2 and
the radical C2 H ·. The state |b〉 would play the role of what is known as a doorway state in the literature
on photochemical processes [18]. One-dimensional sketches of the electronic potential energy surfaces
corresponding to the three electronic states are represented in Figure 26.1. The overlap between the excited
state and a dissociation channel of state |c〉 is physically responsible for the chemical reaction involved in
the uni-molecular bond-breaking reported in the experiment. Not shown in the picture is the coupling
between the electronic states and the states in the electrodes, which is described by the spectral density [2].

One-electron tunneling and cotunneling are coherent second order processes in the molecule–metal
coupling. Disregarding other contributions, the stationary state-to-state current through the molecule is
then given by the electron charge times the state-to-state rate [28]. The expression for the state-to-state
rate is then (the specification of the initial and final states will be given next)

I = −ew f i (26.1)

The current can be rewritten as a sum of an elastic term and an inelastic term:

I = I elastic + I inelastic (26.2)

The elastic term usually dominates the actual current. The main effect of the inelastic term is to introduce a
small, but finite, probability for the molecule to be excited to a dissociating state. The different contributions
to the current, arising from transport through the electronic states |a〉 and |c〉, as a function of time are
sketched in Figure 26.2.
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FIGURE 26.2 Current versus time.

26.2.1 Excitation Rate

We consider the excitation of a molecule from the ground state, |a〉, to the excited state, |b〉, that is coupled
to a state, |c〉, with a dissociative scattering channel corresponding to the bond-breaking process. For a
photodissociation process, where the excitation is induced by an optical field, we can think of treating the
process using Fermi’s golden rule:

w f i = 2π

h̄
|V |2δ(E i − E f ) (26.3)

If instead of an optical excitation, we consider excitations induced by the voltage applied across the metal
substrate–molecule–STM probe junction, we must consider processes to a higher order in V , thus replacing
the coupling V with the transition matrix T .

26.2.2 Self-Energy

The transition matrix T for a scattering process can be expressed in terms of the retarded Green’s function,
which is defined in terms of the system Hamiltonian:

G ret(E ) = 1

E − H + iη
(26.4)

where η = 0+ is an infinitesimally small positive number. When the Hamiltonian, H = H0 + V , can be
written as a relatively simple part, H0, plus a perturbation, V , Green’s function can be expanded as

G = G 0 + G 0V G 0 + G 0V G 0V G 0 + · · · (26.5)

In this case, however, we consider tunneling through a molecule in a situation where the charging energy
is large. Thus, charged states appear only virtually and only terms that are even order in V will appear in
the expansion of the Green’s function:

G = G 0 + G 0V G 0V G 0 + G 0V G 0V G 0V G 0V G 0 + · · · (26.6)

Defining the self-energy, � = V G 0V , we can write a Dyson’s equation for the Green’s function (26.6):

G = G 0 + G 0�G (26.7)
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Keeping only terms that are even order in V , the transition matrix expands to

T = V G ret
0 V + V G ret

0 V G ret
0 V G ret

0 V + · · ·
= V Gr et V (26.8)

When we consider cotunneling processes, meaning including only the first term of the expansion (26.8),
we have T = �r et . And the generalized Fermi’s golden rule now reads

w f i = 2π

h̄
|�r et |2δ(E i − E f ) (26.9)

Equation (26.9) is an important result because it represents the link between the electron transport process
and the chemical reaction. A word of caution is needed here because the self-energy �r et is a non-hermitian
operator describing an open system. Further implications of this kind of approach will be discussed in a
forthcoming publication [29].

26.2.3 Cotunneling Rate

In order to apply Equation (26.9) to describe the cotunneling rate, we must specify the initial and final
state in consideration. We describe the molecule with states |a〉 and |b〉. However, since the states in
the generalized Fermi’s golden rule, Equation (26.9), must be states of the entire system including metal
substrate and STM tip, we construct the following initial and final states:

|i〉 = |L 〉|a〉|R〉
| f 〉 = cl |L 〉|b〉c †r |R〉

This choice of final state corresponds to a situation where an electron is transferred from the left electrode
to the right. For reverse bias and higher temperatures, more final states must be taken into account.

The Hamiltonian for the entire system can be divided into three parts:

H = Hmol + Hlead + V (26.10)

The molecule is described in terms of many-particle states, Hmol = ∑
j E j | j 〉〈 j |, where the sum is taken

over not only the two molecular states of interest, |a〉 and |b〉, but also over two charged states, a cationic
state |n−1〉 and an anionic state |n+1〉, where n is the number of electrons in states |a〉 and |b〉. The two
charged states will appear as virtual intermediate states during a cotunneling process.

The electrons in the leads, the metal substrate and the tip, are described in the usual way

Hlead =
∑
k∈L

(εk − μL )c †kck +
∑
k∈R

(εk − μR)c †kck (26.11)

where μL and μR denote the chemical potentials in the left and right electrodes, respectively. Finally,
V = V n−1 + V n+1 describes the coupling between the molecule and the leads. We have

V n−1 =
∑
j=a ,b

∑
k∈L ,R

{Vkn−1, j c
†
k |n − 1〉〈 j | + V∗

kn−1, j | j 〉〈n − 1|ck} (26.12)

V n+1 =
∑
j=a ,b

∑
k∈L ,R

{Vk j,n+1c †k | j 〉〈n + 1| + V∗
k j,n+1|n + 1〉〈 j |ck} (26.13)

Physically, the operators V n−1 and V n+1 describe all processes involving electron transfer between the
one-electron manifolds associated to the electrodes and the many-electron states corresponding to the
molecule [30]. These operators are consistent with Landauer’s view that electron–electron interaction
needs to be considered for the computation of the current only in the scattering region. Far from it, in the
leads, electrons can be considered as non-interacting.
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Calculating the inelastic cotunneling rate using the generalized Fermi’s golden rule, Equation (26.9),
now leads to the following expression for the total transition rate:

wba = �L �R

2πh̄

∫
dεl

∫
dεr

∣∣∣∣ 1

E a − (E n−1 + εr )
+ 1

E a − (E n+1 − εl )

∣∣∣∣2

× fL (εl )[1 − f R(εr )]δ(E a − E b − εr + εl ) (26.14)

The elastic tunneling rate, waa , corresponding to electron transport involving only the ground state |a〉,
can now be obtained simply by choosing E b = E a ,

waa = �L �R

2πh̄

∫
dεl

∫
dεr

∣∣∣∣ 1

E a − (E n−1 + εr )
+ 1

E a − (E n+1 − εl )

∣∣∣∣2

× fL (εl )[1 − f R(εr )]δ(εl − εr ) (26.15)

One sees in these two equations that, in general, the elastic contribution will be larger than its inelastic
counterpart because the energy constraint implied by the energy conservation built in the argument of
the delta functions in the integrand of Equation (26.14) is harder to satisfy in terms of availability of states
than the corresponding one in Equation (26.15), which involves only states in the leads. This difference
will eventually translate into the appearance of a voltage offset of the inelastic contribution, a fact that
is intimately related to the experimental observation of a voltage threshold for the chemical reaction to
occur.

26.3 A Simple Example

Consider the inelastic cotunneling process. Assume, for simplicity, that one intermediate state, say the
virtual cation, denoted as |n − 1〉, is dominant. In this case Equation (26.14) reduces to

wba = �L �R

2πh̄

∫
dεl

∫
dεr

fL (εl )[1 − f R(εr )]

[E a − (E n−1 + εr )]2
δ(E a − E b − εr + εl )

= �L �R

2πh̄

∫
dεl

f L (εl )[1 − f R(E a − E b + εl )]

(E b − E n−1 − εl )2
(26.16)

In the zero temperature limit, the rate can be expressed analytically. Define the positive energies A =
E n−1 − E a and B = E n−1 − E b . Substitute the variable, u = B + εl , and rewrite the rate as (with ϑ the
Heaviside step function)

wba = �L �R

2πh̄

∫
du

1

u2
[1 − ϑ(u − B − μL )]ϑ(u − A − μR)

= �L �R

2πh̄

∫ B+μL

A+μR

du
1

u2

= �L �R

2πh̄

[
1

A + μR
− 1

B + μL

]
(26.17)

The corresponding elastic tunneling rate is

waa = �L �R

2πh̄

[
1

A + μR
− 1

A + μL

]
= �L �R

2πh̄

μL − μR

(A + μR)(A + μL )
(26.18)
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For symmetric electrode coupling, the chemical potentials are given by μL = −W + eV
2 and μR =

−W − eV
2 , where W is the work function of the metal, and the expression for the elastic tunneling becomes

waa = �L �R

2πh̄

eV

(A − W)2 + e2 V 2

4

For the inelastic contribution, we obtain the result

wba = �L �R

2πh̄

eV − 	E

(A − W)(B − W) + eV
2 	E + eV 2

4

(26.19)

where 	E = E b − E a .
The positiveness condition for the transition probability, requires that both, waa and wba , be larger than

zero. We see immediately that this condition is always satisfied for waa . For the inelastic contribution, we
observe that the denominator in (26.19) is positive for the parameters of the problem, therefore the sign
of wba depends on the value of the numerator. The state availability alluded to in the previous sections
translates into a voltage offset in wba . That is, the inelastic contribution vanishes for voltages such that
eV < 	E , which is the physical origin of the voltage threshold observed in the experiment.

26.3.1 Time-Scales

We mentioned in the Introduction section that there were three relevant questions raised by the exper-
imental results. We have already addressed the two referring to the energy transfer mechanism and the
origin of the voltage threshold. The process dominating the relatively long time-scale in which the transi-
tion from the current associated with the electronic state |a〉 to that corresponding to the state |c〉 occurs,
is the nuclear dynamics that takes place in the excited state |b〉 as the the bond dissociation occurs. These
kinds of processes have been extensively discussed in the literature in photochemical processes [18] and
also in reference [12]. The main conclusion of these works is that a dissociation time τ dominates the
bond-breaking process and hence the time it takes for the turn-over between the two values of current
corresponding to the two different chemical species on the surface.

26.4 Discussion

Deciphering the actual physical mechanism responsible for chemical reactions and other processes induced
by tunneling currents remains a challenge. Part of the explanation for this situation is that the inclusion of
electron–electron correlation and electron-phonon interaction, the most important interactions involved
in inelastic scattering, is a complex problem. Cotunneling is a second-order process that can be essentially
described in the stationary regime. We argue that such a process can be of importance particularly in the
context of kinetic–electronic energy conversion.

Some of the most conspicuous features of STM-induced chemical reactions on surfaces can be rational-
ized if electronic cotunneling is indeed the mechanism for energy transfer. Our model takes into account
in a natural way the role of the self-energy in providing the actual coupling between the electronic states.

We are currently working on extending our model to consider applications to more realistic systems and
to assess the range of molecular and coupling parameters that could make cotunneling a viable mechanism
in contexts where consecutive phonon absorption is not the dominant mechanism.
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23-3–23-4
molecule–lead connection via single atom,

23-5–23-9
transmission in STM-type contacts, 23-9–23-10

Cold gold technique, 3-8
Complementary metal-oxide-semiconductor (CMOS),

5-2, 6-2
binary computing and, 8-17
devices, hybrid approaches incorporating

nanostructures into, 5-23
difficulty combining nanostructures and, 5-24
downscaling of, 7-1, 12-2
fault tolerant architecture, 12-8
ICs, design of, 6-8
inverter, probability of failure, 12-4
Monte Carlo simulations for, 12-13
processors, molecular platforms vs., 6-12
TSI and, 11-1

Complex paralleling, memory banks and, 6-53
Compton radius, 6-9
Computer, organs of, 5-22
Condensed-matter–based systems, 11-3
Conditional probability distribution, 6-33
Conductance quantum, 25-18
Conducting-tip AFM (CT-AFM), 3-3, 3-4

Conduction electron density, 18-10
Conductive Atomic Force Microscopy (C-AFM), 14-14

applications, Holy Grail of, 14-14
metalloprotein transport properties and, 14-41
probe of sample conductivity using, 14-40

Conductivity
biological

activated hopping, 18-8
insulating behavior, 18-7
semiconduction of electrons, 18-7
signal transduction, 18-8

DC, calculation of, 18-16
incoherent contribution to, 18-16
optical, 18-17

protofilament axis, 18-23
protofilament direction, 18-24, 18-25
spectrum variation, 18-19
three-dimer system, 18-18
two-dimer system, 18-17

Contact
molecule–contact interconnect, 6-71
resistance, 25-18
structures, transmission probability and, 23-10

Context switching, 5-26
Continuous-time Markov chains (CTMCs), 12-7
Control barrel, 6-6
Cotunneling

model, 26-2
process, inelastic, 26-6
rate, 26-5

Coulomb blockade, 4-21, 8-3, 19-2, 24-2, 26-3
device, 3-17
oscillations (CBOs), 8-5
peaks, 8-5
regime, 25-7

Coulomb effect, 6-65
Coulomb gauge, uniform electric field, 18-15
Coulomb integral, 23-13
Coulomb interaction, intersite, 6-95
Coulomb potential, 6-16, 6-87
Coulomb repulsion, 2-5, 18-14, 20-15, 25-10
Counting board, 6-5
CPU, see Central processing unit
CRIPT, 17-15
Crossed nanowire FETs (cNWFETs), 5-11
Crossing energy, 23-34
Crosstalk

capacitance, 5-13
definition of, 5-32

Cross-wire structure, 1-27
CT-AFM, see Conducting-tip AFM
C–terminal tubulin tails (CTTs), 17-10–17-13

dynamics of motor proteins, 17-12–17-13
neurobiological background to microtubules,

17-10–17-11
C-termini, 18-30, 18-40
CTMCs, see Continuous-time Markov chains
CTTs, see C–terminal tubulin tails
Current

current correlation function, 18-16
hysteresis, 20-14
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voltage characteristics (IVCs), 22-22, 22-27, 24-1,
25-5, 25-30

voltage measurement, temperature-variable, 1-1
Current rectification, switching, and role of defects in

molecular electronic devices, 20-1–20-29
molecular quantum dot rectifiers, 20-5–20-8
molecular quantum dot switching, 20-13–20-21

exact solution for current, 20-16–20-17
nonlinear rate equation and switching,

20-17–20-20
origin of attractive correlations with strong

electron-vibron interactions, 20-14–20-16
what MQD can switch, 20-20–20-21

molecular switches, 20-8–20-13
electrically addressable molecules, 20-13
extrinsic switching in organic molecular films,

20-9–20-12
intrinsic polarization and extrinsic conductance

switching in molecular ferroelectric PVDF,
20-12–20-13

role of defects in molecular transport, 20-21–20-26
role of molecule-electrode contact, 20-4–20-5

CVD, see Chemical vapor deposition
Cyclic molecules, MNAND gate comprised from, 6-98
Cyclic voltammetry, functionality of azurin molecules

and, 14-30
Cycloheptatriene, 6-64
Cyt c , see Cytochrome c
Cytochrome c(Cyt c), 14-9

oxidation peak, 14-22
Saccharomyces cerevisiae, 14-21

Cytochrome oxidase, conductivities and, 18-7
Cytomatrix of the active zone (CAZ), 17-33, 17-36
Cytoskeletal biopolymers, 18-2
Cytoskeleton

composition of, 18-5
neural, inter-relation between membrane and, 18-35

Cytosolic water, dynamical variables of, 17-16

D

Data
information set, global knowledge of, 6-39
memory, 6-52
processing unit (DPU), 6-48–6-49
stream, 6-49, 6-51

Datapath, 6-54, 6-55
block diagram for, 6-55
units, 6-49, 6-55

Davio expansion, 6-44, 6-45, 6-47
Davydov equation, 17-30
Davydov model, 17-27
Davydov–NLS equation, modification of, 17-30
DBA systems, see Donor/bridge/acceptor systems
DC conductivity

calculation of, 18-16
protofilament, 18-19

DC electrodeposition, 9-18
DE, see Directed evolution
de Broglie–Einstein postulates, 6-78

deBroglie formula, 6-75
Decay coefficient, bias dependence of, 1-20
Decision trees, SLSI, 6-45
Defects, see Current rectification, switching, and role of

defects in molecular electronic devices
DeHon–Wilson PLA architecture, 5-27
Dendrites

information processing in, 18-40
pyramidal neurons and, 18-3
redistribution of ribosomes from, 18-33

Dendritic cytoskeleton
information processing model, 18-33
memory formation and, 18-4

Dendritic spines, 18-5
Dendro-axonic output, 6-28
Dendro-dendritic interactions, 6-24
Density functional (DF) method, 25-17
Density functional theory (DFT), 2-16, 6-65, 20-7, 24-2,

25-12
bandgaps and, 21-2
ground state, 24-10
transport calculations using, 25-24

Density functional tight-binding (DFTB), 19-2
Density of state (DOS), 4-23, 25-13, 25-22
Design rule (DR), 3-1
Device

failure rates, 12-5
geometries, available reliability margins, 12-3
probability of failure, 12-18, 12-25, 12-26
simulators, 19-1
switching speed, 6-18
under test (DUT), 1-12

DF method, see Density functional method
DFT, see Density functional theory
DFTB, see Density functional tight-binding
Diazonium synthesis, molecular electronics candidate

and, 2-22
Differential entropy, 6-32
Diffusion plasma process, experimental setup of, 4-13
Digital signal processors (DSPs), 12-14
1,4-Dihydropyridine dicarboxylate molecule, synthesis

of, 6-65
Dimethyl sulfoxide (DMSO), 9-18, 9-19
Diode(s)

programmable, 5-27
transistor logic (DTL), 6-41
worst-case, 5-14

Dipole
dipole coupling energy, 17-30
wave quanta (DWQ), 17-16, 17-18

Directed evolution (DE), 16-14
Direct tunneling, 1-13
Direct write lithography, 9-2
Discrete event time simulation, 6-63
Discrete stochastic models, alternative to simulating,

12-7
Discrete-time Markov chains (DTMCs), 12-7
Displacement current, 9-12
Disulfide bond formation, 14-22
Dithiol-benzene molecule, zero-bias transmission of,

25-30
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DMSO, see Dimethyl sulfoxide
DNA, see also G-wire DNA, properties of

amount of information in, 15-3
chain, polaron-like charge transport along, 15-4
computers, 18-38
conductivities and, 18-7
double-stranded, 6-71
encapsulated SWNTs, 4-26
hybridization, 4-30
irradiation, TEM images of SWNTs after, 4-27
I –Vcharacteristics of, 6-71
molecule, electron transfer in, 15-9
polaronic charge transport mechanism in, 15-2
polymers, charge transport in, 15-10
sensors employing, 16-2
wet, 18-7

Donor/bridge/acceptor (DBA) systems, 23-11, 23-14
Doorway state, 26-3
Dopamine neurotransmitters, 6-25
Doppler effect, echolocation and, 6-19
DOS, see Density of state
Double sine–Gordon (DSG) equation, 17-7
Double-stranded DNA (dsDNA), 6-71
Double-walled carbon nanotubes (DWNTs), 4-14, 4-15,

4-16, 4-32
DPU, see Data processing unit
DR, see Design rule
Drag coefficient, inverse of, 6-29
DRAM, see Dynamic random access memory
Drebrin, 17-15
Drift–diffusion method, 19-11, 19-16
Drude contribution, 18-16
Drude weight, 18-21
dsDNA, see Double-stranded DNA
DSG equation, see Double sine–Gordon equation
DSPs, see Digital signal processors
DTL, see Diode-transistor logic
DTMCs, see Discrete-time Markov chains
DUT, see Device under test
DWNTs, see Double-walled carbon nanotubes
DWQ, see Dipole wave quanta
Dynamic logic, soft error suppression technique for, 12-9
Dynamic memories, quantum zeno effect and, 11-27
Dynamic random access memory (DRAM), 6-7
Dynamic redundancy, 12-5
Dyson equation, 20-7, 23-10, 23-12, 23-20

E

E-beam evaporation, line-of-sight, 9-23
EBL, see Electron beam lithography
Echolocation sensors, bats and, 6-19
ECL, see Emitter-coupled logic
ECR, see Electron cyclotron resonance
EC-STM, see Electrochemical scanning tunneling

microscopy
EDA tools, 12-14

development of, 12-2, 12-38
power consumption and, 12-6
quantum behaviors, 12-3

EDIF, see Electronic Data Interchange Format
EDP, see Energy-delay-product
EEPROM, see Erasable programmable memory
Effective cell area, 6-9
Effective nuclear charge, 6-16
Effective oscillator temperature, 22-10
Eigenstates, explicit expressions for, 23-16
Eight–vertex model, 17-21
Einstein fluctuation dissipation theorem, 6-29
Elastic tunneling rate, 26-6
Electrical conductivity

formula, 18-10
Kubo formula for, 18-16

Electric circuit, capacitive element of, 18-27
Electric field effects, 23-25–23-35
Electrochemical nanojunction setup, 21-3
Electrochemical scanning tunneling microscopy

(EC-STM), 14-13, 14-14
experiments

electrochemical gating of current in, 14-34
substrate used in, 14-16
tunneling tip in, 14-41

imaging, 14-31, 14-38
long-range electron transfer, 14-29
setup

electron transfer mechanism in, 14-27
reorganization energy in, 14-28
schematic representation of, 14-15
single-metalloprotein wet transistor exploiting,

14-38
Electrode(s)

modeling, 25-29
molecular adsorption on, 25-8, 25-11
shape, design of, 25-6

Electrodeposition
AC, 9-14
DC, 9-18
porous alumina membranes, 9-12
reactions occurring during, 9-14

Electrolyte plasma theory, 4-26
Electromagnetic (EM) field, 17-14
Electromigration, 3-13

method, 25-7
procedure, 6-71

Electron(s)
annihilation operator, 6-95
beam lithography (EBL), 1-9, 1-11, 11-13, 11-14,

14-34, 14-36
bombardment, conductivity and, 18-7
characterization of, 21-4
cyclotron resonance (ECR), 4-7
effective mass of, 6-76
electron collisions, 25-9
electron interactions, 6-95, 6-96
electron repulsion, 18-13
energy, tunneling, 23-14, 23-19
excitation, transition energy and, 6-16
hopping, 13-2
molecule coupling, 1-5
orbital angular momentum of, 6-16
oscillator interaction, 22-15
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oxidation state, 14-2
phonon interaction, 19-4, 26-7
phonon scattering, 19-3
radius, classical, 6-9
repulsion, 18-21
shuttle, 22-19
spin resonance (ESR), 4-7, 4-8
transport, nanomechanical oscillator, 22-8
traversal time, 6-76
tunneling, 14-7

as function of energy for, 6-88
mechanism of, 23-8
vacuum events of, 22-11

velocity, 6-76
vibron coupling, 19-6

Electronic cotunneling model, see STM-induced
unimolecular surface reactions, electronic
cotunneling model of

Electronic Data Interchange Format (EDIF), 6-44
Electronic design abstraction, categories of, 5-9
Electronic Numerical Integrator and Computer, 6-6–6-7
Electronic orbitals, hybridization of, 18-10
Electron transfer

biological, 14-3
cascade, photoionization event and, 14-3
inorganic, types of, 14-4
kinetics, water–mediated tunneling effect on, 17-14
metalloproteins, 14-3
model, 14-31
phenomenon, modulation of, 14-7
proteins, 14-6
reactions

biological processes and, 14-4
inner-sphere, 14-4

role of cytochrome c in, 14-9
theory, non-adiabatic, 14-6

Electroplating, invention of, 6-3
Electropolishing, 9-3
EM field, see Electromagnetic field
Emitter-coupled logic (ECL), 6-41
Endocytic zone (EnZ) assembly, 6-25–6-26
Endofullerene-based nanoelectronics, 4-2
Energases, 17-2, 17-18
Energetic filtering, 11-20
Energy(ies)

bandgap, 19-12
barriers, logical states and, 6-41
crossing, 23-34
delay-product (EDP), 12-34
excitation, 6-15, 18-10, 23-8
exciton, 15-24
Fermi, 6-72, 23-30
free electron gas, 6-18
interaction, parametrization equation for, 6-95
ion irradiation, 4-9
kinetic, 6-29, 6-72
kink, 8-8
Kohn–Sham, 24-2
metabolism, electron transfer reactions and, 14-4
momentum for, 6-75
photon absorption, 6-19

potential, 6-29 6-97
profile, molecular aggregates, 6-89
quantized, 6-14
reorganization, 14-6, 14-27, 14-28

azurin, 14-31, 14-32
decrease of, 14-31
definition of, 14-5
EC-STM setup, 14-29, 14-32
FC factor, 14-6
redox molecule, 14-27

scales, Hubbard model, 18-17
self-, 6-90, 19-4, 23-5, 25-21, 26-4
shell, 6-18
time uncertainty principle, 6-74
transduction, 17-27
trial, 6-90
tunneling as function of, 6-88

Entity, 6-63
Entropy difference, 6-13
EnZ assembly, see Endocytic zone assembly
Epitaxy fabrication process, 6-3
EPSC, see Excitatory post-synaptic current
EPSP, see Excitatory post-synaptic potential
Erasable programmable memory (EEPROM), 10-7
Erase to null operation, 8-18
Error(s)

correcting codes, 12-4, 12-8, 12-10
exact probabilities of, 12-7

Escherichia coli, 6-7
ESR, see Electron spin resonance
EUV, see Extreme ultraviolet lithography
Exchange-correlation (XC) potentials, 19-3
Excitation energy, 6-15, 18-10, 23-8
Excitatory post-synaptic current (EPSC), 10-6, 18-33
Excitatory post-synaptic potential (EPSP), 6-30, 17-33
Exciton energy, 15-24
Exocytic zone (ExZ) assembly, 6-25–6-26
Extended molecule, 25-5
Extended states, 23-26
Extreme ultraviolet lithography (EUV), 2-2
Extrinsic conductance switching, PVDF, 20-12
ExZ assembly, see Exocytic zone assembly

F

FA, see Full adder
Faraday’s law, 18-28
Fast Fourier transformation (FFT), 9-9
Fast switching, 20-1
Fault

models, 12-6
recovery, repeat request and, 12-5
tolerance, dynamic, 12-5

FC factor, see Franck–Condon factor
FDT, see Fluctuation–Dissipation Theorem
Femtoscopic particles, 6-4
FePP, see Fe(III)-protoporphyrin
Fe(III)-protoporphyrin (FePP), 14-27, 14-29
FERAM, see Ferroelectric random access
Fermi–Dirac distribution function, 6-14, 6-15, 6-98
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Fermi-Dirac statistics, 20-15
Fermi energy, 6-72, 23-30
Fermi-level positioning, 21-1
Fermi liquid (FL), 24-2
Fermions, classical, 17-7
Fermi surface, 6-18
Ferroelectric random access (FERAM), 20-2
FETs, see Field-effect transistors
FFT, see Fast Fourier transformation
Field-assisted dissolution, 9-2
Field-effect transistors (FETs), 2-14, 4-17, 6-3, 11-2

air-stable nanotube-, 4-18
CMOS technology and, 6-21
crossed nanowire, 5-11
effective cell size for, 6-9
gate lengths, 20-26
molecular, 5-23
nanotubes-based, 2-14
p-channel, 5-29
protein-based, switching behavior of, 14-37
scalability, 7-2
semiconducting channel and, 3-17
solid-state, 14-2

Field-programmable gate arrays (FPGAs), 5-20, 5-21
description of, 5-26
nanoprocessor architectures based on, 5-25

Finite-state machines, hierarchical, 6-55
First principles calculations, 25-17
First-principles codes, 21-11
FL, see Fermi liquid
Flat gold, 1-8
Floating gate, 10-7
Floating-point units (FPUs), 12-14
Floquet spectrum, 15-12–15-13
Fluctuation–Dissipation Theorem (FDT), 22-2, 22-4
Fluidic Mdevices, device physics of, 6-9
Fluidic molecular platforms, 6-35
Fluidic molecular processing paradigm, molecular

universal logic gates and, 6-37
Fluidic MPPs

biomolecular versus, 6-31
neuromorphological reconfigurable, 6-38

Fokker–Planck equation, probability density function,
17-9

Fourier transform infrared (FTIR) spectroscopy, 1-7
Fowler–Nordheim tunneling, 1-12, 1-13, 1-16, 10-7
FPGAs, see Field-programmable gate arrays
FPUs, see Floating-point units
Franck–Condon (FC) factor, 14-5
Franck–Condon principle, 14-4, 14-5
Franz model, 1-3, 1-4, 1-25, 23-19
Free electron density, 6-18
Free electron gas, total energy of, 6-18
Free space, permittivity of, 6-9
Fröhlich dielectric theory, 17-10
Fröhlich interaction, 20-15
FTIR spectroscopy, see Fourier transform infrared

spectroscopy
Full adder (FA), 12-14

implementations, 12-15
probability of failure of, 12-18, 12-20

reliable, 12-14–12-24
full adder cells, 12-14–12-15
probability transfer matrix calculations,

12-16–12-17
simulations, 12-17–12-24

Fullerenes, carbon, nano-electronics oriented, 4-2–4-9
alkali-metal encapsulated fullerenes, 4-3–4-6
atomic-nitrogen encapsulated fullerenes, 4-6–4-9
cutting edge background, 4-2–4-3

Furan molecule, 6-65

G

GABA, see Gamma-aminobutyric acid
Gamma-aminobutyric acid (GABA), 6-25
Gap distance, calculation of, 1-20
Gap junctions, 17-32
Gas phase collision experiments, 4-6
Gate(s)

behavior, modeling of, 12-16
floating, 10-7
insulator thickness, 12-4
majority, 2-5, 8-8
oxide dielectric permittivity, 6-81
probability of failure, 12-18, 12-19, 12-25
reliable, 12-8
ternary threshold logic, 12-8
voltage, molecule and, 25-5

Gauge transformation, 15-6
Gaussian fitting, 1-33
Gaussian white noise vectors, 6-36
Gauss’s law, total charge enclosed in cylinder, 18-27
GD, see Glutaric dialdehyde
gDFTB method, see Green’s function density-functional

tight-binding method
Gedanken experiment, 24-7
Generalized gradient approximation (GGA), 21-5
Genetic engineering

bacteriorhodopsin optimization through, 16-12
techniques, protein immobilization and, 14-20

GGA, see Generalized gradient approximation
Giga scale integration (GSI), 11-1, 11-2
Glutamate, neurotransmission property of, 17-33
Glutaric dialdehyde (GD), 14-24, 14-26
Glycolysis, 17-11
Gold cluster, bonding to S motifs, 6-66
Goto-pair-based circuits, 5-21
GPCRs, see G-protein coupled receptors
G-protein coupled receptors (GPCRs), 16-3, 17-16
Green’s function, 6-72, 6-95

density-functional tight-binding (gDFTB) method,
1-37

Landauer–Buettiker formalism based on, 18-7
matrix elements, 23-23
method, 25-17
molecule–lead connection and, 23-6
oligomer, 23-17, 23-21
retarded, 6-96, 22-8, 22-18

GROs, see Guanine-rich oligonucleotides
Ground state (GS), 6-17, 25-29
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Group frequency, 1-28
Growth cones, 18-5
GS, see Ground state
GSI, see Giga scale integration
GTP, see Guanosine triphosphate
GTP hydrolysis, 17-13, 17-20, 18-11
Guanine-rich oligonucleotides (GROs), 13-2
Guanosine triphosphate (GTP), 17-4
G-wire DNA, properties of, 13-1–13-15

materials and methods, 13-5
results and discussion, 13-6–13-14

H

Half cells, 9-21
Halobacterium salinarum, 16-3
Hamiltonian matrix determinant, 23-26
Hamiltonian Path problem, 15-3
Han-Carlson (HC) adder, 12-24, 12-27
Hantzsch pyridine synthesis, 6-65
Hardware description language (HDL), 5-9, 6-63
Hartree–Fock theory GAMESS program, 21-14, 21-15
Hartree-irreducible correlator, 24-4
Hartree potential, 21-11
HBT, see Horizontal beveling technique
HC adder, see Han-Carlson adder
HDL, see Hardware description language
Heat bath correlation functions, 22-6
Hebbian-type pairing, 6-31
Heisenberg uncertainty principle, 6-15, 6-40, 6-74
Helicobacter pylori, 6-7
Hellmann–Feynman forces, 21-15
Helmholtz equation, 6-95
HGs, see Hierarchic graphs
Hierarchic graphs (HGs), 6-55, 6-56, 6-57
Highest occupied molecular orbital (HOMO), 1-2, 1-12,

6-17, 20-3
electronic structure calculations and, 21-5
inorganic semiconductor, 19-12
level, oligomer, 23-23
LUMO gap, 1-2, 20-25

alkanethiol, 1-26
polyfuran, 23-18

unimolecular electronics, 3-2
Highly Oriented Pyrolytic Graphite (HOPG), 14-16,

14-27, 14-28
High-performance liquid chromatography (HPLC), 4-8
High-resolution electron energy loss spectroscopy

(HREELS), 1-5, 1-28
High-voltage activated (HVA) channel, 18-4
Hilbert space, 6-60, 17-22, 17-23
Hit ratio, 6-52
HLSTM, see Hydration layer scanning tunneling

microscopy
Hodgkin–Huxley model, 17-15, 17-31
Holographic Principle, 6-10
HOMO, see Highest occupied molecular orbital
HOPG, see Highly Oriented Pyrolytic Graphite
Hopping

coefficient, 15-18

conduction, 1-13, 1-17
process, 19-12
term, inter-dimer, 18-14

Horizontal beveling technique (HBT), 11-18, 11-20
HPLC, see High-performance liquid chromatography
HREELS, see High-resolution electron energy loss

spectroscopy
Hubbard Hamiltonian, 18-15
Hubbard model, 15-19, 18-8, 18-12, 18-13, 20-14
Hubbard ring, Aharonov–Bohm effect and, 15-15
Hückel approximation, 23-16
HVA channel, see High-voltage activated channel
Hybrid bioelectronic devices, tools needed for

implementation, 14-3
Hybrid electronic devices, metalloproteins

characterization, 14-42
Hydration layer scanning tunneling microscopy

(HLSTM), 13-1, 13-5
Hydrocarbons, hydrosilation of unsaturated, 11-24
Hydrogen

production, exploiting of special enzymes for, 14-42
terminated silicon surfaces, 11-23

Hypercell(s)
design, 6-47
logic function, 6-48
synthesis of, 6-43

ℵHypercell, see Neuronal hypercells

I

ICP system, see Inductively coupled plasma system
ICs, see Integrated circuits
ICT, see Intramolecular charge transfer
Ideal gas, macroscopic/microscopic states analysis, 6-13
Ideal Transfer Matrixes (ITMs), 12-16
IEEE/ACM International Conference on

Computer-Aided Design, 12-2
IEEE Transactions on Reliability, 12-8
IETS, see Inelastic electron tunneling spectroscopy
I&F neuron, see Integrate and fire neuron
IIL, see Integrated-injection logic
IL, see Imprint lithography
Imprint lithography (IL), 11-14
Incoherent contribution to conductivity, 18-16
Indium Tin Oxide (ITO), 14-22
Inductively coupled plasma (ICP) system, 9-24
Inelastic electron tunneling spectroscopy (IETS), 1-1,

1-2, 19-8
characterizations, lock-in measurement for, 1-12
cross-wire structure, 1-27
linewidths of vibrational features in, 1-36
octanedithiol SAM, 1-30
Raman spectroscopy and, 1-27
spectra

temperature dependence of, 1-34
vibrational signatures of, 1-1

spectrometer, 3-15
theory, 1-6, 1-32

Inelastic tunneling matrix element, 1-6
Inelastic tunneling spectroscopy, advantage of, 1-27



I-10 Nano and Molecular Electronics Handbook

Information
capacity of data to provide, 6-39
definition of, 6-32
Renyi, 6-33
Shannon quantity of, 6-32
theory, biomolecular processing and, 6-30

Information carriers, 6-27, 11-4
binding and unbinding of, 6-36
biomolecules as, 6-31
Brownian motion of, 6-36
memory inputs using, 6-35
molecular universal logic gates and, 6-37
propagation of, 6-24
signal processing and, 6-49
transit time of, 6-37

Information processing platforms, see Signal and
information processing platforms,
three-dimensional molecular electronics and
integrated circuits for

Infrared (IR) spectroscopy, 1-28
Inhibitory post-synaptic current (IPSC), 10-6
Inorganic nanowires, 7-1–7-9

device fabrication, 7-6–7-8
growth, 7-2–7-4
half cell method for fabricating, 9-21
morphology and properties, 7-5
purpose, 7-1–7-2

Inorganic perovskite oxide films, 20-10
Instruction execution, pipelining of, 6-54
Instruction stream, 6-49, 6-51
Integrated circuits (ICs), 6-3, see also Signal and

information processing platforms,
three-dimensional molecular electronics and
integrated circuits for

CMOS, design of, 6-8
failure mechanisms of, 12-10

Integrated-injection logic (IIL), 6-41
Integrate and fire (I&F) neuron, 10-5
Intelligent biosystems, goal-driven behavior of, 6-31
Intel Pentium 4 processor, 6-6, 6-7
Interaction energies, parametrization equation for, 6-95
Inter-dimer hopping term, 18-14
International Symposium on Circuits and Systems

Format (ISCAS), 6-44
International Technology Roadmap for Semiconductors

(ITRS), 6-10, 12-2
Interneuronal quantum coherence, 17-24–17-27

Josephson junction effect, 17-24–17-25
Josephson oscillating currents, 17-25–17-27

Intervalence transfer (IVT), 3-7, 3-12
Intra-cellular signaling, 18-8
Intramolecular charge transfer (ICT), 3-7
Inverter

circuits, 19-17
probability of failure, 12-22, 12-23

Ion
implantation, 4-4, 4-5
irradiation energy, 4-9

Ionic wave, C-termini state changes and, 18-31
IPSC, see Inhibitory post-synaptic current
IR spectroscopy, see Infrared spectroscopy

ISCAS, see International Symposium on Circuits and
Systems Format

Ising model, 17-7
ITMs, see Ideal Transfer Matrixes
ITO, see Indium Tin Oxide
ITRS, see International Technology Roadmap for

Semiconductors
IVCs, see Current–voltage characteristics
IVT, see Intervalence transfer

J

Jekyll–Hyde syndrome, 17-24
Josephson effect, bunched fluxon modes, 17-7
Josephson junctions, 17-2, 17-4, 17-7
Josephson oscillation, 17-26
Junction, programming of, 5-4

K

Kaufmann ion source, 4-6
KF, see Kubo fraction
Kinases, 17-11
Kinesin binding, 18-36
Kinetic energy, 6-29, 6-72, 18-16
Kinetic-molecular Newtonian model, 6-13, 6-14
Kink/antikink–breather collisions, 17-20
Kink energy, 8-8
Kink velocity, 17-19
Kirchhoff ’s laws, 18-28, 18-29
Klein–Gordon chain, 15-9
Klein–Gordon equation, 17-3, 17-4, 17-5
Kogge-Stone (KS) adder, 12-24, 12-27, 12-33
Kohlrausch’s law, 18-28
Kohn–Sham energies, 24-2
Kohn–Sham equations, 19-2
Kondo-effect, 24-11
Kondo resonances, 1-9, 24-2
Korteweg–deVries equation, 17-3
Kramers–Kronig dispersion relation, 23-6
Kroneker symbol, 20-17
KS adder, see Kogge-Stone adder
Kubo formula, 24-5

electrical conductivity, 18-16
standard method and, 24-9

Kubo fraction (KF), 18-24

L

Landauer approach, 25-18
Landauer–Buettiker formalism, 18-7
Landauer–Buttiker expression, 6-72
Landauer–Büttiker formula, 21-12
Landauer–Büttiker theory of transport, 24-2
Landauer conductance, 24-9
Landauer formula, 25-18, 25-19
Landauer resistance, 11-12
Langevin equation, 17-9, 17-17
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Lang-Firsov polaron unitary transformation, 20-16
Langmuir–Blodgett (L-B) films, 102
Langmuir–Blodgett (LB) method, 3-3
Langmuir-Blodgett technique, 20-3
Laser-desorption time-of-flight mass spectrometer

(LD-TOF MS), 4-4, 4-6
Laue expansion method, 25-17
L-B films, see Langmuir–Blodgett films
LB method, see Langmuir–Blodgett method
LCSTM, see Low current scanning tunneling microscopy
LDA, see Local density approximation
LDOS, see Local density of states
LD-TOF MS, see Laser-desorption time-of-flight mass

spectrometer
Leakage

currents, 12-2
power, ratio between dynamic and, 12-34

Learning neural networks, 10-7
Lennard–Jones equation, 23-16, 23-22
Lennard–Jones potential, 18-30
Lieber–DeHon nanomemory system, 5-6, 5-8, 5-9
Linear word-level decision diagrams (LWDDs), 6-43,

6-44
Lippman–Schwinger equation, 21-12, 23-4
Liquid state machines (LSMs), 18-35
Local density approximation (LDA), 21-5
Local density of states (LDOS), 23-9
Lock-in technique, 1-4, 1-12
Logic

circuit, reliability through simulations, 12-6
design, MIC, 6-43

Logical states
adiabatic transitions between, 6-41
energy barriers and, 6-41

London dispersion forces, 17-30
Long-term depression (LTD), 18-4, 18-37

Ca2+ signals in, 18-5
circuit dynamics, 18-4

Long-term potentiation (LTP), 18-37
Ca2+ signals in, 18-5
circuit dynamics, 18-4

Low current scanning tunneling microscopy (LCSTM),
13-6

Löwdin partitioning technique, 23-1
Lowest unoccupied molecular orbital (LUMO), 1-2,

1-12, 2-16, 6-17, 20-3
electronic structure calculations and, 21-5
inorganic semiconductor, 19-12
level, oligomer, 23-23
nitro-amino functionalized molecule, 2-16
unimolecular electronics, 3-2

Low pressure chemical vapor deposition (LPCVD),
1-9

Low-voltage activated (LVA) channel, 18-4
LPCVD, see Low pressure chemical vapor deposition
LSMs, see Liquid state machines
LTD, see Long-term depression
LTP, see Long-term potentiation
LUMO, see Lowest unoccupied molecular orbital
LVA channel, see Low-voltage activated channel
LWDDs, see Linear word-level decision diagrams

M

Magnetic alloys, nanowires of, 9-17
Magnetic nanowires, 9-14
MAJ-FA, 12-14, 12-17, 12-24
Majority gate, 2-5, 8-8
Many-electron multidimer system, 18-12
MAP2

binding site, 18-32
function as wave-guide, 18-30
interaction with actin, 18-35
model, 18-31

MAPs, see Microtubule-associated proteins
Marcus inverted region, 14-6
Markov decision processes (MDPs), 12-7
Maxwell–Bloch equations, 17-6, 17-18
Maxwell–Boltzmann statistics, 6-14
MBE, see Molecular beam epitaxy
MCB junction technique, see Mechanically controllable

break junction technique
McCulloch–Pitts type simplicity, 10-4
MD, see Molecular dynamics
MDPs, see Markov decision processes
MDTL, see Molecular diode-transistor logic
2-MEA, see 2-Mercaptoethylamine
Mechanically controllable break (MCB) junction

technique, 21-2
MEdevice, see Molecular electronic devices
ME devices, see Molecular electronics devices
Membrane permittivity, 6-29
Membrane resting potential, 17-31
Memory

banks, 6-53
capacity ratio, 6-52
cells, circuit formation and, 11-13
controller, 6-54
data, 6-52
formation, dendritic cytoskeleton and, 18-4
hierarchies, 6-52
mechanisms, synaptic efficacy and, 18-37
NMDA receptor and, 18-33
platforms, MIC, 6-10
processor interface, 6-51
protection of data in, 12-4
read-write, 6-39
stack, 6-56, 6-57
state, determination of, 11-9
system performance, 6-52
tag, 6-52
unit, 6-51

MEPs, see Molecular electrostatic potentials
2-Mercaptoethylamine (2-MEA), 14-26
Mercury-drop junction, 1-9
Merged-transistor logic (MTL), 6-41
Metal–insulator–metal (MIM) structures, 3-6
Metal–insulator–metal (MIM) tunnel junction, 1-2, 1-3
Metalloproteins, 14-6

subdivisions of, 14-3
transport properties, 14-26

Metalloprotein electronics, 14-1–14-47
azurin, 14-8–14-9
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biological electron transfer, 14-3–14-7
characterization of transport properties of

immobilized metalloproteins, 14-26–14-42
further SPM-based implementations, 14-40–14-42
planar biomolecular devices, 14-32–14-37
scanning probe techniques, 14-27–14-32
single protein transistor in wet environment,

14-38–14-40
cytochrome c , 14-9–14-10
empirical models, 14-7–14-8
future trends, 14-42
proteins and redox metalloproteins, 14-2–14-3
strategies for protein immobilization on surfaces,

14-16–14-26
tools for studying functional behavior of redox

metalloproteins, 14-10–14-16
protein film voltammetry, 14-10–14-12
scanning probe microscopy, 14-12–14-16

Metal–molecular (MM) systems, 25-2
Metal–molecule–metal contact, transmission probability

of, 23-35
Metal–molecule–metal (MMM) structure, 25-4, 25-8
Metal–molecule–metal system

behavior of, 21-1
electronic structure of, 21-5

Metal organic chemical vapor deposition (MOCVD),
7-2

Metal–organic–metal (MOM) assemblies, 3-7, 3-11
Metal-oxide-semiconductor (MOS), 1-28, 11-2,

11-10
Metal–SAM–metal junctions, 1-11
Metastable potentials, one-dimensional, 6-77
Mgate, see Molecular gates
Microelectronic devices, lithographically defined, 6-64
Microelectronic theory, molecular electronics vs., 6-12
Microelectronic transistors, 5-3
Micro instruction set, 6-55
Microscopic theory, 6-4
Microtubule (MT), 18-9

axonal hillock and, 18-3
biophysical properties of, 18-37
as cavities, 17-21
cellular nerves and, 18-37
collective states of C-termini on, 18-40
composition of, 18-38
C-terminus conformational change transfer process,

18-31
cytoskeletal networks, 18-6
cytoskeleton, importance in cell division, 18-35
DC conductivity, 18-24
dry-etching and, 18-8
electrical properties of, 18-35
ionic conductivity, 18-8, 18-32
ionic wave conductivity along, 18-30
lattice

boundary conditions, 18-22
tubulin sheet, 18-21

network (MTN), 18-2
neuroblastoma cells and, 18-6
quantum computations, 6-27
reflectivity of, 18-26

taxol-stabilized, 18-32
vectorial transport, 18-5

Microtubule-associated proteins (MAPs), 6-25, 17-11
interaction with microtubules, 6-26
interaction of routing carriers with, 6-27
phosphorylation of, 18-36
shuttle from MTs to actin, 18-6
structural, 18-6

Microtubules and actin filaments, electronic and ionic
conductivities of, 18-1–18-46

actin filaments support nonlinear ionic waves,
18-26–18-30

biological conductivity, 18-7–18-9
cytoskeleton, 18-5–18-6
dendritic cytoskeleton information processing model,

18-33–18-35
discussion, 18-39
inter-relation between neural cytoskeleton and

membrane, 18-35–18-36
intrinsic electronic conductivity of microtubules,

18-9–18-26
long-range spatio-temporal ionic waves along

microtubules, 18-30–18-33
neuron,18-2–18-5
potential for bioelectronic applications and

neuromorphic computing, 18-37–18-39
relationship to cognitive functions, 18-36–18-37

Microwires, 5-6
MICs, see Molecular integrated circuits
MIM structures, see Metal–insulator–metal structures
MIM tunneling, model of, 1-2 , 1-13
MIM tunnel junction, see Metal–insulator–metal tunnel

junction
MIN-FA, 12-14
Miniaturization

device density with, 12-3
problem of, 25-31

MMM structure, see Metal–molecule–metal structure
MM systems, see Metal–molecular systems
MNAND, see Molecular NAND
MNOR gate, circuit schematic, 6-41
MOCVD, see Metal organic chemical vapor deposition
Model(s)

actin filaments, 18-39
average packing density tunneling, 14-7
Baer–Rinzel, 17-15
Boolean, 6-60
Brownian dynamics, 6-36
Butler–Volmer, 14-12
Caldeira–Legget, 22-10
canonical tight-binding, 23-13
control vector integrated into, 6-61
cotunneling, 26-2
C-termini microtubular network, 18-30
Davydov, 17-27
dendritic cytoskeleton information processing,

18-33
discrete stochastic, alternative to simulating, 12-7
eight–vertex, 17-21
electrical, AF, 18-28
electrical conductivity, 18-10
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electronic cotunneling, see STM-induced
unimolecular surface reactions, electronic
cotunneling model of

electron transfer, 14-31
fault, 12-6
Franz, 1-3, 1-4, 1-25, 23-19
Hamiltonian, 23-12, 23-14
Hodgkin–Huxley, 17-31
hopping conduction, 1-17
Hubbard, 15-19, 18-8, 18-12, 18-13, 20-14
information processing in dendrites, 18-40
Ising, 17-7
kinetic-molecular Newtonian, 6-13, 6-14
MAP2, 18-31
MIM tunneling, 1-2, 1-13
molecular contact, 23-10
molecular platform, 6-60
molecular wires, 23-11–23-25
nanowire interconnect, 5-12
nFETs, 6-81
nonvolatile nanowire diode, 5-10
orchestrated objective reduction, 6-27
Pathway, 14-7
PDB, 17-11
Peyrard–Bishop–Holstein, 15-2, 15-11
pinning, 13-4
probabilistic gate, 12-8
reliability, 12-5, 12-14
resonant level, 25-13, 25-14
Simmons, 1-18
standard, 6-10
stuck-at fault, 12-5
SWNT, 4-12
synaptic, 18-37
system-level, memory platforms and, 6-62
systems biology, 18-37
top-gated nanowire field effect transistor, 5-11
VAT, 17-34
vibrationally coherent, 14-29
wire-to-lead connection, 23-2–23-11

Modulation voltage, 1-5
Molecular aggregates, energy profile, 6-89
Molecular architectronics, 6-21
Molecular beam epitaxy (MBE), 6-3, 7-2
Molecular chains, bioenergetics and, 17-4
Molecular compensator, design of, 6-59
Molecular computer

nanocell approach to, 2-15, 2-18
patent of, 6-7

Molecular conductance problem, complexities of,
21-1–21-33

results, 21-14–21-28
theoretical approaches, 21-4–21-14

band structure, 21-4–21-7
complex band structure, 21-13–21-14
transport, 21-7–21-13
vibrational modes, 21-14

Molecular conductivity, 25-3
Molecular contacts, see Coherent electron transport in

molecular contacts
Molecular cousin, 25-4

Molecular devices, transitions of, 6-22
Molecular diode-transistor logic (MDTL), 6-41
Molecular dynamics (MD), 18-30
Molecular electronic computing architectures, 2-1–2-28

characterization of switches and complex molecular
devices, 2-23–2-24

computer architectures based on molecular
electronics, 2-3–2-23

crossbar arrays, 2-8–2-15
nanocell approach to molecular computer

(functional block), 2-18–2-23
nanocell approach to molecular computer

(synthesis), 2-15–2-18
quantum cellular automata, 2-4–2-8

molecular electronics, 2-3
physical limitations of present technology, 2-2–2-3
present microelectronic technology, 2-1–2-2

Molecular electronic devices (MEdevice), 6-2,see also
Current rectification, switching, and role of
defects in molecular electronic devices

modeling, Schrödinger equation and, 6-101
multiterminal quantum-effect, 6-97
proof-of-concept, 6-69
quantum mechanics and, 6-90
quantum theory and, 6-77
six-terminal, 6-100
testbed characterizing, 6-70
testing of 6-65

Molecular electronics, 11-13
classification of, 6-12
components, testing of, 2-23
devices, quantum mechanics and, 6-72
goal in, 2-3
molecular primitives used by, 6-20
three-dimensional, 6-23

Molecular electronics (ME) devices, 25-1–25–34
computational tools and algorithms, 25-24–25-30

DFT and NEGF for transport calculations,
25-24–25-26

general algorithms, 25-26–25-29
modeling of electrodes, 25-29–25-30

experimental techniques, 25-6–25-8
molecular adsorption on metal surfaces and role of

electrodes, 25-11–25-16
alligator clips for molecular electronics,

25-15–25-16
chemisorption, 25-12–25-15
role of surface defects, 25-12

molecular conductance, 25-9–25-11
scope, 25-3–25-5
theory of electron transport in molecules,

25-16–25-24
non-equilibrium Green’s function method,

25-20–25-24
quantum current, 25-18
relevant length scales, 25-18–25-19
scattering, 25-19–25-20
sequential transport, 25-20

Molecular electrostatic potentials (MEPs), 14-35
Molecular FETs (MoleFETs), 5-23
Molecular gates (Mgate), 6-2
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Molecular integrated circuits (MICs), 6-2
application-specific, 6-58
bottom-up fabrication, 6-71
buffer registers and, 6-54
design tasks for, 6-21
design theory, CAD-supported, 6-5
design within 3D organizations, 6-2
logic design of, 6-43
memory platforms in, 6-10
molecular primitives used by, 6-20
pipelining, 6-54
synthesis of molecular electronic devices, 6-64
synthesis taxonomy, 6-21

Molecular motors, 18-5
Molecular NAND (MNAND), 6-40, 6-41, 6-45,

6-71
Molecular platform, evolution of, 6-60
Molecular processing-and-memory platform, 6-50
Molecular processing platforms (MPP), 6-2

hardware–software co-design for, 6-62
limits imposed on, 6-10
neuromorphological reconfigurable, 6-101
neurons and, 6-28
overlapping memory requests in, 6-51–6-52
redundant, 6-61

Molecular quantum dots (MQD), 20-14, 20-16
attractive correlations in, 20-14
carrier transport through, 20-14
degenerate, 20-19, 20-20
exact solution for current through, 20-16
fast switching and, 20-1
rectifiers, 20-5
switching, 20-13

Molecular receptors, design of preorganized, 6-72
Molecular resistor-transistor logic (MRTL), 6-41
Molecular switches, 20-8
Molecular tails, crystallized, 25-16
Molecular transport

characterization, methods of, 1-8
role of defects in, 20-21

Molecular universal logic gates (MULG), 6-37
Molecular vibrations, net dipole moments, 1-32
Molecular wires

interference among, 11-27
models of, 23-11–23-25

canonical tight-binding model, 23-13–23-15
carbon chain with alternating C–C bonds,

23-15–23-19
intermediate synopsis, 23-24–23-25
oligomers M–M– · · · –M, 23-19–23-24

Molecule(s)
de-protected, 25-8
electrically addressable, 20-13
electrical properties of, 5-3
electrode contact, 20-4
electron transport in, 25-16
extended, 25-5
isomers of, 25-26
lead connection, 23-5
physisorbed, 25-12
single, see Transport calculations for single molecules

wrapped carbon nanotubes, 4-29–4-30
MoleFETs, see Molecular FETs
MOM assemblies, see Metal–organic–metal assemblies
Monochrome vision process, 6-19
Monte Carlo simulations, 12-6, 12-13, 12-24
Moore’s Law, 2-1, 7-1, 7-8, 25-2
Morse onsite potential, 15-11
MOS, see Metal-oxide-semiconductor
MOSFETs, 6-8, 8-1
Motor proteins, dynamics of, 17-12
MPP, see Molecular processing platforms
MQD, see Molecular quantum dots
MRTL, see Molecular resistor-transistor logic
MT, see Microtubule
MTL, see Merged-transistor logic
MTN, see Microtubule network
MULG, see Molecular universal logic gates
Multidimer system, many-electron, 18-12
Multiplexing

reliability and, 12-31
schemes (MUX), 12-28

Multiprocessor architecture, 6-55
Multi step anodization, 9-10
Multiterminal molecules, terminals of, 6-68
Multiwalled carbon nanotubes (MWNTs),

4-14
Mutagenesis, random, 16-13
MUX, see Multiplexing schemes
MWNTs, see Multiwalled carbon nanotubes

N

Nambu–Goldstone (NG) bosons, 17-16
NAND-FA, 12-14, 12-24
Nanocell testing, 2-22
Nanocomputer(s)

design, molecular scale devices in, 5-3
process of developing true, 5-2

Nano-devices, see Unreliable nano-devices, computing
nano-architectures using

Nanoelectromechanical oscillator as open quantum
system, 22-1–22-29

electron transport through nanomechanical oscillator,
22-8–22-9

general formalism,22-3–22-6
heat bath correlation functions, 22-6–22-8
results and discussion of cantilever case, 22-9–22-17

dependence on quantum parameter ν0,
22-16–22-17

temperature dependence, 22-14–22-15
voltage dependence, 22-9–22-13

shuttle dynamics, 22-17–22-26
formalism, 22-17–22-20
numerical results, 22-20–22-26

Nanoelectromechanical systems (NEMS), 22-1
Nanoelectronics

complexity, 12-3
endofullerene-based, 4-2
focus of, 6-4
novel architectures for, 5-24
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Nanomemories and nanoprocessors, system-level design
and simulation of, 5-1–5-39

beyond design of nanoprocessors integrated on
molecular scale, 5-19–5-32

challenges for developing nanoprocessors,
5-19–5-22

further implications and issues for system
simulations, 5-32

nanoprocessor architectures, 5-22–5-25
nanoprocessor architectures based on FPGAs and

PLAs, 5-25–5-27
sample simulation of circuit architecture for

nanowire-based PLA, 5-27–5-31
crossbar-based design for nanomemory systems,

5-6–5-19
banking topologies and area estimates,

5-17–5-19
nanomemory simulation and analysis, 5-13–5-17
nanomemory system evaluation metrics, 5-8–5-9
overview, 5-6–5-8
simulation of example nanomemory system, 5-8
simulation methodology and device modeling,

5-9–5-13
molecular scale devices in device-driven

nanocomputer design, 5-3–5-6
Nanomemory

architecture, hybrid, 5-6
array, functionality and, 5-17
crossbar, 5-16
data written to, 5-15
system

design, 5-6
evaluation metrics, 5-8
simulation, 5-8, 5-19

Nanometer length scale (NLS), 11-14
Nanopillars, fabrication of, 9-27
Nano pn-junction formation, 4-22
Nanopore

arrays, on generic substrate, 9-25
fabrication process, 1-10
molecular devices, 20-3
technique, 1-9

Nanoporous alumina templates, self assembly of
nanostructures using, 9-1–9-30

AC electrodeposition, 9-14–9-18
magnetic nanowires, 9-14–9-17
nanowires of magnetic alloys, 9-17
semiconductor nanowires, 9-18

DC electrodeposition, 9-18–9-19
fabrication of highly ordered porous templates using

multistep anodization, 9-10–9-12
fabrication of nanoplillars, 9-27–9-28
half cell method for fabricating inorganic nanowires

using porous alumina, 9-21–9-22
nanopore arrays on generic substrate, 9-25–9-27
nanoporous alumina membranes, 9-2–9-10

anodization of aluminum foils, 9-4
current density during pore growth, 9-9–9-10
electrochemical synthesis of alumina membranes,

9-3–9-4
factors controlling self ordering of pores, 9-7–9-9

growth kinetics of nanoporous alumina
membranes, 9-4–9-7

nanostructure synthesis using porous alumina
membranes, 9-12–9-14

oxide nanowires, 9-19–9-21
pattern transfer using anodic alumina templates,

9-23–9-24
semiconductor nanoporous structures, 9-24–9-25

Nanoporous films, integration with arbitrary substrates,
9-26

Nanoprocessors, see Nanomemories and
nanoprocessors, system-level design and
simulation of

Nano-scale corrosion, 12-3
Nanoscale switches, 5-4
Nanoscience, redox metalloproteins and, 14-3
Nanoscopic plasma processing, 4-10
Nanostructure self-assembly, see Nanoporous alumina

templates, self assembly of nanostructures using
Nanotechnology

biology and, 18-39
possibilities of, 9-1
top-down, 4-1

Nanotransistor fabrication, 5-5
Nanotubes, encapsulated, electronic properties of,

4-17–4-22
Nanowires (NWs), 2-8, 7-1, see also Inorganic nanowires

crossbar array of, 5-4
growth, 7-2
inorganic, half cell method for fabricating, 9-21
interconnect model, 5-12
magnetic alloys, 9-17
oxide, 9-19
properties of, 7-5

NCA, see Non-crossing approximation
NDR, see Negative differential resistance
Negative differential resistance (NDR), 2-15, 3-4, 3-17,

14-41, 14-42, 20-3, 20-10
defect states and, 20-23
two-impurity case and, 20-24

NEGF, see Non-equilibrium Green’s function
NEMS, see Nanoelectromechanical systems
Nerve cells, prominent examples of, 18-3
Netlist, 6-46, 6-63
Neumann function, spherical, 6-92
Neural networks

learning, 10-7
multi-chip, 10-8
stochastic resonance in, 17-31

β-Neurexin, 17-14
Neurites, 17-11
Neuroblastoma cells, MTs and, 18-6
Neuroligin, 17-14
Neuromorphic computing, 18-37
Neuromorphic engineering, 10-1
Neuron(s)

actin concentrations in, 18-5
cell body of, 6-24
cytoplasmic growth processes, 18-5
functional domains, 18-2
growth cones in, 18-5
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information carriers in, 6-27
integrate and fire, 10-5
morphological complexity, 18-2
networked, data transmitted by, 6-32
output, 6-28
receptor transport in, 18-36
signal generation by, 6-31
silicon, 10-4
subtypes, 18-2
VLSI, 10-3
wiring patterns displayed by, 18-38

Neuronal hypercells (ℵHypercell), 6-2
aggregated, 6-7, 6-45, 6-48
logic functions performed by, 6-39
LWDD embedded in, 6-44
multiplexer-based, 6-47
primitive schematics, 6-42

Neuroscience
information processing, 6-24
theory, information transmission in, 6-25

Neurotransmitters
binding and unbinding of, 6-25
control of released, 6-27

Newtonian model, 6-13, 6-14
nFETs, Level 1 model of, 6-81
NG bosons, see Nambu–Goldstone bosons
NKR spectroscopy, see Nuclear magnetic resonance

spectroscopy
NLS, see Nanometer length scale
NLS equation, see Nonlinear Schrödinger equation
NMDA receptor

activation, 17-32
memory and, 18-33

NMR, see Nuclear magnetic resonance
Non-adiabatic electron transfer theory, 14-6
Non-adiabatic reactions, 14-5
Non-crossing approximation (NCA), 19-4
Non-equilibrium Green’s function (NEGF), 1-36, 19-2,

20-7, 21-9, 25-25
Nonlinear Schrödinger (NLS) equation, 17-3, 17-6
Nonvolatile memory cell, 11-3
Nonvolatile nanowire (NVNW) diode, 5-6, 5-10, 5-11
Normalization constant, 15-23
NOR Mgates, 6-40
Nuclear charge, effective, 6-16
Nuclear magnetic resonance (NMR), 1-28, 17-11
Nucleotides, 15-3
Numerical analyses, tools providing, 12-7
Numerov three-point-difference expression, 6-90
NVNW diode, see Nonvolatile nanowire diode
NWs, see Nanowires

O

Objective reduction process, 6-27
Object-oriented programming, 6-62
Occupation probability, 8-6
Octanedithiol

power dissipation in, 19-8
SAM, IETS of, 1-30

OEP, see Optimized effective potential
Ohm’s law

conductance, 3-6
resistance and, 18-27

OLED, see Organic light-emitting diodes
Oligomer

Green’s function, 23-17, 23-21
HOMO level of, 23-23

Oligothiophene, 21-16, 21-19
Omniscient programming, 2-20
On-chip arbitration schemes, 10-4
On-die leakage current sensors, 12-13
Open quantum system, see Nanoelectromechanical

oscillator as open quantum system
Open-source simulators, 5-9
OPM, see Optimized potential method
Optical conductivity, 18-17

protofilament axis, 18-23
protofilament direction, 18-24, 18-25
spectrum, 18-19, 18-22
three-dimer system, 18-18
two-dimer system, 18-17

Optical memories, bacteriorhodopsin-based,
16-7

Optimized effective potential (OEP), 24-10
Optimized potential method (OPM), 24-10
Orbital angular momentum, 6-93
Orchestrated Objective Reduction hypothesis,

17-23
Orchestrated objective reduction model, 6-27
Organelle trafficking, MT cytoskeleton and, 18-35
Organic light-emitting diodes (OLED), 19-10
Organic logic circuits, optimization of, 19-17
Organic molecules, electronic characteristics of,

6-68
Organic ring oscillators, 19-18
Organic synthesis, 6-64
Organic thin film

devices, simulation of, 19-10
transistor (OTFT), 19-10, 19-13
traps in, 19-14

Organometallic molecules, 6-69
Oscillator

damping rate, 22-1, 22-9, 22-11, 22-17
nanomechanical, electron transport through,

22-8
position fluctuations, variance of, 22-20

OTFT, see Organic thin film transistor
Outer-sphere electron transfer, 14-4
Oxidation

chemical, 14-17
peak, cytochrome c , 14-22
resistance to, 14-16
state(s)

iron, 14-9
redox metalloproteins, 14-3

thermal, 14-17
wave, azurin, 14-26, 14-40

Oxide
dissolution, rate of, 9-7
nanowires, 9-19
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P

Paired cell method, 9-21
Particle

dynamics, programming and, 11-5
motion, control of, 6-93
traversal time, 6-76
velocity, 6-75

Pascalian machine, 6-6
Pathway model, 14-7
Pauli exclusion principle, 6-18, 25-12
Pauli repulsion, 25-15
p-channel FETs (PFETs), 5-29
PCM, see Phase-change memories
PCR, see Polymerase chain reaction
PCU, see Program control unit
PDB models, 17-11
PDMS, see Poly(dimethylsiloxane)
PDOS, see Projected density of states
PDP, see Power-delay-product
Peak-to-valley current ratio (PVCR), 4-19
Peak-to-valley ratio (PVR), 2-15
PECVD, see Plasma-enhanced chemical vapor

deposition
PEI, see Polyethylenimine
Peierls distortion, 20-14
Penrose quantum gravity objective reduction, 6-27
Pentium processor, floating-point operations, 12-3
Peptide

nucleotide acid (PNA), 4-30
SWNTs complex, chemical structure of, 4-32

Perturbation theory, time-dependent, 6-95
Perturbed protein hypothesis, 17-29
Peta scale integration (PSI), 11-1
Peyrard–Bishop–Holstein model, 15-2, 15-11
PFETs, see p-channel FETs
PFs, see Protofilaments
PGAs, see Programmable gate arrays
PGM, see Probabilistic gate models
Phase-change memories (PCM), 20-2
Phonon decay rates, 19-7
Phosphatases, 17-11
Photoactive yellow protein (PYP), 16-2
Photochromic material, bacteriorhodopsin as, 16-5
Photolithography, invention of, 6-3
Photon absorption energy, 6-19
Physics of Semiconductor Devices, 6-9
Physisorbed molecule, 25-12
PIBs, see Programmable interconnect blocks
Pierls instability, 23-16
Pinning model, 13-4
Pipelining MICs, 6-54
Pitch converter, 11-19
Planar memory, figure of merit of, 11-4
Planck constant, 6-15, 11-6, 23-26
PLAs, see Programmable logic arrays
Plasma

enhanced chemical vapor deposition (PECVD), 4-12,
4-13

etching, 9-27
irradiation process, 4-15

PLBs, see Programmable logic blocks
PL monolayer, see Pockels–Langmuir monolayer
PMMA, see Poly methyl methacrylate
PNA, see Peptide nucleotide acid
Pockels–Langmuir (PL) monolayer, 3-3,

3-12
Point-directed mutagenesis, 14-2
Point process channel, 6-33, 6-34
Poisson equation, 6-73, 6-92, 19-11
Poisson process, channel capacity of, 6-33
Poisson solver, 21-13
Polarobreathers, 15-11, 15-13
Polarons, 17-4
Poly(dimethylsiloxane) (PDMS), 2-12
Polyenes, bandgap closing in, 23-22
Polyethylenimine (PEI), 4-22
Polymer(s)

as biological electrical wires, 18-26
tubulin dimer composition, 18-26

Polymerase chain reaction (PCR), 16-13
Poly methyl methacrylate (PMMA), 4-22
Poole–Frenkel field-dependence, 19-12
Pore(s)

density, anodizing voltage and, 9-8
growth, current density during, 9-9
self ordering of, 9-7
structure, temperature and, 9-9

Port clause, 6-63
Position–momentum uncertainty principle,

6-74
Position Sensitive Detector, 14-13
Postsynaptic density (PSD), 6-25, 18-33
Postsynaptic density protein, 17-15
Postsynaptic potentials (PSPs), 17-15, 17-31
Potential energy, 6-29

profile, 6-97
surfaces, 26-3

Power-delay-product (PDP), 12-34, 12-35
Power dissipation, 20-3

leakage currents and, 12-2
lowering of, 12-33
molecular junctions, 19-4
octanedithiol, 19-8
single-electron transistors and, 8-7

PP, see Protoporphyrin
Precursor complex, 14-4
Presynaptic active zones, 17-3
Presynaptic vesicular grid (PVG), 17-33
Primary event, 16-4
Primed energy, 17-13
PRISM, see Probabilistic Symbolic Model Checker
Probabilistic gate models (PGM), 12-8
Probabilistic Symbolic Model Checker (PRISM),

12-7
Probabilistic transfer matrices (PTMs), 12-7

combination rule, 12-16
gate behavior modeled using, 12-16
simulation results, FA reliabilities and, 12-24

Probability current density, 6-80, 6-92
Probability density function, Fokker–Planck equation

for, 17-9
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Probability of failure
adder, 12-30
CMOS inverter, 12-4
device, 12-18, 12-25, 12-26
gate, 12-18, 12-19, 12-25
inverter, 12-22, 12-23
representation of, 12-38
XOR, 12-22

Probability transfer matrix calculations, 12-16–12-17
Procedural programming, 6-62
Product integraph, 6-6
Program, 6-51

control unit (PCU), 6-48
execution time, 6-51

Programmable diodes, 5-27
Programmable gate arrays (PGAs), 6-58
Programmable interconnect blocks (PIBs), 6-58
Programmable logic arrays (PLAs), 5-20, 5-21

architecture, DeHon–Wilson, 5-27
description of, 5-26
nanoprocessor architectures based on, 5-25
nanowire-based, 5-27

Programmable logic blocks (PLBs), 6-58
Programmable wires, 5-26
Programming, 2-20, 11-5
Projected density of states (PDOS), 21-7, 21-26
Project Rhodopsin, 16-5, 16-7
Prokaryotic cells, intracellular organization of,

6-7
Proof-of-concept

molecular electronic devices, 6-69
programmable calculator, 6-6
SLSI software, 6-46

Protected alligator clip, 2-16
Protein

α-helix, 17-27, 17-29
based FET, switching behavior of, 14-37
blue copper, 14-8
chemical nature of, 14-1
device, FET-like, 14-43
electron transfer, 14-6
electrostatics, 14-35
engineering, 14-2, 14-3
filaments, piezoelectric properties of, 18-38
film voltammetry, 14-10

advantage of, 14-10
electrochemical signal and, 14-11
schematic representation, 14-11

interactions, 6-26
lysine residues, 14-19
microtubule-associated, 17-11
molecules, transduction energy of, 17-27
motor, dynamics of, 17-12
postsynaptic density, 17-15
purification, 14-2
side-chain groups, immobilization strategies,

14-19
surface chemistry of, 14-2
target, 17-31
transport, MT computation and, 18-36

Protein-based optical memories, 16-1–16-23

bacteriorhodopsin biochemistry and biophysics,
16-3–16-5

bacteriorhodopsin as photochromic material,
16-5–16-6

future directions, 16-15–16-18
optimization of bacteriorhodopsin through genetic

engineering, 16-12–16-15
progress toward bacteriorhodopsin-based optical

memories, 16-7–16-12
bacteriorhodopsin-based holographic memories,

16-9
bacteriorhodopsin as holographic material,

16-9–16-12
binary optical branched photocycle architecture,

16-7–16-8
Protein immobilization

disulfide bond formation, 14-22
strategies for, 14-16–14-26

assembled protein layers, 14-16
azurin mutants, 14-24
chemical modification, 14-17
chemical reactive groups, 14-19
chemical surface modification, 14-23
difficulty, 14-18
disulfide bond formation, 14-22
genetic engineering techniques, 14-20
immobilization approaches, 14-16
metalloproteins surface immobilization, 14-21
polyhistidine tail, 14-20
reaction with maleinimides, 14-19

substrate for, 14-21
Protofilaments (PFs), 17-11

DC conductivity of, 18-19
length, 18-20

Proton
pump mechanism, 16-5
transport, ATP synthesis and, 18-8

Protoporphyrin (PP), 14-27
PSD, see Postsynaptic density
Pseudomonas aeruginosa, 14-8, 14-23
Pseudoresonances, 23-23
PSI, see Peta scale integration
PSPs, see Postsynaptic potentials
PTMs, see Probabilistic transfer matrices
Purine molecule, 6-65
Purkinje cells, 18-4
Purple membrane, 16-3
PVCR, see Peak-to-valley current ratio
PVG, see Presynaptic vesicular grid
PVR, see Peak-to-valley ratio
PYP, see Photoactive yellow protein
Pyridine molecule, 6-65
Pyrimidine molecule, 6-65
Pyrrole molecule, 6-65

Q

QCA, see Quantum cellular automata
QCM, see Quartz crystal microbalance
QED cavities, see Quantum electrodynamic cavities
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QSG equation, see Quantum sine–Gordon equation
Quantized energy, expression of, 6-14
Quantum cellular automata (QCA), 2-4, 2-5, 5-24, 12-38

cells, 2-6, 8-10
circuit, 12-6
clocking, 8-8
majority cell, 2-7
method, problems of, 2-8
molecular, 8-15
power dissipation and, 8-7
power gain, 8-13
shift register, 8-10
system, characteristic energy of, 8-8

Quantum coherence, interneuronal, 17-24
Quantum conductance, definition of, 6-72
Quantum current, 25-18
Quantum dots, Stranski–Krastanow mode growth of,

9-2
Quantum dots in nanoelectronic devices, 8-1–8-23

limits to binary computing, 8-16–8-21
quantum-dot cellular automata, 8-7–8-16

experimental demonstrations, 8-9
molecular QCA, 8-15–8-16
QCA cell, 8-10
QCA power gain, 8-13–8-15
QCA shift register, 8-10–8-13

single-electron devices, 8-2–8-7
Quantum double wells, 18-11, 18-12
Quantum electrodynamic (QED) cavities, 17-21
Quantum number, 6-82
Quantum sine–Gordon (QSG) equation, 17-7
Quantum theory, 6-3

application of, 6-77
changes in Hamiltonian, 6-98

Quantum well formulation, band formation in, 18-13
Quantum zeno effect, 11-27
Quartz crystal microbalance (QCM), 14-16
Quasi-adiabatic switching, 8-8
Qubits, 2-4

R

Rabi field coupling, 17-20
Rabi field splitting, 17-21
rad-hard by design class, 12-8
Radial breathing mode (RBM), 4-13
Radiation hardened by design, 12-9
Radiation tolerant latches, 12-13
Radio frequency (RF) electric field, 4-26, 4-28
RAM, see Random access memory
Raman scattering spectrum, SWNT, 4-13, 4-14
Raman spectroscopy, 1-7

IETS and, 1-27
mass-weighted Hessian and, 21-14
surface enhanced, 14-16

Ramsauer–Townsend effect, 6-86
Random access memory (RAM), 6-39
Random walk theory, 4-26
Rapidly releasable vesicle pool, 17-33
RBM, see Radial breathing mode

RC adder, see Ripple carry adder
Reaction quotient, definition of, 13-6
Reactive ion etching (RIE), 9-2, 9-24
Read-only memory (ROM), 6-39
Real-time 3D image processing, 6-20
Rectification

molecular, 20-6
ratio, 3-13

Rectifier(s)
first confirmed, 3-12
molecular quantum dot, 20-5

Redox center, 11-24, 11-25
Redox film voltammetry, 14-10
Redox metalloproteins, 14-1, 14-2

electron transfer reaction and, 14-3
functional behavior of, 14-10

protein film voltammetry, 14-10–14-12
scanning probe microscopy, 14-12–14-16

oxidation state, 14-3
planar electrodes and, 14-33
subdivisions of, 14-3

Redox midpoint, 14-27
Redox reaction, gated, 14-12
Reduced Maxwell–Bloch (RMB) equation, 17-5
Redundancy

built-in, 12-11
types of, 12-5

Refractory period mechanism, 10-6
Relaxation problem, 24-7
Reliability

model, 12-5, 12-14
simulation tools, 12-6

Renyi information, 6-33
Reorganization energy, 14-6, 14-27, 14-28

azurin, 14-31, 14-32
decrease of, 14-31
definition of, 14-5
EC-STM setup, 14-29, 14-32
FC factor, 14-6
redox molecule, 14-27

Reserve vesicle pool, 17-33
Resistor-transistor logic (RTL), 6-41
Resolvent set, 17-23–17-24
Resonance phenomenon, 6-85–6-86
Resonant level model, 25-13, 25-14
Resting potential, membrane, 17-31
Reverse polarity etching, 9-13
RF electric field, see Radio frequency electric field
Rhodopsin, monochrome vision process and, 6-19
RIE, see Reactive ion etching
Ripple carry (RC) adder, 12-24, 12-31, 12-33
RMB equation, see Reduced Maxwell–Bloch equation
Roadmap, construction of, 11-3
ROM, see Read-only memory
Rotaxane, 2-14, 2-17, 11-29
Routing carriers

binding and unbinding of, 6-36
Brownian motion of, 6-36
interaction with MAPs, 6-27
molecular universal logic gates and, 6-37
multiple, 6-35
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reconfigurable networking and, 6-35
transit time of, 6-37

RTL, see Resistor-transistor logic
Runge-Gross-Theorem, 24-3

S

Saccharomyces cerevisiae, 14-10, 14-21
Salmonella typhimurium, 6-7
SAM, see Self-assembled monolayer
SAPs, see Synapse-associated proteins
Saturated Calomel Electrode (SCE), 14-16
Scanning electron microscopy (SEM), 2-12
Scanning probe microscopy (SPM), 2-23, 13-2,

14-12–14-16
atomic force microscope, 14-13–14-14
electrochemical scanning tunneling microscopy,

14-14–14-16
Scanning transmission electron microscopy (STEM),

4-23
Scanning tunneling microscopy (STM), 1-7, 2-12, 2-23,

3-3, 4-20, 25-4
Scanning tunneling spectroscopy (STS), 3-9, 14-15
Scattering theory, 24-8
SCE, see Saturated Calomel Electrode
Schottky barrier problems, 3-5
Schottky-gated resonant tunneling, 6-97
Schrödinger equation, 6-72, 6-74, 6-95, 15-4

discretized, 6-90, 6-99
homogeneous, 25-22
MEdevice modeling using, 6-101
nonlinear, 17-3
quantum mechanics and, 6-85
resonant phenomena and, 17-23
separation of variables in, 25-18
time-dependent, 6-78, 6-94, 8-20, 8-21
time-independent, 6-17, 6-82, 6-95, 18-11
transmission coefficient and, 23-4

Schrödinger theory, 6-4
SDM, see Site-directed mutagenesis
SDS, see Sodium dodecyl sulfate
SE, see Self-energies
Sech pulse equation, 17-6
Sech wave forms, 17-5
See through film, 9-13
Self-assembled monolayer (SAM), 1-1, 2-16, 3-3, 5-23,

14-12, 14-18, 21-28, 25-10
alkanethiols, 1-6, 14-18
annealing process, 1-8
degree of electronic coupling and, 14-12
deposition on gold, 25-16
octanedithiol, IETS of, 1-30
protein immobilization and, 14-23
striped phase of, 25-16
thiolates, 14-18
thiol capped, 14-22
thiol group, 2-16

Self-assembled monolayers, electrical characterization
of, 1-1–1-41

electronic conduction mechanisms, 1-12–1-27

metal-SAM-metal junctions, 1-12–1-13
previous research on alkanethiol SAMs, 1-13
sample preparation, 1-14–1-15
tunneling characteristics of alkanethiol SAMs,

1-15–1-27
experimental methods, 1-6–1-12

device fabrication, 1-9–1-11
lock-in measurement for IETS characterizations,

1-12
methods of molecular transport characterization,

1-8–1-9
self-assembled monolayers of alkanethiols, 1-6–1-8

inelastic electron tunneling spectroscopy, 1-27–1-37
alkanethiol vibrational modes, 1-28–1-30
octanedithiol SAM, 1-30–1-32
review, 1-27–1-28
spectra linewidth study, 1-32–1-37

theoretical background of tunneling, 1-3–1-6
electron tunneling, 1-3–1-4
inelastic electron tunneling, 1-4–1-6

Self assembly, description of, 9-2
Self-energies (SE), 6-90, 19-4, 25-21, 26-4
Self-induced transparency (SIT), 17-5
Self-interaction error, 24-10
Self–localization, 17-27
Self–trapping, 17-27
SEM, see Scanning electron microscopy
Semiconductor Industry Association Roadmap,

7-7
Semiconductor nanoporous structures, 9-24
Semi-random mutagenesis (SRM), 16-13
Sensing, 11-5
SET, see Single-electron transistor
SG equation, see Sine–Gordon equation
Shannon expansion, 6-45, 6-47
Shannon quantity of information, 6-32
Shell energy, 6-18
SHG equation, see Sinh–Gordon equation
Short-term potentiation (STP), 18-5
Shuttle

damping rate, 22-22
dynamics, 22-17–22-26

formalism, 22-17
numerical results, 22-20

electron population, 22-19
oscillation frequency, 22-26

Signal and information processing platforms,
three-dimensional molecular electronics and
integrated circuits for, 6-1–6-104

adaptive defect-tolerant molecular
processing-and-memory platforms, 6-57–6-61

applied information theory in biomolecular
processing and communication, 6-30–6-35

biomolecules and ion transport, 6-29–6-30
data and signal processing platforms, 6-5–6-8
decision diagrams and logic design of MICs,

6-43–6-47
design and synthesis of molecular electronic devices,

6-64–6-72
molecular integrated circuits, 6-71–6-72
synthesis of molecular electronic devices, 6-64–6-69
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testing and characterization of proof-of-concept
molecular electronic devices, 6-69–6-71

fluidic molecular platforms, 6-35–6-37
hardware–software design, 6-61–6-63
hierarchical finite-state machines, 6-55–6-57
hypercell design, 6-47–6-48
microelectronics and nanoelectronics, 6-8–6-12
modeling and analysis of molecular electronic devices,

6-72–6-97
electromagnetic field and control of particle

motion, 6-93–6-95
Green’s function formalism, 6-95–6-97
Heisenberg uncertainty principle, 6-74–6-75
modeling concepts, 6-72–6-74
particle and potentials, 6-77
particle velocity, 6-75–6-77
quantum mechanics and molecular electronic

devices, 6-90–6-93
Schrödinger equation, 6-78–6-90

molecular electronics and gates, 6-39–6-42
multiterminal quantum-effect MEdevices, 6-97–6-101
neuromorphological reconfigurable molecular

processing platforms, 6-37–6-38
neuroscience, information processing and memory

postulates, 6-24–6-28
performance estimates, 6-12–6-20

device switching speed, 6-18–6-19
distribution statistics, 6-14
energy levels, 6-14–6-18
photon absorption and transition energetics,

6-19
processing performance estimates, 6-19–6-20

synthesis taxonomy in design of MICs and processing
platforms, 6-21–6-24

three-dimensional molecular signal/data processing
and memory platforms, 6-48–6-55

toward cognitive information processing platforms,
6-38–6-39

Signal-to-noise improvements, 1-5
Silent synapses, 17-33
Silicon

diode, creation of, 6-7
modes of organic molecules to, 11-23
neurons, 10-4
stencils, 13-1
synapses, 10-6

Simmons model, 1-18
Simulation tools in molecular electronics, 19-1–19-20

quantum transport tools, 19-1–19-10
applications to octanethiols, 19-8–19-10
gDFTB approach, 19-2–19-3
incoherent electron–phonon scattering, 19-3–19-4
power dissipation in molecular junctions,

19-4–19-5
power dissipation in Si-styrene-Ag system,

19-5–19-8
simulation of organic thin film devices, 19-10–19-19

analysis and optimization of organic logic circuits,
19-17

application to organic ring oscillators, 19-18–19-19
drift–diffusion method, 19-11–19-12

influence of interface traps and charges on device
characteristics, 19-15

inverter circuits, 19-17–19-18
organic semiconductor materials, 19-12–19-13
simulation of organic thin film transistors,

19-13–19-14
static and transient IV simulations, 19-15–19-16
traps in organic thin films, 19-14–19-15

Sine–Gordon (SG) equation, 17-3
Single-electron devices, 8-2
Single-electron transistor (SET), 8-3, 8-10
Single metalloprotein wet transistor, 14-38,

14-39
Single molecule transistor, physics, 14-34
Single-walled carbon nanotubes (SWNTs), 2-4, 3-6,

4-10, 4-32
control of growth direction, 4-11
Coulomb oscillation characteristics, 4-22
dispersion by SDS, 4-29
DNA encapsulated, 4-26
encapsulated

bandgap modulation of, 4-21
TEM images of, 4-16

metallofullerene-encapsulated, 4-20
model, 4-12
nonvolatile random access memory device,

2-10
Raman scattering spectrum of, 4-13, 4-14
SEM image of, 4-12, 4-14
solubilization of, 4-31
spin-polarized transport properties of, 4-19
use of diazonium salts in functionalization of,

2-17
wrapping of, 4-29

Sinh–Gordon (SHG) equation, 17-8
SIT, see Self-induced transparency
Site-directed mutagenesis (SDM), 14-20, 16-12
Site-specific mutagenesis, exploitation of, 14-20
Slowly varying envelope and phase approximations

(SVEPAs), 17-5
SLSI, see Super-large-scale integration
SNARE complex, 17-3, 17-37
SNAREpins, 17-35
SNARE zipping, 17-31
Sodium dodecyl sulfate (SDS), 4-29
Soft error suppression technique for, 12-9
Solid MEdevice(s)

number of quantum wells, 6-22
quantum phenomena in, 6-35
research in, 6-4
simplest two-terminal, 6-7

Solid MPPs, biomolecular versus, 6-31
Solid-state field effect transistors, 14-2
Solid-state semiconductor devices, structural features of,

6-3
Solitary waves, see Subneuronal processing of

information by solitary waves and stochastic
processes

Solitons, 17-3
α-helix protein molecules, 17-27
Davydov, 17-4, 17-37
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Space
quantization, 6-16
redundancy, 12-5

Spectral density, 23-5
SPICE-level devices, 5-9
Spike–frequency adaptation mechanism, 10-6
Spiking neurons, neuromorphic networks of, 10-1–10-9

action potentials and address-event representation,
10-3–10-4

multi-chip neural networks, 10-8
neuromorphic vs. conventional use of VLSI

technology, 10-1–10-3
silicon neurons, 10-4–10-6
silicon synapses, 10-6–10-7

memory and synaptic weight storage, 10-7
plasticity and learning, 10-7

simulation vs. emulation, 10-3
Spiking threshold mechanism, 10-6
Spin valve structures, 9-18
SPM, see Scanning probe microscopy
Spontaneous symmetry breaking (SSB), 17-17
SPR, see Surface plasmon resonance
SRAM, see Static random access memory
SRM, see Semi-random mutagenesis
SSB, see Spontaneous symmetry breaking
Stacked rings, amplitude oscillations, 15-27
Stack memory, 6-56, 6-57
Stack pointer, 6-57
Staggered extension process (StEP), 16-13
Standard model, 6-10
Static random access memory (SRAM), 6-7
Static redundancy, 12-5
STEM, see Scanning transmission electron microscopy
StEP, see Staggered extension process
Step junctions, 6-71
Stepped reckoner, 6-6
STM, see Scanning tunneling microscopy
STM-induced unimolecular surface reactions, electronic

cotunneling model of, 26-1–26-8
cotunneling model, 26-2–26-6

cotunneling rate, 26-5–6-6
excitation rate, 26-4
self-energy, 26-4–26-5

discussion, 26-7
example, 26-6–26-7

Stochastic processes, see Subneuronal processing of
information by solitary waves and stochastic
processes

Stokes’s law, 6-29
STP, see Short-term potentiation
Stranski–Krastanow mode growth, quantum dot,

9-2
String theory, 6-10
Structural MAPs, 18-6
STS, see Scanning tunneling spectroscopy
Stuck-at fault model, 12-5
Subneuronal processing of information by solitary waves

and stochastic processes, 17-1–17-41
analogies with quantum optical solitons and

entanglement, 17-21–17-24

analogy with entanglement, 17-22–17-23
microtubules as cavities, 17-21–17-22
resonances of Schrödinger operator, 17-23–17-24

dynamics of water electric dipole field, 17-13–17-17
biological motivation, 17-14–17-16
collective dynamical variables of cytosolic water,

17-16–17-17
spontaneous symmetry breaking, 17-17
water electric dipole field, 17-13–17-14

interneuronal quantum coherence, 17-24–17-27
Josephson junction effect, 17-24–17-25
synaptic Josephson oscillation currents and

plasmon modes, 17-25–17-27
Klein–Gordon equations, 17-5–17-10

φ4–equation, 17-9–17-10
Fröhlich dielectric theory, 17-10
sine–Gordon equation and its double, 17-6–17-8
sinh–Gordon equation and its double, 17-8
slowly varying envelope and phase approximations,

17-5–17-6
Langevin pumping and energase action, 17-17–17-21

breather solutions and energase action,
17-18–17-20

coherent pulse emission and water laser,
17-17–17-18

vibrationally assisted tunneling, 17-20–17-21
microtubules and C–terminal tubulin tails,

17-10–17-13
C–terminal tubulin tails, 17-11–17-12
dynamics of motor proteins, 17-12–17-13
neurobiological background to microtubules,

17-10–17-11
molecular bases of synaptic transmission,

17-32–17-37
active zones, 17-34
Beck–Eccles hypothesis, 17-33–17-34
presynaptic Ca2+ microdomains, 17-34–17-35
SNARE complex, 17-35–17-37

solitons in α–helix protein molecules, 17-27–17-31
Davydov model, 17-27–17-28
H–N–C=0 groups and weakening of hydrogen

bonds in α–helix, 17-28–17-29
modification of Davydov–NLS equation,

17-30–17-31
solitons and bioenergetic systems, 17-3–17-4

background to solitons, 17-3–17-4
bioenergetics and molecular chains, 17-4

stochastic resonance in neural networks, 17-31–17-32
Subthreshold operation, 12-33
Sum bit, 12-14
Super-large-scale integration (SLSI), 6-5

design
CAD-supported technology-centric,

6-22
decision diagrams in, 6-45

software, proof-of-concept, 6-46
Superscalar processing, 6-54
Surface chemical modification, 14-16

scheme of, 14-18
types of, 14-17
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Surface localized states, bands of, 23-28
Surface plasmon resonance (SPR), 14-16
SVEPAs, see Slowly varying envelope and phase

approximations
SVs, see Synaptic vesicles
Switches

bi-stability requirement of, 3-16
molecular, 20-8

SWNTs, see Single-walled carbon nanotubes
Synapse(s)

associated proteins (SAPs), 6-25
neurotransmitters in, 6-25
types of, 17-32, 18-3

Synaptic efficacy, models of changes in, 18-37
Synaptic models, 18-37
Synaptic plasticity, 6-27, 17-33
Synaptic transmission, molecular bases of, 17-32
Synaptic vesicles (SVs), 17-33, 17-35
Syntaxin-1, 17-35
Synthesis taxonomy, innovations of, 6-22
Synthetic fluidic device, 6-35, 6-36
System(s)

biology, model of, 18-37
level models, memory platforms and, 6-62
self energy, 23-5

T

Tag memory, 6-52
Tangential stretching (TS) mode, 4-13
Tapping ModeTMatomic force microscopy (TMAFM),

13-2
Target Molecule, 6-65
TDDFT, see Time-dependent density functional theory
Temperature dependence, conductance for mass, 22-14
TEOS, see Tetraethoxy silane
Tera scale integration (TSI), 11-1, 11-31
Terthiophene monolayer, 21-4
Testability rules, layout-level design for, 12-10
Tetraethoxy silane (TEOS), 7-7
TFTs, see Thin film transistors
TGNW-FET, see Top-gated nanowire field effect

transistor
Thermal breathing, 17-21
Thermal dephasing length, 25-19
Thermal embedding, 11-7
Thin film transistors (TFTs), 7-6
Thiol–gold affinity, 14-18
Thiol group(s)

generation of in-gap states by, 23-23
metal conduction and, 6-70

Thiophene
infinite, 21-18
molecule, 6-65

Three-dimensional molecular electronics, see Signal and
information processing platforms,
three-dimensional molecular electronics and
integrated circuits for

Threshold logic, reliable gates and, 12-8

Tilted band, 23-25
Time-dependent density functional theory (TDDFT),

24-2
formalism, 24-3
Hamiltonian, 24-4
relaxation method with, 24-7
transport problem, 24-5

Time-evolution operator, 6-94
Time redundancy, 12-5
TMAFM, see Tapping ModeTMatomic force microscopy
Top-down synthesis, 6-22
Top-gated nanowire field effect transistor

(TGNW-FET), 5-11, 5-13, 5-14
Tour wires, 3-3, 20-10
Tractable modeling, see Coherent electron transport in

molecular contacts
Transduction energy, 17-27
Transfer Hamiltonian formalism, 1-6
Transfer matrix methods, 21-13
Transistor(s), see also Field-effect transistors

bipolar junction, 3-5
device physics of, 6-97
field-effect, 4-17
microelectronic, 5-3
MOS, 11-10
single molecule, physics, 14-34
single protein, 14-38
thin film, 7-6
transistor logic (TTL), 6-41

Transition state theory, modeling of, 17-21
Translational symmetry, 25-26
Transmission

coefficient, 6-84
matrix, 6-97

Transport calculations for single molecules, 24-1–24-13
ground state DFT, 24-10–24-11
TDDFT and transport, 24-3–24-10

external driving field, 24-5–24-7
initial value problem, 24-7–24-8
scattering approach, 24-8–24-9
standard method and Kubo formula, 24-9–24-10
TDDFT formalism, 24-3–24-5

Trans-Siesta project, 21-11
Trap recharging, 19-14
Trial energy, 6-90
1,3,5-Triazine-2,4,6-trithiol molecules, 6-67
TSI, see Tera scale integration
TSI era, allowing electronics to face, 11-1–11-35

beating limits of conventional and electron-beam
lithography, 11-14–11-26

addressing and sensing of cross-points,
11-18–11-22

crossbar functionalization, 11-24–11-26
crossbar structure, 11-15–11-18
grafting reconfigurable molecules to poly-silicon

cross-points, 11-23–11-24
how hybrid technology can approach physical limits,

11-13–11-14
how hybrid technology can attack physical problems,

11-26–11-31
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dynamic memories and quantum Zeno effect,
11-27

interference among molecular wires, 11-27–11-28
molecular Van de Graaff machine exploiting

Brownian motion, 11-28–11-31
physical limits of computation, 11-4–11-13

programming, 11-5–11-9
reading, 11-9–11-13

TS mode, see Tangential stretching mode
TTL, see Transistor-transistor logic
Tubulin, 18-9

dimer(s)
analysis of, 18-10
C-termini in, 18-31
resistance of, 18-26
subunits, arrangement of, 6-26

polymerized, 18-8
sheet, MT lattice, 18-21

Tunneling, 1-3–1-6
assisted by surface localized states, 23-32
assisted by Wannier–Stark states, 23-33
ballistic, 13-12
current(s)

alkanethiol, 1-23
bias regime, 1-20
intensities, 14-38
resonance-like behavior of, 14-28
setpoint, value of, 14-31

electron energy, 23-19
electron tunneling, 1-3–1-4
exponent, 23-18, 23-19

energy/voltage dependence of, 23-33
M-oligomers, 23-22

Fowler–Nordheim, 1-12, 1-13, 1-16, 10-7
Franz two-band model of, 23-19
gap distance, 1-20
inelastic electron tunneling, 1-4–1-6
long molecules, 23-24
mechanism of transmission, 23-8
resistance, limiting cases, 14-40
theory, 23-8
tilted band of finite length, 23-30
transmission coefficient of, 6-87
trapezoid barrier, 23-32
window, 23-30
WS-type of, 23-31

Tunnel junction
cantilever coupled to, 22-3
energy band diagrams of, 1-4

Turing machine, 6-6, 10-2

U

UE, see Unimolecular electronics
Ultra-dense nanoelectronic computer, 5-2
Ultraviolet photoemission spectroscopy (UPS), 21-10
Unimolecular amplifiers, 3-17
Unimolecular electronics (UE), 3-1–3-25

capacitors, 3-16
contacts, 3-3–3-4

Coulomb blockade device and single-electron
transistor, 3-17

field-effect transistors, 3-17
future flash memories, 3-17
future organic interconnects, 3-17
future unimolecular amplifiers, 3-17
HOMOs and LUMOs, 3-2–3-3
negative differential resistance devices, 3-17
rectifiers or diodes, 3-7–3-16
resistors, 3-5–3-7
switches, 3-16
two-, three-, and four-probe electrical measurements,

3-4–3-5
Unimolecular surface reactions, see STM-induced

unimolecular surface reactions, electronic
cotunneling model of

Unit cells, depiction of, 18-20, 18-21
Unreliable nano-devices, computing nano-architectures

using, 12-1–12-49
challenges due to scaling, 12-2–12-3
more reliable gates, 12-8–12-14
power-performance considerations, 12-33–12-38
reliability challenge, 12-3–12-6
reliability simulation tools, 12-6–12-8
reliable adders, 12-24–12-3

reliability enhancements, 12-28–12-33
theoretical analysis, 12-24–12-28

reliable full adders, 12-14–12-24
full adder cells, 12-14–12-15
full adders reliability simulations, 12-17–12-24
probability transfer matrix calculations,

12-16–12-17
UPS, see Ultraviolet photoemission spectroscopy
UV-vis spectroscopy, 14-16

V

Vacuum oscillator fluctuations, 22-6
Van de Graaff machine, molecular, 11-28
Vapor–liquid–solid (VLS) nanowire growth, 7-2, 7-4
Variable Range Hopping theory, 19-12
VAs, see Volatile anesthetics
VAT, see Vibrationally assisted tunneling
VAT model, 17-34
Verilog, 6-44, 6-63
Vertebrate nervous system, 6-50
Very High Speed Integrated Circuit Hardware

Description Language (VHDL), 6-63
Very Large Scale Integrated (VLSI) circuits, 5-25
Vesicle tethers, 17-35
VHDL, see Very High Speed Integrated Circuit

Hardware Description Language
Vibrational degrees of freedom, 15-11
Vibrationally assisted quantum tunneling 17-2
Vibrationally assisted tunneling (VAT), 17-20, 17-34
Vibrationally coherent model, 14-29
Vibrational spectrum, change in, 21-22
Virus nanoblock (VNB), 5-24
VLSI circuits, see Very Large Scale Integrated circuits
VLSI fabrication technology, development of, 10-2
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VLSI technology, neuromorphic vs. conventional use of,
10-1

VLSI tools, nanomemory and, 5-9
VLS nanowire growth, see Vapor–liquid–solid nanowire

growth
VNB, see Virus nanoblock
Volatile anesthetics (VAs), 17-36
Voltage dependence

conductance for mass, 22-11, 22-12
oscillator damping rate, 22-11, 22-12

von Klitzing constant, 3-6
von Neumann computer architecture, 6-7, 6-48
von Neumann multiplexing, 12-5

W

Wannier–Stark band, 23-2, 23-28
Wannier–Stark ladder (WSL), 23-28
Wannier–Stark (WS) states, 23-26
Water electric dipole (WEDP) field, 17-13
Water–mediated tunneling effect on electron transfer

kinetics, 17-14
Wave function

decay, 18-12
expression for, 6-86

Wave-guide, MAP2 function as, 18-30
Wave number, 6-72
Wave packet propagation, 6-75
WEDP field, see Water electric dipole field
Wentzel–Kramers–Brillouin approximation, 6-77, 6-87
Wet chemical etching, 6-70
Wet oxidation processing, 1-11
Wick theorem, 22-6
Wire-to-lead connection, models of, 23-2–23-11

contacts with arbitrary number of binding atoms,
23-10–23-11

frame of coherent transmission, 23-2–23-3
Hamiltonian and scattering-type eigenstates,

23-3–23-4
molecule–lead connection via single atom, 23-5–23-9
transmission in STM-type contacts, 23-9–23-10

Wire swap matrices, 12-17
Worst-case diode, 5-14
WSL, see Wannier–Stark ladder
WS states, see Wannier–Stark states

X

XC potentials, see Exchange-correlation potentials
XOR-FA, 12-14, 12-24
XOR probability of failure, 12-22
XPS, see X-ray photoelectron spectroscopy
X-ray lithography, 2-2, 9-2
X-ray photoelectron spectroscopy (XPS), 1-7, 3-12,

11-24, 14-16, 14-23

Y

Yeast, cytochrome c from, 14-22

Z

ZBA, see Zero-bias anomaly
Z-contrast method, 4-23
Zeeman effect, 6-93
Zeeman factor, 4-7
Zenner tunneling, 23-25
Zero-bias anomaly (ZBA), 3-16
Zero-dimensional dot, 8-1
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