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1.1 Introduction

This chapter provides an overview of both the software and hardware components
of instruments and instrument systems. It introduces the principles of electronic
instrumentation, the basic building blocks of instruments, and the way that
software ties these blocks together to create a solution. This chapter introduces
practical aspects of the design and the implementation of instruments and
systems.

Instruments and systems participate in environments and topologies that
range from the very simple to the extremely complex. These include applications
as diverse as:

m  Design verification at an engineer’s workbench
m  Testing components in the expanding semiconductor industry
m  Monitoring and testing of multinational telecom networks

1.2 Instrument Software

Hardware and software work in concert to meet these diverse applications.
Instrument software includes the firmware or embedded software in instruments

* Additional material adapted from “Introduction to Electronic Instruments” by Randy
Coverstone, Electronic Instrument Handbook 2nd edition, Chapter 4, McGraw-Hill, 1995, and Joe
Mueller, Hewlett-Packard Co., Loveland.
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Figure 1.1 Instrument embedded soft-
ware.

that integrates the internal hardware blocks into a subystem that performs a
useful measurement. Instrument software also includes system software that
integrates multiple instruments into a single system. These systems are able to
perform more extensive analysis than an individual instrument or combine
several instruments to perform a task that requires capabilities not included in
a single instrument. For example, a particular application might require both a
source and a measuring instrument.

1.2.1 Instrument embedded software

Figure 1.1 shows a block diagram of the embedded software layers of an
instrument. The I/0O hardware provides the physical interface between the
computer and the instrument. The I/0 software delivers the messages to and
from the computer to the instrument interface software. The measurement
interface software translates requests from the computer or the human into the
fundamental capabilities implemented by the instrument. The measurement
algorithms work in conjunction with the instrument hardware to actually sense
physical parameters or generate signals.
The embedded software simplifies the instrument design by:

m  Orchestrating the discrete hardware components to perform a complete
measurement or sourcing function.

m  Providing the computer interaction. This includes the I/0 protocols, parsing
the input, and formatting responses.
m  Providing a friendly human interface that allows the user to enter numeric

values in whatever units are convenient and generally interface to the
instrument in a way that the user naturally expects.

m  Performing instrument calibration.
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Figure 1.2 Software layers on the host
side for instrument to computer connec-
| tion.

1.2.2 System software

Figure 1.2 shows the key software layers required on the host side for instrument
systems. Systems typically take instruments with generic capabilities and
provide some specific function. For instance, an oscilloscope and a function
generator can be put together in a system to measure transistor gain. The exact
same system with different software could be used to test the fuel injector from
a diesel engine.

Generally, the system itself:

m  Automates a task that would be either complex or repetitive if performed
manually.

m  Can perform more complex analysis or capture trends that would be
impractical with a single instrument.

m  [s specific to a particular application.

m  Can integrate the results of the test into a broader application. For instance,
the system test could run in a manufacturing setting where the system is
also responsible for handling the devices being tested as they come off the
production line.

Please refer to Part 11 of this handbook for an in-depth discussion of instrument
software.

1.3 Instruments

In test and measurement applications, it is commonplace to refer to the part of
the real or physical world that is of interest as the device under test (DUT). A
measurement instrument is used to determine the value or magnitude of a
physical variable of the DUT. A source instrument generates some sort of
stimulus that is used to stimulate the DUT. Although a tremendous variety of
instruments exist, all share some basic principles. This section introduces these
basic principles of the function and design of electronic instruments.
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1.3.1 Performance attributes of measurements

The essential purpose of instruments is to sense or source things in the physical
world. The performance of an instrument can thus be understood and
characterized by the following concepts:

m  Connection to the variable of interest. The inability to make a suitable
connection could stem from physical requirements, difficulty of probing a
silicon wafer, or from safety considerations (the object of interest or its
environment might be hazardous).

m  Sensitivity refers to the smallest value of the physical property that is
detectable. For example, humans can smell sulfur if its concentration in air
1s a few parts per million. However, even a few parts per billion are sufficient
to corrode electronic circuits. Gas chromatographs are sensitive enough to
detect such weak concentrations.

m  Resolution specifies the smallest change in a physical property that causes
a change in the measurement or sourced quantity. For example, humans
can detect loudness variations of about 1 dB, but a sound level meter may
detect changes as small as 0.001 dB.

m  Dynamic Range refers to the span from the smallest to the largest value of
detectable stimuli. For instance, a voltmeter can be capable of registering
input from 10 microvolts to 1 kilovolt.

m  Linearity specifies how the output changes with respect to the input. The
output of perfectly linear device will always increase in direct proportion to
anincrease in its input. For instance, a perfectly linear source would increase
its output by exactly 1 millivolt if it were adjusted from 2 to 3 millivolts.
Also, its output would increase by exactly 1 millivolt if it were adjusted
from 10.000 to 10.001 volts.

m  Accuracy refers to the degree to which a measurement corresponds to the
true value of the physical input.

m  Lag and Settling Time refer to the amount of time that lapses between
requesting measurement or output and the result being achieved.

m  Sample Rate is the time between successive measurements. The sample
rate can be limited by either the acquisition time (the time it takes to
determine the magnitude of the physical variable of interest) or the output
rate (the amount of time required to report the result).

1.3.2 Ideal instruments

As shown in Fig. 1.3, the role of an instrument is as a transducer, relating
properties of the physical world to information. The transducer has two
primary interfaces; the input is connected to the physical world (DUT) and the
output is information communicated to the operator. (For stimulus
instruments, the roles of input and output are reversed—that is, the input is
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Figure 1.3 Ideal instruments.

the information and the output is the physical stimulus of the DUT.) The
behavior of the instrument as a transducer can be characterized in terms of its
transfer function—the ratio of the output to the input. Ideally, the transfer
function of the instrument would be simply a unit conversion. For example, a
voltmeter’s transfer function could be “X degrees of movement in the display
meter per electrical volt at the DUT.”

A simple instrument example. A common example of an instrument is the
mercury-bulb thermometer (Fig. 1.4). Since materials expand with increasing
temperature, a thermometer can be constructed by bringing a reservoir of
mercury into thermal contact with the device under test. The resultant volume
of mercury is thus related to the temperature of the DUT. When a small capillary
1s connected to the mercury reservoir, the volume of mercury can be detected by
the height that the mercury rises in the capillary column. Ideally, the length of
the mercury in the capillary is directly proportional to the temperature of the
reservoir. (The transfer function would be X inches of mercury in the column
per degree.) Markings along the length of the column can be calibrated to indicate
the temperature of the DUT.

IHeight of Mercury Cf:ulumnI -___________________,_’v

Temperature
scale Information

)

Mercury Reservoir Capillary

Observer

DUT
(liquid)

Figure 1.4 A mercury-bulb thermometer.
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1.3.3 Types of instruments

Although all instruments share the same basic role, there is a large variety of
instruments. As mentioned previously, some instruments are used for
measurements, while others are designed to provide stimulus. Figure 1.3
illustrates three primary elements of instruments that can be used to describe
variations among instruments.

1.

The interface to the DUT depends on the nature of the physical property to
be measured (e.g., temperature, pressure, voltage, mass, time) and the type
of connection to the instrument. Different instruments are used to measure
different things.

The operator interface is determined by the kind of information desired
about the physical property, and the means by which the information is
communicated. For example, the user of an instrument that detects
electrical voltage may desire different information about the electrical
signal (e.g., rms voltage, peak voltage, waveform shape, frequency, etc.),
depending upon the application. The interface to the instrument may be a
colorful graphic display for a human, or it may be an interface to a
computer. Figure 1.5 illustrates several possible information displays for
the same electrical signal.

The fidelity of the transformation that takes place within the instrument
itself—the extent to which the actual instrument behaves like an ideal
instrument—is the third element that differentiates instruments. The
same limitations of human perception described in the introduction apply
to the behavior of instruments. The degree to which the instrument
overcomes these limitations (for example, the accuracy, sensitivity, and
sample rate) is the primary differentiator between instruments of similar
function.
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1.3.4 Electronic instruments

Electronic instruments have several advantages over purely mechanical ones,
including:

m  Electronic instruments are a natural choice when measuring electrical
devices.

m  The sophistication of electronics allows for improved signal and information
processing within the instrument. Electronic instruments can make
sophisticated measurements, incorporate calibration routines within the
instrument, and present the information to the user in a variety of formats.

m  Klectronic instruments enable the use of computers as controllers of the
instruments for fully automated measurement systems.

1.4 The Signal Flow of Electronic Instruments

Although the design of individual instruments varies greatly, there are common
building blocks. Figure 1.6 illustrates a generic design of a digital electronic
instrument. The figure depicts a chain of signal processing elements, each
converting information to a form required for input to the next block. In the
past, most instruments were purely analog, with analog data being fed directly
to analog displays. Currently, however, most instruments being developed
contain a digital information processing stage as shown in Fig. 1.6.

1.4.1 Device under Test (DUT) connections

Beginning at the bottom of Fig. 1.6 is the device under test (DUT). As the primary
purpose of the instrument is to gain information about some physical property
of the DUT, a connection must be made between the instrument and the DUT.
This requirement often imposes design constraints on the instrument. For
example, the instrument may need to be portable, or the connection to the DUT
may require a special probe. The design of the thermometer in the earlier example
assumes that the mercury reservoir can be immersed into the DUT that is,
presumably, a fluid. It also assumes that the fluid’s temperature is considerably
lower than the melting point of glass.

1.4.2 Sensor or actuator

Continuing up from the DUT in Fig. 1.6 is the first transducer in the signal flow
of the instrument—the sensor. This is the element that is in physical (not
necessarily mechanical) contact with the DUT. The sensor must respond to the
physical variable of interest and convert the physical information into an
electrical signal. Often, the physical variable of interest is itself an electrical
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Figure 1.6 The signal flow diagram.

signal. In that case, the “sensor” is simply an electrical connection. In other
cases, however, the physical variable of interest is not electrical. Examples of
sensors include a piezoelectric crystal that converts pressure to voltage, or a
thermocouple that converts temperature into a voltage. The advantage of such
sensors 1s that, by converting the physical phenomenon of interest into an
electrical signal, the rest of the signal chain can be implemented with a general-
purpose electronic instrument.

An ideal sensor would be unobtrusive to the DUT; that is, its presence would
not affect the state or behavior of the device under test. To make a measurement,
some energy must flow between the DUT and the instrument. If the act of
measurement is to have minimal impact on the property being measured, then
the amount of energy that the sensor takes from the DUT must be minimized.
In the thermometer example, the introduction of the mercury bulb must not
appreciably cool the fluid being tested if an accurate temperature reading is
desired. Attempting to measure the temperature of a single snowflake with a
mercury-bulb thermometer is hopeless.

The sensor should be sensitive to the physical parameter of interest while
remaining unresponsive to other effects. For instance, a pressure transducer
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should not be affected by the temperature of the DUT. The output of a sensor is
usually a voltage, resistance, or electric current that is proportional to the
magnitude of the physical variable of interest.

In the case of a stimulus instrument, the role of this stage is to convert an
electrical signal into a physical stimulus of the DUT. In this case, some form of
actuator is used. Examples of actuators are solenoids and motors to convert
electrical signals into mechanical motion, loudspeakers to convert electrical
signals into sound, and heaters to convert electrical signals into thermal energy.

1.4.3 Analog signal processing and reference

Analog signal processing. The next stage in the signal flow shown in Fig. 1.6 is
the analog signal conditioning within the instrument. This stage often contains
circuitry that is quite specific to the particular type of instrument. Functions of
this stage may include amplification of very low voltage signals coming from
the sensor, filtering of noise, mixing of the sensor’s signal with a reference signal
(to convert the frequency of the signal, for instance), or special circuitry to detect
specific features in the input waveform. A key operation in this stage is the
comparison of the analog signal with a reference value.

Analog reference. Ultimately, the value of a measurement depends upon its
accuracy, that is, the extent to which the information corresponds to the true
value of the property being measured. The information created by a
measurement is a comparison of the unknown physical variable of the DUT
with a reference, or known value. This requires the use of a physical standard
or physical quantity whose value is known. A consequence of this is that each
instrument must have its own internal reference standard as an integral part
of the design if it is to be capable of making a measurement. For example, an
instrument designed to measure the time between events or the frequency of a
signal must have some form of clock as part of the instrument. Similarly, an
instrument that needs to determine the magnitude of an electrical signal must
have some form of internal voltage direct reference. The quality of this internal
standard imposes limitations on the obtainable precision and accuracy of the
measurement.

In the mercury-bulb thermometer example, the internal reference is not a
fixed temperature. Rather, the internal reference is a fixed, or known, amount
of mercury. In this case, the reference serves as an indirect reference, relying
on a well-understood relationship between temperature and volume of mercury.
The output of the analog processing section is a voltage or current that is scaled
in both amplitude and frequency to be suitable for input to the next stage of the
instrument.
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Figure 1.7 A comparison of analog and sampled signals.

1.4.4 Analog-to-digital conversion

For many instruments, the data typically undergo some form of analog-to-digital
conversion. The purpose of this stage is to convert the continuously varying
analog signal into a series of numbers that can be processed digitally. This is
accomplished in two basic steps: (1) the signal is sampled, and (2) the signal is
quantized, or digitized.

Sampling is the process of converting a signal that is continuously varying
over time to a series of values that are representative of the signal at discrete
points in time. Figure 1.7 illustrates an analog signal and the resulting sampled
signal. The time between samples is the measure of the sample rate of the
conversion. In order to represent an analog signal accurately, the sample rate
must be high enough that the analog signal does not change appreciably between
samples. Put another way: Given a sequence of numbers representing an analog
signal, the maximum frequency that can be detected is proportional to the sample
rate of the analog-to-digital conversion.

The second step of analog-to-digital conversion, quantization, is illustrated
in Fig. 1.8. As shown in the figure, the principal effect of quantization is to
round off the signal amplitude to limited precision. While this is not particularly
desirable, some amount of quantization is inevitable since digital computation
cannot deal with infinite precision arithmetic. The precision of the quantization
is usually measured by the number of bits required by a digital representation
of the largest possible signal. If N is the number of bits, then the number of
output values possible is 2**N. The output range is from a smallest output of

Analog Signal Quantized Signal

value value

time time

Figure 1.8 A comparison of analog and quantized signals.
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zero to a maximum value of 2**NN-1. For example, an 8-bit analog-to-digital
converter (ADC) could output 2*¥*8, or 256 possible discrete values. The output
range would be from 0 to 255. If the input range of the converter is 0 to 10 V,
then the precision of the converter would be (10-0)/255, or 0.039 V. This
quantization effect imposes a tradeoff between the range and precision of the
measurement. In practice, the precision of the quantization is a cost and accuracy
tradeoff made by the instrument designer, but the phenomenon must be
understood by the user when selecting the most appropriate instrument for a
given application.

The output of the analog-to-digital conversion stage is thus a succession of
numbers. Numbers appear at the output at the sample rate, and their precision
is determined by the design of the ADC. These digital data are fed into the next
stage of the instrument, the digital processing stage. [For a stimulus instrument,
the flow of information is reversed—a succession of numbers from the digital
processing stage is fed into a digital-to-analog converter (DAC) that converts
them into a continuous analog voltage. The analog voltage is then fed into the
analog signal processing block.]

nformation processing and calibration

Digital processing. The digital processing stage is essentially a dedicated
computer that is optimized for the control and computational requirements of
the instrument. It usually contains one or more microprocessors and/or digital-
signal-processor circuits that are used to perform calculations on the raw data
that come from the ADC. The data are converted into measurement information.
Conversions performed by the digital processing stage include:

m  Extracting information—for example, calculating the rise time or range of
the signal represented by the data.

m  Converting them to a more meaningful form—for example, performing a
discrete Fourier transform to convert time-domain to frequency-domain data.

m  Combining them with other relevant information—for example, an
instrument that provides both stimulus of the DUT and response
measurements may take the ratio of the response to the stimulus level to
determine the transfer function of the DUT.

m  Formatting the information for communication via the information
interface—for example, three-dimensional data may be illustrated by two
dimensions plus color.

Another function of processing at this stage is the application of calibration
factors to the data. The sophistication of digital processing and its relatively
low cost have allowed instrument designers to incorporate more complete error
compensation and calibration factors into the information, thereby improving
the accuracy, linearity, and precision of the measurements.
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Calibration. External reference standards are used to check the overall accuracy
of instruments. When an instrument is used to measure the value of a standard
DUT, the instrument’s reading can be compared with the known true value,
with the difference being a measure of the instrument’s error. For example, the
thermometer’s accuracy may be tested by measuring the temperature of water
that is boiling or freezing, since the temperature at which these phase changes
occur is defined to be 100°C and 0°C, respectively.

The source of the error may be due to differences between the instrument’s
internal reference and the standard DUT or may be introduced by other elements
of the signal flow of the instrument. Discrepancies in the instrument’s internal
reference or nonlinearities in the instrument’s signal chain may introduce errors
that are repeatable, or systematic. When systematic errors are understood and
predictable, a calibration technique can be used to adjust the output of the
instrument to more nearly correspond to the true value. For example, if it is
known that the markings on the thermometer are off by a fixed distance
(determined by measuring the temperature of a reference DUT whose
temperature has been accurately determined by independent means), then the
indicated temperature can be adjusted by subtracting the known offset before
reporting the temperature result. Unknown systematic errors, however, are
particularly dangerous, since the erroneous results may be misinterpreted as
being correct. These may be minimized by careful experiment design. In critical
applications, an attempt is made to duplicate the results via independent
experiments.

In many cases the errors are purely random and thus limit the measure-
ment precision of the instrument. In these cases, the measurement results can
often be improved by taking multiple readings and performing statistical
analysis on the set of results to yield a more accurate estimate of the desired
variable’s value. The statistical compensation approach assumes that
something is known about the nature of the errors. When all understood and
repeatable error mechanisms have been compensated, the remaining errors
are expressed as a measurement uncertainty in terms of accuracy or precision
of the readings.

Besides performing the digital processing of the measurement information,
the digital processing stage often controls the analog circuitry, the user interface,
and an input/output (I/O) channel to an external computer.

1.4.6 Information interface

When a measurement is made of the DUT, the instrument must communicate
that information if it is to be of any real use. The final stage in the signal flow
diagram (Fig. 1.6) is the presentation of the measurement results through the
information interface. This is usually accomplished by having the microprocessor
either control various display transducers to convey information to the
instrument’s operator or communicate directly with an external computer.
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Whether it is to a human operator or a computer, similar considerations apply
to the design of the information interface.

Interfaces to human operators. In this case, the displays (e.g., meters and gauges)
and controls (e.g., dials and buttons) must be a good match to human sensory
capabilities. The readouts must be easy to see and the controls easy to
manipulate. This provides an appropriate physical connection to the user. Beyond
this, however, the information must be presented in a form that is meaningful
to the user. For example, text must be in the appropriate language, and the
values must be presented with corresponding units (e.g., volts or degrees) and
in an appropriate format (e.g., text or graphics). Finally, if information is to be
obtained and communicated accurately, the operator interface should be easy
to learn and use properly. Otherwise the interface may lead the operator to
make inaccurate measurements or to misinterpret the information obtained
from the instrument.

Computer interfaces. The same considerations used for human interfaces apply
in an analogous manner to computer interfaces. The interface must be a good
match to the computer. This requirement applies to the transmission of signals
between the instrument and the computer. This means that both devices must
conform to the same interface standards that determine the size and shape of
the connectors, the voltage levels on the wires, and the manner in which the
signals on the wires are manipulated to transfer information. Common examples
of computer interfaces are RS-232 (serial), Centronics (parallel), SCSI, or LAN.
Some special instrumentation interfaces (GPIB, VXI, and MMS) are often used
in measurement systems. (These are described later in this chapter and in other
chapters of this book.)

The communication between the instrument and computer must use a form
that is meaningful to each. This consideration applies to the format of the
information, the language of commands, and the data structures employed.
Again, there are a variety of standards to choose from, including Standard
Commands for Programmable Instruments (SCPI) and IEEE standards for
communicating text and numbers.

The ease of learning requirement applies primarily to the job of the system
developer or programmer. This means that the documentation for the
instrument must be complete and comprehensible, and that the developer must
have access to the programming tools needed to develop the computer
applications that interact with the instrument. Finally, the ease of use
requirement relates to the style of interaction between the computer and the
instrument. For example, is the computer blocked from doing other tasks while
the instrument is making a measurement? Does the instrument need to be able
to interrupt the computer while it is doing some other task? If so, the interface
and the operating system of the computer must be designed to respond to the
interrupt in a timely manner.
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Figure 1.9 An instrument block diagram.

1.5 The Instrument Block Diagram

While the design of the signal flow elements focuses on measurement perfor-
mance, the physical components chosen and their methods of assembly will
determine several important specifications of the instrument, namely, its cost,
weight, size, and power consumption. In addition, the instrument designer must
consider the compatibility of the instrument with its environment.
Environmental specifications include ranges of temperature, humidity, vibration,
shock, chemicals, and pressure. These are often specified at two levels: The first
is the range over which the instrument can be expected to operate within
specifications, and the second (larger) is the range that will not cause permanent
damage to the instrument.

In order to build an instrument that implements a signal flow like that of
Fig. 1.6, additional elements such as a mechanical case and power supply are
required. A common design of an instrument that implements the signal flow
path discussed above is illustrated in Fig. 1.9. As shown in the figure, the building
blocks of the signal flow path are present as physical devices in the instrument.
In addition, there are two additional support elements, the mechanical case
and package and the power supply.

1.5.1 Mechanical case and package

The most visible component of instruments is the mechanical package, or
case. The case must provide support of the various electronic components,
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ensuring their electrical, thermal, electromagnetic, and physical containment
and protection. The case is often designed to fit into a standard 19-in-wide
rack, or it may provide carrying handles if the instrument is designed to be
portable. The case supports a number of connectors that are used to interface
the instrument with its environment. The connections illustrated in Fig. 1.9
include a power cable, the input connections for the sensor, a computer
interface, and the front panel for the user interface. The case must also
protect the electrical environment of the instrument. The instrument usually
contains a lot of very sensitive circuitry. Thus it is important for the case to
protect the circuitry from stray electromagnetic fields (such as radio waves).
It is likewise important that electromagnetic emissions created by the
instrument itself are not sent into the environment where they could
interfere with other electronic devices.

Similarly, the package must provide for adequate cooling of the contents.
This may not be a concern if the other elements of the instrument do not
generate much heat and are not adversely affected by the external
temperature of the instrument’s environment within the range of intended
use. However, most instruments are cooled by designing some form of natural
or forced convection (airflow) through the instrument. This requires careful
consideration of the space surrounding the instrument to ensure that
adequate airflow is possible and that the heat discharged by the instrument
will not adversely affect adjacent devices. Airflow through the case may cause
electromagnetic shielding problems by providing a path for radiated energy to
enter or leave the instrument. In addition, if a fan is designed into the
instrument to increase the amount of cooling airflow, the fan itself may be a
source of electromagnetic disturbances.

1.5.2 Power supply

Figure 1.9 also illustrates a power supply within the instrument. The purpose
of the power supply is to convert the voltages and frequencies of an external
power source (such as 110 V ac, 60 Hz) into the levels required by the other
elements of the instrument. Most digital circuitry requires 5 V dec, while analog
circuitry has varying voltage requirements (typically, + 12 V dc, although some
elements such as CRTs may have much higher voltage requirements).

The power supply design also plays a major role in providing the proper
electrical isolation of various elements, both internal and external to the
instrument. Internally, it is necessary to make sure that the power supplied to
the analog signal conditioning circuitry, for instance, is not corrupted by spurious
signals introduced by the digital processing section. Externally, it is important
for the power supply to isolate the instrument from voltage and frequency
fluctuations present on the external power grid, and to shield the external power
source from conducted emissions that may be generated internal to the
instrument.
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Sensing or Instrument

Figure 1.10 A simple measurement system.

1.6 Measurement Systems

One of the advantages of electronic instruments is their suitability for
incorporation into measurement systems. A measurement system is built by
connecting one or more instruments together, usually with one or more
computers. Figure 1.10 illustrates a simple example of such a system.

1.6.1 Distributing the “instrument”

When a measurement system is constructed by connecting an instrument with
a computer, the functionality is essentially the same as described in the signal
flow diagram (Fig. 1.6), although it is distributed between the two hardware
components as illustrated in Fig. 1.11. Comparison of the signal flow diagram
for a computer-controlled instrument (Fig. 1.11) with that of a stand-alone
instrument (Fig. 1.6) shows the addition of a second stage of digital information
processing and an interface connection between the computer and the
instrument. These additions constitute the two primary advantages of such a
system.

Digital processing in the computer. The digital information processing
capabilities of the computer can be used to automate the operation of the
instrument. This capability is important when control of the instrument needs
to be faster than human capabilities allow, when a sequence of operations is to
be repeated accurately, or when unattended operation is desired.

Beyond mere automation of the instrument, the computer can run a special-
purpose program to customize the measurements being made to a specific
application. One such specific application would be to perform the calculations
necessary to compute a value of interest based on indirect measurements. For
example, the moisture content of snow is measured indirectly by weighing a
known volume of snow. In this case, the instrument makes the weight
measurement and the computer can perform the calculation that determines
the density of the snow and converts the density information into moisture
content.
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Figure 1.11 The signal flow diagram for a
computer-controlled instrument.
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Finally, the computer can generate a new interface for the user that displays
snow moisture content rather than the raw weight measurement made by the
instrument. The software running on the computer in this example is often
referred to as a “virtual instrument,” since it presents an interface that is
equivalent to an instrument—in this case, a “snow moisture content inst-
rument.”

Remote instruments. A second use of a computer-controlled instrument is to
exploit the distribution of functionality enabled by the computer interface
connection to the instrument. The communications between instrument and
computer over this interface allow the instrument and computer to be placed in
different locations. This is desirable, for example, when the instrument must
accompany the DUT in an environment that is inhospitable to the operator.
Some examples of this would be instrumentation placed into environmental
chambers, wind tunnels, explosive test sites, or satellites.

Computer-instrument interfaces. Although any interface could be used for this
purpose, a few standards are most common for measurement systems: computer
backplanes, computer interfaces, and instrument buses.

Computer backplanes. These buses are used for internal expansion of a computer.
(Buses are interfaces that are designed to connect multiple devices.) The most
common of these is the ISA (Industry Standard Architecture) or EISA (Extended
Industry Standard Architecture) slots available in personal computers. These
buses are typically used to add memory, display controllers, or interface cards
to the host computer. However, some instruments are designed to plug directly
into computer bus slots. This arrangement is usually the lowest-cost option, but
the performance of the instrument is compromised by the physical lack of space,
lack of electromagnetic shielding, and the relatively noisy power supply that
computer backplanes provide.

Computer interfaces. These interfaces are commonly provided by computer
manufacturers to connect computers to peripherals or other computers. The
most common of these interfaces are RS-232, SCSI, parallel, and LAN. These
interfaces have several advantages for measurement systems over computer
buses, including: (1) The instruments are physically independent of the computer,
so their design can be optimized for measurement performance. (2) The
instruments can be remote from the computer. (3) The interfaces, being standard
for the computer, are supported by the computer operating systems and a wide
variety of software tools. Despite these advantages, these interfaces have
limitations in measurement systems applications, particularly when the
application requires tight timing synchronization among multiple instruments.

Instrument buses. These interfaces, developed by instrument manufacturers,
have been optimized for measurement applications. The most common of these
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Figure 1.12 VXI instruments.

special instrument interfaces is the General Purpose Interface Bus, GPIB, also
known as IEEE-488. GPIB is a parallel bus designed to connect standalone
instruments to a computer, as shown in Fig. 1.10. In this case, a GPIB interface
is added to the computer, usually by installing an interface card in the
computer’s expansion bus. Other instrument bus standards are VXI (VMEbus
Extended for Instrumentation) and MMS (Modular Measurement System).
VXI and MMS are cardcage designs that support the mechanical, electrical,
and communication requirements of demanding instrumentation applications.
Figure 1.12 is a photograph of VXI instrumentation. Note that in the case of
VXI instruments, the instruments themselves have no user interface, as they
are designed solely for incorporation into computer-controlled measurement
systems.

Cardcage systems use a mainframe that provides a common power supply,
cooling, mechanical case, and communication bus. The system developer can
then select a variety of instrument modules to be assembled into the
mainframe. Figure 1.13 illustrates the block diagram for a cardcage-based
instrument system. Comparison with the block diagram for a single
instrument (Fig. 1.9) shows that the cardcage system has the same elements
but there are multiple signal-flow elements sharing common support blocks
such as the power supply, case, and the data and control bus. One additional
element is the computer interface adapter. This element serves as a bridge
between the control and data buses of the mainframe and an interface to an
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Figure 1.13 The block diagram for a cardcage instrument system.

external computer. (In some cases, the computer may be inserted or embedded
in the mainframe next to the instruments where it interfaces directly to the
control and data buses of the cardcage.)

1.6.2 Multiple instruments in a measurement system

A common element in the design of each of the instrument buses is the provision
to connect multiple instruments together, all controlled by a single computer as
shown in Fig. 1.14. A typical example of such a system configuration is composed
of several independent instruments all mounted in a 19-in-wide rack, all
connected to the computer via GPIB (commonly referred to as a “rack and stack”
system).

Multiple instruments may be used when several measurements are required
on the same DUT. In some cases, a variety of measurements must be made
concurrently on a DUT; for example, a power measurement can be made by
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Figure 1.14 A measurement system with multiple instruments.

simultaneously measuring a voltage and a current. In other cases, a large number
of similar measurements requires duplication of instruments in the system.
This is particularly common when testing complex DUTs such as integrated
circuits or printed circuit boards, where hundreds of connections are made to
the DUT.

Multiple instruments are also used when making stimulus-response
measurements. In this case, one of the instruments does not make a
measurement but rather provides a signal that is used to stimulate the DUT in
a controlled manner. The other instruments measure the response of the DUT
to the applied stimulus. This technique is useful to characterize the behavior of
the DUT. A variant of this configuration is the use of instruments as surrogates
for the DUT’s expected environment. For example, if only part of a device is to
be tested, the instruments may be used to simulate the missing pieces, providing
the inputs that the part being tested would expect to see in normal operation.

Another use of multiple instruments is to measure several DUTs
simultaneously with the information being consolidated by the computer. This
allows simultaneous testing (batch testing) of a group of DUTs for greater testing
throughput in a production environment. Note that this could also be
accomplished by simply duplicating the measurement system used to test a
single DUT. However, using multiple instruments connected to a single computer
not only saves money on computers, it also provides a mechanism for the
centralized control of the tests and the consolidation of test results from the
different DUTs.
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Figure 1.15 Using a switch matrix for batch testing.

Economies can be realized if the various measurements made on multiple
DUTSs do not need to be made simultaneously. In this case, a single set of
instruments can be used to measure several DUTs by connecting all the
instruments and DUTs to a switch matrix, as illustrated in Fig. 1.15. Once these
connections are made, the instruments may be used to measure any selected
DUT by programmatic control of the switch matrix. This approach may be used,
for example, when a batch of DUT's is subjected to a long-term test with periodic
measurements made on each.

1.6.3 Multiple computers in a measurement system

As the information processing needs increase, the number of computers required
in the measurement system also increases. Lower cost and improved networking
have improved the cost-effectiveness of multicomputer configurations.

Real time. Some measurement systems add a second computer to handle special
real-time requirements. There are several types of real-time needs that may be
relevant, depending on the application:

m  Not real time. The completion of a measurement or calculation can take as
long as necessary. Most information processing falls into this category, where
the value of the result does not depend on the amount of time that it takes
to complete the task. Consequently, most general-purpose computers are
developed to take advantage of this characteristic—when the task becomes
more difficult, the computer simply spends more time on 1it.

m “Soft”real time. The task must complete within a deadline if the result is to
be useful. In this case, any computer will suffice as long as it is fast enough.
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However, since most modern operating systems are multitasking, they
cannot in general guarantee that each given task will be completed by a
specified time or even that any particular task will be completed in the
same amount of time if the task is repeated.

m  “Hard” real time. The result of a task is incorrect if the task is not
performed at a specific time. For example, an instrument that is required
to sample an input signal 100 times in a second must perform the
measurements at rigidly controlled times. It is not satisfactory if the
measurements take longer than 1 s or even if all 100 samples are made
within 1 s. Each sample must be taken at precisely 1/100-s intervals. Hard
real-time requirements may specify the precise start time, stop time, and
duration of a task. The results of a poorly timed measurement are not
simply late, they’re wrong.

Since the physical world (the world of DUTSs) operates in real time, the timing
requirements of measurement systems become more acute as the elements get
closer to the DUT. Usually, the hard real-time requirements of the system are
handled completely within the instruments themselves. This requires that the
digital processing section of the instrument be designed to handle its firmware
tasks in real time.

In some cases, it is important for multiple instruments to be coordinated or
for certain information processing tasks to be completed in hard real time. For
example, an industrial process control application may have a safety
requirement that certain machines be shut down within a specified time after
a measurement reaches a predetermined value. Figure 1.16 illustrates a
measurement system that has a computer dedicated to real-time instrument
control and measurement processing. In this case, the real-time computer is
embedded in an instrument mainframe (such as a VXI cardcage) where it
interfaces directly with the instrument data and control bus. A second
interface on the real-time computer is used to connect to a general-purpose
computer that provides for the non-real-time information-processing tasks and
the user interface.

A further variant of the system illustrated in Fig. 1.16 is the incorporation of
multiple real-time computers. Although each instrument typically performs real-
time processing, the system designer may augment the digital processing
capabilities of the instruments by adding multiple real-time processors. This
would be necessary, in particular, when several additional information processing
tasks must be executed simultaneously.

Multiple consumers of measurement results. A more common requirement than
the support of real-time processes is simply the need to communicate
measurement results to several general-purpose computers. Figure 1.17
illustrates one possible configuration of such a system. As shown in Fig. 1.17,
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Figure 1.16 A system with an embedded real-time computer for measurement.

several operations may run on different computers yet require interaction with

measurements, such as:

m  Analysis and presentation of measurement results. There may be several
different operator interfaces at different locations in the system. For example,
a person designing the DUT at a workstation may desire to compare the
performance of a DUT with the expected results derived by running a
simulation on the model of the DUT.

m  Test coordination. A single computer may be used to schedule and coordinate

Input

the operation of several different instrument subsystems.

m  System development and administration. A separate computer may be used
to develop new test and measurement software routines or to monitor the

operation of the system.
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Figure 1.17 A networked measurement system.

m  Database. Measurement results may be communicated to or retrieved from
a centralized database.

m  Other measurement subsystems. The information from measurements taken
at one location may need to be incorporated or integrated with the operation
of a measurement subsystem at another location. For example, a
manufacturing process control system often requires that measurements
taken at one point in the process are used to adjust the stimulus at another
location in the process.

1.7 Summary

All instruments and measurement systems share the same basic purpose,
namely, the connection of information and the physical world. The variety of
physical properties of interest and the diversity of information requirements
for different applications give rise to the abundance of available instruments.
However, these instruments all share the same basic performance attributes.
Given the physical and information interface requirements, the keys to the design
of these systems are the creation of suitable basic building blocks and the
arrangement and interconnection of these blocks. The design of these basic
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building blocks and their supporting elements determines the fidelity of the
transformation between physical properties and information. The arrangement
and connection of these blocks allow the creation of systems that range from a

single compact instrument to a measurement and information system that spans
the globe.
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2.1 Metrology and Metrologists

The accepted name for the field of calibration is “metrology,” one definition for
which is “the science that deals with measurement.” Calibration facilities are
commonly called metrology laboratories. Individuals who are primarily engaged
in calibration services are called “metrologists,” a title used to describe both
technicians and engineers. Where subcategorization is required, they are referred
to as “metrology technicians” or “metrology engineers.”

All technical, engineering, and scientific disciplines utilize measurement
technology in their fields of endeavor. Metrology concentrates on the fundamental
scientific concepts of measurement support for all disciplines. In addition to
calibration, the requirements for a competent metrologist include detailed
knowledge regarding contractual quality assurance requirements, test
methodology and system design, instrument specifications, and performance
analysis. Metrologists commonly perform consultation services for company
programs that relate to their areas of expertise.

2.2 Definitions for Fundamental Calibration Terms

The definitions of related terms are a foundation for understanding calibration.
Many of the following definitions are taken directly or paraphrased for added
clarity from the contents of MIL-STD-45662A.2 Other definitions are based on
accepted industrial usage. Additional commentary is provided where deemed
necessary.
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2.2.2 Calibration

Calibration is the comparison of measurement and test equipment (M&TE) or a
measurement standard of unknown accuracy to a measurement standard of
known accuracy to detect, correlate, report, or eliminate by adjustment any
variation in the accuracy of the instrument being compared. In other words,
calibration is the process of comparing a measurement device whose accuracy
is unknown or has not been verified to one with known characteristics. The
purposes of a calibration are to ensure that a measurement device is functioning
within the limit tolerances that are specified by its manufacturer, characterize
its performance, or ensure that it has the accuracy required to perform its
intended task.

2.2.2 Measurement and test equipment (M&TE)

M&TE are all devices used to measure, gauge, test, inspect, or otherwise
determine compliance with prescribed technical requirements.

2.2.3 Measurement standards

Measurement standards are the devices used to calibrate M&TE or other
measurement standards and provide traceability to accepted references.
Measurement standards are M&TE to which an instrument requiring calibration
is compared, whose application and control set them apart from other M&TE.

2.2.4 Reference standard

A reference standard is the highest level of measurement standard available in
a calibration facility for a particular measurement function. The term usually
refers to standards calibrated by an outside agency. Reference standards for
some measurement disciplines are capable of being verified locally or do not
require verification (i.e., cesium beam frequency standard). Applications of most
reference standards are limited to the highest local levels of calibration. While
it is not accepted terminology, owing to confusion with national standards, some
organizations call them “primary standards.”

2.2.5 Transfer or working standards

Transfer standards, sometimes called working standards, are measurement
standards whose characteristics are determined by direct comparison or through
a chain of calibrations against reference standards. Meter calibrators are a
common type of transfer standards.

2.2.6 Artifact standards

Artifact standards are measurement standards that are represented by a physical
embodiment. Common examples of artifacts include resistance, capacitance,
inductance, and voltage standards.
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2.2.7 Intrinsic standards

Intrinsic standards are measurement standards that require no external
calibration services. Examples of intrinsic standards include the Josephson array
voltage standard, iodine-stabilized helium-neon laser length standard, and
cesium beam frequency standard. While these are standalone capabilities, they
are commonly not accepted as being properly traceable without some form of
intercomparison program against other reference sources.

2.2.8 Consensus and industry accepted standards

A consensus standard is an artifact or process that is used as a de facto standard
by the contractor and its customer when no recognized U.S. national standard
1s available. In other terms, consensus standard refers to an artifact or process
that has no clear-cut traceability to fundamental measurement units but is
accepted methodology. Industry accepted standards are consensus standards
that have received overall acceptance by the industrial community. A good
example of an industry accepted standard is the metal blocks used for verifying
material hardness testers. In some cases, consensus standards are prototypes
of an original product to which subsequent products are compared.

2.2.9 Standard reference materials (SRMs)

Standard reference materials (SRMs) are materials, chemical compounds, or
gases that are used to set up or verify performance of M&TE. SRMs are purchased
directly from NIST or other quality approved sources. Examples of SRMs include
pure metal samples used to establish temperature freezing points and radioactive
materials with known or determined characteristics. SRMs are often used as
consensus standards.

2.3 Traceability

As illustrated in Fig. 2.1, traceability is the ability to relate individual
measurement results through an unbroken chain of calibrations to one or more
of the following:

1. U.S. national standards that are maintained by the National Institute of
Standards and Technology (NIST) and U.S. Naval Observatory

2. Fundamental or natural physical constants with values assigned or accepted
by NIST

3. National standards of other countries that are correlated with U.S. national
standards

Ratio types of calibrations
5. Consensus standards
6. Standard reference materials (SRMs)
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Figure 2.1 Measurement traceability to national standards.

In other words, traceability is the process of ensuring that the accuracy of
measurements can be traced to an accepted measurement reference source.

2.4 Calibration Types

There are two fundamental types of calibrations, report and limit tolerance.

2.4.1 Report calibration

A report calibration is the type issued by NIST when it tests a customer’s
instrument. It provides the results of measurements and a statement of
measurement uncertainty. Report calibrations are also issued by nongovernment
calibration laboratories. A report provides no guarantee of performance beyond
the time when the data were taken. To obtain knowledge of the device’s change
with time, or other characteristics, the equipment owners must perform their
own evaluation of data obtained from several calibrations.

2.4.2 Limit tolerance calibration

Limit tolerance calibrations are the type most commonly used in industry. The
purpose of a limit calibration is to compare an instrument’s measured
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performance against nominal performance specifications. If an instrument
submitted for calibration does not conform to required specifications, it is
considered to be received “out of tolerance.” It is then repaired or adjusted to
correct the out-of-tolerance condition, retested, and returned to its owner. A
calibration label is applied to indicate when the calibration was performed and
when the next service will be due. This type of calibration is a certification that
guarantees performance for a given period.
A limit tolerance calibration consists of three steps:

1. Calibrate the item and determine performance data as received for
calibration (as found).

2. If found to be out of tolerance, perform necessary repairs or adjustments to
bring it within tolerance.

3. Recalibrate the item and determine performance data before it is returned
to the customer (as left).

If the item meets specification requirements in step 1, no further service is
required and the “as found” and “as left” data are the same. Procedures that
give step-by-step instructions on how to adjust a device to obtain proper
performance, but do not include tests for verification of performance before and
after adjustment, are not definitive calibrations.

Often the acceptance (as found) and adjustment (as left) tolerances are
different. When an item has predictable drift characteristics and is specified to
have a nominal accuracy for a given period of time, the acceptance tolerance
includes an allowance for drift. The adjustment tolerance is often tighter. Before
return to the user, a device must be adjusted for conformance with adjustment
tolerances to ensure that normal drift does not cause it to exceed specifications
before its next calibration.

2.5 Calibration Requirements

When users require a level of confidence in data taken with a measurement
device, an instrument’s calibration should be considered important. Individuals
who lack knowledge of calibration concepts often believe that the operator
functions performed during setup are a calibration. In addition, confusion
between the primary functional operations of an instrument and its accuracy is
common.

“Functionality” is apparent to an operator but “measurement accuracy” is
invisible. An operator can determine if equipment is working correctly but has
no means for determining the magnitude of errors in performed measurements.
Typically, measurement accuracy is either ignored, taken on faith, or guaranteed
with a calibration that is performed by someone other than the user. These are
the fundamental reasons why instruments require periodic calibrations.

Manufacturers normally perform the initial calibrations on measurement
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devices. Subsequent calibrations are obtained by either returning the equipment
to its manufacturer or obtaining the required service from a calibration laboratory
that has the needed capabilities.

Subsequent calibrations must be performed when a measurement
instrument’s performance characteristics change with time. There are many
accepted reasons why these changes occur. The more common reasons for change

include:

1. Mechanical wear

2. Electrical component aging
3. Operator abuse

4. Unauthorized adjustment

Most measurement devices require both initial and periodic calibrations to
maintain the required accuracy. Many manufacturers of electronic test
equipment provide recommendations for the time intervals between calibrations
that are necessary to maintain specified performance capabilities.

While the theoretical reasons for maintaining instruments on a periodic
calibration cycle are evident, in practice many measurement equipment owners
and users submit equipment for subsequent calibrations only when they are
required to or a malfunction is evident and repair is required. Reasons for this
practice are typically the inconvenience of losing the use of an instrument and
calibration cost avoidance.

Routine periodic calibrations are usually performed only where mandated
requirements exist to have them done. Because of user reluctance to obtain
calibration services, surveillance and enforcement systems are often required
to ensure that mandates are enforced.

2.6 Check Standards and Cross-Checks

In almost all situations, users must rely on a calibration service to ascertain
accuracy and adjust measurement instrumentation for specified performance.
While it is possible for users to maintain measurement standards for self-
calibration, this is not an accepted or economical practice. The lack of specific
knowledge and necessary standards makes it difficult for equipment users to
maintain their own calibration efforts. Because of the involved costs,
duplication of calibration efforts at each equipment location is usually cost-
prohibitive. Users normally rely on a dedicated calibration facility to perform
needed services.

A primary user need is to ensure that, after being calibrated, an instrument’s
performance does not change significantly before its next calibration. This is a
vital need if the possibility exists that products will have to be recalled because
of bad measurements. There is a growing acceptance for the use of “cross-checks”
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and “check standards” to verify that instruments or measurement systems do
not change to the point of invalidating performance requirements.

2.6.1 Cross-check

A cross-check is a test performed by the equipment user to ensure that the
performance of a measurement device or system does not change significantly
with time or use. It does not verify the absolute accuracy of the device or system.

2.6.2 Check standard

A check standard can be anything the measurement device or system will
measure. The only requirement is that it will not change significantly with time.
As an example, an uncalibrated piece of metal can be designated a “check
standard” for verifying the performance of micrometers after they have been
calibrated. The block of metal designated to be a check standard must be
measured before the micrometer is put into use, with measured data recorded.
If the process is repeated each day and noted values are essentially the same,
one is assured that the micrometer’s performance has not changed. If data
suddenly change, it indicates that the device’s characteristics have changed
and it should be submitted for repair or readjustment.

The problem with instruments on a periodic recall cycle is that if it is
determined to be out of tolerance when received for calibration, without a cross-
check program one has no way of knowing when the device went bad. If the
calibration recall cycle was 12 months, potentially up to 12 months of products
could be suspect and subject to recall. If a cross-check program is used, suspect
products can be limited to a single period between checks.

2.7 Calibration Methodology

Calibration is the process of comparing a known device, which will be called a
standard instrument, to an unknown device, which will be referred to as the
test instrument. There are two fundamental methodologies for accomplishing
comparisons:

1. Direct comparisons

2. Indirect comparisons

2.7.1 Direct comparison calibration

The basic direct comparison calibration setups are shown in Fig. 2.2. Where
meters or generators are the test instruments, the required standards are
opposite. If the test instrument is a meter, a standard generator is required. If
the test instrument is a generator, a standard meter is required. A transducer
calibration requires both generator and meter standards.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Calibration, Traceability, and Standards

2.8 Chapter Two

Test Standard
instrument instrument
Meter
_calibration

Generator
Generator
calibration
- Meter

@

Transducer calibration
Standard Test Standard
instrument instrument instrument

Generator Transducer Figure 2.2 Direct comparison calibra-
tion setups.

When the test instrument is a meter, the generator applies a known stimulus
to the meter. The ratio of meter indication to known generator level quantifies
the meter’s error. The simplified uncertainty of the measurement is the certainty
of the standard value plus the resolution and repeatability of the test instrument.
If a limit tolerance is being verified, the noted deviation from nominal is compared
to the allowable performance limit. If the noted deviation exceeds the allowance,
the instrument is considered to be out of tolerance. The same principles apply
in reverse when the test instrument is a generator and the standard is a meter.

Transducer characteristics are expressed as a ratio between the device’s output
to its input, in appropriate input and output measurement units. As an example,
a pressure transducer that has a voltage output proportional to a psi input
would have an output expressed in volts or millivolts per psi. If the transducer
is a voltage amplifier, the output is expressed in volts per volt, or a simple
numerical ratio. In simplest terms, the measurement uncertainty is the additive
uncertainties of the standard generator and meter.

2.7.2 Indirect comparisons

Indirect comparisons (Fig. 2.3) are calibration methods where a standard is
compared to a like test instrument. In other words, a standard meter is compared
to a test meter, standard generator to test generator, and standard transducer
to test transducer.
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If the test instrument is a meter, the same stimulus is applied simultaneously
to both the test and standard meters. The calibration test consists of a comparison
of the test instrument’s indication to the standard’s indication. With the exception
that the source stimulus must have the required level of stability during the
comparison process, its actual magnitude is unimportant.

With outputs set to the same nominal levels, a “transfer meter” is used to
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measure both the standard and test generators. If the resolution and linearity
of the transfer meter are known to be adequate, it requires no further
calibration.

Indirect comparison transducer calibrations are similar to generator
calibrations, except that an approximate level of stimulus source is required.
Given the same level of stimulus, the outputs of the standard and test
transducers are measured. The sensitivity of the test transducer is found by
multiplying the determined ratio of the two outputs by the known sensitivity
of the standard.

2.7.3 Ratiometer comparisons

A special type of measurement instrument known as a ratiometer is commonly
used in calibration applications for comparing standard and test generators.
These types of instruments typically have a high resolution capability for
determining ratios and minute differences between standard and test
instruments. When the standard and test devices have nominally the same
values, the error of the ratiometer can be effectively eliminated by interchanging
the two units and taking a second set of measurements. The addition of the two
measurements divided by the number of measurements effectively eliminates
the error contribution of the ratiometer. Common types of ratiometers include:

1. Kelvin ratio bridge—resistor comparisons
2. Transformer test sets—transformer ratio testing
3. Analytical balances—mass comparisons

2.8 Instrument Specifications and
Calibration Tests

The tools available to a user for determining the accuracy of performed
measurements are the manufacturer’s specifications and calibration, if such is
presented in the form of a data report. If a limit tolerance calibration is performed,
instrument specifications are the only available tool for uncertainty analysis.
Where calibration is concerned, the instrument specifications are the basis of
test requirements.

Because of the virtually infinite combination of indicatable measurement
values on even the simplest instrument, there has probably never been a
calibration performed that could scientifically claim to verify all manufacturer’s
specifications. As an example, if a dc instrument has one range and three digits
of resolution, it would require one thousand tests to verify all possible readings.
If the instrument has multiple ranges and broad-range ac measurement
capabilities, billions of tests and many years could be required to verify all
possible combinations. If such were the case, calibration would not be possible
and instruments would be worn out before they reached the hands of a user.
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Another important consideration is the fact that, in many situations, standards
are simply not available to test all possible measurement capabilities. As an
example, an rf impedance meter may have the capability to measure ac resistance
at frequencies up to 1 GHz. The highest-frequency test performed by NIST is at
250 MHz. Calibration tests are actually selected to typify the performance of a
measurement device on the basis of logical requirements, standards availability,
and economics.

Another factor to consider is that not all specifications require verification on
a periodic basis. Instrument specifications can be separated into four categories:

1. Academic—specifications that are of interest to the purchaser but have no
bearing on measurement capability (example: instrument dimensions and
weight)

2. Evaluation—specifications that may require a one-time validation before
purchase (example: temperature and humidity performance characteristics)

3. Soft—specifications that are measurable but are not deemed critical or are
verified indirectly by performance tests on other functions (example: input
impedance)

4. Hard—specifications that require periodic verification (examples: accuracy,
linearity, drift, etc.)

Even when hard specifications exist, if it is known that equipment users do not
use a particular function, a calibrating organization may justifiably elect not to
perform calibration tests on that particular operating feature. Primary quality
control efforts for a calibration program require:

1. Documentation must exist to delineate what tests are performed, with
specified limit tolerances, against specified standards.

2. Equipment users are made aware of any performance features that are not
verified by the calibration process.

While variations exist between types of measurement equipment, calibration
performance tests usually consist of the following:

1. Basic accuracy or sensitivity (unit to unit) at a level approximating full
scale of the device for each operating range and function of the device. If the
device is an ac measurement instrument, the tests are performed at a selected
reference frequency.

2. Linearity tests referenced to full scale on at least one range. The number of
linearity tests required depends on the instrument type, limit tolerance,
and device application.

3. Frequency response tests referenced to the basic accuracy and sensitivity
tests over the frequency range of use (ac measurement instruments).
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A more detailed discussion and information regarding the determination of
requirements and preparation of calibration procedures can be found in the
NCSL publication RP-3.2

2.9 Calibration Standard Requirements

The fundamental requirement of a calibration standard that is used to perform
a limit tolerance calibration is that it must have better accuracy than the device
it calibrates. The mathematical relationship between the standard and test device
accuracy, called the accuracy ratio, can be expressed in either percent or a
numerical ratio. The importance of this relationship is best understood when
the fundamental equation for worst case measurement accuracy (Eq. 2.1a,b) is
examined. As shown, the uncertainty of any single measurement is the additive
effect of many factors, among which is the accuracy of the device that calibrated
the instrument.

5
U=+ Z U, 2.1a)
1
or
U=x2U"U+ U+ Us + Uy + Us) (2.1b)

where U=Total uncertainty, percent or parts per million (ppm) of indicated

value

U,=Indicated value tolerance

U,=Range full-scale tolerance

Us=Time stability tolerance (change per time period times number of
periods since calibration)

U,=Temperature tolerance (change per degree times difference between
operating and calibration temperatures)

Us=Calibration standard uncertainty

Ugrs = + [(iuﬁ)/ﬂ (2.2)

where Ugggs=root sum of the squares uncertainty, percent or ppm of
indication.

Because errors are vector quantities, statistics indicate that when multiple
factors are involved, the uncertainties are not directly additive. A common
method for indicating simple statistical uncertainty is to calculate the root sum
of the square, or RSS, as it is more commonly known (Eq. 2.2). Use of this formula
provides the rationale for a 25 percent or 4:1 accuracy ratio requirement. In
simple terms, if the standard is four times better than the device it tests, it will
not make a significant addition to the resultant uncertainty if an RSS analysis
is used.
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TABLE 2.1 Accuracy Ratio Chain Example

Required Percent Approximate accuracy
Requirement accuracy ratio accuracy ratio chain requirement
National standard requirement  Legal value Legal value +0.000016% (0.16 ppm)
Reference calibration laboratory  4:1 25% +0.000063% (0.63 ppm)
Reference standard 4:1 25% +0.00025% (2.5 ppm)
Working standard 4:1 25% +0.001% (10 ppm)
Product test instrument 10:1 10% +0.004% (40 ppm)
Product test requirement Prescribed requirement Prescribed requirement  +0.04% (400 ppm)

When limit tolerances are being verified, a methodology called the
measurement analysis or subtraction tolerance analysis provides a technique
that is highly effective in determining if a device is in or out of tolerance. Three
fundamental relationships form the basis of the methodology:

1. If a noted deviation is less than the measurement device tolerance minus
the standard uncertainty (7,=T\.-Uaq), the test instrument is within
tolerance.

2. If a noted deviation is greater than the measurement device tolerance plus
the standard uncertainty (7,=T\+Usq), the test instrument is out of
tolerance.

3. If the magnitude of a noted deviation falls between the high and low limits
(>T,but <T3) there is no way of knowing whether the device is in or out of
tolerance. To make this determination, it must be retested with a higher-
accuracy standard.

Accuracy ratios are not applicable when performing a report type of calibration.
The accuracy of a comparison between standards equals the reference standard
uncertainty plus the uncertainty associated with the transfer methodology. In
many cases, the transfer uncertainty can be 10 or more times better than that
of the reference standard. Given adequate methodology, it is possible to transfer
reference standards through several echelons of calibration laboratories without
significant accuracy degradation.

Understanding the real requirements of accuracy ratio is extremely important
for both technical adequacy and economics of test operations. An example of an
accuracy ratio chain is shown in Table 2.1. As indicated, if 4:1 ratios were applied
at all levels of calibration service, a national standard capability of approximately
+0.000016 percent would be required to support a +£0.04 percent product test
requirement. By contrast, using report methodology (see Table 2.2) with a
transfer capability 10 times better than the required uncertainty, a national
standard uncertainty of +0.0007 percent would support the same requirement.
Two important principles are illustrated by this hypothetical example:
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TABLE 2.2 Report and Accuracy Ratio Chain Example

Required Percent Approximate accuracy

Requirement accuracy ratio accuracy ratio chain requirement
National standard requirement Legal value Legal value +0.0007% (7 ppm)
Reference calibration laboratory  Report Report +0.0008% (8 ppm)
Reference standard Report Report *0.0009% (9 ppm)
Working standard 4:1 25% +0.0010% (10 ppm)
Product test instrument 10:1 10% +0.004% (40 ppm)
Product test requirement Prescribed requirement  Prescribed requirement +0.04% (400 ppm)
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Source: Electronic Instrument Handbook

Chapter

Basic Electronic Standards

David R.Workman*

Consultant, Littleton, Colorado

3.1 International System of Measurement Units

This section follows today’s concepts and practices in the use of measurement
systems. It is based upon the Systeme International (SI), or International System
of Units, and more specifically upon the meter-kilogram-second-ampere system
(mkas) of relationships of units of electrical quantities.

In the genealogy of measurement quantities we picture a lineage of derived
quantities that are related to the base quantities. This is shown in Fig. 3.1. In
this delineation the derived quantities are limited to those associated with the
electrical measurement system, plus several others that are of general interest.
About thirty such derived quantities are recognized today.

Although various physical quantities could be considered as basic in a
measurement system, at least academically, the SI is based upon those of
length, mass, time, electric current, temperature, and luminous intensity. The
quantities of length come to be called mechanical quantities and units by
common usage. Some systems, such as the centimeter-gram-second system
(cgs) or the meter-kilogram-second system (mks) for electromagnetic quantities,
recognize only three base units. Both these systems are coupled to the metric
system of units. In the older cgs system (actually two, the electrostatic and
the electromagnetic) the base units are the centimeter, gram, and second. In
the mks system the base units are the meter, kilogram, and second. The latter

* Based upon material developed by Wilbert F.Snyder for “Basic Electronic Handbook,” 1st ed.,
McGraw-Hill, New York, 1972.
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Figure 3.1 Relation of derived quantities to base quantities. For example, time and current yield a charge, or
length and temperature yield gradient, or current and resistance yield voltage.

system is the foundation of the now universally accepted International System
of Units. The National Bureau of Standards [currently National Institute of
Standards and Technology (NIST)] adopted the International System of Units
in 1964.12

1. Metre (m), or meter—length. The meter is the length equal to 1,650,763.73
wavelengths in vacuum of radiation corresponding to the transition between
the levels 2, and 5,; (orange-red line) of the krypton-86 atom (excited at the
triple point* of nitrogen, 63.15 kelvins).

2. Kilogram (kg)—mass. The kilogram is the unit of mass; it is equal to the
mass of the international prototype of the kilogram.

3. Second (s)—time. The second?®is the duration of 9,192,631,770 periods of the

* Triple point is the temperature of equilibrium between the solid, liquid, and vapor states.
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radiation corresponding to the transition between the two hyperfine levels of
the ground state of the cesium-133 atom.

4. Ampere (A)—electric current. The ampere is the constant current which, if
maintained in two straight parallel conductors of infinite length, of
negligible circular cross section, and placed 1 meter apart in vacuum, would
produce between these conductors a force equal to 2X10"newton per meter
of length.

5. Kelvin (K)—temperature. The kelvin,* unit of thermodynamic temperature,
is the fraction 1/273.16 of the thermodynamic temperature of the triple point
of water. [The International Practical Temperature Scale of 1968 (IPTS 68)*
and the International Practical Celsius Temperature Scale are referenced to
the triple point of water and at least five other reference points.]

6. Candela (cd)—Iluminous intensity. The candela is the luminous intensity, in
the perpendicular direction, of a surface of 1/600,000 square meter of a
blackbody at the tempeature of freezing platinum under a pressure of 101,325
newtons per square meter. (In the SI the candela is considered to be a base
unit of luminous intensity, although it is not completely a physical unit, as it
involves the wavelength sensitivity of the average human eye.)

To the six SI base units have been added two supplemental units, the
radian for plane angles and the steradian for solid angles.

7. Radian (rad). Plane angle subtended by an arc of a circle equal in length to
the radius of the circle.

8. Steradian (sr). Solid angle subtended at the center of a sphere by a portion

of the surface whose area is equal to the square of the radius of the sphere.
Of interest to physicists, and particularly to electrical engineers, are the derived
units that express the magnitude of the various electrical and magnetic
quantities. Approximately thirty of these are considered as SI units, including
the units of the rather simple quantities of area, volume, and frequency (see
Sec. 3.1.2). The subject of derived quantities and the associated units is an
extensive one in physics. It is a field in which many ideas have been expressed,
with the unfortunate result that much confusion exists in the understanding of
the various systems that have evolved. This has been particularly true in the
area of electricity. In each of the various electrical systems one starts by
expressing electrical quantities with fundamental and relatively simple

* The name kelvin (symbol: °K) of the unit of thermodynamic temperature was changed from
degree kelvin (symbol: K) by action of the 13th General Conference on Weights and Measures,
Paris, October 1967. See NBS Tech. News Bull., vol. 53, p. 12, January 1968.
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equations, which relate the electrical quantities to mechanical quantities, such
as force, work (energy), and power. The latter, in turn, are expressible in terms
of length, mass, and time. The mathematical process known as dimensional
analysis is used as an aid to keep the physical and mathematical steps logical in
using the equations. There is also the process known as “rationalization” (also
“subrationalization”) that is applied to the equations of some of the electrical
measurement systems. The process treats the factor 4% (associated with spherical
symmetry and commonly found in many equations) in various ways. This too
has caused considerable confusion in its application. A detailed listing of the
derived quantities is given in Sec. 3.1.2.

Figure 3.1 shows the relationships of the derived quantities to the basic
quantities. A more detailed chart could show this relationship in dimensional
terminology. Even greater detailing could show the relationships by definition
and physical equations. Lineage of the derived quantities is indicated by hatched
lines representing the several fundamental quantities. Each derived quantity
(outlined in a block) is related to one or more base quantities and in some cases,
such as electric power, through a chain of derived quantities. These relationships
are expressed by physical equations and can be verified by expressing the
relationships in dimensional terminology. Two of these chains, namely,
mechanical and electrical quantities, have a common equivalency in the quantity
of power. In turn, they have a common “sink,” depicted by heat flow, mechanical
power as the mechanical equivalent of heat, and electrical power as completely
dissipated into heat.

Of interest in this genealogy of the International System is the role played by
the permeability of free space.* Also of interest is the role played by the
permittivity of free space.” By definition, current is considered to be a base
quantity, although it is not independent of length, mass, and time. It is related,
by definition, to these “mechanical” quantities by assigning a value of 4x107
henry/meter to the permeability of free space.* Experimentally, the relationship
of current to the mechanical quantities is established by means of the current
balance or the Pellat-type dynamometer (see Sec. 3.1.1). Voltage is derived from

* Permeability of free space p, is a derived quantity and is expressed as the ratio of magnetic
flux density (induction) B, to magnetic field intensity H, in free space. In the mksa system it is
assigned the value of 41X107 henry/meter. The quantity can also be expressed in terms of Maxwell’s
equations.

fPermittivity of free space ¢, is a derived quantity and is expressed as the ratio of electric flux
density (displacement) D, to electric field strength E, in free space. In the mksa system ¢, has a
value of 8.8542x10'? farad-meter. The quantity can also be expressed in terms of Maxwell’s
equations.

# This rather confusing subject of the definition of the electrical units in the mksa system and
the relation of the electrical units to the mechanical units is discussed and clarified by Page. See
C.H.Page, Definition of “Ampere” and “Magnetic Constant,” Proc. IEEE, vol. 53, no. 1, pp. 100—
101, January 1965. Also, refer to Secs. 3.1.1 and 3.1.2.
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current and resistance through the relationship of Ohm’s law. In early work the
unit of resistance was established from the reactance of a self-inductor or mutual
inductor. More recently, greater accuracy has been attained by using a
computable capacitor.*

The value of permittivity of free space ¢, is derived from the defined value of
the permeability of free space u, and the best value of the observed speed of
light ¢, the relationship being £,=1/u,c?. A presently used value of the permittivity
of free space is 8.8542x10!2 farad/meter.® Derivation of resistance by the capacitor
method is indicated in the genealogy diagram.

3.1.1 Development of the electrical systems of units

The development of electrical systems of units has progressed over a period of
nearly one and a half centuries. During this time no fewer than eight recognized
systems have evolved.® In consequence, much confusion has existed because of
varied terminology, multiplicity of concepts and methods of approach, complexity
of the subject, lack of standardization, and lack of understanding of various
viewpoints. The electrical system of units as we know them today had its origin
with the expression of Ohm’s law, E = IR, in 1827. In 1833, Gauss first related
magnetic quantities to mechanical units by experimental methods.” At later
dates, Weber developed methods of measuring electric current and resistance
in terms of the mechanical units of length, mass, and time. Such methods of
relating the electrical quantities (or heat, light, etc.) to the so-called mechanical
units of length, mass, and time are known as “absolute” methods,* with no special
reason except that early workers in the field chose this terminology.

Formed in 1861, and continuing its influence for many years, was the

* W.K.Clothier, A Calculable Standard of Capacitance, Metrologia, vol. 1, pp. 36-55, 1965. A
capacitor designed upon a theorem that permits a small capacitance (approximately 1 picofarad)
to be calculated directly in terms of unit lengths of cylindrical solid rods placed in various geometrical
configurations, with an uncertainty of about 1 part in 107.

T A paper entitled On the Intensity of the Earth’s Magnetic Field Expressed in Absolute Measure,
written by Gauss in 1833, gave the first example of determining magnetic and electrical quantities
by measurements in terms of length, mass, and time. Gauss measured the horizontal component
of the earth’s magnetic field by using a deflection magnetometer and a vibration magnetometer in
combination.

# The word “absolute” can be confusing. Its long-time usage in electrical measurements has
been that of relating electrical units to the mechanical units of length, mass, and time. However,
sometimes it is given the connotation of a state of perfection; that is, no errors, deviations, or
residuals exist in the system of measurement units.

Other connotations have been given to the expression “absolute” method of measurement, for
example, “bootstrap” techniques that are employed for the calibration of devices used to determine
the magnitude of dimensionless quantities such as attenuation. In this usage the measurement is
not dependent upon any other device or upon measured characteristics of the device itself. Another
example of an “absolute” method of measurement is the calibration of an “ideal” rotary-vane attenuator
by measuring the angles of rotation of various settings of the revolving section of the attenuator.
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Committee on Electrical Standards” appointed by the British Association for
the Advancement of Science. This committee, under the chairmanship of Clerk
Maxwell in its early years, established the centimeter-gram-second (cgs) system
of electrical units in both the electrostatic and electromagnetic relationship of
units, and also the practical units, all expressed in terms of the metric system.
The cgs system of electrical units, by its very name, was directly related to the
mechanical units and thus was an “absolute” system. The magnitudes of the
practical units were selected to be of greater convenience to engineering
applications than some of the more extreme values of the electrostatic and
electromagnetic units.

During a period of many years, after the establishment of the cgs system, the
basic units of the volt, ohm, and ampere became embodied in such standards as
the stand cell* (culminating in the Weston saturated cell), the mercury ohm,’
and the silver voltameter* (also known as the coulometer). The electrical units
in terms of these standards became known as the international units and existed
as such until 1948. In some countries, including the United States, these units
were known as the “legal” units.

During the long period of use of the cgs system highly precise methods of
determining the volt, ohm, and ampere in terms of the mechanical units were
carried out by the national laboratories of England, Germany, and the United
States. Eventually, unit values of the ohm and volt became embodied in the
standard 1-Q) resistor of the Thomas or similar type and in the Weston saturated
cell (very nearly 1 V), and they remain such today. As a result of these
measurements (using the current balance and the self- or mutual-inductance
method of measuring resistance), beginning Jan. 1, 1948, a new set of values
known as the absolute volt and absolute ohm were assigned to national standards
of voltage and resistance.® During the transition period it was necessary to state

* The early Clark cell, developed in 1873, was followed by the Weston cell as a standard of
voltage. The Weston standard cell has a positive electrode of mercury, a negative electrode of a
cadmium amalgam (mercury alloy), and a solution of cadmium sulfate as the electrolyte. Two
forms of the cell are used, the unsaturated (electrolyte) and the saturated (electrolyte). The saturated
cell is more stable but has a higher tempeature coefficient than the unsaturated cell and thus must
be carefully temperature-controlled. These stand cells operate at approximately 1.02 V. In recent
years specially selected zener diodes have come into common use as voltage standards.

fThe mercury ohm, which had its origin in Germany, became a considerably less than satisfactory
international unit of resistance. In its final development it was defined as the resistance of a
column of pure mercury 106.3 cm long and having a mass of 14.4521 g (approximately 1 mm? in
cross section). It went into general disuse during the early 1900s, although used for occasional
reference as late as the 1930s.

I The silver voltameter served for many years as the standard for electric current. The
international ampere was defined as the current which when passed through a solution of silver
nitrate deposits silver on a platinum cup (cathode) at the rate of 0.001118 g/s under specified
conditions. Because of lack of agreement between different forms of the voltameter and of the
more fundamental approach in determining the ampere by the current balance (see the following
paragraph in the text), the silver voltameter has fallen into disuse.
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TABLE 3.1 International (SI) System of Units

Basic units Derived units
Quantity Name Symbol Quantity Name Symbol Formula
Length Meter m Charge Coulomb C AXs
Mass Kilogram kg Capacitance Farad F a X s/V
Time Second ) Inductance Henry H V X s/A
Electrical current Ampere A Potential Volt \% W/A
Temperature Kelvin K Resistance Ohm QO V/A
Luminous intensity Candela cd Energy (work/heat) Joule J N x M
Amount of substance Mole mol Force Newton N kg X m/s?
Frequency Hertz Hz c/s
Supplementary units Illuminance Lux Ix Im/m?
Luminous flux Lumen Im ed X sr
Plane angle Radian rad Magnetic flux Weber Wb V X s
Solid angle Steradian sT Magnetic flux density Tesla T Wb/m?
Power Watt w J/s
Pressure Pascal Pa n/m?

their relationship to the international units that had been used for over a half
century. Although these values remain essentially the same today as in 1948,
they are subject to slight changes with more accurate methods of determination.
Such a change brought a change to the legal U.S. volt? on Jan. 1, 1969, because
of the development of the computable-capacitor method of determining the ohm,°
and a more precise current balance' and the Pellat-type dynamometer methods!?
of determining the ampere.

In 1954, the 10th General Conference on Weights and Measures established
the “Systéme International” (SI), or International System of Units, based upon
the meter, kilogram, second, ampere, degree Kelvin (now kelvin), and candela.

The electrical units of the International System of Units are based on the
mksa system adopted by the International Electrotechnical Commission (IEC)
as a development of Giorgi’s'® 1901 proposal for a four-dimensional mks system.*
The system includes the ampere and is therefore known as the meter-kilogram-
second-ampere system.

3.1.2 The international system of derived units

Table 3.1 lists the derived units of the International System of Units. Table 3.2
lists the prefixes for decimal multiples and submultiples of SI units.

* L.H.A.Carr, The M.K.S. or Giorgi System of Units, Proc. Inst. Elec. Engrs. (London) vol. 97,
pt. 1, pp. 235-240, 1950. This paper was one of four papers of a symposium on the mks system of
units. The four papers and an extensive discussion are found in this referenced publication.
A.E.Kennelly, The M.K.S. System of Units. J. Inst. Elec. Engrs. (London), vol. 78, pp. 235-244,
1936. A.E.Kennelly, .LE.C. Adopts M.K.S. system of Units, Trans. Am. Inst. Elec. Engrs., vol. 54,
pp. 1373-1384, December 1935. The last two references are papers that are quite similar and
contain a very extensive list of references on systems of electrical units.
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TABLE 3.2 Multiple and Submultiple Prefixes

Symbol Prefix Multiple Symbol Prefix Multiple
T tera 102 c centi 1072
G giga 10° m milli 103
M mega 108 m micro 10°¢
k kilo 108 n nano 10°°
h hecto 10% P pico 10712
da deca 10! f femto 106
d dect 107! a atto 10°%#

3.1.3 Internationalization of electrical units and standards

The almost universal use of the metric system has probably been a determining
force to engender international agreements on electrical units and standards.
The agreement process is rather involved. It begins with the International
Advisory Committee on Electricity that passes its recommendations on to the
International Committee on Weights and Measures. Final action is taken by
the (International) General Conference on Weights and Measures. The latter is
a meeting of delegates from countries that hold to the Treaty of the Meter. The
General Conference convenes every few years.

The International Bureau of Weights and Measures serves as the laboratory
facility for this international system that has evolved over nearly a 100-year
period. It is located at Sévres, France, in suburban Paris. Cooperating in the
international program are a number of national standardizing laboratories such
as the National Bureau of Standards (USA); the National Physical Laboratory
(England), formerly the Physikalisch-Technische Bundes-anstalt (West
Germany), formerly the Physikalisch-Technische Reichsanstalt (Germany).

3.1.4 National Institute of Standards and Technology (NIST)

The NIST, founded in 1901, is the national standardizing laboratory of the United
States. Responsibility for a national system of electromagnetic measurements
in the frequency range of zero (direct current) to above 300 GHz is with the
Electricity Division (Electromagnetics Division, Quantum Electronics Division)
and the Time and Frequency Division.

The Institute’s mission is to develop and maintain the national standards of
measurements and furnish essential services that lead to accurate and uniform
physical measurements throughout the nation. The mission provides the central
basis for a complete and consistent system of physical measurements that is
coordinated with those of other nations.

The NIST Reference Standards and the NIST Working Standards maintained
by the Institute for Basic Standards for electrical and radio-frequency quantities
are used in Echelon I.
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3.1.5 An echelon of standards

It is natural that an echelon or hierarchy of standards will evolve if a
measurement system is to show lineage or traceability to a common source.
Conversely, this common source provides the point from which a chain of
measurement leads to the ultimate user of a system. The term base is used to
designate the standards at the source of a measurement system. However, the
term “prototype” standard!is frequently used, particularly if it is of an arbitrary
type such as the international 1-kilogram mass. National standardizing
laboratories have replicas of the international kilogram; in the United States
the NIST has Prototype Kilogram No. 20. Atomic standards of length have
supplanted the former meter bar, and in the SI system atomic standards of
time (interval as differentiated from epic) have supplanted the second as
determined from the rotation of the earth on its axis or around the sun. Probably
the ultimate of all basic standards is atomic'® in nature rather than macroscopic.

An echelon of standards of a measurement system is shown in Fig. 3.2. Such
an echelon is fairly common in practice, although it is somewhat idealized as
shown in this format. The numbering of the echelons is based upon a
standardizing program for electronic measurements prepared by an IEEE
committee* on basic standards and calibration methods. The general concept of
this format comes from the work of a committee within the Interservice (Army,
Navy, Air Force) Calibration Conference of 1960, with the purpose of attaining
a more uniform nomenclature for classes or echelons of laboratory standards.

In brief, the echelon structure as shown by Echelon I in Fig. 3.2 is typical of
chains of standards as they exist within the National Bureau of Standards.
Much of the terminology used in this presentation is after McNish.!¢ The system
of measurement quantities in Echelon I consists of the base units that are
embodied in prototype standards such as standards of length and mass, and of
the many derived units that are expressed by their mathematical relationships
to the base units. Many of these derived units can be embodied in standards; for
example, the saturated Weston-type cell serves as the standard for the volt.
Whether standards exist singly, such as Prototype Kilogram No. 20, or uniquely
as the group of 40 saturated standard cells, they are classed as the national
standards. The national standards serve to establish and stabilize the units of
measurement for the United States.

* A Program to Provide Information on the Accuracy of Electromagnetic Measurements, Report
62 IRE 20, TR2; also Proc. IEEE, vol. 51, no. 4, pp. 569-574. April 1963: also, see any subsequent
IEEE Standards Report on State of the Art of Measuring (specific electromagnetic quantity) prepared
by the various subcommittees of the Electromagnetic Measurement State-of-the-Art Committee of
the IEEE Instrumentation and Measurement Group.
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ECHELON |
LENGTH MASS TIME  TEMPERATURE | ELECTRIC | LUMINOUS
National Standards Base or CURRENT | INTENSITY
(maintained by NIST}) Prototype Standards
Krypton-B6 Prototype  Second Triple point Ampere Candela
kilogram of HO
No. 20 {273.16 kelvin}
Force, power, voltage, electric
Derived Standards resistance, frequency”
NIST Reference Standards Voltage standard {40 standard cells)

Resistance standard (10 resistors)
Rf thermistor bridge and rf thermal converter
MW microcalorimeters

NIST Working Standards Standard cells
(Calibration facilities of NIST) Resistance standards
Rf thermoelement devices
MW bolometer units
*The conceptual realization of time p that of freqr while
the realization of frequency as a useful standard precedes that of time.
Interlaboratory Standards (Transfer Standards)
ECHELON Il
(Organizational Reference standards Standard cefls, resistance standards,
laboratory) i i . MW units
TYPE | ]
(Organizational Worki celis,
laboratory) forking standards 9 UMW Units
Interlaboratory Standards
(Organizationa! Refarence standards When required, standards of lower order
laboratory) accuracies used
TYPE N )
(Organizational Working standards When required, standards of lower order
laboratory} accuracies used
ECHELON Il

Calibration of:

Instrumentation for production lines,

inspection equipment Gages, bench meters, portable bridges,

special test equipment, automated test
equipment
Operational and ip
field test equipment

Figure 3.2 An echelon of standards of a measurement system.

3.2 Traceability of Standards

3.2.1 Standard capabilities and traceability

In the years that have intervened since the publication of the First Edition of
the “Electronic Instrumentation Handbook” many measurement capabilities
have changed dramatically, while others have remained relatively the same. A
major change has occurred in the recognition of items called intrinsic standards,
which are standards based on defined values and natural physical law. Because
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these standards produce a defined output, they theoretically do not require
calibration by NIST to determine their values or uncertainty. Over the years
many standards have been developed and used that fall into this category.
Historical intrinsic standards include ice and metal freezing point temperature
standards. Where economically justified, the cesium beam frequency standard
has replaced the traditional crystal oscillator compared to NIST frequency
transmissions. The most recent players in the intrinsic standard area include
the Josephson junction dc voltage reference and Hall-effect resistance standards.
If an organization can afford the procurement and maintenance costs of intrinsic
standards, as justified by their requirements, they can effectively have the same
capabilities as NIST. Of note is the fact that the existence of capabilities identical
to NIST does not in itself evidence measurement capabilities or required
traceability to national standards. Proof of capabilities requires some form of
measurement assurance program that relates performed measurements to NIST
capabilities.

The most notable change in dc voltage standards, at levels below NIST, is
the replacement of the traditional standard cell with a zener reference. Where
resistance measurements were traditionally tied to 1-ohm standards, there is
currently increased use of 10-k (10,000) ohm standards as a primary reference
point. The use of traditional supply/voltage divider/potentiometer calibration
setups has almost universally been replaced by multifunction ac/dc calibrators,
many of which are relatively self-calibrating against as few as three
fundamental voltage and resistance standards (1 2, 10 k), and 10 V dc zener
reference).

An almost universal change that has occurred is the replacement of analog-
type meter instrumentation with digital readouts. In the areas of basic electrical
unit calibration and measurement (dc and ac voltage and current, and
resistance) high-resolution digital meters have, in many cases, eliminated
classical potentiometer, voltage divider, bridge, and ac/dc transfer
instrumentation in both calibration and use applications. This quiet revolution
also extends to rf technology and other areas of measurement science. While
the faces of transfer instrumentation have changed, the basic methods for
transferring measurement capabilities from the NIST to users remain
essentially the same.

Another notable change is increased use of computer controlled automated
test systems at all levels of effort. Automated test systems have allowed for
levels of testing and statistical analysis of data that were only dreamed of a few
years ago.

3.2.2 Traceability echelons

The definitive echelons of traceability are:

Echelon I (I) Standards and measurement techniques used by
NIST or a comparable national laboratory
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Interlaboratory Standards (IS) Transfer standards

Echelon IT (IT) Standards and measurements used by industrial
and government standards laboratories

Echelon III (IIT) Instruments used for production work and quality
control in manufacturing, for maintenance, and
for general measurement purposes

To obtain information on current capabilities and costs of NIST services, a “NIST
Calibration Services Users Guide—Special Publication 250” is required. A copy
can be obtained from:

Physical Measurements Services Program

National Institute of Standards and Technology
Gaithersburg, MD 20899

3.3 Standards Maintained by NIST

The following is a list of standards maintained by NIST and available for
comparison for calibration of instrumentation:

m Resistance (dc and low-frequency)
m Voltage (dc)
m DC ratio
m AC-DC transfer (low-frequency voltage or current)
m AC ratio (low-frequency)
m (Capacitance and inductance (low-frequency)
m Power and energy (dc and low-frequency)
m Voltage
m Current
m Power, CW, and pulse
® Impedance (immittance)
m Phase shift
m Attenuation
m Noise
m Power 1 to 40 GHz (rectangular waveguide, also coaxial line)
m Impedance 1 to 40 GHz (rectangular waveguide)
m Phase shift
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m Attenuation 1 to 40 GHz (rectangular waveguide, also coaxial line)

m Noise 1 to 40 GHz (rectangular waveguide) (measurements at NIST limited

to certain frequencies)

m Frequency
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Chapter

Data-Acquisition Systems

Fred Cruger

Agilent Technologies
Lake Stevens, Washington

4.1 Introduction to Data-Acquisition Systems

In the context of this chapter, data-acquisition systems are generally those products
designed to capture basic electro-mechanical phenomena by measuring the electrical
output from a variety of transducers. The dominant measurements include
temperature, pressure, strain, flow, vibration, voltage, current, etc. These parameters
represent the “real” (physical) world. In specialized applications, more esoteric
measurements (field strength, chemical content, etc.) can become a necessary piece
of a data-acquisition system; such special requirements often affect the final choice
of system architecture. This chapter, therefore, presents the fundamental
architectural choices and the factors that help to differentiate the alternatives.

4.1.1 Development of data acquisition

Various forms of data acquisition have been commercially available for decades,
but technologies and techniques continue to evolve. For example, voltmeters
that periodically print results, tape recorders that are optimized for multi-
channel recording, and strip chart recorders that make hard-copy graphs have
been used in everything from measuring the durability of mechanical devices
during life test, to in-flight recording of airframe structural movements, to
measuring and recording changes in barometric pressure, river levels, or seismic
events. These have evolved into complex, distributed, computer controlled, and
reconfigurable systems.

Sensors, the devices that are actually used to measure physical phenomena,
typically require some sort of “signal conditioning” to be compatible with
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measurement hardware. Such conditioning consists of amplifiers (for sensors
generating very low-level signals), filters (to limit the amount of “noise” on the
signal), isolation (to protect the sensors from interacting with one another and/
or to protect the measurement system from possible damaging inputs), and
whatever other circuitry is necessary to adapt the “sensor” to the measurement
hardware. The adoption of digital technology in measurement operations and
the invention of new sensors has led to the development of corresponding signal
conditioning. The packaging of sensors and signal conditioners has also grown
progressively smaller through the years.

Types of data acquisition systems. A variety of choices in packaging and
architecture have evolved, and each alternative offers some unique advantages
while presenting some unique costs and challenges. These include:

Data loggers

m Computer backplanes

PC plug-ins

Network-based systems

Data loggers. Originally, simple electronic instruments, such as voltmeters,
were equipped with signal conditioning that enabled them to measure the output
from devices, such as thermocouples, and deliver “scaled” answers in the
appropriate engineering units. Some units even included strip-chart recorders
to provide a permanent record. By the 1970s, such instruments (“data loggers,”
Fig. 4.1a) were equipped with digital interfaces that enabled engineers to control
the measurements and collect the data with computers. By 1975, a number of
competing companies had taken a major step in measurement system
architecture by cooperating in the development of an interface standard (IEEE-
488) that allowed instruments from different companies to be combined into
more complex computer-controlled systems. With the advent of such standards,
it became apparent that, in many cases, the technical challenges associated
with making measurement could be less focused on the measurements
themselves, and more focused on handling the measurement data and
information. However, the “data logger” still just acquires and records the output
of sensing devices. It does not develop information from the data, or inherently,
provide the capability to control the function and uses of the instrumentation
involved.

Computer backplane. In the 1980s, a number of companies cooperated to create
the next measurement architecture by starting with an information system
architecture (i.e., a popular computer backplane) and modifying it to satisfy
some of the subtleties of making good measurements (shielding, cooling,
triggering). Starting with the popular VME bus (see Fig. 4.1b and refer to Chapter
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(d)

Figure 4.1 A data-logger solution is often a stand-alone instrument, but
could include a low-cost interface to a personal computer (a). A computer
backplane solution makes use of a separate mainframe holding multiple
modules, connected to a personal computer with a high-speed interface
(b). A PC plug-in solution generally uses available card slots in the
computer to hold measurement modules (c). A network-based solution
can be physically distributed, inheriting the advantages of LAN
technology (d).

40 for a more-detailed description of VME), they called the new standard VME
eXtended for Instrumentation (VXI).

The strength of such a design is that large amounts of data can be moved at
high speed on a parallel digital backplane, providing a very high “information
bandwidth.” Innovative uses of “local buses” and “front-panel data ports” make
it possible to move up to 100 MB/s between modules without impacting the
performance of the VME/VXI bus. Hundreds of channels, each sampling at 10s
of Ks/s, can be accommodated, simultaneously making measurements and
recording the data digitally. These multi-channel architectures enable designers
and manufacturers of airplanes, automobiles, trains, ships, engines, and other
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complex physical structures to characterize and perfect their designs. The
aerospace, defense, and transportation industries take advantage of the
“standard” by mixing and matching technologies from a variety of vendors. Large,
long-lived systems can “evolve” as technology progresses in different areas, with
system modules being replaced individually, as needed.

PC plug-in. VXI-like architectures were overkill in performance for those users
who needed only a few channels of measurement, and whose signal set required
not millions of samples per second, but perhaps only hundreds or thousands of
samples per second. For those users, a different measurement architecture
became dominant: the PC plug-in card.

As the PC gained in popularity, many companies provided “accessory” boards
that plugged directly into the computer. Some of these boards were measurement
products and they enabled users to build limited-channel-count measurement
systems physically within their PC (See Fig. 4.1c and refer to Chapter 40 for
more-detailed information). Although the total information bandwidth was lower
than that of VXI/VME and the measurement “purity” was limited by the rather
unfriendly electronic environment of the PC, such systems satisfied the needs
of many users. The total data-acquisition dollars spent on straightforward
physical measurements (temperature, strain, and pressure) began to shift from
the high-performance mainframe solutions to the lower-cost PC solutions.
However, the PC business evolved far faster than the measurement business.
By the late 1990s, it became apparent that the popular PCs were rapidly
becoming laptops, with no plug-in slots. That forced the PC plug-in suppliers to
create “mainframes” designed to accept the cards that once simply plugged into
the PCs. That, in turn, made the architecture more expensive and less able to
move from one generation to the next. It also encouraged a proliferation of
alternate proprietary packaging approaches, although most of them still relied
on the PC as a controller.

Network-based systems. The biggest drawbacks to the generations based on
computers were the cost and complexity of mainframes and the need for
specialized I/0 to connect the mainframes to the controller of choice (typically a
PC). If the mainframe could be eliminated, so would its cost. Similarly, if the
specialized I/O could be eliminated, so would its cost and maintenance. Therefore,
the next step in data-acquisition development was to eliminate the parallel
backplane, which, by its physical nature, carried a large cost burden, and
substitute a serial backplane, essentially a single cable or fiber (see Fig. 4.1d).

Instead of creating the need for specialized 1/0, the serial standard chosen
can be used to ensure lasting value, evolutionary improvement in performance,
and unmatched flexibility. Using such standards as Ethernet, smallmeasurement
modules can be connected to PCs, sometimes at great distances. This new
architecture provides an information bandwidth greater than that typically
available from a standalone data logger, but less than that available from a
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TABLE 4.1 The Relatively New LAN-Based Architectures

Strengths

Weaknesses

Data logger

Low cost per input channel.
Ease of installation.
Ease of operation.

Low channel count.
Limited measurement types.
Limited overall information bandwidth.

PC plug-in Moderate cost per input channel. Unfriendly EMI environment for some
Tight link between measurement and PC. measurements.
Large variety of measurement functions. Limited channel count.
Excellent software support tools. PC plug-in slots disappearing.
Large number of system integrators. Some user-programming generally required.
Computer- Very high channel counts possible. Relatively high cost.
backplane High information bandwidth. Learning curve for new users.

Large variety of measurement functions.

Some user-programming generally required

International system integrators for very
complex applications.

(turnkey software growing).

Network-based

Limited information bandwidth.
Limited measurement types (growing).

Low cost per input channel.

Dispersed measurements very easy.

Usable with Web-browser access.

“Inherit” LAN benefits (wireless, speed
improvements, etc.).

computer parallel-backplane architecture, such as VXI. It encourages the design
of systems that digitize the measurement data as close to the point of
measurement as possible, then bring the data back to the controller digitally. It
clearly, therefore, revolutionizes the way that users think about cabling issues.
It has led to the development of “smart sensors,” those that can be plugged
directly into such a “measurement network” (much as a telephone extension
can be plugged into the wall at home).

Architecture comparisons. There are potentially many “hybrid” architectures,
but each type has specific advantages and disadvantages. Combinations of these
technologies can be created to address specific data-acquisition problems, but
to outline the considerations taken by system designers, it is necessary to cover
the four fundamental measurement architectures of interest to data acquisition:
data loggers (standalone boxes, scanning voltmeters), PC plug-in cards (including
proprietary modules, etc.), computer-backplane cards (VME, VXI, PXI, etc.),
and network-based systems (particularly Ethernet). The advantages and
disadvantages of each are summarized in Table 4.1.

Data logger. Standalone data loggers with multiplexed front-ends are available,
providing channel counts close to 100. Their fundamental strength comes from
their user friendliness and the pleasant “out-of-box” experience provided by
limiting their functionality and providing a simple user interface. They are often
provided with software drivers that enable them to be controlled by popular PC
packages or by user-written software.
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PC plug-in cards. PC plug-in cards are available in almost infinite variety, with
input channel counts from one to dozens of channels per card. Their fundamental
strength comes from eliminating the need for a separate measurement
mainframe and from the tight data link between the measurement cards and
the PC controller. Proprietary modular systems typically share this tight link
to a PC, although they might be packaged separately to achieve specific goals
for durability, ruggedness, battery operation, or other specialized needs.

Computer backplane cards. VME/VXI data-acquisition cards are available from
many suppliers, as are a variety of mainframes to hold them, and computer
interfaces to connect them to a PC. Their fundamental strength comes from
being able to accommodate large channel counts, provide an extremely wide
range of measurements, and record/analyze the resultant data at high realtime
speeds.

Network-based systems. The relatively new LAN-based architectures (Table
4.1) are usable as benchtop systems, as well as distributed systems, and their
physical deployment flexibility is enhanced by the rapid advancement in
computer technologies. Their fundamental strength comes from the serial digital
transmission of data from the measurement modules to the PC controller
(minimizing analog cabling), but the problems they can address must fit within
the data rates of the LAN link.

4.2 Information Rate and Data Rate

The choice of any given data-acquisition architecture depends more on the
intended information flow within a system than on any other issue. As a result,
it is necessary to differentiate between data bandwidth and information
bandwidth. Data represents the instantaneous status of a given sensor, and
information is the meaning of this status. For example, many data-acquisition
systems are used to monitor vibration in equipment to ensure that nothing is
degraded or broken. Although any individual vibration channel might be sampled
at a rate of 50 kilosamples per second (100 kilobytes per second), the system
user might only want to know the peak and RMS value (4 bytes) of vibration
once every second or so. In such a case, the data rate on a single channel is
100,000 bytes/sec, but the information rate is 4 bytes/sec. A more extreme
example, far more specialized in nature, might be the monitoring of RF field
strength. The input signal bandwidth might be many MHz wide, but the
information bandwidth a mere few Hz wide. Data-acquisition modules are
generally selected according to the data rates and signal conditioning required
for specific input channels, but the overall architecture is determined more by
the information bandwidth required of the entire system. The system designer
must consider the current needs for information, potential future system growth,
and the flexibility to accommodate various measurement types, to ascertain at
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TABLE 4.2 Typical Data-Acquisition Channel Counts and Sample Rates

Measurement Elec. Elec. Auto Jet Sample rate (Sa/s)
parameter motor pump Transmission engine engine on each channel

Temperature 8 8 1 8 32 1-10
Pressure 1 4 4 16 500-2000
Voltage/Current 4 2 1-100
Flow 2 1000-1500
Position 100-1500
RPM 1 2 1000-2000
Vibration 2 2 32 1000-25000
Torque 1 4 4 500-2000
Total # Channels 16 18 19 33 82

what point in the system the information bottlenecks are likely to occur. Table
4.2 offers typical data-acquisition channel counts and sample rates.

4.2.1 Consuming bandwidths

The typical data rate required by an individual input channel is described in
Table 4.2. It is strictly a function of the physical parameter being measured. If
the channel count is limited, all data can all be moved real-time to the PC for
recording. In such a multi-channel system, the total data rate between the
measurement modules and the PC is simply the sum of all the individual
channels. For many R&D applications wherein a device or design is being
characterized, all the data samples are recorded for analysis—even when making
noise and vibration measurements (e.g., wide bandwidth, high sample rates).
As mentioned earlier, they can be moved on high-speed data paths to digital
recording/processing modules within the VME/VXI mainframe.

4.2.2 Establishing requirements

To design or specify a data-acquisition system, it is absolutely necessary that
the user understand the phenomena being measured and analyzed. Table 4.3
offers questions that must be answered in order to know what architecture to
choose.

Data logger. A simple data-logger represents no problem to the user, as long as
it can measure the input signal(s) at the appropriate rate. Depending on how it
stores data (memory, tape, chart paper, etc.), the user simply needs to ensure
that enough storage is available to accommodate the measurement interval.
Any digital electronic link to a PC is likely to have more than enough bandwidth
to pass all the data while it is being collected, the limitation then becoming one
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TABLE 4.3 Data-Acquisition System Design Questions

For any measurement channel the user must ask:

1. What is the data bandwidth of the analog signal? In other words, how fast must it be
sampled by the system to be sure that nothing is missed?

2. Must the system process the real-time data in some fashion, or does it pass “raw” data
to the PC?

3. Is there some way to “compress” the amount of data without eliminating the “in-
formtion” sought?

4. How often is information needed regarding any individual channel? Can the data be av-
eraged?

For the overall measurement system, the user must ask:
5. How many channels must be monitored?
6. Can they be sequenced (i.e. multiplex in time) or must they be sampled simultane-
ously?
7. If some input signal types require a variety of sample rates, must everything run at
the highest sample rate, or can the system handle mixed sample rates?
8. What/where are the data bottlenecks likely to be?

of file size and storage on the PC. The digital link might become more challenging
if the user decides to use multiple data loggers to achieve a higher channel
count than is possible with just one. Then the links to the PC must be replicated
(or multiplexed) so that the possibility exists that the user could create a situation
in which the digital links are a bottleneck or an implementation problem. The
strength of the standalone data logger comes from the simplicity of a single
measurement instrument (with a single link to a PC).

Computer backplane. As the channel count increases, particularly in systems
with a large number of wide bandwidth channels, the aggregate data rate of all
channels might exceed the capacity of the digital link between the measurement
modules and the PC. In such cases, it is often possible to either “compress” the
data by processing or averaging the data within the measurement module or to
record the raw data within the measurement mainframe for later download to
the PC. Both capabilities are available from VXI providers. High-speed data
paths exist in VME/VXI to permit real-time data recording/processing at data
rates far greater than the data could be moved to a PC. Of course, the strength
of a VME/VXI architecture is its ability to deal with such high channel counts
and wide data bandwidths; this is reflected in the cost of the measurement
mainframe and the links to a PC controller.

PC plug-in card. In a PC plug-in or VME/VXI design, the user generally has to
“configure” each data-acquisition card by specifying the sample rate or setting
up the multiplexing scheme. For reasonable channel counts, it is possible to
simplify the system design by passing raw measurement data to the PC—even
on input channels that measure noise and vibration (typically, wide bandwidths),
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Figure 4.2 Block diagram showing representative sample and data rates in multi-channel system.

and allowing the PC to do the signal processing (FFTs, averaging, etc.).
Depending on the cards chosen, it might be necessary to sample at the rate of
the highest channel required, essentially generating more data than is necessary
for the other channels, but ensuring that the highest band-width channel is
satisfied. Should this be the situation, the total number of channels might be
limited by the speed of the PC, rather than the space inside the PC. Still, the
tight fast link between the measurement cards and the PC are a fundamental
strength of a PC plug-in architecture.

Network-based system. If, however, a networked architecture has appeal
(perhaps for cost or remote monitoring reasons), it becomes important not to
“clog” the data and control path with unnecessary data samples. It is extremely
important in such cases to perform the signal processing (averaging, FFT, etc.)
in the measurement module to avoid unnecessarily consuming the information
bandwidth of the LAN (see Fig. 4.2).

4.3 Data and Control Connections

The cost and complexity of cabling is often the largest challenge in multichannel
data acquisition systems. Low-level analog signals often need to be shielded
from external influences (electromagnetic effects, electrical noise, etc.). Computer
interface cables need to be chosen according to whether data and control is
passed in parallel or serial form, and whether the distances involved significantly
impact the speed and robustness of the digital transmissions.

4.3.1 Signal cabling

Clearly, the number of measurement channels required, the types of
measurements being made, and the physical distance between the measurement
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points and the measurement system are the primary factors that determine the
actual signal cabling efforts and expense. For single-ended voltage
measurements, that means a single connection, for differential measurements
a double connection, or for sensors (such as strain gauges), perhaps as many as
six to eight connections per measurement channel.

As cable lengths get to 10 meters or more, and as channel counts increase
beyond 30 to 40 channels, the cost of installing and maintaining the signal cable
can easily exceed the purchase price of the measurement instrument. This is a
consideration for all data loggers, PC plug-ins, and computer backplane systems,
unless external remote signal conditioning and multiplexing is available.

Data logger. In a data-logger application, the number of signals is limited and
analog signals are routed to the test system using a single wire (or a single set
of wires) for each signal. The problem is inherently manageable because of
the relatively low channel count and simple measurements provided by data
loggers.

Computer backplane. When a computer-backplane architecture (such as VXI)
is required to maintain adequate information bandwidth and/or channel count,
straightforward analog connections can result in immense cable bundles. Strain-
gauge measurements on a large commercial airframe, for example, can involve
thousands of measurement points, hence tens of thousands of wire connections.
The sheer size and weight of the cable bundle can affect the physical response of
the device being measured! In such cases, multiplexing becomes very attractive,
in order to reduce cabling. Manufacturers of VXI data-acquisition systems often
offer “external” signal conditioning that can be placed close to the points of
measurement. In some cases, the signal conditioning is intended to amplify and
buffer the raw signals, making measurements more accurate and less susceptible
to noise and interference. In other cases, the primary purpose is to multiplex
signals together onto a single connection. The number of long-run cables that
return to the measurement mainframe are thereby minimized, and the user
can minimize the expense of installing and managing huge cable bundles. In
large installations, this can cut total system installation costs by as much as 40
percent.

Figure 4.3 depicts the difference between a nonmultiplexed strain-gauge
measurement system and a multiplexed system. Without multiplexing near the
point of measurement, one six-conductor wire must be strung from each strain
gauge to the measurement hardware. A 1000-channel system that requires 1000
cables in a large bundle is connected to 1000 separate input channels (multiple
input cards). By multiplexing near the strain gauges, however, the long-run
cables can be reduced by a factor of 32, and can be connected to a single input
card, saving significant cabling and measurement hardware expense.
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Figure 4.3 The difference between a nonmultiplexed strain-gauge measurement system and a
multiplexed system: Without multiplexing, a 1000-channel strain-gauge measurement could
require three mainframes and 32 input modules. Cabling costs could be large (a). By multiplexing
the input channels close to the point of measurement, large cable bundles, measurement
hardware (input modules and mainframes), and overall costs can be reduced. Of course, the
structure being measured must be suitable for data bandwidths low enough to tolerate the
multiplexing speed (b).
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PC plug-in cards. The same cabling techniques used for “data loggers” are
normally used for connection to PC plug-in cards, where the channel count is
not excessive, and the distances allow for adequate analog connections. Some
proprietary modular systems have an advantage, in that small modules can be
located closer to the point of measurement, reducing cable lengths, and thereby
reducing the effects of noise pickup, crosstalk, and other factors that can degrade
low-level analog signals. Connection to the measurement system controller must
then be made by a digital link that can cover the required distance, typically a
low-cost link (such as RS-232 or FireWire). Of course, the user must consider
the speed of that digital link because it is the “bottle-neck” in moving data from
the real world to the PC controller.

Network-based systems. The network-based architectures represent the
ultimate in multiplexing, albeit digital instead of analog. Because the
measurement modules can be placed close to the point of measurement, analog
connection lengths are minimized. Digitization of all the data occurs in the
modules, so data brought back to the PC controller is all in digital form. The
multiplexing and demultiplexing happens transparently as part of the Ethernet
information protocols. As long as the aggregate data rates do not exceed the
available information bandwidth of the LAN, the user is “protected” from having
to manage the detailed multiplexing/demultiplexing task. Distance limitations
are mitigated because the digital medium can be extended far more easily without
measurement risk than can analog cable bundles. In fact, if spatial requirements
mandate a wireless connection, it can be implemented easily using off-the-shelf
LAN hardware without impact on the measurements being made.

4.3.2 Control and I/O cabling

Connections between the measurement hardware and the PC controller have a
major impact on the overall capability and cost of the complete system. It is
impractical and unwise, however, to assume that the advertised theoretical data-
handling speeds of any given interface will be reached during any practical
application. Although the user must evaluate alternatives that provide the
necessary speed (i.e., information bandwidth) for any particular application,
shown in Table 4.4 are benchmarks run on actual interfaces using realistic data-
acquisition hardware. The numbers shown are intended only as examples to
illustrate the wide differences in performance under directly comparable
conditions. The performance comparisons are for interfaces connected to a VXI
mainframe containing a “typical” digitizer and a 64-channel data-acquisition
card. The interfaces compared are a GPIB (IEEE-488), FireWire® (IEEE-1366),
MXI-2 (unique to VXI), and an “embedded” controller (i.e., a PC/controller placed
directly on the computer backplane of the measurement system).
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TABLE 4.4 The Numbers Shown Are Intended Only as Examples to lllustrate the Wide
Differences in Performance Under Directly Comparable Conditions

GPIB FireWire® Embedded
(IEEE-488) (IEEE-1366) MXI-2 Controller
Theoretical Max. Rate 1 MB/s 7 MB/s 17 MB/s 22 MB/s
I/O Transfer Time to 143 ms 53 ms 48 ms 47 ms
Collect Digitized Blocks (14 KB/s) (38 KB/s) (42 KB/s) (43 KB/s)
of Data, 355 ms 90 ms 83 ms 79 ms
For Various Block Sizes: 639 ms 139 ms 130 ms 130 ms
1207 ms 239 ms 224 ms 209 ms
73130 ms 12743 ms 12106 ms 11033 ms
(27 KB/s) (0.16 MB/s) (0.17 MB/s) (0.18 MB/s)
1/0 Transfer Time for
Small and Large Data
Blocks from 64-channel
Data Acquisition Card:
64 Readings 205 ms 1.27 ms 0.34 ms 43 ms
50 K Readings 2445 ms 122 ms 87 ms 47 ms

Data loggers. In the case of data loggers or scanning voltmeters, focus is generally
on the cost and ease of use for a low-channel-count application. Many data-
logger applications have no need for connection to a PC, so the friendly standalone
user interface provides a very high value to the user. If a PC connection is
required, low-cost, low-data-rate connections (such as RS-232) are very popular
and easy to implement because virtually all PCs are equipped with such a serial
interface. For short distances, higher data rates can be handled with IEEE-488
connections, albeit at a somewhat higher price. As more PCs have included
USB and FireWire interfaces as standard components, more measurement
devices that use such links have appeared on the market. In all cases, the
information bandwidth from a data logger is unlikely to be further hampered
by the performance of the PC I/O used because the digital transmission speeds
are typically far greater than the bandwidths of the signals being measured.
Both control information and data flows across the same digital connection
without adversely impacting overall performance.

Computer backplane. VME/VXI/PXI have a broad spectrum of connection
possibilities, each with advantages and disadvantages. For instance, it is possible
to use an “embedded” controller, which means that the PC physically plugs into
one of the slots in the mainframe. This allows for direct data transfer over the
VME/VXI/PCI backplane between the measurement modules and the PC, and
eliminates any need for a special I/O connection between the PC and the
mainframe. However, the downside to this is that embedded controllers often
cost two or three times more than their equivalent-performance counterparts
that are not designed to plug into the mainframe. The rapid evolution of PC
technology makes the desktop or laptop PC much less expensive and often far
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more powerful than embedded machines of the same vintage. So, users often
choose to use an external (to the measurement mainframe) controller, which
requires the use of specialized I/0. For VXI, these connections are available in a
variety of prices and performances, including IEEE-488, MXI, and FireWire
interfaces.

Interfaces must be chosen carefully, with insight into the continuous data
rate required and the maximum latency that can be tolerated. For example, if a
system is intended to be set up once, then run continuously for long periods of
data collection, the user would be interested primarily in the efficiency and
speed of transferring large blocks of data from the mainframe to the PC. On the
other hand, if a system is designed to be set up repeatedly, armed, and triggered
on short-duration repetitive events, the user might be more interested in the
efficiency and speed of transferring very small blocks of data and/or control
information. The “latency” of responding to single-byte transfer might actually
make one particular type of interface unusable, and the total speed for large
block transfers might make another interface inadequate to sustain continuous
data collection. To some extent, this highlights an inherent difference between
“control” and “data” transfers. Control tends to occur intermittently, while data
is more of a continuous requirement. For that reason, VM E/VXI designers provide
alternate paths for data transmission, often at speeds far greater than might be
required for mere control and set-up purposes. These alternate paths are typically
used to move data between measurement modules or from measurement to
recording modules, rather than from modules to the PC.

In VXI, the “local bus” was defined to allow such flexibility, and commercial
implementations demonstrate data rates up to 100 Mb/sec between VXI modules.
In data-acquisition applications, this is particularly valuable in moving very
high-channel-count data from the measurement modules to digital recording
modules for post-measurement analysis. In VME, the “front-panel data port”
can provide similar capability. Such alternate data paths allow continuous data
movement without using any of the bandwidth of the VME/ VXI backplane,
which is thereby available for more “mundane” data or control tasks, or for
moving summary data to the PC. For systems with very high channel count and
information bandwidths, such alternate paths are an absolute must. Figure 4.4
is a block diagram of an example system.

PC plug-in cards. In the case of PC plug-in cards, the need for special I/0 is
gone because the boards already reside in the PC. That is the greatest
fundamental strength of the PC plug-in architecture. Again, both control and
data are moved across the internal PC backplane, which provides high data
rates up to the limit of the number of cards that can be plugged into the PC
physically. For proprietary modular systems, both control information and data
typically occur over the same low-cost digital links mentioned earlier (RS-232,
USB, and FireWire), so the system design must accommodate the combined
information bandwidth.
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Figure 4.4 A block diagram that shows a VXI data-acquisition system utilizing local bus links and
disc recording. In a wide information bandwidth system, such as the one shown, a continuous
stream of data can be recorded (at rates greater than 8 Mb/s), and the embedded controller can
easily display any eight vibration spectrums while also checking all channels for over-limit
conditions. This is made possible by the computer backplane.

Network-based systems. Clearly, a LAN-based architecture uses the same data
path for control and for data as the computer-based architecture. The fact that
it is a serial link allows for maximum flexibility. The connection works as well
over long distances as it does over short ones, allowing the measurement modules
to be used in benchtop or in remote measurement applications. Advances in
LAN technology can be “inherited” by the data-acquisition system, permitting
connections to existing LAN structures, or even wireless connections. However,
the system designer must give more thought to the total information bandwidth
required because all data flows across the same serial connection.

If the measurement modules are connected to an existing LAN, the user must
realize that LAN availability will affect system performance, and that other LAN
transactions can drastically reduce the information bandwidth of the data-
acquisition system. Therefore, the concept of performing data compression,
averaging, scaling, and units conversion in the measurement module is an
important issue to address as the total potential channel count of the system
increases. As more “smart sensors” are created, providing their own calibrated
digitized output data, the flexibility and utility of LAN architectures will be further
enhanced (for more detailed information on smart sensors, see Chapter 47).

4.4 Software Alternatives

Software choices play a large part in selecting a data-acquisition system. The
software required to configure the system, to operate the system, and to ana-
lyze the data can easily become the determining factor when choosing between
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two otherwise equivalent hardware alternatives. In extremely large high-
performance data-acquisition systems, the choice of hardware is often left to
the system integrator. High-speed acquisition, recording, real-time analysis,
and system control can be so complex that only the system integrator truly
understands the detailed inner workings of the system.

Once the end-user selects the software with the user interface and data
analysis capabilities required, the hardware choice is limited to those supported
by the software supplier. In simpler applications, however, the choice of hardware
and software might become iterative. That is, when an end-user or small-system
integrator must create a unique solution, a variety of hardware/software
combinations might need to be considered, each with some advantages and each
with some unique costs. In all cases, software choices are biased according to
the dominant operating systems and “standard” application packages with which
the user is familiar.

From a user perspective, software alternatives should minimize the need to
learn new user interfaces, enable simple data transfers between collection and
analysis and reporting packages, and they should avoid the need for custom
programming whenever possible.

4.4.1 Data logger

Although standalone data loggers can be used in “turn-key” form, requiring no
software, those that are to be used in conjunction with a PC generally must
satisfy the software constraints imposed by the user.

At a minimum, the user might want to set up the instrument for taking
measurements and then collect the data over a link, such as RS-232. In addition,
the user might be predisposed to use common software packages for data display
and analysis. In most cases, the ultimate result from a data-collection task is a
report, followed by a decision.

Because the entire value statement of a data logger is steeped in “ease of use,”
the software associated with such a product is typically expected to operate in
straightforward “spreadsheet” fashion—a style that is familiar and comfortable to
PC users. Software utilities to change data from one file format to another have
been created for many measurement devices. The need for such utilities, however,
has been eliminated by the industry-wide convergence on software structures and
techniques dominated by PC software developers. Users expect to be able to move
the data from the measurement world into whatever PC standard package is to be
used for display and/or analysis. The ability to “drag and drop” in typical PC style
enhances the simplicity of a data-logger solution. Any additional data-handling
complexity (file translation or programming) detracts from the simplicity.

4.4.2 Computer backplane

As the test requirement moves higher in channel count, it becomes less likely
that the ultimate user of the equipment is prepared to create the entire test
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solution. Complex structural test systems, noise/vibration/harshness test
systems, or drive-by acoustic test systems, are typically left to system integrators,
who specialize in the various applications. They invest man-years into
coordinating the behavior of measurement modules with recording and display
devices, and more man-years into multi-channel computations and analysis
packages. Multi-dimensional real-time displays, comparative analyses between
live and archived data, and links to computer-aided design systems are data-
acquisition system features offered by such system integrators. Therefore, the
most-common software alternatives in high-end VME/VXI systems (and even
in high-performance PC plug-in solutions) are typically measurement and
analysis packages offered by specialized system integrators.

Those users who need the information bandwidth of a computer backplane
solution, but whose problem is unique enough that no pre-packaged solution is
available to them, or for whom an available solution is significant overkill (and,
therefore, too costly), face a software challenge. However, the convergence of
users on the PC as the controller and analysis tool of choice has resulted in
software products specifically targeted at the needs of these users. Measurement
hardware providers have standardized on a set of “plug-and-play” attributes
expected to be met by driver software. At an even higher level, measurement-
configuration and data-collection software has been created to provide a
“spreadsheet look and feel,” guiding the user through setup and operation, and
transferring the data transparently to the PC report/analysis package of choice.
For many applications, such products can provide complete data-acquisition
functionality without requiring any programming! The unique dominance of
particular PC operating systems, spreadsheets, word-processing tools, and math
libraries has made possible such focused data-acquisition software. In doing so,
it has become possible to maintain a consistent look and feel across data-
acquisition systems ranging from data loggers all the way up to multi-channel
VME/VXI systems.

4.4.3 PC plug-in cards

PC plug-in systems, on the other hand, are not available in a “standalone,
turnkey” form. Users expect to configure the cards (setting voltage ranges,
multiplexing schemes, filtering, etc.) and to be able to flexibly interconnect
multiple cards to achieve multi-channel solutions. The most popular software
products for such tasks are based on test-oriented graphical user interfaces,
allowing users to create “virtual” instruments (see Chapter 46) and systems
on-screen, to create measurement sequences that satisfy complex measurement
procedures, and to report the data in graphical or tabular form. These software
products do require the user to do programming, but operate with special
languages that are very oriented toward test and measurement. They provide
the user a very high degree of flexibility in configuring and reconfiguring test
hardware to perform multiple tasks. They rely upon the hardware suppliers
to provide “drivers” that are compatible with the higher-level software tools,
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in accordance with published standards. Virtually all hardware suppliers
consider the “driver” to be an inherent part of their measurement product
offering.

4.4.4 Network-based systems

For classic “test-and-measurement” applications, the programming-free software
products designed for data loggers, PC plug-ins, and computer backplane systems
can also be used with the network-based systems. The user paradigm for such
software is to set up the necessary measurements, make the measurements on a
device under test, then analyze the results. Within the constraints of information
bandwidth, the various data-acquisition architectures can all be used for such
tests. However, as network-based data-acquisition systems grow in popularity,
more opportunities are being uncovered for the creative application of “data
acquisition.” The measurement modules used in some LAN-based systems can be
accessed with Web browser tools that have become common among PC users.
This enhances the usability of a network-based architecture because it makes
obvious the ease with which “remote” measurements can be performed. Only the
network-based architecture can take advantage of low-cost networking (including
wireless connections) and the ease of use of a Web browser to gain access to remote
measurement points. Applications that require “measurements,” but are not
directed specifically at a “device under test,” include environmental monitoring,
machine condition monitoring, industrial automation, utilities monitoring, and
(potentially) the control of widely dispersed systems. Web browser access is not
as fast as access provided by specialized data-acquisition software, but if it is fast
enough for the task at hand, it eliminates the learning curve associated with
specialized software tools. The exchange of data between a Web browser and
other common PC packages (spreadsheets and word processors) is straightforward,
allowing a user to go from a widely dispersed measurement problem to a concise
summary report with tremendous flexibility.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Source: Electronic Instrument Handbook

Chapter

Transducers

J.Fleming Dias

Agilent Technologies
Palo Alto, California

5.1 Introduction

In general terms, the transduction process involves the transformation of one
form of energy into another form. This process consists of sensing with
specificity the input energy from the measurand by means of a “sensing
element” and then transforming it into another form by a “transduction
element.” The sensor-transduction element combination shown in Fig. 5.1 will
henceforth be referred to as the “transducer.” Measurand relates to the
quantity, property, or state that the transducer seeks to translate into an
electrical output.

As an example, consider a “walkie-talkie” intercom set where the loud-
speaker also functions as a microphone. At the input end, the loudspeaker
functions as an acoustoelectric transducer and at the output end as an
electroacoustic transducer. Moreover, in the reverse direction, the functions
of the loudspeakers are interchanged, and for this reason we say that the
loud-speaker is a bidirectional transducer and the transduction process is
reversible.

Another example of reversible transduction is seen in piezoelectric materials;
when an electric voltage is applied to the faces of a piezoelectric substrate, it
produces a change in its physical dimensions; and conversely, when the material
is physically deformed, an electric charge is generated on these faces. In this
transducer, the sensing and transduction functions cannot be separated as easily,
and it represents a good example of a practical transducer used in the field of
nondestructive testing (NDT) of materials and in medical ultrasound imaging
of body tissues and organs. This is a bidirectional transducer, but most practical
transducers are not bidirectional.

Transducers may be classified as self-generating or externally powered.
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Input
measurands:

Physical, chemical, ==
optical, magnetic,
thermal, and acoustic

Sensing elements

Transduction
elements S:gna} Electrical
Interface processing output
electronics

T— External excitation

Figure 5.1 A transducer model showing multiple sensing elements, often found in some chemical and
biochemical transducers. The output of the transduction element is interfaced with suitable electronic circuits
to provide usable analog or digital signal output.

Self-generating transducers develop their own voltage or current and in the
process absorb all the energy needed from the measurand. Externally powered
transducers, as the name implies, must have power supplied from an external
source, though they may absorb some energy from the measurand. The Hall-
effect transducer in Sec. 5.9 and the integrated-circuit temperature
transducer in Sec. 5.13.4 are examples of externally powered transducers,
whereas the loudspeaker and the piezoelectric substrate are self-generating
transducers.

5.2 Transduction Mechanisms and Measurands

The operation of a transducer is tightly coupled to one or more electrical
phenomena or electrical effects.' 12 These effects are listed below. Some relate
to more advanced concepts for transducers that are leaving the research and
development laboratories and making an entry into the commercial world. In
addition, the most useful and important measurands are also listed.

5.2.1 Transduction mechanisms

Capacitive Thermoelectric effects (Seebeck and
Peltier)

lonization effects
Piezoresistive effect Photoelectric effect
Hall effect Photoresistive effect

Inductive and electromagnetic

Resistive and thermoresistive

Lateral effect Photovoltaic effect

Extrinsic, interferometric, and evanes- Acoustooptic effect

cent effects in optical fibers Fluorescence and fluorescence quench-
ing effect

Field effect
Doppler effect

Magnetoresistive effect
Piezoelectric effect

Tunneling effect
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5.2.2 Measurands

Displacement
Position
Velocity
Acceleration
Force and load
Strain
Rotation and encoding
Vibrations
Flow
Temperature
Pressure
Vacuum

Relative humidity

5.3 Classification of Transducers

Transducers

Transducers 5.3

Atomic and surface profiles
Gas concentration and pH

pH and partial pressures of O, and CO,
in blood

Infrared radiation
Torque

Magnetic fields
Acoustic fields
Medical imaging
Nondestructive testing
Audio fields and noise

Rotation and guidance

We have tabulated the class of transducers and some important measurands in
Table 5.1. The name of each class is keyed to the transduction mechanism, but
its explanation is given along with the description of the transducer. Table 5.1
should allow the instrumentation technologist to select the transducer most
suitable for the measurand of choice. Moreover, cross indexing to the literature
in the reference section is provided, wherever required, to the transducer
class-measurand combination.

In addition, the table also includes several other transducers such as fiberoptic
transducers, surface-profiling transducers (SPT), wave-propagation transducers
(WPT), intravascular imaging and Doppler transducers, surface acoustic wave
(SAW) transducers, acoustooptic (AO) transducers, Hall-effect transducers, and
ChemFET transducers.

5.4 Selection of Transducers

Research and development in the transducer industry has traditionally been
very productive. Many new forms and rapid improvements of old forms are
continuously reported. One of the most successful improvements in transducers
is the incorporation of integrated circuits for signal conditioning, with the basic
transducer unit. These are known as smart transducers.!! When selecting a
transducer, in addition to the question of cost, careful attention must be given
to the following:*

Sensitivity
Range
Physical properties

Output impedance
Power requirements

Noise
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TABLE 5.1 Classification of Transducers and Some Important Measurands

5.4

Transducers
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Measurands

Classification

of Transducers
Polymer transducers
SAW transducers

Hall-effect and magnetoresistive T's :|.+... @

Capacitive transducers
inductive transducers
Electromagnetic transducers
Resistive transducers

Strain gages

Strain gage transducers
Thermoresistive detectors
Thermistors

ChemFet transducers
Wave-propagation transducers
Longitudinal mode transducers
Doppler transducers

Tunneling displ. transducers

Thermodynamic transducers

lonization transducers

Fiber optic {physical) transducers
Fiber optic (chemical) transducers

Photonic transducers
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Loading effects and distortion Error or accuracy
Frequency response Calibration
Electrical output format Environment

5.5 Capacitive Transducers

The change in capacitance in response to a measurand has many applications
in physical transducers. Displacements, velocity, acceleration, force, pressure,
vacuum, flow, fluid level, audio sound field, and relative humidity can be
measured using capacitive transducers.

The capacitance between parallel conducting plates with a dielectric material
between them is given by

C. — gogpA(n—1) (5.1)
o e
d
where gy=permitivity of free space
=8.854X10'% farad /m
g,=relative permitivity or dielectric constant of the material, the value
usually tabulated in handbooks (g,=1 for air)
A=area that is common to both plates (overlap area, m?)
d=separation between plates, m
n=number of plates
C,=capacitance, farads

Equation 5.1 indicates that the capacitance varies linearly with the area A and
the dielectric constant of the material, but it varies inversely with the separation
between plates. Any changes in the above-mentioned parameters caused by a
measurand, and taken one at a time, provide practical transduction mechanisms.

Figure 5.2 shows some of the configurations where the changes in C, are
used to measure physical measurands. The first two lend themselves to the
measurement of displacement, force, flow, vacuum, and pressure, and the third
configuration could be used to measure the changes in the dielectric constant
brought about by the absorption of moisture!® or a chemical reaction with the
dielectric material.

Figure 5.3 shows the diametrical cross section of a pressure transducer
constructed totally from fused quartz, which has a very small temperature
coefficient of expansion. The transducer consists of a circular diaphragm rigidly
clamped by brazing it to a fused quartz body. A very shallow cavity has been
sputter etched in the body to provide the separation Z, between the capacitor
plates. This cavity is vented to the atmosphere by a small hole in the body of the
structure, allowing the transducer to measure gage pressure.

The diaphragm has an annular electrode of metalized chrome and gold on
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;

|

(a) (b) (c)

Figure 5.2 Capacitive displacement transducers. When used with a force summing device, they
can provide a measure of several physical measurands.

the inside face, and a common electrode is deposited on the bottom of the etched
cavity. The capacitance of this transducer as a function of the applied pressure
is given by'®

8.851 K> Ky — (@® — B2)[K; + (@® — b%)] (5.2)
CR = IOge o B
2Zo K + (@2 — b5)[Kz — (a® — b7)]

where

3 1/2
K, — { Zok }
3/16[(1 — u2)/EIP

and Cyr=capacitance, pf
u=Poisson’s ratio (0.17 for fused quartz)
E=Young’s modulus (745x10%kg/cm? for fused quartz)
a=radius of etched cavity, m
h=thickness of diaphragram, m
Zy=depth of etched cavity, m
P=applied pressure, kg/cm?

The units of b; and b, are meters. Using Eq. 5.2, the capacitance of a circular
electrode transducer in the center of the diaphragm can be obtained by setting
b, equal to 0 and b, equal to the desired radius. This construction is currently
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Undeflected
diaphragm

Annular
electrode
on diaphragm

- ‘ .
/// i ////’////////////%

Vent hole \
: Common Rigid body

electrode

Defiected
diaphragm

Figure 5.3 Capacitive pressure transducer. A complete fused quartz construction
results in a rugged transducer with excellent thermal and elastic stability. (From
Dias et al.’” Reprinted by permission. Copyright © 1980, Instrument Society of
America from “ISATransactions,” vol. 19, no. 3)

used in an invasive blood pressure transducer'®!® shown in Fig. 5.4. It has a
circular sensing electrode in the center of the diaphragm, an annular reference
electrode very close to the clamped edge of the diaphragm, and a full electrode
at the bottom of the etched cavity. The reference capacitor changes very little
with pressure.

A monolithic capacitor-type accelerometer made from silicon by microma-chining

Figure 5.4 Capacitive blood pressure transducer. Measures a fullscale
pressure of 300 mm Hg. The thermal drift is 0.01 percent FS/°C.
Linearity and hysteresis is less than 0.5 percent FS. (Courtesy of
Heuwlett-Packard Company, Palo Alto, Calif.)
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No acceleration With acceleration
\ !
_ Micro-
(@) Cy1=Cz Ci<Co (b)

beams

\

Fixed plate Fixed plate

Gy Center plate Cz

movable Anchor points

Figure 5.5 Capacitive micromachined accelerometer. (From Ref. 17. Courtesy of Analog Devices,
Norwood, Mass.)

techniques!”is shown in Fig. 5.5a. It is made up of several differential capacitors,
and each capacitor section consists of two fixed outer plates and a center plate
that is movable. Fig. 5.5b shows the deflected position of the center plate when
the transducer experiences an acceleration. The deflection, and consequently
the capacitance change, is proportional to the acceleration.

In many applications, capacitive transducers are connected in an ac bridge
circuit to obtain an electrical output proportional to the measurand. In others it
can be made a part of an LC oscillator, where the oscillator frequency is
proportional to the magnitude of the measurand. When differential sensing is
used, the sensitivity can be doubled and the temperature sensitivity reduced.

5.6 Inductive Transducers

In these transducers, the transduction mechanism is one where the
self-inductance of a single coil or the mutual inductance between two coils is
changed by a measurand. In general, the measurand could be a linear or rotary
displacement, pressure, force, torque, vibration velocity, and acceleration.
The inductance changes are brought about by the movement of a concentric
magnetic core.

The inductance of a single coil increases as the core is inserted in the coil and
reaches a maximum value when it is centered on the coil length. Similarly, two
separate coils L, and L, wound on the same bobbin can also be used as a
displacement transducer. Any measurand that moves the core directly through
a summing device will produce a change in the impedance of the coils that is
proportional to the magnitude of the measurand. The coils can be used as the
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Ly
Lz L3

Core at null

: Accelerometer
v T hoUSiNG —a

Core position Seismic mass
(core)

Sensitive axis
-V (b)
(a}

Figure 5.6 Inductive transducers. (a) Linear variable differential transformer (LVDT)
measures linear displacements. With suitable summing devices it will measure force,
load, pressure, and torque. (b) LVDT accelerometer. The core acts as the seismic mass
and the leaf springs provide the restoring force. This is an open-loop accelerometer.
(From Ref. 19. Courtesy of Lucas Schaevitz Engineering, Camden, New Jersey.)

adjacent arms of an impedance bridge. Since L, increases by the same amount
that L, decreases, or vice versa, the bridge output will be doubled.

A variation of the inductive transducer, shown schematically in Fig. 5.6a, is
known as the linear variable differential transformer (LVDT).!®° This transducer
consists of a primary coil L;, two interconnected coils L,, L3, and a common
magnetic core. The coils are wound on a hollow nonmagnetic glass-filled nylon
tube and the core slides coaxially inside the tube. The excitation frequency for
coil L, ranges from 1 to 10 kHz. Coils L, and L3 are wound in phase opposition in
a way that the voltages induced in them by coil L; are 180° out of phase.
Consequently, the voltage at terminals c-d is zero when the core is centered
inside the tube between coils L, and Ls. When the core is moved away from the
null position, the voltage at terminals c-d changes in amplitude and phase
(polarity). This change, when brought about by a measurand, is proportional to
the magnitude of the measurand. LVDTs are available in linear stroke lengths
of £1 to £300 mm and sensitivities of 1.7 to 250 mV/V/mm, depending on the
stroke length.

The same transduction mechanism is also used in a rotary variable
differential transformer (RVDT) to measure angular displacements and
torque.?’ To achieve good linearity, the angle of rotation is limited to +40°. The
LVDT can be used with Bourdon tubes, bellows, and proving rings to measure
force and pressure.
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Figure 5.7 Electromagnetic Transducers. (@) Linear velocity transducer (LLVT). (b) Flow velocity
transducer

5.7 Electromagnetic Transduce

When a moving conductor of length [ or a single-turn coil of the same length
moves with a velocity ds/dt across and perpendicular to the lines of magnetic
flux of density B, an emf is generated in the conductor (coil) which is given by
Faraday’s law as e=BI ds/dt. Now [ ds represents an area through which the
flux lines cross during the time dt, and Bl ds is the corresponding differential
flux d¢b through that area. The emf generated corresponding to N turns is

_ Ao 5.3
e—NE (5.3)

Accordingly, the magnitude of the emf depends on the rate of crossing the lines
of magnetic flux. This transduction mechanism is utilized in a
velocity-measuring transducer. Figure 5.7a shows two coils L; and L,, which
are connected in phase opposition. The measurand is linked to the permanent
magnet, which slides freely in the coils. The rate of movement of the magnet
determines the velocity of the measurand. The output voltage is proportional to
the velocity for all positions of the magnet. These transducers are known as
linear velocity transducers (LVTs).'®

Another application of this transduction mechanism is in sensing the flow
velocity V of an electrically conducting fluid as shown in Fig. 5.7b. the flow is
into the plane of the paper. The magnetic field is normal to the flow. The emfis
generated along the diameter a-b normal to the flow and the magnetic field B.
The voltage across the electrodes inserted into the flow at a and b is proportional
to the flow velocity.

5.8 Resistive Transduce

Resistive transducers have many and varied applications in the transduction of
measurands such as displacements, mechanical strain, pressure, force and load,
temperature, and fluid velocity into electrical outputs. The transduction
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Figure 5.8 Potentiometric displacement transducers. (a) Resistance proportional to displacement or
position. (b) Voltage proportional to the same measurands. (¢) Displacement is measured around a
null position and the output voltage is £K V. K is referenced to the center of the resistor.

mechanisms are based on the change in resistance brought about by the
measurands.

5.8.1 Potentiometric transducers

A potentiometric transducer is a mechanically driven variable resistor. It consists
of a wire-wound fixed resistor and a wiper arm that slides over it and in so
doing taps a different segment of the resistor, as shown diagrammatically in
Fig. 5.8a and b, where K represents a fraction of the resistor that is tapped. The
displacement to be measured is linked by a shaft to the wiper arm, and a measure
of the displacement is the fractional resistance KR or the fractional voltage KV.
This is the transduction mechanism.

The resolution that one can achieve with this transducer depends on the
gage of the nickel alloy or platinum wire used. For extremely fine resolution,
the wire is replaced by a metallized ceramic or a film resistor. If the resistance
wire is wound on a doughnut-shaped tube, the wiper will measure angular
displacements. The output voltage corresponding to a displacement, force, or
pressure is a fraction of the external voltage V, and therefore it does not need
any amplification to activate external circuitry.

5.8.2 Resistance strain gages

Carbon granules, packed in a small volume in the shape of a button and
connected in series with a voltage source and a load resistor, have been used
in the past as microphones. Using this transduction mechanism, carbon-strip
strain gages were developed in the early 1930s. These were, in turn, followed
by unbonded and bonded wire strain gages, foil strain gages, and semiconductor
strain gages.?t?
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Wire strain gages. The resistance of a metallic wire is a function of the material
resistivity p, its length L, and its cross-sectional area A and is given by

L
R= P (5.4)

When the wire is stretched, its length increases by AL, its diameter decreases
by Ad, and its resistance increases by AR, assuming that the resistivity remains
constant. Substituting these variations in Eq. 5.4 and neglecting higher-order
terms, the following expression is obtained:?'-%

AR  (1+2wAL
R- L (55)

where u 1s Poisson’s ratio, i.e., the ratio of transverse strain to the axial strain.
The strain sensitivity is defined as

AR/R
AL/L =1+2u (5.6)

In unbonded strain gages, as the name implies, the resistance wire is strung
between insulated posts. One post is attached to a fixed frame and the
other to a frame constrained to move in a fixed direction. Movements that
place the wire in tension are measured by the corresponding changes in
resistance. This arrangement finds use in certain force and acceleration
transducers.

In bonded strain gages, a meandering grid of fine resistance wire is sandwiched
between two thin layers of paper and is then impregnated with a resin to provide
the necessary strength. The gage is then bonded to the structural members for
the determination of the strain at the desired location. The strain sensitivity of
an “encapsulated and bonded” gage is defined by the gage factor

__ ARJ/R

Gr = AL/L

(5.7)

where AR=resistance change, Q
R=initial resistance of the gage, Q
AL=change in length, mm
L=initial length of grid, mm

Wire strain gages are rapidly being replaced by foil strain gages, which can be
mass-produced using standard photolithographic techniques.

Foil strain gages. Foil gages are fabricated from constantan or nickel-chromium
alloy?® sheet material that is reduced to 0.0025 to 0.0005 mm in thickness. This
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Figure 5.9 A two-element 90° rosette-type foil gage. Many gage
configurations are used in stress analysis of mechanical structures and
in strain gage transducers.?*?* (Courtesy of the Micro-Measurements
Division of Measurements Group, Inc., Raleigh, North Carolina.)

foil is then laminated to a backing material and coated with photoresist.
Using a multiple-image negative of a gage, the composite gage pattern is
transferred to the photoresist on the foil using photolithographic techniques.
After developing and chemical etching processes, the gages are completely
defined and can be isolated for lead-wire attachment, encapsulation, and
establishing the gage factor for the batch of gages. The gage factor for foil gages
is also defined by Eq. 5.7.

Figure 5.9 shows a gage pattern of a two-element 90° rosette.?® The axis of
the gage on the right is aligned with the principal axis. The gage on the left is
automatically aligned to measure the transverse strain due to Poisson’s ratio.
The gage length is an important parameter in gage selection, as it is the effective
length, excluding the end loops, over which the transduction takes place. The
grid width together with the gage length determines the area of the strain field.
For example, when measuring strains in a reinforced-concrete beam in the
presence of aggregate and cement-sand mix, one is interested in the average
strain, and for this reason long-gage-length gages should be used.

Transverse sensitivity is exhibited by foil gages owing to a strain field normal
to the principal axial field. Since the grid lines of a foil gage are wide, the
transverse strain couple through the backing into the grid, and this causes a
change in the resistance of the grid.
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Figure 5.10 (a) Wheatstone bridge circuit. (b) The Wheatstone bridge circuit
redrawn as two voltage-divider circuits.

5.14 Chapter Five

i

Semiconductor strain gages. Semiconductor strain gages operate on the
transduction mechanism known as piezoresistive effect. It is defined as the
change 1n electrical resistivity brought about by an elastic strain field. In some
semiconductors the piezoresistive effect is quite large. Both p-type and n-type
silicon are used in the fabrication of these gages. When a semiconductor gage is
strained, the distribution of the number of charge carriers and their mobility
changes and consequently the resistivity changes. Semiconductor gages also
have a gage factor as their figure of merit,>* which is given by

AR/R

GF = AL/L

=1+2u+mY (5.8)

where u=Poisson’s ratio
n;=longitudinal piezoresistive coefficient
Y=Young’s modulus

The first two terms of Eq. 5.8 correspond to dimensional changes similar to wire
and foil gages, but the third term is due to piezoresistivity. Also, 7; is larger
than (1+2u) by a factor of about 100. The magnitude of the gage factor also
depends on the direction along which the stress is applied to the semiconductor.?
Silicon diaphragms with diffused strain gages are used in miniature pressure
transducers.?*%

Basic measuring circuits. The Wheatstone bridge circuit shown in Fig. 5.10a
can be redrawn as in Fig. 5.10b, which shows that the full bridge is made up of
two voltage-divider circuits. These circuits are commonly used for static and
dynamic strain measurements.

The strain-induced incremental output voltage AE,, corresponding to changes
in resistance of the four arms, is given by Ref. 21 as

V. <AR1 _ ARy ARs AR4) d—n

AE, = —
1 —ap R R R

(5.9
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Figure 5.11 (a) A simple cantilever-type summing device. Any displacement of the free end of the
cantilever induces equal but opposite strains at locations 7"and C. When strain gages are bonded
at these locations and connected to a Wheatstone bridge, its output will determine the value of the
load placed at the free end. (b) A complex summing device. Equal and opposite strains are induced
at two locations. A complete Wheatstone bridge can be formed by using strain gages bonded at
locations 7" and C and used in the opposite arms of the bridge. The output of the bridge is four
times that of a single active gage, and it is fully temperature compensated. (Redrawn with permission
from Strain Gage Users Handbook, Elsevier, Bethel, Conn.)

where R,/R,=a=R,/R; and n is a nonlinearity factor,?! which can be neglected
for wire and foil gages.

For an equal-arm bridge, a=1. In this bridge, if only R, is an active gage and
R, R;, and R, are fixed resistances not affected by the strain field, then

i AL
AE, = Z(V x GF X —L—> (5.10)
since
ARy AL
& = OFx -

If, instead, R; and R, are not affected by any strain field, then AR; and AR, are
each equal to zero. In this case, the bridge circuit reduces to the voltage-divider
circuit, where R in series with R, is across the voltage supply V and

V/AR AR,
AE":Z(_RTI_E) (1—n) (5.11)

When R,=R, and if these gages sense equal but opposite strains, as in the case
of a cantilever beam, shown in Fig. 5.11a, the incremental bridge output AE,
will double since AR,=AR;. For this situation, n becomes zero.
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Similarly, if the four arms have identical resistances, and R, R, and R, R,
sense equal but opposite strain fields, as in the case of a shaft in torsion or a
load cell shown in Fig. 5.11b, the incremental output will quadruple and the
nonlinearity term will again be zero.2%3

AL

AE, = (V X GF x T) (5.12)

5.8.3 Physical strain gage transducers

Strain gages are used in physical transducers to measure the strain induced in
a summing device by a displacement, force and load, pressure, or torque. Figure
5.11a shows a simple cantilever.

Figure 5.115 shows a type of spring element used in load cells, that is,
transducers for measuring loads. In each of these, the bending of a composite
beam is utilized to obtain strains of opposite signs designated as 7 for tensile
and C for compressive. When strain gages are fixed at those locations, the bridge
output could be doubled or quadrupled if two or four active gages are used.
Semiconductor gages can also be used with various types of spring elements to
measure displacements, pressure, temperature, and force.?*

5.8.4 Thermoresistive detectors

Metals and semiconductors experience an increase in their electrical resistivity
when heated, and consequently their resistance increases with temperature.
This transduction mechanism, in metals like nickel, nichrome, tungsten, copper,
and platinum, is used in resistance temperature detectors (RTDs).28 Platinum
resistance temperature detectors (PRTDs) yield a reproducible resistance-
temperature relationship, and their resistance varies quite linearly with
temperature.

The relationship between resistance and temperature for a platinum wire
RTD is given by the Callender-Van Dusen equation’*

¢ ¢ ¢ t\3
R,=R0{1+a[t+a(1—m)m+ﬁ(1—m)(m) }} (5.13)

where R, =resistance at some temperature ¢
Ry=ice point resistance (0.01°C or 273.16 K)
o~temperature coefficient of resistance near 0°C
f=Van Dusen constant
t=temperature, degrees Celsius

Typical values are a=0.003926, §=1.491, and 8=0 when >0 and 0.1103 when
t<0. The exact values of ¢, 6, 5, and R, are obtained by measuring the resistance
of the detector at four temperatures including t=0°C and solving the resulting
equations.
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Figure 5.12 A PRTD in a three-wire configuration. The effect of the
R,’s is canceled since they are in the opposite arms of the bridge, in
series with R, and the PRTD. In a four-wire arrangement (not shown),
the PRTD is powered by a current source and the voltage drop across
it is measured with the remaining two wires.

The PRTD assembly is composed of a resistance element made from 99.9
percent pure platinum wire, a sheath that encloses the element, and lead wires
that connect the element to the external measuring circuitry. RTDs are also
made from platinum metal film with a laser trimming system and are bonded
directly to the surface under test. Owing to the intimate thermal contact, the
self-heating is minimal and therefore they can be operated at a higher excitation
voltage.

In most measuring circuits, the PRTD forms an arm of a dc Wheatstone bridge
circuit. Since the RTD is connected by wires to the bridge, there is a need to
compensate for the wire resistance R;. For this reason, the RTD is supplied in a
three-wire (as shown in Fig. 5.12) and a four-wire configuration.

5.8.5 Thermistors

The thermistor is a thermally sensitive resistor, but unlike the RTD, it exhibits
a correspondingly large change in resistance. Its resistance, in general, decreases
as the temperature increases. Thermistors are made by sintering a combination
of oxides into plain beads or beads in a glass rod.?” Oxides of manganese, nickel,
cobalt, copper, iron, and titanium are commonly used.

The resistance vs. temperature relationship for a thermistor can be
represented by a third-degree polynomial,?”?® as shown below.

Qa2

T2

as

+T3

log, Ry = ao + ‘% + (5.14)

where R;=resistance, Q, at T/K
ao, 4, 4, and az;=unique numerical constants
T=(°C+273.15)K

Since there are four unknowns, at least four calibration points are required to
solve four simultaneous equations to obtain the values of the constants.
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Figure 5.14 Hot-wire anemometer.
(Courtesy of Dantec Electronics, Inc.,
Mahwah, N.dJ.)

Figure 5.13 A voltage-divider circuit
for a thermistor.

The Wheatstone bridge circuit configurations used with strain gages and RTDs
are also used with thermistors. In many cases, a single voltage-divider circuit is
also used as shown in Fig. 5.13. This circuit has the advantage of providing an
output voltage e,(?) that increases as the temperature increases,

e (t) = es( (5.15)

i)
R+ Ry

By selecting an appropriate value of R, it is possible to operate in the quasilinear
region of the e, vs. t plot.?”

5.8.6 Hot-wire anemometer

The hot-wire (h-w) or hot-film (h-f) anemometer is a thermoresistive transducer
used in the microstructure analysis of gas and liquid flows. Consequently it is
useful in the study of flow problems related to the design of airplane wings,
propellers, ventilation systems, and blood-velocity measurements for medical
research.?® The anemometers have a very small sensing element, which accounts
for their high spatial resolution and fast response.

The transduction mechanism in these transducers is the change in resistance
of the sensor element, brought about by the convective heat lost because of the
velocity of the fluid. The changes in resistance are caused by the thermoresistive
effect and are measured with a Wheatstone bridge circuit. The output of the
bridge can be adequately expressed by King’s law,?*

e2=A+ BV +CV (5.16)

where ¢, is the output voltage of the bridge setup, Vis the velocity of the fluid,
and A, B, and C are constants.

These transducers consist of a thermoresistive sensing element suspended
between two support prongs, a transducer handle, and electrical connections to
the support prongs. The h-w transducer most commonly consists of a 5-um-
diameter platinum-plated tungsten wire as shown in Fig. 5.14.%° The hot-film
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sensing element consists of a thin nickel film deposited on a 70-um-diameter
quartz fiber, which is suspended between the two prongs. Typical sensor element
resistance for the h-w transducer is 3.5 Q, and the velocity measuring range is
from 0.2 to 500 m/s.

5.9 Hall-Effect Transducers

The material used in the manufacture of Hall-effect devices is a p-type or an
n-type semiconductor. Typical examples are indium arsenide, indium arsenide
phosphide, and doped silicon. Figure 5.15 shows a section of a p-doped
semiconductor subjected to a magnetic field B, in the z direction and an electric
field E, in the x direction. A current I, flows in the x direction.

The holes move in the x direction across the magnetic field and experience an
upward magnetic force, which results in the accumulation of holes on the top
surface and electrons on the bottom face, as indicated in Fig. 5.15. An electric
field E,, known as the Hall field, is set up as a consequence, and this is known as
the Hall effect.?! The corresponding Hall voltage Vz=Et. Since there is no flow of
current in the y direction, the magnetic force equilibrates with the electric force
that is exerted on the holes, and as a result the Hall voltage can be expressed as

— RH(Isz)

Vi A

(5.17)

where Ry is the Hall coefficient. Ry is negative for an n-type semiconductor. A is
the dimension parallel in B,. Equation 5.17 represents the transduction
mechanism.

Hall voltage

Figure 5.15 Hall-effect device. The Hall-effect transducer (HET) consists
of the semiconductor device, a differential amplifier, and a voltage
regulator to maintains I constant.
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Figure 5.16 Hall-effect displacement transducer. The insert shows the magnetic field
reference direction for the HET. When the flux lines enter the transducer in the reference
direction, the output voltage is positive. It is negative when the lines enter against the
reference direction. (From Ref. 32. Courtesy of Micro Switch, a Division of Honeywell,
Inc., Freeport, Ill.)

Figure 5.16 shows the HET being used to measure small displacements. If
the displacement brings magnet 1 close to the transducer, the output voltage
will be increasingly positive, and it will be incresingly negative if magnet 2
moves closer to the HET.*

The magnetoresistance effect is closely associated with Hall-effect
transducers.? If the length of the device in Fig. 5.15 is made much shorter than
its width A, the Hall voltage can be almost short-circuited. As a consequence,
the charge carriers move at the Hall angle to the x direction. The increase in
path length causes an increase in resistance of the device, and this is known as
the geometrical magnetoresistance effect.?® Transducers for measuring angular
velocity of ferrous gear wheels have been developed based on this effect.'%?*

5.10 Chemfet Transducers

The operation of the chemical field-effect transistor (ChemFET) transducer is
similar to the operation of a standard metal-oxide-semiconductor field-effect
transistor MOSFET). ChemFETSs are miniature transducers that are used for
the measurement of the concentration of certain gases and for the determination
of hydrogen ion concentrations (pH).

Figure 5.17 shows a cross section of a conventional MOSFET device.? It
consists of a source, a drain, and a channel that enables the flow of current I,
from the source to the drain. An aluminum gate electrode on the oxide layer d
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Figure 5.17 Metal-oxide-semiconductor field-effect transistor
(MOSFET) used as a ChemFET transducer. In ChemFET
transducers the conventional aluminum gate electrode is not
used and the region above the silicon dioxide layer is exposed
to the gas or liquid to be analyzed. For gas analysis, metals like
palladium and platinum are used as gate electrodes. For liquids,
the SiO, layer is exposed directly, without any gate electrode.

above the channel modulates I as a function of the gate voltage V. The V), vs.
Ip characteristics of a MOSFET as a function of V; display a linear region,* and
for small values of V) and I, the channel behaves as a resistor. The transduction
mechanism in a MOSFET is basically to sense the charge on the gate electrode
and then use that charge to modulate the flow of charges in the channel between
the source and the drain.

The ChemFET uses a modification of the MOSFET transduction
mechanism.?” The palladium (Pd) gate MOSFET for hydrogen gas sensing
and the ion-sensitive FET (ISFET) are two important examples of ChemFET
transducers. In the Pd gate FET transducer the aluminum gate electrode is
replaced by a Pd gate. Molecular hydrogen (measurand), in the air or by
itself, is absorbed at the Pd surface, where it undergoes a catalytic dissociation
into atomic hydrogen (H,). The atomic hydrogen then diffuses through the
bulk of the Pd electrode and forms a dipole layer at the Pd-SiO, interface.?®
The polarization caused by the dipoles modulates the channel current I in
direct proportion to the hydrogen ion concentration. In another ChemFET, a
10-nm-thick platinum film evaporated on top of the Pd gate electrode enables
the measurement of ammonia (NH;) concentraton. If, instead, the gate
electrode is a perforated film of platinum, the ChemFET will measure carbon
monoxide.

The ISFET does not have a gate electrode and the SiO, gate dielectric is
exposed directly to the aqueous solution or the analyte whose pH is to be
determined.?” For proper operation, an electrode is placed in the analyte and
referenced to the bulk semiconductor. The transduction mechanism here is the
formation of a charge at the analyte-oxide interface which is proportional to the
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pH of the analyte. This charge then modulates the channel current I, and the
electrical output of the ISFET is proportional to the pH of the analyte.

5.11 Piezoelectric Wave-Propagation Transducers

Piezoelectricity derives its name from the Greek word “piezein,” to press. When
a piezoelectric crystal is strained by an applied stress, an electric polarization is
produced within the material which is proportional to the magnitude and sign
of the strain—this is the direct piezoelectric effect. The converse effect takes
place when a polarizing electric field produces an elastic strain in the same
material.

Typical materials used in transducers are crystalline quartz, lithium niobate,
several compositions of ferroelectric ceramics, ferroelectric polymers,* and
evaporated or sputtered films of cadmium sulfide and zinc oxide. The ferroelectric
ceramics commonly used are PZT4, PZT5A, PZT5H, and PZT7. The elastic,
dielectric, and piezoelectric properties of these materials can be found in Refs.
38, 39, and 40. In addition, using these PZT materials, new and more efficient
piezocomposites have been developed.*

Ferroelectric ceramics are not piezoelectric when they are manufactured and
therefore have to be poled. Poling is done by applying a high dc voltage to the
electrode faces normal to the thickness direction, while maintaining the ceramic
in a high-temperature environment.?® Ceramic transducers are generally
rectangular, circular with parallel faces, or have a spherical curvature.

The conversion efficiency of a piezoelectric transducer is defined by the
electromechanical coupling factor K.

K — mechanical energy converted to electrical energy

input mechanical energy

for the direct piezoelectric effect, and

K? — electrical energy converted to mechanical energy

input electrical energy

for the converse piezoelectric effect.

K?is always less than unity. Typical values of K are 0.1 for quartz, 0.5 to 0.7
for ferroelectric ceramics, and 0.2 to 0.3 for copolymer materials like
P(VDF-TrFE).

Another quantity that is necessary in characterizing a transducer is its
characteristic impedance Z, which is analogous to the characteristic impedance
of an electrical transmission line

Zy =YV,
whereV=velocity of the acoustic wave in the material
p=density of the material
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Figure 5.18 Longitudinal and shear waves. (From Ref. 43.
Coutresy of Panametrics, Inc., Waltham, Mass.)

The unit of acoustic impedance is kg/m? - s, and it is expressed in Rayls. A
megaRayl (MRayl) is equal to 10° Rayls. Typical values of Z are 33.7 MRayl for
quartz, 40.6 MRayl for brass, 1.5 MRayl for water, and 0.00043 MRayl for air.

The piezoelectric transducers that are most commonly used generate
longitudinal and shear waves which propagate with velocities V; and V,,
respectively. Figure 5.18 shows characteristics of these waves. The longitudinal
mode is a compression wave, and its particle motion is in the direction of wave
propagation. On the other hand, the particle motion in a shear wave is normal
to the direction of wave propagation.

In some chemical, environmental, and physical transducers, surface acoustic
waves (SAWs) are used. These waves travel on the surface, where most of their
energy is confined. SAWs propagate with a velocity V; that is less than V; and
V.. If the medium on which they propagate is piezoelectric, then the electric
field associated with the SAW can be used to detect the wave with interdigital
transducers (IDT's).*!

In wave-propagation transducers, maximum energy is transfered to another
medium, when its impedance Z,,1s equal to the impedance Z, of the transducer.
For example, the energy could be efficiently transferred from a PZT5A
longitudinal mode transducer into a brass rod, whereas the transfer into water
would be quite inefficient.

To optimize that transfer, a quarter-wave matching layer is commonly used.
The impedance Z,; of the matching layer should be approximately VZZy and

its thickness should be a quarter wavelength, evaluated using V; for that
material. Several matching layers can be used for further optimization.* Table
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TABLE 5.2 Acoustic and Piezoelectric Properties of Materials Used in Longitudinal and Shear

Wave Transducers

Density, Z,, 108 Zg, 108 Piezoelectric coupling
Material V., m/s Vs, m/s 10° kg/m? kg/m-s kg/m-s coefficient K,
PZT4 4600 2630 7.5 34.5 19.7 0.51
PZT5A 4350 2260 7.75 33.7 17.5 0.49
PZT5H 4560 2375 7.5 34.2 17.8 0.51
Lithium niobate 7360 4440 4.64 34.2 20.6 0.49 (63° Y-cut)
(LiNbO;) (36° Y-cut) (163° Y-cut) 0.55 (163° Y-cut)
Zinc oxide (ZnO) 6330 (Z-cut) 2720 (X-cut) 5.68 36.0 15.5 0.28 (Z-cut)
Cadmium sulfide 4460 (Z-cut) 1760 (X-cut) 4.82 21.5 8.48 0.32 (X-cut)
(CdS)
Quartz X-cut 5740 3800 2.65 15.2 10.1 0.093
Copolymer film 2400 — 1.88 4.51 — 0.2-0.3 max.
P(VDFTrFE)
Fused quartz 5960 3760 2.20 13.1 8.3
Brass 4700 2100 8.64 40.6 18.1
Hysol epoxy 2160 — 3.27 7.04
(C-9-4183/3561
Water (body tissue) 1500 — 1.00 1.50

5.2 shows acoustic parameters of materials suitable for generating longitudinal
and shear waves.

5.11.1 Longitudinal mode transducers

Figure 5.19 shows a piezoelectric transducer with two electroded faces normal
to the thickness direction, which is also the poling direction. When a signal
generator at f, is connected to these electrodes, longitudinal waves with a velocity
V., are generated within the material and, consequently, two ultrasonic waves
propagate into the adjoining medium. If the adjoining medium is air (Z=0.00043
MRayl), most of the energy is trapped as it would be in a resonator. Maximum
excitation occurs when the thickness ¢ is equal to one-half wavelength in the
material according to the formula

2/
However, maximum energy will be transferred to the adjoining medium when
its acoustic impedance Zy, equals the impedance Z, of the transducer. If not, an
impedance matching layer can be interposed between them.

Conversely, when ultrasonic waves impinge on one or both faces, a voltage is
developed across these electrodes. As before, the voltage is maximum when the
transducer thickness satisfies Eq. 5.18.

The combination of piezoelectric transducers with matching layers and
acoustic absorbers, interfacing with adjoining media at the acoustic ports, can
be modeled by the Mason or KLLM electrical equivalent circuits. These are useful

t (5.18)
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Figure 5.19 Longitudinal mode transducer, illustrating the piezoelectric effect. (@) Converse
piezoelectric effect. (b) Direct piezoelectric effect.

in developing matching networks for maximum power transfer into and out of
the electrical port.*!

The shear wave-propagation transducers are quite similar to these
transducers, except that the poling direction lies in the plane perpendicular to
the propagation direction. The velocity of propagation V, and the acoustic
impedance Z, is almost half of the value for longitudinal mode (V) transducers.
These transducers are used mostly in nondestructive testing (NDT).

Single-element transducers. The transducers that we consider here are those
connected with NDT of structural materials and medical ultrasound. In many
ways the transducers used in these fields are quite similar, and there has been
an explosion in their variety and availability in the last decade.*** The
frequencies employed in NDT and medical ultrasound cover the range from 100
kHz to 50 MHz.

A single-element transducer is shown in Fig. 5.20. The active element, a
piezoelectric ceramic, is poled in the thickness direction. The backing has an
impedance Zz, and absorbs some or all of the energy from one face. The wear
plate sometimes includes a quarter-wave matching layer to optimize the energy
transfer of the propagating wave into the adjoining medium.

Figure 5.21 shows the on-axis (dashed line) and the transverse ultrasonic
fields of a circular piston transducer. The on-axis acoustic pressure field is divided
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Figure 5.20 A single-element longitudinal mode transducer.

into two regions,the near field, or Fresnel region and the far field, or Fraunhofer
region. The extent of the Fresnel region is indicated by N. In this region the
field goes through a series of maxima and minima and ends with a last maximum,
which is considered as the effective focus of the transducer,**

The distance N is given by

D?
N = (a — Z) (5.19)

with D=diameter of transducer element
A=wavelength in propagation medium (=V,,/f)

where fy=excitation frequency
Vy=propagation velocity in the medium

LAST
MAXIMUM

FIRST
MINIMUM

Figure 5.21 The on-axis acoustic pressure
field of a single-element transducer (From
Ref. 43. Courtesy of Panametrics, Inc.,
Waltham, Mass.)
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In the transverse direction, the acoustic beam spreads as one moves away
from the transducer face and its intensity drops. Focusing decreases the beam
diameter and increases the intensity of the beam. Focusing can be achieved by
bonding an acoustic lens to the PZT transducer or by using a spherically shaped
PZT transducer. This increase augments the sensitivity of the transducer to
locate small targets. In the pulse-echo mode, the —6-dB beam diameter at the
effective focus is

1.028FVyy

Beam diameter =
foD

(5.20)

where F'is the effective focal length in the medium.*

Single-element rectangular transducers can be assembled as a linear phased
array transducer. In this configuration, the acoustic beam can be deflected in a
sector scan format and focused by using delayed excitation signals.*!216

Mechanical imaging transducers. Mechanical imaging transducers are used to
visualize and display the location of impedance discontinuities in a medium
through which a short ultrasonic pulse is made to propagate.*”*® This method of
echo location is known as the pulse-echo technique.*’

Figure 5.22 illustrates the fundamental basis for the pulse-echo technique.
An ultrasonic transmit/receive (T/R) transducer is excited by an electrical pulse,
and a corresponding stress pulse propagates into the medium. This stress pulse
travels with a velocity V, and it encounters an acoustic impedance discontinuity
at a distance d. At this discontinuity, some of the pulse energy is reflected back,
and the remaining pulse energy propagates farther into the medium. The first
reflected pulse travels back to the same transducer, and since the T/R transducer
is bidirectional, it registers the arrival of that pulse by generating an electrical
signal at its output. This represents the transduction mechanism in the pulse-
echo mode. The total distance traveled by the initial pulse is 2d. Assuming that
the velocity V is constant, the total round-trip time ¢ is 2d/V. Now, ¢ can be
determined from an oscilloscope display, and consequently the distance d of the
discontinuity from the transducer face is Vi/2. Other discontinuities can also
be located in this manner.

Figure 5.23 shows the cross section of a blood vessel,*® which could very well
represent a cylindrical structure like a cladded metal pipe. In the center is a
small single-element transducer which rotates when driven by a flexible shaft
connected to a motor. In medical practice, the flexible shaft and transducer
reside inside a catheter, which is a polyethylene tubing. The catheter is not
shown, for clarity. The space around the transducer is filled with an acoustic
coupling fluid. The catheter (Sonicath¥) is inserted into the blood vessel by

* Sonicath is a trademark of Boston Scientific Corporation.
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Figure 5.22 The fundamental basis of the pulse-echo technique used in NDT and medical
imaging. Ultrasound is reflected whenever there is a change in the acoustic impedance of
the medium.

making a small incision and is then advanced to the desired location. When the
transducer is excited, the ultrasonic stress pulse propagates through the fluid,
catheter wall, and surrounding blood to reach the linings of the artery wall
including the intima, media, and adventitia.*’

For a given direction, the transducer sends an ultrasonic pulse toward the
artery walls and remains in that position long enough to receive all the echoes
from the impedance discontinuities. The transducer then rotates, points in
another direction, and receives all the echoes. The process is repeated for a 360°
circular scan. All the echoes are stored in memory. The image processing circuitry
then uses these signals to modulate the intensity of a CRT which displays the
cross-sectional image of the blood vessel as shown in Fig. 5.23.

Angle-beam transducers. Angle-beam transducers are used in nondestructive
evaluation of castings and riveted steel connections and in the inspection of

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Transducers

Transducers 5.29

Rotating
transformer

Rotating shaft

Scan line

Artery walls

- - Atherosclerotic
e lesions

Figure 5.23 Intravascular imaging transducer and processing circuits used to
image the inside wall of an artery. The displayed image shows in cross section
the eccentric plaque buildup on the wall. (Reproduced courtesy of Hewlett-Packard
Co., Andover, Mass.)

welded structural elements by the pulse-echo technique. This technique
requires the ultrasonic beam to travel at a small angle to the surface of the
structure. 24351

Angle-beam transducers are based on the principle that a longitudinal wave
incident on a solid 1-solid 2 interface is mode converted into a refracted shear
wave and a refracted longitudinal wave, propagating in solid 2 as shown in Fig.
5.24. The directions of the refracted waves are dictated by Snell’s law.?* These
waves are used to selectively investigate welded joints, cracks, and other
structural faults. According to Snell’s law, as 6;; is increased, 6;, and 6g, also
increase. Corresponding to 6;; (crit.), 6;, becomes 90° and V, ceases to exist,
and only Vg, propagates in solid 2. If 6;; is increased much beyond 6;; (crit.), Vg,
also disappears. In this situation a SAW propagates on the surface of solid 2.
SAWs are used in NDT to detect surface cracks.

Doppler effect transducers. When a sound wave at a given frequency is reflected
from a moving target, the frequency of the reflected or backscattered sound is
different. The shift in frequency is caused by the Doppler effect. The frequency
is up-shifted if the target is moving toward the observer and down-shifted
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Figure 5.24 Angle-beam transducer. The beam directions are
dictated by Snell’s law, sin 6, /V, =sin 6,,/V, =sin OS IV It
solid 1 is plexiglass (V, 2750 m/s) and sohd 2 1s rolled
aluminum (V,,=6420 m/s and V,=3040 m/s), then at 0, =25.4°,
V,, ceases to ex1st in solid 2. When 0,,=64.8°, the shear wave
also ceases to exist. Beyond that angle a surface acoustic wave
is generated which propagates on the surface of solid 2.

if it’s moving away. The Doppler shift in frequency is proportional to the velocity
of the moving target and is given by

fo =2/ 20 (5.21)

where fp=Doppler shift in frequency
fo=transmitted ultrasound frequency
C=velocity of ultrasound in the moving fluid
f=angle between velocity vector V and the transmitted ultrasonic beam

Two techniques are used in the measurement of fluid flow velocity by the Doppler
technique. The continuous-wave (CW) method, as used to determine the flow
velocity of slurries in a pipe, is illustrated by Fig. 5.25a.%? The transmitted CW

Transducers

Guidewire Artery

shaft 8=0 _200 ‘/RB cells y
Electrical R pulse:
input s
Flexible 12 MHz | PUIse Range cell

coil

(a)

Figure 5.25 Measurement of velocity by Doppler shift. (@) Continuous-wave (CW) method. (b) Pulse-wave
(PW) method gives the peak velocity. (Part (b) from Ref. 53. Courtesy of Cardiometrics, Mountain View, Calif.)
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TABLE 5.3 Piezoelectric and Physical Properties of Organic Polymers
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Property PVDF P(VDF-TrFE) P(VDF-TeFE) P(VDCN-VAc)

Dielectric constant €, at 1-10 MHz 6.0 5.0 55 6.0
Dielectric loss tangent, tan 8, at 1-10 MHz 0.25 0.12 0.20 N/A
Mechanical @, 1/tan &, 10 25 15 N/A
Stiffness constant c% (10° N/m?) 9.1 11.3 9.2 8.2
Electromechanical coupling, k, 0.20 0.30 0.21 0.22
Density (10° kg/m?) 1.78 1.88 1.90 1.20
Sound velocity, m/s 2200 2400 2200 2620
Acoustic impedance, Z, (10° kg/m?s) 3.9 4.5 4.2 3.1
Piezoelectric kg (10° V/m) —-2.6 —4.7 —-2.9 -2.6

SOURCE: From Brown.™ Courtesy of Ultasonics Symposium, 1992.

signal is partly reflected by the suspended particles or gas bubbles in the slurry.
This backscattered signal is received by a second transducer and its output is
compared with the transmitted signal. The Doppler shifted signal f; is given by
Eq. 5.21. Knowing 6 and f,, the velocity V can be obtained.

The second method, as used in a medical diagnostic application, is illustrated
by Fig. 5.25b. A pulsed-wave (PW) signal*’® is used to measure the blood flow
velocity in a small blood sample volume or range cell localized in the bloodstream
of a coronary artery. The device is constructed from a 0.45-mm-diameter, flexible
and steerable guide wire with a 12-MHz transducer integrated into its tip. The
transducer transmits a sequence of 0.83-us-duration pulses at a pulse repetition
frequency of 40 kHz into the bloodstream. The range cell is located by time
(range) gating the Doppler shifted backscattered signal generated by the red
blood cells and received by the same transducer. This signal is compared with
the transmitted signal, where as before the velocity V can be calculated using
Eq. 5.21. In this case, cos 6=1.

Polymer transducers. In 1969, Kawai®® discovered that polyvinylidene difluoride
(PVDF, PVF,), which is an organic ferroelectric polymer, displayed strong
piezoelectric properties. In the last decade, an organic copolymer known as
polyvinylidene difluoride trifluoroethylene P(VDF-TrFE) with a higher coupling
coefficient has become available. These polymers are used in hydrophones, audio
microphones, and robotic tactile transducers. In addition, they find application
in wave-propagation transducers for NDT, medical imaging, hi-fi stereophones,
and tweeters.™ Table 5.3 shows the piezoelectric and related properties of these
copolymers.™

A hydrophone is a very sensitive pressure transducer that is used to map the
temporal and spatial acoustic pressure field of another transducer that is
propagating acoustic energy through a fluid. Hydrophones have to satisfy many
requirements: low acoustic impedance to optimally match the fluid impedance
and cause the least disturbance to the field being measured, small sensing spot
size to obtain good spatial resolution, large bandwidth and flat frequency
response to respond to harmonics of the measured signal, and good linearity to
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Figure 5.26 SAW oscillator. (From Ref. 58. Copyright © 1981,
Heuwlett-Packard Co. Reproduced with permission.)

handle the wide dynamic range of pressures. Two types of hydrophones most
commonly used are the membrane hydrophone™ and the Lewin-type needle
hydrophone.™

In the membrane hydrophone, a metallized 250- to 500-um-diameter circular
dot is vacuum-deposited on either side of a poled copolymer film using a simple
mask. This results in a single-element dot transducer. Suitable connections are
made to the dots by vacuum-deposited metallic traces. The copolymer is then
stretched and held in position over a circular hoop. The pressure of the acoustic
field is measured as the electrical output of the dot transducer. The needle
hydrophone consists of a poled, 0.5- to 1.0-mm-diameter, PVDF or copolymer
film transducer which is bonded to the flattened end of a hypodermic needle but
electrically insulated from it. The electrical output of the transducer gives a
measure of the acoustic field pressure.

5.11.2 Surface acoustic wave (SAW) transducers

SAW transducers are used to measure physical, chemical, and environmental
measurands. These transducers consist of a SAW delay line with two IDTs,
inserted in the feedback loop of an amplifier®** as shown in Fig. 5.26. The SAW,
in traveling between the IDTs, undergoes a phase shift ¢, and when the total
phase shift ¢, around the loop is 2n7 and the total attenuation is less than the
amplifier loop gain, the circuit goes into oscillation around the center frequency
fo of the IDT, which is given by nV,/L. The total phase shift is

o1 = ¢p = Ao £ ¢drxT (5.22)
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Figure 5.27 Dual SAW-oscillator force transducer. (a) Oscillators on opposite faces of quartz
substrate achieve temperature compensation. (b) Change in oscillator frequency as a function
of the force. Mixer output shows almost double the sensitivity. (From Ref. 58. Copyright ©
1981, Hewlett-Packard Co. Reproduced with permission.)

where ¢,=0T=27rf,L/V, and V, is the SAW velocity. A¢, is the incremental
phase shift caused by straining or changing the temperature of the substrate
or by a change in V, within the length L. A¢yxr is the phase shift caused by
temperature-sensitive circuit elements.’® n is an integer.

Any perturbation in the loop phase ¢ forces the system to alter the oscillator
frequency by adjusting the total phase shift to be again a multiple of 27 The
oscillator frequency changes when L and/or V, change, and this represents the
transduction mechanism, where the output is a variable-frequency voltage
proportional to the measurand. Similar results are obtained with SAW
resonators.®’

Physical transducers. In transducers used for force, acceleration, and
temperature measurements, the length L is modified by the measurands. In
crystalline quartz devices, the fractional change in SAW velocity is small
compared with the surface strain caused by a change in L. We can therefore
expect a decrease in oscillator frequency when L is increased by direct axial
tension or by an increase in temperature.®®> So, in transducers that measure
force, the temperature must be maintained constant. Figure 5.27 shows a dual
oscillator configuration where the temperature effects are reduced and the force
sensitivity is doubled. For a force acting downward, the Al oscillator increases
its frequency and the A2 oscillator decreases its frequency. The difference in
frequency is a measure of the force.?>%8

Chemical and environmental transducers. In chemical SAW transducers, the
pairs of IDTs are formed on the same side of the substrate as shown in Fig.
5.68,%-¢1 in contrast to the physical SAW transducers described earlier. In the
intervening space L of the sensing oscillator, a (bio)chemical interface layer is
deposited. The second oscillator serves as a reference. Mass loading caused by
the interface layer will change the sensing oscillator frequency. Temperature
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and stress affect both oscillators equally, and they represent common mode
signals. The difference in frequency (F,-Fy) will then be proportional to the
magnitude of the measurand, to the extent that it perturbs the interface layer.
The transduction mechanisms are otherwise identical to those described for
physical transducers.

The magnitude of the change in frequency caused by mass loading of a
polymeric interface layer is given by®!

Af = (K1 + Ko) f2(hp) (5.23)

where K; and K, are material constants of the piezoelectric substrate, A is the
thickness, and pis the density of the interface layer. The product ~p is the mass
per unit area of the interface layer.

In chemical, environmental, and biochemical transducers, the changes in the
frequency F, are primarily brought about by the mass loading effect of the
interface layer. A biochemical transducer uses the selectivity of enzymes and
antibodies to mass load the layer, whereas a chemical sensor depends on the
adsorption and chemisorption of the analyte gases.®® These changes alter the
SAW velocity. The transduction takes place when the velocity changes cause
changes in the total electrical phase shift ¢, around the oscillator loop and
corresponding changes in the oscillator frequency proportional to the mass
loading of the interface layer.

In addition to frequency changes caused by the interface layer, the SAW
attenuates as it propagates between the IDTs. Viscoelastic polymer interface
layers, on absorption of volatile organic species, become soft because of plasticity
effects and the SAW propagation losses increase because of softening of the
polymer. The attenuation of the SAW represents yet another transduction
mechanism in a chemical sensor which has been used to identify several chemical
species for a particular chemical environment.5?
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Figure 5.29 Transduction mechanism of the tunneling displacement transducer. (From
Ref. 63. Insert courtesy of Scientific American, New York, New York.)

5.12 Tunneling Displacement Transducers

In 1986, Binnig and Rohrer were awarded the Nobel Prize in Physics for the
scanning tunneling microscope (STM). The physical basis for the surface profiling
transducer (SPT) used in the STM is the phenomenon of electron tunneling. It
represents the flow of electrons between two conducting surfaces under the
influence of a bias voltage. The resulting tunneling current or the tunneling
effect®® 1s a measure of the separation between these conductors.

Figure 5.29 illustrates the transduction mechanism of the SPT. In practice,
one of the conductors is replaced by an extremely fine tip and the other conductor
is the surface to be profiled. When the clouds of electrons surrounding the tip
and the sample surface are made to overlap and a bias potential is applied
between them, a tunneling current I, is established. This current® can be
represented by

I x e 2% (5.24)

where d i1s the distance between the tip and the sample surface and S, is a
constant for a given work function. I, is an extremely sensitive function of the
distance d. In practical terms, when the tunneling current is well established,
a change in d equal to one atomic diameter will change I, by a factor of 1000.
The SPT utilizes this sensitivity in a STM to profile the surfaces of materials
at the atomic level. The scanning can be done in vacuum, liquids, or gases.5%%
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Figure 5.30 Infrared radiation transducer. (From Ref. 68. Courtesy of American
Institute of Physics, Woodbury, New York.)

The angstrom movements in an STM are achieved with Inchworm* motors and
a scanning tube.®®% The image shown is of atoms on the surface of a silicon
substrate.®® Based on similar principles, but on a transduction mechanism that
involves repulsive forces, an atomic force microscope (AFM) has been developed
for surface profiling.5”

The SPT has also been used in an infrared radiation detector® as shown in
Fig. 5.30. The tip can be lowered and raised by means of an electrostatic force
between two electroded surfaces of the cantilever. The infrared sensor consists
of a gold-coated membrane that traps a small volume of air or helium between
itself and the base of the transducer. The radiation that is absorbed by the gold
coating causes the gas to expand and deflect the membrane. The deflection,
which is measured by the SPT, is a measure of the infrared radiation.

5.13 Thermodynamic Transducers

In thermodynamic systems, heat flows from one system to another whenever
there is a temperature difference between them. Heat flow takes place by heat
conduction, heat convection, and thermal radiation.

The calibration of platinum resistance thermometers, thermocouples, and
the measurement of heat flow require the precise determination of temperature.
In 1989, the International Committee on Weights and Measures adopted the
International Temperature Scale of 1990 (ITS-90). The unit of the fundamental
physical quantity known as thermodynamic temperature, symbol Ty, is the
kelvin, symbol K. The relationship between the International Celsius

* Inchworm is a registered trademark of Burleigh Instruments, Inc.
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Figure 5.31 Thermocouples. (a) Seebeck effect. (b) Measurement setup for remote
sensing.

Temperature, symbol gy, and T, is tgg=To/K-273.15. ITS-90 also defines specific
fixed-point temperatures corresponding to various states of substances, like the
triple point (TP) temperature of water (0.01°C, or 273.16 kelvins). A complete
list of these fixed points is given in Ref. 76. These fixed points are used in the
calibration of platinum resistance thermometers and thermocouples by
evaluating the coefficients of the polynomials that represent their outputs.
According to I'TS-90, a platinum resistance thermometer, in the range from 0°C
to the freezing point of aluminum, would be calibrated at the TP of water (0.01°C)
and the freezing points of tin (231.928°C), zinc (419.527°C), and aluminum
(660.323°C or 933.473 kelvins).

5.13.1 Thermocouples

When two dissimilar metal wires are joined at the ends and are kept at different
temperature Tk and T, a continuous thermoelectric current flows owing to the
Seebeck effect as shown in Fig. 5.31a. If the wires are cut, an open-circuit Seebeck
voltage 1s measured which is proportional to the temperature difference. If T} is
constant, the Seeback voltage is proportional to 7,. The associated Peltier effect
is the increase or decrease of the junction temperature when an external current
flows in the thermocouple (TC) wires. Reference 77 gives a description of these
effects and their interrelationships.

Figure 5.315 shows an arrangement when the measuring equipment is remote
from the sensing TC. Matched extension TC wires are used and the reference
junctions are formed at the measuring equipment. The reference junctions must
be kept at a constant temperature, mostly at ambient room temperature 7).
This requirement can also be satisfied by electronically providing a reference
voltage compensation.™
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TABLE 5.4 Properties of Commonly Used Thermocouples

Temp. range Output,
Type Composition max, °C Environment (bare wire) mV at 500°C
B Platinum—30% rhodium vs. 0-1700 Oxidizing or inert; don’t insert in 1.241
platinum—6% rhodium metal tubes; used in glass industry
E Nickel-chromium (Chromel) —200-900 Oxidizing or inert; limited use in 36.99
vs. copper-nickel (Constantan) vacuum or reducing
J Iron vs. copper-nickel 0-750 Reducing, vacuum, inert; limited 27.388
use in oxidizing at high temp.
K Nickel-chromium (Chromel) —200-1250 Clean oxidizing and inert; use in 20.64
vs. nickel-aluminum (Alumel) vacuum or reducing; wide temp.
range
R Platinum—13% rhodium vs. 0-1450 Oxidizing or inert; don’t insert in 4.71
platinum metal tubes
S Platinum-10% rhodium 0-1450 Same as R type 4.234
vs. platinum
T Copper vs. copper-nickel -200-350 Mild oxidizing, vacuum or inert; low 20.869 mV
{Constantan) temp. or cryogenic applications at 400°C

SOURCE: Data from Ref. 76, courtesy of Omega Engineering, Inc.

Thermocouples used in industry are made from several combinations of
metals. Table 5.4 summarizes the properties of TCs that are commonly used,
and a complete set of thermocouple reference tables is given in Ref. 76. The
basic measuring instrument used with these thermocouples is the potentiometer,
but direct-reading, analog, and digital meters of many kinds are also available
from manufacturers.

5.13.2 Thermocouple vacuum gages

A thermocouple gage is used for monitoring pressures below atmospheric
pressure (vacuum) in the range from 2 to 10~ torr. A gage consists of a filament
heated by a constant-current source and a thermocouple attached to it to monitor
its temperature. The filament and the thermocouple are housed in an enclosure
with an opening connected to the vacuum chamber whose gas pressure is to be
measured. A schematic diagram of the TC gage is shown in Fig. 5.32.

The basic transduction mechanism can be described as the loss of heat caused
when the surrounding gas molecules impinge on the heated filament and take
heat away from it, resulting in a decrease in its temperature.”™ As the pressure
decreases, a smaller number of molecules impinge on the filament, and
consequently its temperature rises. This rise in temperature is indicated by the
electrical output of the thermocouple and is proportional to the pressure
(vacuum). In order to improve the lower limit of 10~ torr, several TCs are
connected in series as 1s done in a thermopile.

The Pirani gage also operates on the same basic transduction mechanism.
The changes in temperature of its tungsten filament are measured as changes
in its resistance with a Wheatstone bridge. The out-of-balance voltage is
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Figure 5.32 Thermocouple vacuum gauge.

proportional to the vacuum level. The range of the Pirani gage is around 107 to
100 torr.®® The Convectron is a Pirani gage with improvements in its accuracy,
repeatability, and response time. The upper limit extends to 1000 torr.

5.13.3 Crystalline quartz thermometers

A quartz crystal, when coupled to conventional oscillator circuitry by replacing
its resonant tank circuit, results in an oscillator whose frequency is controlled
by the crystal as shown schematically in Fig. 5.33. The precise control depends
on the crystal geometry and orientation with respect to the crystallographic
axis referred to as a cut. The AT cut, for example, is used in very stable frequency
oscillators.®

In a quartz thermometer, the transduction mechanism consists of the changes
in the elastic and piezoelectric properties of the crystal as a function of
temperature. These changes result in corresponding changes of the oscillator
frequency. The frequency of an oscillator can be represented by a third-order
polynomial in temperature %’ and is expressed with reference to 25°C, as shown
below.

f®) = fasll + At — 25) + B(t — 25)2 + C(t — 25)°] (5.25)
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Figure 5.33 Crystalline quartz thermometer.

where A, B, C are the temperature coefficients of frequency, f,5 is the oscillator
frequency at 25°C, and ¢ is the temperature to be sensed. Hammond®! discovered
a crystal cut where A was large and B, C were simultaneously zero, designated
as the linear coefficient (LC) cut. This cut is used as a transduction element in
quartz thermometers. Figure 5.33 shows an oscillator using the L.C cut. Its output
is a voltage whose frequency changes linearly with temperature.

The outputs from the two oscillators are mixed, and the output of the mixer
is a much lower frequency but retains the linear relationship between frequency
and temperature. The quartz thermometer measures temperatures in the range
-80 to 250°C with an accuracy of £0.075°C. The sensitivity is 1000 Hz/°C and
the corresponding resolution is 0.0001°C.

5.13.4 IC temperature transducers

The IC temperature (ICT) transducer is a two-terminal monolithic integrated
circuit whose output is a current or a voltage that is directly proportional to
temperature T/K. The transduction mechanism utilized in this transducer is
the dependence of the base-emitter voltage V,, of a silicon transistor, on the
ambient temperature 7/K.

If two well-matched IC transistors are connected as shown in Fig. 5.34aq,
then the difference between the V. s® of the transistors @, and @ is proportional
to T, if the ratio of the respective emitter areas O is constant. It is made constant
by designing the emitter areas of @, and @, to be in a fixed ratio and operating
them at equal collector currents.

When the temperature being monitored changes, the collector currents of @,
and @, also change. The control circuit as drawn in Fig. 5.34a%*%® forces the

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Transducers

Transducers 5.41

?+v

Control circuit

+V
ICT
trans.
lout
R1 Vout
Ro mV/K
-V

(@) (b)

Figure 5.34 Integrated-circuit temperature transducer. (From Ref. 82.
Courtesy of Analog Devices, Norwood, Mass.)

collector currents to equalize, and V| is then proportional to the temperature
being measured. The total output current Iy, through @; and @, is

(5.26)

Tour = (constant) T

Ry

Ioyr 1s then proportional to 7/K if R, is constant. In practice, R, has a very
small temperature coefficient of resistance. In Fig. 5.34b, the transducer is
connected in series with R; and R, to produce a voltage drop proportional to
T/K. The ICT transducer operates in the range -55 to +150°C with very good
linearity.

5.14 lonization Transducers

Tonization transducers (vacuum gages) are used to measure low pressures
(vacuum levels) below atmospheric pressure (760 torr). The basic transduction
mechanism in these gages is the generation of positive ions from the gas
molecules that are present in the chambers to be evacuated. The ions are
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generated as a result of collisions between the gas molecules and the high-energy
electrons that are generated specifically for that purpose. The resulting ion
current is proportional to the gas pressure in the chamber. A complete description
of several vacuum gages is given in Refs. 84 and 85. Practical details about
these gages are given in Refs. 86 and 87.

5.14.1 Hot-cathode vacuum gage

The triode or thermionic emission ionization transducer is a hot-cathode vacuum
gage. The top cross-sectional view is shown diagrammatically in Fig. 5.35. It
consists of a tungsten filament and cathode in the center. Concentric with the
cathode is the grid, which is made from a fine nickel wire helix, held in position
by upright supports. Surrounding the grid is the external nickel plate electrode,
which is concentric with the grid. The gage is housed in an enclosure with an
opening that is connected to the chamber whose pressure is being measured.

In this configuration, the electrons are accelerated from the cathode to the
grid (+180 V), but most electrons not collected by the fine helix move toward
the plate (-20 V). As they move in the vicinity of the plate, the electrons get
repelled by the negative potential of the plate. These electrons undergo several
oscillations between the grid and the plate, and during this process they collide
with the gas molecules, creating positive ions. The ions are attracted toward
the negatively biased plate collector, and an ion current flows in the plate
circuit. This ion current, within a certain pressure range, is proportional to
the total pressure (vacuum) in the chamber. The effective range for the gage
is 108 to 1072 torr.

The Bayard Alpert vacuum transducer is an example of a hot-cathode
ultra-high-vacuum gage. The collector is in the center and consists of a fine
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nickel wire. The filament and cathode located outside the grid. Its operation is
similar to that of the triode gage. The ion current is proportional to the gas
pressure down to 10 torr, because the undesired x-rays generated by the grid
are minimally intercepted by the wire collector. Its operating range is from
4x101° to 5x102 torr. To measure pressures lower than torr, the glass envelope
is not used. The operating range of the nude gage is 2x 107! to 1X1072 torr.

5.14.2 Cold-cathode vacuum gage

In this gage, the electrons are generated by a large electric field instead of a hot
cathode. The gage consists of two plate cathodes made from zirconium or thorium.
In the space between these cathodes is placed a ring-shaped anode. A magnet
provides a magnetic field normal to the plane of the cathode plates, as shown
diagrammatically in Fig. 5.36. It is also known as the Penning or Philips gage.
A high voltage is applied between the anode and the cathodes, producing
electrons that leave the cold cathode surface. These electrons, in the presence of
the magnetic field B, travel in spiral paths toward the positively biased ring
anode. Only a few electrons are captured by the anode, but the rest make several
passes through the ring anode, and in the process ionize the gas. The positive
ions collected by the negatively biased cathodes produce the usual ion current
proportional to the gas pressure. The effective range of this gage is 1x10®to
2x102 torr.

5.15 Photonic Transducers

Photonic transducers measure the light intensity by measuring the impulses of
finite energy content, generally known as light quanta or photons. In these
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transducers, the energy of the photons is converted into a proportional electrical
output by means of several transduction mechanisms. In this section, in addition
to others, we consider the following:

Photoemissive detectors, where the energy of a photon removes an electron
from a metal surface placed in a vacuum or a gas-filled environment.?>8%8

Photoconductive detectors, where the input photons energy creates electron-
hole pairs which change the conductivity or resistance of a semiconductor by
increasing the number of available charge carriers.35%

Photovoltaic detectors, p-n junction devices where the input photons also
generate electron-hole pairs. The electrons and holes provide additional
mechanisms for current conduction. These detectors can be operated in the
photovoltaic mode or the photoconductive mode.3>9193

The energy of a photon, when expressed in electron volts, is given by

Epn = (413 x 10715 f (5.27)

where E,;, is proportional to the light frequency f and inversely proportional to
its wavelength A. Consequently, there is a long wavelength limit to A beyond
which the detector will be cut off when E,, is barely less than the work function
E, in photoemissive detectors®® and the energy bandgap in semiconductor
detectors.®

5.15.1 Photoelectric detectors

Photoelectric or photoemissive detectors operate on the photoelectric effect, which
is a process in which electrons are liberated from a material surface after
absorbing energy from a photon. All the energy from a photon is transferred to
a single electron in a metal, and that electron, having acquired the energy in
excess of E,, will emerge from the metal surface with a kinetic energy given by
Einstein’s photoelectric equation®

%mvz = E,, — E, (5.28)

where v is the velocity of the emerging electron, m is the mass of an electron,
and E, is the work function. E,, is the energy required by an electron at the
Fermi level to leave the metal surface with the highest kinetic energy.

A photoemissive detector is the basic component of vacuum or gas phototubes
and photomultiplier tubes. A phototube consists of a semicircular photoemissive
cathode concentric with a central rodlike anode in a special glass enclosure. The
incoming photons impinge on the photocathode and generate photoelectrons
which leave the cathode surface, and because of the electric field between the
anode and cathode, these electrons are collected by the anode. This results in an
anode current that is proportional to the number of photons impinging on the
cathode.
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Figure 5.37 Photomultiplier tube. (From Ref. 89. Courtesy of Hamamatsu
Corporation, Bridgewater, New Jersey.)

The photomultiplier tube (PMT) operates on the same basic transduction
mechanism as the phototube, but the PMT has provisions for realizing high
current gain by current multiplication. The components of the PMT are shown
schematically in Fig. 5.37. Photoelectrons are generated as in a phototube. These
photoelectrons are focused onto the first element of the PMT chain, known as a
dynode.

The photoelectrons from the first dynode are directed in succession to other
dynodes, which are at progressively higher potential. The electrons accelerate
toward these dynodes, and on striking them, they generate many more electrons
by a process known as secondary emission. As an example, if there are 10 stages
and if each primary electron produced 4 secondary electrons, then the total
number of electrons at the end of the dynode chain would be 4'° or approximately
10¢ electrons. The electrons from the last dynode stage are collected by the anode.
The resulting amplified current is proportional to the number of input photons.

5.15.2 Photoconductive detectors

Photoconductive detectors decrease their terminal resistance when exposed
to light. Figure 5.38a shows a practical representation of a photoconductive
detector. It consists of a thin-film trace of a semiconductor such as cadmium
sulfide deposited on a ceramic substrate. The length of the meandering trace
is L, the width is W, and ¢ is the thickness. There are two metallizations on
either side of the trace to which electrical contacts can be made. When a
voltage Vis applied, a current flows across the width of the trace, all along
the trace. The resistance of the trace at any given light input is Ry~=pW/L
and the corresponding current is I=(V/pg)(L/W), where py is the sheet
resistivity of the semiconductor trace and 1/py is the sheet conductivity pc.
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Figure 5.38 (a) Photoconductive detector. (b) Energy level diagram for an intrinsic semiconductor.

The light input modulates p. and consequently the resistance and the current
across the trace.®

The transduction mechanism can be qualitatively explained with the aid of
the energy level diagram for an intrinsic semiconductor shown in Fig. 5.38b.
An intrinsic semiconductor absorbs a photon when its energy barely exceeds
the energy of the forbidden gap and simultaneously creates an electron-hole
pair. The electron makes a single transition across the bandgap into the
conduction band. This electron and the corresponding hole in the valence band
contribute to the increase in total current. As a consequence, the conductivity
increases and the resistance of the photoconductor decreases with increased
photon input. In extrinsic semiconductors, owing to the added impurities, donor
and acceptor ionized states are created in the forbidden gap, which also
contribute additional carriers to the conduction and valence band, which
increase the conductivity even further. The addition of impurities increases
the quantum efficiency and the long wavelength cutoff?® of photoconductive
detectors.

Photoconductors made from lead sulfide (PbS) and lead selenide (PbSe) are
used as infrared detectors in the range of optical wavelengths from 1 to 3 um
and 1 to 6 um, respectively. Cadmium sulfide (CdS) cells are used in exposure
meters, light dimmers, photoelectric relays, and other consumer-type
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applications. Cadmium sulfide cells can be optimized in the range of 515 to 730
nm, which is close to the spectral response of the human eye.

5.15.3 Photovoltaic detectors

Photovoltaic detectors are junction-based semiconductor devices. Photovoltaic
detectors can be further classified as operating in the photovoltaic mode or the
photoconductive mode. When a p-n junction is formed, a carrier concentration
gradient exists because of the majority carriers in the p-type and n-type regions.
Excess electrons from the n-type region diffuse into the p-type region and the
excess holes diffuse in the opposite direction in order to equalize this gradient.
The movement of charges across the junction generates an electric field E within
the photodiode as indicated in Fig. 5.39a, which prevents any further diffusion
of carriers.

When the energy of a photon that impinges on the photodiode is equal to or
greater than the energy bandgap, electron-hole pairs are generated in the regions
shown in Fig. 5.39a. In the depletion region, the electrons move toward the n
side and the holes toward the p side under the influence of the electric field E.
On the p side, only the electrons move toward the n side and the hole is prevented
from moving by the field. On the n side, the situation is reversed. The
accumulation of charges on either side of the junction results in an open-circuit
voltage V,. that is proportional to the photon input.

Figure 5.39b shows the I-V characteristics of a photovoltaic detector. Without
any photon input, the I-V plot is identical to that of a rectifying diode. As the
photon input increases, the plot is successively displaced downward. For any
photon input level, the open-circuit voltage V,, is proportional to that input. If
the output terminals are shorted, the short circuit current I, is also proportional
to the photon input. This corresponds to operation in the photovoltaic mode, as
indicated by the fourth quadrant of the I-V plot.

When a reverse bias is applied to the photovoltaic detector, the load line is
displaced to the third quadrant by an amount equal to the reverse bias. In this
quadrant, the photovoltaic detector behaves as a current source and is said to
operate in the photoconductive mode.

5.15.4 Position sensing transducers

Structurally modified photodiodes are used in the measurement of small angles,
distances, and machine vibrations, which are related to linear position sensing.*
The lateral effect PIN photodiode is generally used for these measurements,
and its cross section is shown in Fig. 5.40a. Photons from a laser source impinge
on the p-type front surface of the PIN diode and are readily absorbed within the
depletion region, where electron-hole pairs are generated. The electrons move
toward the n-type region and generate a photocurrent I,.

The operation of the lateral-effect photodiode can be represented by a
variable contact resistor, as shown in Fig. 5.406. The location of the laser spot
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Figure 5.39 Photovoltaic detectors. (a) Energy-level diagram for a p-n photodiode
showing the transduction mechanisms. (b) I-V characteristics of photovoltaic

detectors.
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Figure 5.40 Position sensing transducer.

defines that variable contact. The photocurrent I, divides between the paths to
the two edge electrodes in a ratio given by

h-T _, 28

L+L 7T (5.29)

where L is the distance between the electrodes, S is the distance of the laser
spot from one of the electrodes, and I,=I,+I,. Using the above equation, S can be
determined by measuring I; and I,. This is the transduction mechanism of the
position sensing transducer. It measures displacements along a single axis.

5.15.5 Acousto-optic deflection transducers

The acousto-optic (AO) deflection transducer, aside from other applications,® is
used to detect physical vibrations by converting them into a corresponding
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Figure 5.41 Acoustooptic deflection transducer.

phase-modulated electronic signal. The primary mechanism is the interaction
of an optical wave (photons) with an acoustic wave (phonons), to produce a new
optical wave (photons).*’

Figure 5.41a shows diagrammatically an acoustooptic interaction cell, also
known as the Bragg cell. It consists of a solid piece of optical-quality flint glass
which acts as the interaction medium. It has optical windows on two opposite
sides which serve as ports for the entry and exit of the optical beam. A
high-frequency ultrasound transducer is bonded to one of the two remaining
sides. The ultrasound transducer launches longitudinal waves in the interaction
region and produces regions of compression and rarefaction, which are regions
of varying refractive index. These regions are equivalent to a three-dimensional
diffraction grating.

An optical (laser) beam entering the Bragg cell at an angle 6 and passing
through the length L of the grating experiences the periodic changes in the
refractive index at the excitation frequency w,, of the ultrasonic transducer.
Consequently, the optical beam leaving the cell is phase-modulated and
consists of an optical carrier at w, and pairs of optical sidebands around w,,
at w, tNw,,, where N is an integer corresponding to the order of the sidebands.
There is a unique value of 6=603 corresponding to the optical wavelength \
and the acoustic wavelength A, when only one of the first-order sidebands
grows by constructive interference and the other, along with all the higher
sidebands, diminishes owing to destructive interference.? This is known as

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Transducers

Transducers 5.51

Photodiode
_ !: ‘% p Lens
3 \; -..Q:C‘ ‘g Input
: K 12, surface
35 AR ‘) Bragg cell vibrations
-— —— (0 + @) <—
; AR i i S
Laser ~d f‘t: < Probing
f ~ ) beam
“ ST g
Signal \‘ AR
generator fay, >~ ;
= %) ~\ Mirror

> Output

receiver

Reference
| | beam (w; — wm)

Mirror

Figure 5.42 Noncontact vibration-measuring setup using a Bragg cell. (From Ref. 98. Courtesy of
Optical Society of America, Washington, D.C.)

the Bragg effect, and 63 is called the Bragg angle. The angle is given by the
Bragg diffraction equation

sinfp = A fi
B=gx = gy fn (5.30)

where v, is the ultrasound velocity in the medium and f,, is the ultrasonic
modulation frequency of the An wave. The angle between the Bragg deflected
beam and the carrier is 205.

Figure 5.42 shows an application where the Bragg cell is used as a noncontact
vibration-measuring transducer.”® A He-Ne laser is used as the source of the
optical beam. The Bragg cell is used to measure the surface vibrations w,. On
the face of the photodiode, the demodulation of the optical signals takes place.?
The output current of the photodiode has a component at (2w,+w,). The VHF
receiver measures the sideband amplitude, which is proportional to the
amplitude of the surface vibrations. A minimum peak displacement of 2 X102
m, with 300 uW of power at the photodiode, was measured using this system.
Similar arrangements are currently used in commercial systems.%1%°

5.16 Fiber-Optic Transducers

The role of optical fibers in telecommunication systems is now well established.
The recognition of their role in transducers, about two decades ago, led to an
explosive number of applications in physical, chemical, and biochemical
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Figure 5.43 Total internal reflection in optical fibers.

transducers.°-19 These transducers can be separated into extrinsic and intrinsic
types. In extrinsic fiber-optic transducers, the transduction process takes place
external to the fiber and the fiber itself plays a passive role as a light conduit. In
intrinsic transducers, however, the transduction process takes place within the
optical fiber. The measurand modulates a parameter of the fiber, such as the
refractive index, and the fiber in turn modulates the light beam propagating
through its core.

The optical fiber used in these transducers is of the cladded-core type used in
communication links,'® as shown schematically in Fig. 5.43. The core is made
of silica glass, and surrounding the core is a concentric silica cladding. The light
beam in an optical fiber propagates mainly in the core by total internal reflection
(TIR), as shown in Fig. 5.43. A light ray, striking the core-cladding interface at
S, is partly reflected (A’) and partly refracted (A”) into the cladding. By Snell’s
law, ngo sin Oco=ncr, sin ¢ As 6¢o 1s increased, 6¢;, ultimately becomes 90° at
0co="0..ic. Where sin 6,...=nci/nco and the incident ray (B) is totally reflected (B’)
within the core by TIR. In addition, there is a nonpropagating wave with an
exponentially decaying field normal to the core-cladding interface as a
consequence of the boundary conditions. This is known as the evanescent wave,
and it forms part of the transduction mechanism of some physical and biomedical
transducers.10%108

A ray from a laser diode propagating through an external medium of refractive
index n., and striking the fiber end at an angle 6., has to satisfy Snell’s law at
that interface, and maintain TIR at the core-cladding interface. Consequently,

Text S1N Gext = Neo SN (90 — BOcrit.) (5.31)
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and the above equation reduces to
. 2 211/2
Next SIN Gexy = (1, — nct)l/ (5.32)

where n.y sin 6, is known as the numerical aperture (NA) of the fiber. 6., sets
a limit on the cone angle that the light source can have for maximum coupling
of optical power into the sensing fiber.

5.16.1 Physical transducers

The most direct application of an optical fiber to measure physical measurands
is the microbend transducer, as shown in Fig. 5.44.10210310 fiheyr is deformed by
a measurand such as displacement, strain, pressure, force, acceleration,*® or
temperature. In each case, the transduction mechanism is the decrease in light
intensity of the beam through the fiber core as a result of the deformation,
which causes the core modes to lose energy to the cladding modes. A
photodetector is used to provide a corresponding electrical output. This is an
intrinsic-type transducer.

Figure 5.45 shows a pressure transducer and a temperature transducer
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Figure 5.45 Fiber-optic temperature and pressure transducers. (From Gordon Mitchell, of Future
Focus, Woodinville, Wash.'*® Courtesy of John Wiley & Sons.)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Transducers

5.54 Chapter Five

Sensing field, H

i Magnetostrictive
Single
mode fiber \ = / substrate
Light in I / I ng%?‘gﬁ:ed
Fiber bonded ~

to substrate o
Bias field

Figure 5.46 Fiber-optic magnetic field transducer.

configured as a Fabry-Perot etalon or interferometer.'®® The spacing between
mirrors 1s critical to the operation of the etalon as a physical transducer. Any
change in that spacing, brought about by a measurand, will cause the
transmittance of the etalon to change in proportion to the measurand. These
extrinsic transducers are small in size and can be constructed by using integrated
circuit techniques.

Optical fibers are also used to measure magnetic and acoustic fields.'0%1% In
a magnetic field transducer as shown in Fig. 5.46, the transduction mechanism
consists of the longitudinal strain in the magnetostrictive material caused by
the magnetic field and a corresponding strain in the core. This strain modulates
the refractive index of the core and produces a field-dependent phase shift in
the output optical beam. An acoustic field transducer can also be made along
these lines by replacing the magnetostrictive substrate with an acoustically
sensitive coating around the fiber cladding. Consequently, this produces an
acoustic field-dependent phase shift of the optical beam. A Mach-Zhender
interferometer is used to obtain an electrical output proportional to the
measurands.!%

5.16.2 Fluorescence chemical transducers

The knowledge of the partial pressure of oxygen (PO,), the pH, and the partial
pressure of carbon dioxide (PCO,) in arterial blood is very important in the
management of critically ill patients. Sensing elements with specific reagent
chemistries for each of the above measurands are attached to the tips of each of
three optical fibers. When used as intravascular transducers, the three fibers
are enclosed in a single catheter which is then inserted into the artery through
an incision for real-time continuous monitoring of the blood gases and pH.°"
Light from a laser diode source at a specific wavelength enters the fiber at
one end (proximal), propagates through the core, and irradiates the sensing
element at the distal end inside the artery. The sensing element contains a dye
with fluorescent molecules which, on absorption of the photons, are excited to a
higher-energy state. In that state, the molecule loses some of its energy to the
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Figure 5.47 Fiber-optic fluorescence chemical transducers. (@) Oxygen transducer based on the
fluorescence quenching effect. (b) pH transducer.

lattice structure. As it returns with lower energy from an intermediate state of
excitation, it fluoresces at a different wavelength.!%®!'! Since the energy of a
photon is inversely proportional to the wavelength, the energy in the emitted
light is of a longer wavelength. The presence of an analyte (measurand) modifies
the intensity of the reemitted (fluorescent) light. It can be measured using
wavelength-selective devices and photonic detectors, whose output is
proportional to the concentration of the measurand. An analyte such as oxygen
quenches the fluorescence intensity. This is the basic transduction mechanism
in PO, transducers.

Based on the fluorescence quenching effect,'°®-11% intravascular PO,
transducers have been built as shown in Fig. 5.47a.''! The relationship between
PO, (measured) and the fluorescence characteristics of the dye molecule!® is
given by the rearranged form of the Stern-Voltmer equation

PO, = <170 — 1) K (5.33)

where I is the fluorescence intensity after quenching by oxygen and I, is the
intensity in the absence of oxygen. K is the quenching constant, and it
represents the slope of the PO, vs. I,/ plot, which characterizes the performance
of the oxygen transducer.'°® By measuring I, at the excitation wavelength and
\; at the fluorescence wavelength \;, the partial pressure of oxygen can be
determined.

The sensing element in a pH transducer is a pH-sensitive dye, whose acid
from (HA) and the base form (A") fluoresce at different excitation wavelengths,
but the longer wavelength of fluorescence emission is the same for both forms,

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Transducers

5.56 Chapter Five

References

as indicated in Fig. 5.47b.1" This is the basic transduction mechanism. In this
case, the pH can be expressed as!®®

pH = pK, — log(ﬁI—A> a (5.34)
where Iy, is the fluorescence intensity corresponding to the acid form, I,- is the
intensity for the base form, a is a constant, and K, is the indicator constant. By
determining the ratio of the fluorescence intensities, the pH of the analyte
(measurand) can be determined from Eq. 5.34.

A PCO, transducer is essentially a pH transducer that selectively measures
the changes in pH of a buffer solution brought about by changes in CO,
concentration. The sensing element consists of a selective membrane that is
impermeable to hydrogen ions (H*) and water (H,0), but it is highly permeable
to CO,. Enclosed within this membrane is a pH transducer immersed in a buffer
solution of sodium bicarbonate (NaCO,) in water. When CO, diffuses through
the membrane and mixes with the water from the buffer solution, it produces
by dissociation H* ions. Consequently, the changes in pH of the buffer solution
are a measure of the CO, concentration.
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Chapter

Analog-to-Digital Converters

John J.Corcoran

Agilent Technologies
Palo Alto, California

6.1 Introduction

Analog-to-digital converters, often referred to as A/D converters or simply ADCs,
have played an increasingly important role in instrumentation in recent years.
Once central to the function of only basic instruments like digital voltmeters,
ADCs are now at the heart of more complex instruments like oscilloscopes and
spectrum analyzers. In many cases, external instrument specifications are
limited by the performance of the internal A/D converter.

The increasing importance of ADCs to instruments has been driven by the
development of high-performance integrated circuit (IC) technology. This has
enabled higher-speed and higher-resolution ADCs to be designed,
manufactured, and sold at reasonable cost. Equally important, advanced IC
technology has led to the microprocessor and fast digital signal processing
capability, which are essential in providing a low-cost transformation from
the raw data generated by the ADC to the measurement results sought by the
user (Fig. 6.1).

To understand modern instrument performance it is important to understand
the basics of ADCs. This chapter first defines an analog-to-digital converter and
describes typical ADC building blocks. The three most common ADC
architectures are then described in some detail. The chapter concludes with a
cliscussion of A/D converter specifications and testing techniques.

6.2 What Is An Analog-to-Digital Converter?

The basic function of an A/D converter is to convert an analog value (typically
represented by a voltage) into binary bits that give a “good” approximation to
that analog value. Conceptually (if not physically), this process can be viewed
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Input ADC : DSP > _jb\___
Signal T Microprocessor Measurement

conditioning Clock or digital result
signal processor

Figure 6.1 A generic ADC-based measurement system. Digital signal processing transforms the
raw ADC data into a more usable result.

as forming a ratio between the input signal and a known reference voltage V..,
and then rounding the result to the nearest n-bit binary integer (Fig. 6.2).
Mathematically, this process can be represented by

Vin
D= rnd(fef?‘) (61)
where Vi, is the analog value (assumed here to have an allowed range of 0 to
V..), D 1s the data output word, and n is the resolution of the converter (the
number of bits in D). The “rnd” function represents a rounding of the term in
parentheses to the nearest integer.

The reference voltage is typically a precise value generated internally by
commercial converters. In some cases it may be externally supplied. In either
case the reference voltage essentially sets the full-scale input range of the
converter.

6.2.1 Resolution

Clearly, the quality of the converter’s approximation of the input will improve
when the converter resolution n is larger, since the rounding error is smaller.
This rounding error, called the quantization error, is an inevitable property of
even an otherwise perfect ADC. The quantization error has a range of +% LSB

Round to >

Vin, =™ Form —
n ratio nearest " n binary
ViV n-bitbinary | output bits

Vigt = Vin/Vref integer  —»

Figure 6.2 Conceptual view of the function provided by an ADC:
Form the ratio between V;, and V., then round to the nearest n-bit
binary integer.
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TABLE 6.1 Binary versus Decimal Representation

ADC resolution Approximate equivalent
in binary bits in decimal digits
6 2
8 2.5
10 3
12 3.5
16 5
20 6

(least significant bit), where one LSB=V,.;/2". Resolutions are typically expressed
in binary bits. Corresponding resolutions in decimal digits for a few common
cases are shown in Table 6.1.

6.2.2 Sample rate

6.2.3 Errors

By their nature, ADCs are discrete time devices, delivering new output results
only periodically at a frequency called the sample rate. In some cases the input
may be essentially instantaneously sampled, and in that case each ADC output
code can be associated quite directly with a particular input sampling time (Fig.
6.3a). In other cases the input may be intentionally averaged over a long period
to reduce noise, and each ADC output code is then associated with one of these
periods (Fig. 6.3b). In either case the rate of output code occurrence is an
important property of the converter and, along with the resolution, defines the
basic suitability of the converter for a particular application.

Various problems nearly always occur that make the errors of an ADC larger
than the quantization error. Offset and gain errors can be introduced by circuits
which process the input and reference. Noise can add a statistical variation in
output code even if the ADC input is not changing. And linearity errors, which
represent deviations from the linear correspondence between V,, and D in Eq.
6.1, are quite common. ADC errors and testing techniques are described more
completely in Secs. 6.7 and 6.8.

6.2.4 Building blocks of analog-to-digital converters

A/D converters are typically built from a few common electronic building blocks.
In the analog half of the converter these include sample and hold circuits,
comparators, integrators, and digital-to-analog (D/A) converters. For the reader
unfamiliar with these analog components, their functions are briefly described
below. In the digital half of the converter, conventional logic gates and latches
are used.
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Figure 6.3 (@) Example of a sampling ADC converting a sine wave
into a succession of values which approximately reproduce the
sinewave shape. (b) Example of an integrating ADC averaging a sine
wave over its period. The output codes then represent the average
value of the sine wave.

Sample and hold circuits are used to take a sample of the input voltage and
hold it essentially constant while the A/D conversion is taking place. This function
is usually implemented with a switch and capacitor (Fig. 6.4). The switch can be
implemented in various electronic ways, with perhaps the most obvious being a
single MOS transistor.

Comparators convert the difference between their two analog inputs into a
logic zero or one, depending on the sign of that difference. Unclocked
comparators (Fig. 6.5a) often consist of simply a very high gain amplifier with
an output swing limited to the two logic state voltages. But the output of such
an amplifier will be logically ambiguous if the two inputs are very close
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Output

g >k e

Figure 6.4 Simplified sample and hold circuit. When the switch is opened by the clock signal, a
sample of the input is captured on the hold capacitor.

together. For this reason, clocked comparators are nearly always used in A/D
converters.

A clocked comparator (Fig. 6.5b) consists of an amplifier and a switchable
positive feedback element. When the clock occurs, the positive feedback is turned

Vout
1\
Vip —1 + : Logic high
Logic low
Vout \
Vin - (Digital) } — Vi,
Vin
(Analog)

(a)

Vout
A
-
P \
— I
Vin y Clock inactive
/7
Vout L 2" |=— Clock active
Vi (Digital) -+ > Vin
Clock Vin
(Analog) oc

(b)

Figure 6.5 (@) An unclocked comparator can be made from a high-gain differential amplifier. The
output is a logic high if the input exceeds the threshold V. Unclocked comparators are not usually
used in ADCs. (b) A clocked comparator typically has low gain when the clock is inactive, and
infinite gain (from positive feedback) when the clock becomes active. The output goes to a logic
high or low depending on the difference between Vi, and V,;, when the clock occurs.
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Vout

Figure 6.6 A simple integrator circuit. The switch clears charge from the
capacitor before each new integration.

on and the gain of the amplifier is thus made essentially infinite. Although
ambiguous outputs still can occur, the likelihood can be made very low.

Clocked comparators also lend themselves well to use in A/D converters since
they essentially “sample” their input at the time of the clock. This allows properly
synchronized operation of the comparators within the overall converter
algorithm. In some cases clocked comparators can also eliminate the need for a
separate sample and hold circuit.

Integrators (Fig. 6.6) in ADCs are generally implemented with the familiar

1]{

Figure 6.7 Simplified block diagram of an 8-bit digital-to-analog converter (DAC). Binary weighted currents are
switched to the output resistor based on the input bits BO—B7.
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op-amp and capacitor configuration. The average of the input signal over the
integration time is stored in the capacitor and appears with negative sign at the
amplifier output. Memory of the last value integrated must be removed before
each new integration time can begin. Not surprisingly, integrators are a key
element in the integrating ADC, as described below.

Digital-to-analog (D/A) converters are of course the inverse of analog-to-
digital converters. DACs are used as building blocks for ADCs (instead of the
reverse) since DACs are typically much simpler elements. A block diagram for
a basic D/A is shown in Fig. 6.7. Binary weighted currents are switched (or not
switched) to an output summing node based on the digital input code. The
selected currents develop a voltage across a resistor, which is the desired analog
output.

6.3 Types of Analog-to-Digital Converters

There are three types of A/D converters in common use in instruments today,
described here as integrating, parallel, and multistep. A fourth type, the
oversampled converter,' is not widely used in instrumentation and therefore
1s not covered here. Its low noise and low distortion, however, may make it well
suited to certain moderate sample rate instrument applications in the future.

6.3.1 Integrating ADCs

Integrating ADCs function by integrating (averaging) the input signal over a
fixed time, in order to reduce noise and eliminate interfering signals. This makes
them most suitable for digitizing signals that are not very rapidly changing, as
in the signals most commonly applied to digital voltmeters. They may also find
applications where the signal is changing to some extent but the desired result
is in fact a time average of the signal.

The integration time is typically set to one or more periods of the local ac
power line in order to eliminate noise from that source. With 60-Hz power, as in
the United States, this would mean an integration time that is a multiple of
16.67 ms. Many periods of the line might be selected as the averaging time
when it is also desired to average random noise present on the signal and thus
increase the resolution of the measurement.

In general, integrating converters are chosen for applications (like digital
voltmeters) where high resolution and accuracy are important but where
extraordinarily high sample rates are not. Resolutions can exceed 28 bits (8%
decimal digits) at a few samples/s, and 16 bits at 100K samples/s.* Integrating
ADCs are described in more detail in Sec. 6.4.

6.3.2 Parallel ADCs

Parallel ADCs are used in applications where very high bandwidth is required
but moderate resolution (6 to 10 bits) is acceptable, as in digitizing oscilloscopes.
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These applications require essentially instantaneous sampling of the input signal
and high sample rates to achieve their high bandwidth.

The parallel architecture (described in more detail in Sec. 6.5) suits this need
since it essentially consists of an array of comparators, all of which are clocked
to sample the input simultaneously. Since comparators can be clocked at very
high rates, the A/D converter sample rate can be correspondingly high. The
price paid for this speed is the large number of comparators, exponentially
increasing with resolution, and the associated high power and input capacitance.
Sample rates in excess of 1 GHz have been achieved with parallel converters or
arrays of interleaved parallel converters.5”

6.3.3 Multistep ADCs

Multistep A/D converters convert the input in a series of steps instead of “all at
once” as in a parallel converter. Multistep converters are generally built from
building blocks consisting of parallel ADCs and digital-to-analog converters
(DACs). Some speed is sacrificed owing to the sequential operation of these
components. Furthermore, a sample and hold circuit (see Secs. 6.2.4 and 6.5.3)
1s required to capture the changing input signal and hold it constant through
the sequential operation of the converter.

Multistep converters are typically used in moderate sample rate (1- to 100-
MHz) applications. The multistep architecture offers higher resolution or lower
power than parallel converters operating at the same rate. Spectrum analyzers,
for example, typically require 12 to 14 bits of resolution (for about -80 dB
distortion) and gain benefits in bandwidth by using the highest sample rate
available. These resolutions are not very practical with parallel converters but
are well within the range of the multistep architecture. Multistep converters
are described in more detail in Sec. 6.6.

6.4 Integrating Analog-to-Digital Converters

Integrating ADCs are used where very high resolution at comparatively low
sample rate is desired. They function by integrating (averaging) an input signal
over a selected period of time and are therefore usually used for measuring dc
voltages. The averaging has the effect of reducing the noise on the input. If the
averaging time is chosen to be one or more power-line cycles, power-line
interference is largely removed from the measurement.

The most common application is in digital voltmeters, which take advantage
of the exceptional resolution, linearity, stability, and noise rejection typical of
the integrating architecture.

6.4.1 The dual slope architecture

The dual slope approach is perhaps the most commonly used integrating A/D
architecture (Fig. 6.8). There are two half cycles, referred to here as the up
slope and the down slope. The input signal is integrated during the up slope for
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Vout

Figure 6.8 Simplified dual slope ADC block diagram.

a fixed time (Fig. 6.9). Then a reference of opposite sign is integrated during the
down slope to return the integrator output to zero. The time required for the
down slope is proportional to the value of the input and is the “output” of the
ADC.

The up slope cycle can be described mathematically as follows:

_ T:lpVin

P RC
where V, is the peak value reached at the integrator output during the up slope,
Tup is the known up slope integration time, V;, is the input signal, and R and C

are the integrator component values.
The down slope can be similarly described by

(6.2)

V. — T('in ‘/ref (6 3)
p RC .
Vout
Integrate Vi,
Vp —— =X -
1
l
! Integrate Vyet
I
| /
I
1
1
‘ Tirr Figure 6.9 Typical dual slope ADC waveform.
The input is integrated first for a fixed time
TUP Tan T, The reference is integrated second, and

the time T}, is measured.
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where T}, is the unknown time for the down slope, and V,;is the known reference.
Equating 6.2 and 6.3 and solving for T},, the output of the ADC:

7:1p Vin
‘/ref

It should be noted here that V,, and V., will always be of opposite sign (to assure
a return to zero in the integrator), so that T, will always be positive.

It can be immediately seen in Eq. 6.4 that the values of R and C do not
appear in Ty, so that their values are not critical. This is a result of the same
components having been used for both the up and down slopes. Similarly, if the
times T, and Ty, are defined by counting periods of a single clock, the exact
period of that clock will not affect the accuracy of the ADC. Restating the output
in terms of the number of periods of the clock:

Nip Vin
Vref

where NV, is the fixed number of clock periods used in the up slope and N, is
the number of clock periods required to return the integrator output to zero.

Tin = — (6.4)

Nan = (6.5)

Potential error sources. It is clear from Eq. 6.5 that Ndn, the numeric output of
the ADC, is dependent only on the input, the reference, and the known value
N,,. Errors in V¢ will affect the gain accuracy of the ADC, but this is implicit in
any converter.

Offset errors can enter if the voltage at the start of the up slope is different
from the voltage at the end of the down slope. If a single comparator on the
integrator output is used to define the zero crossing time in both slopes, its
offset will not be important. However, offset errors can also occur because of
charge injection from the switches that select the input and reference. In very
high accuracy voltmeter applications, these offsets are usually compensated by
an auto-zero cycle.?

Linearity of the converter can be affected by “memory” effects in the integrator
capacitor. This can be caused by a phenomenon called dielectric absorption, in
which charge is effectively absorbed by the capacitor dielectric during long
exposure to one voltage and then returned to the plates of the capacitor later
when another voltage is applied. Choice of a dielectric material with very low
absorption can be used to minimize this effect.

Resolution-speed tradeoff. The up slope integration time can be set to exactly
Nup periods of the clock. However, the time to return the integrator output to
zero will not be exactly an integer number of clock periods, since V;, can assume
any value. In fact, there will always be an ambiguity of +£1 count in how well
Ndn describes V...

The resolution of a dual slope ADC is thus essentially one count in N,,,,,
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where N, is the number of counts accumulated in the down slope after
integrating a full-scale input V;,, = Vj; (assumed to be fixed). Referring to Eq. 6.5,

Nop Vs
eref

To improve resolution, V,,,, must be increased. This can be done by increasing
N,,, which has the effect of linearly increasing the time required for both the up
slope and the down slope. Or V,; could be lowered, so that the up slope time is
constant but the down slope time is increased linearly. In either case (in the
limit), the increased resolution requires a linear increase in the number of clock
periods in the conversion. Assuming a practical limit to the minimum clock
period, increased resolution comes at the direct expense of conversion time.
This problem can be alleviated significantly by the use of the multislope
architecture.

Nmax = - (66)

6.4.2 The multislope architecture

A block diagram of a typical multislope ADC* is shown in Fig. 6.10. It differs
from the dual slope approach in that there are separate up and down integration
resistors, and furthermore, there are multiple values for the down slope
integration resistors.

Using different resistors for the up and down slope portions introduces the
possibility of errors due to resistor mismatch. The dual slope is immune to this
problem since only one resistor is used. However, high-quality resistor networks
with good temperature tracking and linearity can overcome this disadvantage.*

The advantage of the multislope architecture is a decrease in conversion time
or an increase in resolution. A significant reduction in conversion time can be
obtained first of all by making R,, (connected to Vi,) considerably smaller. The
integrator charging current will be increased, utilizing the full dynamic range
of the integrator in less time.

—o o ICI

Vin O_\/\/\/\‘_ [ |
Ran

Vet —O/O——\/\/\/\_J
10 Rgn

Vet ——O . O— AN Vour
100 Rgp

Vet __'O/

Figure 6.10 Multislope ADC block diagram. Separate up and down integration resistors
(and multiple down resistor values) increase conversion speed.
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Figure 6.11 Typical multislope ADC waveform. The input is inte-
grated first through resistor R,,. References of alternating sign are
then integrated through resistors of increasing value.

Next, the time required for the down slope at a given resolution can be reduced
by operating multiple “down” slopes, each at successively lower currents (Fig.
6.11). In the example of Fig. 6.11, the first down current is opposite in sign to
the input, and sufficiently large that the integrator will cross zero in less than
10 counts.

When the integrator output crosses zero, the current is turned off at the next
clock transition. The amount by which the integrator overshoots zero depends
on the exact input voltage. To digitize this “residue” accurately, a second, 10
times lower, opposite sign down slope current is selected. Zero is crossed again
but from the opposite direction, and with 10 times lower slope. The overshoot is
once again proportional to the exact input but will now be 10 times lower in
amplitude owing to the lower slope. The counts accumulated in this down slope
phase are accorded 10 times lower significance.

An indefinite number of these down slopes can be successively applied, each
adding (in this example) a decade to the resolution but adding very little
percentage increase to the overall conversion time. The multislope approach
can be implemented with decade steps in the down slopes as described here, or
with other ratios. Even further increases in resolution can be achieved by
applying a multislope up period, in which both the input and an offsetting
reference current are applied.*® In summary the multislope approach offers
dramatic improvements in resolution-speed tradeoff compared with the simple
dual slope architecture, at the expense of more complexity and the need for
well-matched resistors.

6.5 Parallel Analog-to-Digital Converters

As mentioned in Sec. 6.3, parallel ADCs are used in applications where very
high bandwidth and sample rates are required, and moderate resolution is
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Figure 6.12 Block diagram of a flash A/D converter. The clocked comparators sample the input and
form a thermometer code, which is converted to binary.

acceptable. A typical application is real-time digitizing oscilloscopes, which can
capture all the information in a signal in a single occurrence. ADCs are also
used in repetitive digitizing oscilloscopes, but high real-time sample rates are
not required (see Chap. 14 for more detail).

6.5.1 Flash converters

The most familiar of the parallel class of A/D converters is the “flash” converter
(Fig. 6.12), so called because 2" clocked comparators simultaneously sample the
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Figure 6.13 The thermometer code from
0 the comparators is converted to a 1-of-AT
code using logic gates.

Y

waveform (where n is the converter resolution). Each comparator is supplied
with a distinct threshold voltage, generated by resistor dividers from the main
converter reference voltage. These thresholds taken together span the input
range of the converter. The output bits from these comparators form a
thermometer code, so called because it can be displayed as a column of continuous
ones below a similar sequence of zeros (Fig. 6.13). The transition from ones to
zeros in the sequence indicates the value of the sampled input signal. This
transition is detectable with a simple logic gate, resulting in a “1-of-N” code
(where N=2"), since only one bit is a one. The 1-of-N code can then be encoded
further with straightforward logic to a binary code of n bits, the desired output
of the converter.

Flash converters are very fast, since the speed of clocked comparators and
logic can be quite high. This makes them well suited to real-time oscilloscope
applications. However, numerous disadvantages also exist. The complexity of
the circuits grows rapidly as resolution is increased, since there are 2" clocked
comparators. Furthermore, the power, input capacitance, clock capacitance, and
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physical extent of the comparator array on the integrated circuit all increase
directly with the number of comparators.

The size of the comparator array is important since the flash converter
typically samples rapidly changing input signals. If all comparators do not sample
the input at the same point on the waveform, errors can result. Furthermore,
propagation delays of the signal to all comparators are difficult to match as the
array size increases. This is one reason that flash converters are typically used
in conjunction with a sample and hold circuit (Secs. 6.2.4 and 6.5.3), which
samples the input and ideally provides an unchanging signal to all comparators
at the time of clocking.

Modifications to the flash architecture can be used to reduce the cost of higher
resolution. These techniques, which include analog encoding,®'* folding,'?!3 and
interpolating, 1% can reduce input capacitance and the size of the comparator
array considerably.

6.5.2 Dynamic errors in parallel ADCs

The flash A/D architecture and its variants all suffer to some extent from dynamic
errors if no sample and hold is used. Dynamic errors are defined here as those
which result when high-frequency input signals are applied to the ADC. A
common dynamic error is that due to the large nonlinear (voltage-dependent)
input capacitance of the ADC. This capacitance is nonlinear since it consists
largely of semiconductor junctions. When this input capacitance is driven from
a finite impedance source, distortion can occur at high frequencies.

Another class of dynamic errors occurs if the input and clock signal are not
delivered simultaneously to all the comparators in the ADC. Even in a monolithic
implementation, the physical separation of the comparators can be large enough to
make this difficult for very high frequency inputs. For a 1-GHz sine wave at the
zero crossing, the rate of change is so high that in 10 ps the signal changes by 3
percent of full scale. To accurately digitize this signal, all comparators must be
driven by the same point on the signal when the clock occurs. If there are mismatches
in the delays in the clock or signal distribution to the comparators of only 10 ps,
there will be a difference of 3 percent in the value of the signal perceived by different
comparators. The resulting set of comparator outputs, after interpretation by the
encoder which follows, could result in large output code errors.

Both of these errors tend to get worse as the converter resolution is increased,
since the input capacitance and size of the comparator array both grow. This
may limit practically achievable resolution before power and complexity
constraints enter in. Sample and hold circuits are typically used with parallel
ADCs to relieve these problems.

6.5.3 Sample and hold circuits

Sample and hold circuits eliminate dynamic errors from parallel ADCs by assuring
that the comparator input signal is not changing when the comparator clock occurs.
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Figure 6.14 Sample and hold circuit driving parallel ADC. When the switch opens, the input value is held on
the capacitor. When the ADC input line has settled to a stable value, the comparators are clocked.

A conceptual model of a sample and hold driving an ADC is shown in Fig. 6.14.
When the switch is closed, the voltage on the hold capacitor tracks the input
signal. When the switch is opened, the capacitor holds the input value at that
instant. This value is applied to the ADC input through the amplifier, and after
settling, a stable value is available for the comparators. Only then are the
comparators clocked, eliminating the signal distribution problem referred to above
and all other dynamic errors associated with the comparators.

Of course, there are limits to the dynamic performance of the sample and
hold circuit as well. To the extent that it has nonlinear input capacitance, the
same high-frequency distortion referred to above (Sec. 6.5.2) will occur. However,
this effect will typically be much lower, since sample and hold input capacitance
is typically much lower than that of a parallel converter.

Another common sample and hold dynamic problem is aperture distortion.
This refers to distortion introduced by the nonzero turn-off time of the sampling
circuit in the system. This can introduce distortion when sampling a high-
frequency signal, since the effective sampling point on the signal can be a function
of the signal rate of change (slew rate) and direction. For this reason, much
attention is paid to the design of the switch used in the sample and hold circuit.
MOS transistors can be used directly as sampling switches, and improvements
in transistor speed lead to better sample and hold performance.

Another high-performance sampler configuration often used is the diode
bridge, shown in Fig. 6.15. With the currents flowing in the direction shown,
the switch is on. The input signal is effectively connected to the hold capacitor
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Figure 6.15 Diode bridge circuit for use as sampling switch. The switch is on with the cur-
rents flowing in the direction shown. It is turned off by reversing the direction of current flow.

through the conducting diodes D1 to D4. Diodes D5 and D6 are off. To turn the
switch off, the currents are reversed. Diodes D5 and D6 now conduct, and all
the other diodes are off. The input signal is isolated from the hold capacitor by
the OFF series diodes D1 to D4 and the ON shunt diodes D5 and D6.

Diode bridge samplers are often built from Schottky diodes, which have the
advantage of no stored charge. They can thus be turned off quickly, offering low
aperture distortion. Very high performance sample and hold circuits have been
built using this approach.>'”

6.5.4 Interleaving ADCs

Regardless of the sample rate of the A/D converters available, higher sample
rates are always desired. This is especially true in real-time oscilloscope
applications where the realizable bandwidth is directly proportional to the sample
rate. To obtain higher sample rates, arrays of converters are often interleaved.
For example, four 1-GHz converters, driven by a single input signal, might be
operated with their clocks spaced at 90° intervals. This creates an aggregate
input sample rate of 4 GHz, raising the realizable bandwidth from a typical 250
MHz to 1 GHz. (Of course, to achieve this 1-GHz bandwidth, the sampling circuit
in the ADC must also have 1-GHz bandwidth).
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Figure 6.16 The effect of timing errors in an interleaved ADC system. The clock to
ADC number 3 is misphased in this example, resulting in a significant voltage error
for high-frequency inputs.

But interleaving often introduces errors due to mismatches in the
characteristics of the individual ADCs. Offset and gain errors in a single
noninterleaved ADC may produce relatively innocuous errors not important to
the application. In an interleaved system, differences in the offset and gain of
individual ADCs can be translated to spurious frequency components at
submultiples of the sample rate. These would be especially undesirable if the
spectrum of the signal were of interest.

Fortunately, offset and gain errors in interleaved ADC systems can generally
be calibrated out. More difficult is to remove the effect of dynamic mismatches
in the ADCs. These have two sources: inaccurate phasing of the clocks that
interleave the ADCs, and different bandwidths in the sampler circuits that
precede the ADCs.

The effect of clock phase errors is illustrated in Fig. 6.16, which shows the
effect of one misphased converter clock in a four-way interleaved ADC system.
For a 1-GHz input signal, a 10-ps clock phase error results in a 3 percent error in
the value of the sample taken. This is a direct result of the high slew rate of the
signal to be digitized. Misphased clocks in interleaved ADC systems can produce
spurious frequency components and changes in shape or timing in a reconstructed
waveform. A two-rank sample and hold circuit® which samples the input with
only one sampler can essentially eliminate this problem. Calibration procedures
that adjust the phases of the clocks can also help to reduce these effects.

The effect of bandwidth mismatch is similar to that of timing mismatch.
Calibration to reduce the effect is more difficult, however, requiring adjustment

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Analog-to-Digital Converters

Analog-to-Digital Converters 6.19

of the frequency response of an analog circuit rather than merely adjusting the
delay of a digital one.

Section 6.8.4 describes a test that can measure the timing errors due to use
of interleaving in an ADC system.

6.6 Multistep Analog-to-Digital Converters

Multistep converters are often used when the resolution requirements of the
application exceed the resolution available in parallel converters. A typical
application for multistep converters is in direct digitizing spectrum analyzers,
where 12-bit resolution is typically required at the highest sample rate available.
Direct digitizing spectrum analyzers are defined here as those that use a Fourier
transform of an ADC output record to compute a spectrum. They typically offer
higher measurement throughput than classic analog spectrum analyzers with
a swept oscillator and mixer architecture. “Multistep” as used here includes a
wide variety of ADC architectures, including the two-step, ripple-through, and
pipeline architectures described below. Multistep also includes the simple but
lower-speed successive approximation architecture.

6.6.1 Two-step analog-to-digital converters

A simple example of a multistep ADC is a two-step converter with 12-bit
resolution (Fig. 6.17). The input signal is captured by a sample and hold and
digitized by a parallel converter with 6-bit resolution. The digital result is then
converted by a digital-to-analog converter (DAC) to analog form and subtracted
from the input. The resulting small “residue” (the difference between the input
and the nearest one of the 64 ADC “rounding” levels) is amplified by 64 and

12b data
A

Sum

6 bit
ADC

6 bit
ADC

In SH >

Yy

(12 bit
accurate)

Figure 6.17 Block diagram of a 12-bit two-step ADC. The two 6-bit ADC output codes are summed
to give the 12-bit result.
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then digitized by another parallel 6-bit ADC. The two 6-bit results are summed
with appropriate weights to yield the 12-bit output code.

The advantage of the two-step architecture is clear from this example. The
signal has been resolved to 12 bits, but only 128 (2X64) comparators are required.
A fully parallel converter would have required 4096 comparators. A two-step
converter offers lower power, complexity, and input capacitance than a parallel
converter of the same speed.

The price paid is the addition of a sample and hold circuit and DAC. The
sample and hold circuit is needed to capture a sample of the input and hold it
constant across the sequential operation of the two parallel converters and the
DAC. (This sampler can be avoided in parallel converters, where the clocked
comparators function intrinsically as samplers). The DAC must be precise to
the desired output resolution of the converter (12 bits in the above example).

6.6.2 Ripple-through analog-to-digital converters

The two-step architecture makes a substantial reduction in the number of
comparators when compared with the parallel architecture. However, 128
comparators are still required in the 12-bit example of Fig. 6.17. Further
reductions are possible by using more stages in the conversion process, with
fewer bits per stage and correspondingly lower gain in the residue amplifiers. A
three-stage converter resolving four bits per stage would require 48 comparators.
A 12-stage converter resolving one bit per stage would require only 12
comparators. Converters of this type (with more than two ADC stages but only
one sample and hold) are often called “ripple-through” converters.!®'® A one bit
per stage ripple-through architecture is shown in Fig. 6.18. Each stage includes
a single comparator, a 1-bit DAC, a subtractor, and an amplifier with a gain of
2. In each stage, one bit is resolved and a residue is passed on to the next stage.
Each stage’s comparator is clocked when the prior stage’s output has settled,
leading to a “ripple” of activity down the converter.

The one bit per stage architecture minimizes comparator count, but it does
require more amplifier and DAC stages than a two-step converter. However,
these are very simple stages, and overall component count is generally lower in
ripple-through converters than in two-step converters. On the other hand, the
sample rates of one bit per stage converters tend to be lower than two-step
converters within a given technology. This is largely a result of the larger number
of sequential operations required. To increase speeds further, pipelining is
employed.

6.6.3 Pipelined analog-to-digital converters

A pipelined converter increases speed relative to other multistage converters
by simultaneous instead of sequential operation of the comparators, DACs, and
amplifiers in the circuit. This is achieved by interposing sample and hold circuits
between the stages.
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Figure 6.18 Block diagram of a 12-bit, one bit per stage ripple-through converter. Each stage
includes a 1 bit ADC, DAC, and amplifier with a gain of 2.

Figure 6.19 is a block diagram for a one bit per stage pipeline converter. It is
similar to the architecture of Fig. 6.18, with the addition of sample and hold
circuits. Each sample and hold circuit holds the residue from the prior stage.
On every clock period, a new sample of the input is taken, and the amplified
residues advance one stage down the “pipeline” (really an analog shift register).
At any time, there are m input samples being processed in the converter, where
m is the number of stages in the pipeline. At every clock occurrence, m data bits
are generated. Since these data bits apply to m different input samples, they
must be collected into words that properly represent each sample. A tapered
length digital shift register can be used for this operation.

In exact analogy to the ripple-through architecture above, pipeline ADCs
can be optimized by varying the number of stages used and the number of bits
per stage.?"?2 For example, three bits per stage could be employed in
conjunction with gain of eight residue amplifiers. Four of these stages would
produce a 12-bit converter. Comparator count is minimized by using fewer
bits per stage, at the expense of more stages and sample and hold circuits. The
optimum configuration depends on whether the goal is to minimize power,
complexity, or conversion time, and on the details of the circuit elements
employed.

Overall, the pipeline architecture can be very efficient in component count
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Figure 6.19 Block diagram of a one bit per stage pipeline ADC. Each stage includes a sample and hold
circuit, allowing simultaneous processing of multiple input samples and higher conversion rates than the
ripple-through architecture.

and power consumption for high-resolution ADCs. It is typically faster than the
two-step, ripple-through, and other nonpipelined multistep converters owing to

its simultaneous processing of multiple input samples.

6.7 Static ADC Errors and Testing Techniques

Numerous specifications are in common use to describe ADC errors. These errors
can be grouped into two classes: static errors and dynamic errors. Static errors
are those errors which occur with dc or very low frequency input signals. Dynamic
errors are additional errors which occur with high-frequency input signals. Note
that “input” here means the analog input, not the clock, which is assumed to be

at the normal specified value in both cases.

Which errors are most relevant depends on the instrument application. Static
errors are most important for digital voltmeters, but dynamic errors are
typically the limiting factor in digitizing oscilloscopes and spectrum analyzers.
In this section, common static ADC errors are defined and methods for
measuring these errors are described. Section 6.8 covers dynamic errors. In
both sections, errors particularly relevant to specific instrument applications

are noted.
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6.7.1 ADC output codes and code transition levels

To describe ADC errors concisely, it is necessary to first establish a nomenclature
that defines the relationship between the input voltage and output code of an
ADC. The conventions used in IEEE Standard 1057, “Trial Use Standard for
Digitizing Waveform Recorders,”? are followed below.

An ideal ADC will produce the same output code across a small range of
input voltages. This range is set by the resolution of the ADC and is often called
the bin width. Given an input voltage, it is possible to predict what output code
would be generated by an ideal ADC. However, the converse is not true. Given
an output code, the input might have been any of the voltages within the bin
width.

However, the transitions between codes do have a single corresponding input
voltage. The transition between one code and another can be loosely defined as
the input voltage where, in the presence of some noise, the ADC output is equally
likely to be either one of the two adjacent codes. Figure 6.20 defines these
transitions between codes as T(k). That is, T(k) is the precise input voltage
required to produce the transition between code and code k-1 at the output of
the converter.

Likewise, Fig. 6.20 defines the bin width for each code of the converter. The
bin width W(k) is defined as the difference between the two code transitions
that bound code That is,

Wk)=Tk+1) — Tk (6.7)
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In an ideal converter, every bin width would have the value @, the quantization
value of the converter, @ is equal to the full-scale range of the converter divided
by 27, where n is the converter resolution.

6.7.2 Offset, gain, and linearity errors

In what follows, ADC offset, gain, and linearity errors are defined and test
techniques for them are described.

Definitions. Offset and gain errors in ADCs are analogous to the same errors in
amplifiers. If an ADC has an offset error, there will be a systematic shift in the
values of the transition voltages T(k) from their nominal values. It is possible to
estimate the offset error from a single transition voltage measurement at the
middle of the converter’s range. But since this measurement may include
nonlinearity and gain errors, it is an imprecise estimate of offset. A more
meaningful measure can be obtained by a least mean squares fit of the complete
set of transition values T(k) to a straight line through the ideal T(k). The offset
required to produce the best fit of the actual values to this straight line is the
offset of the converter.

Likewise, a gain error manifests itself as a scaling of all the transition voltages
to higher or lower absolute values. Equivalently, a gain error exists if the average
code bin width is higher or lower than the nominal value . Once again, the
gain error can be obtained by noting the gain term required to produce the best
straight-line fit of the T(k) to their ideal values.

Linearity errors are traditionally defined by integral nonlinearity (INL)
and differential nonlinearity (DNL). The integral nonlinearity describes the
deviation of the transition levels 7T(k) from their nominal values after a best
straight-line fit has been performed to remove offset and gain errors. The
differential nonlinearity represents the deviations of the bin widths W(k) from
their nominal value @, again assuming at least a gain error correction has
been performed.

INL and DNL errors are usually described in units of least significant bits
(LSBs), where one LSB=Q in the nomenclature used here. The integral
nonlinearity error in terms of LSBs is

Tk - k-1HQ
Q

where it is assumed that offset and gain errors have been removed and 7(1)=0.
Likewise the differential nonlinearity error in LSBs is

INL(%) = fork=2to2"—1 (6.8)

Wk — @

DNL(k) = 5

fork=1to 2" —2 (6.9)
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Clearly, INL and DNL errors are related. In fact, DNL is the first difference of
INL, i.e.,

DNL(k) = INL(k + 1) — INL(k) (6.10)

This statement can be readily verified by substituting Eq. 6.8 in Eq. 6.10 and
noting that T(k+1)-T(k)=W(k).

Two qualitative measures of ADC performance related to INL and DNL are
missing codes and monotonicity. If a converter has some codes that never appear
at the output, the converter is said to have missing codes. This is equivalent to
a bin width W(k)=0 for those codes, and a significant associated DNL error.
Monotonicity refers to a converter whose output codes continuously increase
(decrease) when the input signal is continuously increased (decreased). When
testing for monotonicity, the effects of noise must be averaged out.

Offset, gain, and linearity errors are dc measures of performance and as such
put an upper bound on overall accuracy for any converter. They are especially
critical in digital voltmeter applications, however, where absolute accuracy in
making dc measurements is the task at hand. Integrating ADCs are especially
well suited to these applications because of their exceptional linearity and
monotonicity (see Sec. 6.4).

Testing techniques. To measure offset, gain, and linearity errors, several
techniques can be used. The purpose is generally to accurately locate the T(k).
Once this is done, the offset, gain, and linearity errors can be quickly calculated.
Two locating techniques will be described, one using a digital-to-analog converter
(DAC), the other a device called a tracking loop.

The DAC approach requires a D/A converter with accuracy and resolution
substantially better than the ADC to be measured. The technique involves
moving the output of the DAC slowly across the input range of the ADC and
recording the code required at the DAC input to locate each transition voltage
T(k). Clearly this requires a way of judging the statistics of the decisions at the
ADC output to find the 50 percent likelihood condition. This is best done by
storing ADC conversion values in memory and analyzing them by computer.

Another technique (Fig. 6.21) makes use of a “tracking loop” to locate the
T(k). The computer controlling the process requests the loop to find a particular
T(k) by sending code to a digital magnitude comparator, which compares with
the output of the ADC. If the ADC output is lower, the integrator output is
ramped up, increasing the ADC input. When the ADC outputs code or higher,
the integrator ramps down. Eventually the ADC alternates between code and
code k-1 (assuming a well-behaved converter with low noise). The average value
of the input signal to the ADC under this balanced condition is the desired
value T(k). The measurement of 7T(k) is performed at the ADC input using a
digital voltmeter (DVM).

A few precautions must be taken to ensure an accurate measurement. The
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Figure 6.21 Tracking loop used for dc testing of ADC linearity. The integrator forces the transition voltage T(k)
at the ADC input.

voltmeter resolution and accuracy must be better than that of the ADC to be
measured, but this is generally easy to ensure. The integrator time constant
should be chosen so that the peak-to-peak ramp expected (given the ADC
conversion time) is small relative to one LSB. If this is not easy to arrange, the
DVM should at least average over many periods of the A/D conversion.

The tracking loop technique works well with well-behaved converters that
are monotonic. For nonmonotonic converters, the integrator may get “stuck” at
a particular transition when another is being requested. This will show as a
large error (>1 LSB) until the nonmonotonic region is passed.

Figure 6.22 is a plot of a typical well-behaved A/D converter measured with a
tracking loop. What is plotted is the difference between the actual T(k) and the
ideal T(k) (in units of LSBs) vs. the code Before plotting, the gain and offset
errors were removed. In other words, this is a plot of the integral linearity of
the converter. The differential nonlinearity can be estimated directly from this
plot. Since DNL is the first difference of INL, the value of the DNL for every is
the size of the “jump” in INL from one point to the next. This converter shows
DNL errors of about +% LSB. DNL could of course be exactly plotted by a precise
calculation of these differences or of the errors in the bin widths W(k).

In spectrum analyzer applications, distortion of the converter is a key measure
of performance. If a choice must be made, converters with low DNL errors are
generally preferred to those with small INL errors, since they give much lower
distortion for small input signals. A step in the INL error plot (i.e., a DNL error)
will produce a large distortion relative to the signal amplitude when small inputs
are applied which happen to span the step in the error curve. On the other
hand, a smooth bow-shaped INL error will produce distortion for full-scale inputs,
but its magnitude will drop rapidly relative to the signal when the signal
amplitude is reduced. This can be accomplished with the input attenuator of
the spectrum analyzer.
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Figure 6.22 Typical integral linearity plot for a 10-bit ADC, generated using the track-
ing loop of Fig. 6.21.

The histogram is an alternative technique for assessing DNL. In this test a
low-frequency, linear, triangle-shaped waveform is applied to the converter.
The results of the conversions are stored in memory, and the number of
occurrences of each code are counted. With a large enough sample, a good
measure of all the W(k) can be obtained by calculating the percentage of the
conversions that resulted in each code. In an ideal converter, all the percentages
would be the same. Deviations from the nominal percentage can be converted
to bin width (DNL) errors.

Sine waves can also be used as the source in histogram testing. In this case a
nonuniform distribution of code occurrences will occur, with a heavy
accumulation near the peaks of the sine wave. But since the sine-wave shape is
well known, this effect can be removed mathematically. A low-distortion sine
wave should be used.

6.8 Dynamic ADC Errors and Testing Techniques

Dynamic ADC errors are additional errors which occur when high-frequency
signals are applied to the analog input of the converter. The most common
dynamic errors are distortion, aperture jitter, and step response anomalies.
These errors (and the associated testing techniques) are described in this section.
Spurious components, noise, and metastability errors can occur for either static
or dynamic analog inputs. They are described here (instead of in Sec. 6.7) since
dynamic test techniques are usually the best way to measure them.
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6.8.1 Distortion and spurious components

ADC distortion (which produces harmonics of the input signal) are a particularly
important measure of performance for spectrum analyzers, since they are often
used to find distortion in the signal under test. Spurious components, defined
here as clearly identifiable spectral components that are not harmonics of the
input signal, are also important for spectrum analyzer applications.

Distortion can be caused by integral and differential nonlinearities (see Sec.
6.7.2) in the converter’s transfer curve. These produce distortion with dc inputs,
and also for all higher input frequencies. Other distortion, referred to here as
dynamic distortion, can occur for high input signal frequencies. Dynamic
distortion can be due to limitations in the sample and hold in front of the ADC,
or in the ADC itself if no sample and hold is used. A common source is voltage
variable capacitance in the converter active circuits. At high frequencies, this
capacitance produces distortion when driven by a source with finite output
impedance.

Spurious components are spectral lines that are not harmonics of the input
signal frequency. They can appear as subharmonics of the clock frequency or as
intermodulation products of the input frequency and clock subharmonics, or
they can be caused by interference sources nearby in the system, such as digital
system clocks or power-line noise sources. ADC distortion is generally specified
in negative dB relative to the amplitude of the input signal. Total harmonic
distortion (the rms sum of all harmonics) and “largest harmonic” are measures
commonly used. Spurious components are usually specified in negative dB
relative to ADC full scale.

Distortion can be measured using the converter test arrangement of Fig.
6.23. This block diagram is actually a generic setup for sine-wave testing of A/D

Frequency
synthesizers Buffer
for IN & CK ADC memory

fin

CPU

CK

LT

[T

f
" b

— Optional but
preferred

Figure 6.23 Test arrangement for sine-wave testing of ADCs. Frequency synthesiz-
ers (preferably with locked frequency references) are used to drive the ADC input
and clock. Output data are captured in memory and analyzed by the processor.
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Figure 6.24 Plot of distortion (largest harmonic) at two input levels vs.
input frequency for a 20 megasamples/s, 12-bit ADC.

converters, and will be referred to in many of the discussions which follow.
Sine-wave testing requires two sine-wave signal sources (preferably synthesizers
with the same frequency reference), one for the clock and one for the input of
the ADC. In general, the synthesizer driving the input is filtered to reduce its
harmonic distortion to a negligible level. The conversion results are stored in a
buffer memory, then transferred to a CPU for analysis.

Distortion can be easily measured in this arrangement by using the fast
Fourier transform (FFT) for analysis. Clock and input frequencies appropriate
to the application are applied to the ADC, and the data are gathered and
transformed by the CPU. The output can be displayed as an amplitude spectrum.
Assuming the signal source is suitably free of distortion, spurious components,
and noise, the resulting spectrum should represent the performance of the A/D
converter.

Distortion will generally be a function of signal amplitude as well as frequency.
For this reason, distortion is best displayed graphically as a family of curves. A
typical distortion result is shown in Fig. 6.24 for a 20 megasamples/s, 12-bit ADC.*
The plot is of largest harmonic vs. input frequency for two different input
amplitudes, full scale and 6 dB below full scale. The results were obtained with
FFT analysis. Two points should be noted. For low input frequencies, the distortion
is higher with the —6-dB input. This indicates that differential nonlinearity errors
dominate in this region. (If integral nonlinearity errors were dominant, the
distortion would have been lower.) At high input frequencies, however, the opposite
is true. The increasing distortion is due to dynamic effects which have a smooth
nonlinearity characteristic. The distortion is thus lower for smaller input signals.
This characteristic is common to many high-speed A/D converters. Spurious
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6.8.2 Noise

components can also be measured using the FFT technique. The largest
nonharmonically related component can be determined from the spectrum. Its
value relative to the ADC full scale represents the spurious performance of the
converter.

As defined here, noise refers to what is left in a spectrum when the fundamental
and all harmonics of the input are removed. This includes random components
and also the interference sources referred to as spurious components above. In
spectrum analyzer applications, spurious components may be specified
separately. In other applications like waveform display, a single more inclusive
noise measure (including spurious signals) is desired.

Noise is usually described in the form of signal-to-noise ratio (SNR). SNR is
typically specified for a full-scale input to the ADC. Signal-to-noise ratio is
defined as

SNR — rms value of signal

rms value of noise (6.11)

SNR may be calculated from a sine-wave test using the FFT algorithm. The rms
value of the fundamental is noted; then the fundamental and all its harmonics
are removed from the FFT output data. The rms sum of all remaining components
is computed, and the ratio of signal to noise is computed to give SNR.

6.8.3 Aperture jitter

Signal-to-noise ratio can be a function of input signal frequency. This is
especially true if there is significant time jitter in clock driver or sampling
circuits within the ADC. This problem is often referred to as aperture jitter.
Aperture jitter is inconsequential for low-frequency inputs, but it can be
transformed into significant voltage noise for rapidly changing inputs. This
problem is most severe for very high frequency ADCs. To avoid introducing
clock jitter external to the ADC, low-phase noise sources should be used in
sine-wave-based testing.

The single-source test setup in Fig. 6.25 can be used for aperture jitter tests.
Use of a single source minimizes the effect of the jitter in that source, since it is
common to both the clock and input signals. The other effect of using a single
source is that the ADC takes one sample per period of the input signal.

The delay is adjusted first so that the ADC samples at the peak of the sine
wave (slew rate zero), and a noise measurement is made with the FFT approach.
Then the delay is adjusted so that the ADC samples at the zero crossing of the
sine wave (slew rate maximum). Under this condition, ADC sampling jitter will
be transformed into voltage noise by the slew rate of the input. If the noise is
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Figure 6.25 Test setup for measuring aperture jitter. Use of one source for both clock and input
reduces effect of jitter in the synthesizer.

larger in this second test, there is significant aperture jitter in the system.
Assuming an rms summing of noise sources, and knowing the slew rate of the
input sine wave, the aperture jitter can be calculated.

6.8.4 Interleaved ADC testing

A time-interleaved ADC system is one where multiple A/D converters are clocked
in sequence to give a higher sample rate than obtainable from a single ADC (see
Sec. 6.5.4). In an interleaved system, aperture “jitter” errors can be systematic.
That is, if there are timing errors in delivering clocks to the individual ADCs, a
systematic error signature will occur. These timing errors cause the composite
ADC clock to be nonuniform in period (i.e., to contain subharmonics). In the
frequency domain, the errors due to these timing problems will typically appear
as a subharmonic of the clock, or as sidebands of the input around subharmonics
of the clock.

In the time domain, these errors can be assessed readily using the same test
setup as used for aperture testing (Fig. 6.25). When sampling the input once
per period near its zero crossing, an ideal ADC would produce the same code
every time. Timing mismatches will produce a fixed pattern error in a waveform
display, repeating with a period equal to the number of ADCs. The amplitude of
this pattern relative to full scale gives a good measure of the severity of the
problems due to interleaving.

6.8.5 Signal-to-noise-and-distortion ratio

A very common and all-inclusive measure of ADC performance is the signal-to-
noise-and-distortion ratio (SNDR). This is a fairly relevant measure for digitizing
oscilloscopes since it includes all the undesired error sources in one number.
For spectrum analyzers, noise is usually not as important, so SNDR is less
relevant.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Analog-to-Digital Converters

6.32 Chapter Six

o1}
=]

< %9~ | Full Scale Input
-

TN

—a

(2]
5

m
n

aQ
[=]

-64B Input

o
o o

SNDR (dB)

wn
N

\
\

m
n

[6)]
(=)

3

48 \

0.1 0.2 0.5 1 2 S5 10 20 50 100
Input Frequency (MHz)

Figure 6.26 Signal-to-noise-and-distortion ratio (SNDR) vs. input fre-
quency for a 20 megasamples/s, 12-bit ADC.

As the name implies, SNDR is calculated by taking the ratio of signal rms
value to the rms sum of all distortion and noise contributions:

signal rms value
noise + distortion rms value

SNDR = (6.12)

This is easily done from the FFT results in a sine-wave test. The numerator is the
amplitude of the fundamental, and the denominator the sum of everything else.

SNDR varies with both ADC input amplitude and frequency. For this reason,
it is best displayed as a family of curves. Figure 6.26 plots SNDR for a 20-MHz,
12-bit ADC? for full-scale and —6-dB inputs versus input frequency. For a full-
scale input, we see a 65-dB SNDR at low input frequency. The distortion of this
converter (plotted earlier in Fig. 6.24) was better than dB under the same
conditions. From this it is clear that the SNDR is noise-dominated in this region.
At high frequencies the SNDR falls owing to the increasing distortion seen in
Fig. 6.24. Not surprisingly, the SNDR is higher for the —6-dB input in this regime
because it results in less distortion.

6.8.6 Effective bits

Closely related to the signal-to-noise-and-distortion ratio is the measure known
as effective bits. Like SNDR, effective bits attempts to capture the distortion
and noise of the converter in a single number. Effective bits represents the
resolution of an ideal (error-free) ADC with quantization noise equal to the
total errors of the converter under test.

Effective bits is measured in a sine-wave test. The block diagram of Fig. 6.23
is again applicable. The output data are collected in memory, and a sinewave
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curve fit routine is carried out by the CPU. The curve fit finds the offset,
amplitude, and phase of an ideal sine wave (assuming frequency is known) which
best fits the captured data in a least-mean-squared error sense. The difference
between the sine wave and the data is then taken, leaving an error signal which
includes the quantization noise and all other ADC imperfections. (This
subtraction is equivalent to removing the fundamental from the FFT output in
calculating SNDR.) The rms value of this error signal is then calculated.
Effective bits E is then defined as follows:

Actual rms error

E =n—log (base 2) ideal rms error

(6.13)

where n 1s the nominal converter resolution, actual rms error is the residue
after subtraction of the sine wave, and ideal rms error is the nominal quantization
noise. This can be shown to be 0.29Q, where @=one least significant bit of the
converter.

A converter with no errors other than quantization noise would have an actual
rms error of 0.29¢), and the log term would be zero. In this case, effective bits
would be equal to the nominal converter resolution. If the actual rms error was
0.58@Q), the log would have a value of one, and effective bits would be one less
than the converter resolution.

For full-scale inputs, effective bits and SNDR are equivalent measures of
performance. In fact, they can be related by

SNDR = 6.02E + 1.76dB (6.14)

where SNDR is expressed in dB and E in bits.

For less than full-scale inputs, SNDR and effective bits are not directly related.
This is so because SNDR includes a signal amplitude term in the numerator,
but signal amplitude is not used in the effective bits calculation.

6.8.7 Step response

Although SNR, SNDR, effective bits, etc., are useful measures of ADC
performance, they do not provide sufficient information to predict the step
response of an ADC, which is largely a function of the frequency and phase
response of the converter. Lack of gain flatness in the low-frequency regime
(which can sometimes be caused by thermal effects) can lead to a sluggish settling
to a step input. These effects can last for microseconds or even milliseconds. In
general, step response is of most interest in digitizing oscilloscope applications
of ADCs.

To characterize step response, it is simpler to measure it directly than to
infer it from many sine-wave measurements at different frequencies. The
simplest approach is to use a pulse generator to drive the converter, take a long
data record which spans the expected thermal time constants, and examine the
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Figure 6.27 Pulse flattener circuit for ADC step response testing. The Schottky diode is used to produce a
waveform that settles very rapidly to 0 V.

resulting codes vs. time. For this to work, the pulse generator must have a flat
settling behavior.

If a flat pulse source is not available, one can be made using the pulse flattener
circuit of Fig. 6.27. The Schottky diode conducts when the pulse generator is
high, establishing the base line of the pulse. When the generator output goes
low, the Schottky diode turns off, and the 50-O resistor quickly pulls the input
line to ground. Clearly, for this technique to work, ground must be within the
input range of the ADC.

6.8.8 Metastability errors

Metastability errors can occur in ADCs when a comparator sustains a “metastable
state.” A metastable state is one where the output of the comparator is neither
a logic high nor a logic low but resides somewhere in between. This can occur
when a comparator input signal is very close to its threshold, and insufficient
time is available for the comparator to regenerate to one logic state or the other.
Although metastable errors are described here in the section on dynamic errors,
they happen just as readily with dc input signals.

Metastable states can cause very large errors in the ADC output, although
they usually occur quite infrequently. Large errors can result when logic circuits
driven by the comparator interpret the bad level differently. Usually these logic
circuits are part of an encoder. Sometimes half full-scale errors can result.
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Figure 6.28 Beat frequency test arrangement. The clock and input sources are op-
erated at slightly different frequencies, producing a gradually changing sampling
phase and a very high effective sampling rate.

Metastable states are more likely to occur in very high speed converters where
less time is available for regeneration.

Testing for metastable states may require gathering large amounts of data.
One approach is to apply a very low frequency sine wave as input, so that the
output codes change on average very slowly (less than one LSB per conversion).
Any change greater than one LSB must be due to noise or metastability. If the
random noise level is known, probabilistic bounds can be placed on how large
an error can occur owing to noise. Errors beyond these bounds may well have
been induced by metastable states.

6.8.9 Beat frequency testing

In prior sections numerous measures of ADC performance have been defined
including signal-to-noise ratio, effective bits, and total harmonic distortion.
These are good quantitative measures of ADC performance, but they don’t
necessarily give good qualitative insight into what is causing the problems
observed or how to fix them. Beat frequency testing can sometimes help in
making those insights.

A block diagram for beat frequency testing is shown in Fig. 6.28. The test
setup is identical to that for sine-wave-based testing shown in Fig. 6.23. The
difference is that locking of the two synthesizers’ frequency references is now
quite important. The beat frequency test is carried out by setting the input
frequency to a value slightly offset from the clock frequency f, say higher by a
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Chapter

Signhal Sources

Charles Kingsford-Smith

Agilent Technologies
Lake Stevens, Washington

7.1 Introduction

This chapter deals with signals and, in particular, the production or generation
of signals, rather than the analysis of them.

What is a signal and how is it characterized? The simplest useful definition is
that a signal is an electrical voltage (or current) that varies with time. To
characterize a signal, an intuitive yet accurate concept is to define the signal’s
waveform. A waveform is easy to visualize by imagining the picture a pen, moving
up and down in proportion to the signal voltage, would draw on a strip of paper
being steadily pulled at right angles to the pen’s movement. Figure 7.1 shows a
typical periodic waveform and its dimensions.

A signal source is an electronic instrument which generates a signal according
to the user’s commands respecting its waveform. Signal sources serve the
frequent need in engineering and scientific work for energizing a circuit or system
with a signal whose characteristics are known.

7.2 Kinds of Signal Waveforms

Most signals fall into one of two broad categories: periodic and nonperiodic. A
periodic signal has a waveshape which is repetitive: the pen, after drawing one
period of the signal waveform, is in the same vertical position where it began,
and then it repeats exactly the same drawing. A sine wave (see below) is the
best-known periodic signal. By contrast, a nonperiodic signal has a nonrepetitive
waveform. The best-known nonperiodic signal is random noise. Signal source
instruments generate one or the other, and sometimes both. This chapter is
concerned with periodic signals and provides an overview of ways to generate
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Figure 7.1 Waveform of an active typical periodic signal.

them. More specific instrument techniques are covered in Chap. 16, along with
how to understand and interpret specifications.

7.2.1 Sine waves, the basic periodic signal waveform

The familiar sinusoid, illustrated in Fig. 7.2a, is the workhorse signal of
electricity. The simple mathematical representation of a sine wave can be
examined to determine the properties which characterize it:

s(t) = Asin(2n ft) (7.1)

where s represents the signal, a function of time
t =time, seconds
A = peak amplitude of the signal, V or A
f = signal frequency, cycles/second (Hz)

From this expression and Fig. 7.2a the important characteristics (or parameters)
of a sine wave may be defined.

Phase. This is the argument 27ft of the sine function. It is linearly increasing
in time and is not available as a signal that can be directly viewed. For math-
ematical reasons, the phase is measured in radians (27 radians= 360°). How-
ever, two sine waves are compared in phase by noting their phase difference,
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T s(t) = A sin (2xft)
A
(a) » t(time)
‘ T »
(period)

—» — 7/2 (90°)
N u(t) = B sin (2xnft - n/2)

Figure 7.2 Sine-wave basics. (a) A typical sine wave; (b) another sine wave, same period as (a) but
different amplitude and displaced in phase.

seen as a time shift between the waveforms (Fig. 7.26). The waveform wu(t)
lags s(t) by 90° (#/2 radians) and, in addition, has a different amplitude.

Period. The time 7 between repetitions of the waveform, or the time of one
waveform cycle. Since the sine wave repeats every 360°, the period is just the
time needed for the phase to increase by 27 radians: 27nf7=2; hence =1/f.

Frequency. The number of cycles per second, or the reciprocal of 7: f= 1/7. The
term “hertz” (abbreviated Hz) represents cycles per second.

Amplitude. The coefficient A, describing the maximum excursion(s) of the
instantaneous value of the sine wave from zero, since the peak values of the
sine function are +1.
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A principal reason for calling sine waves basic is that other waveforms, both
periodic and nonperiodic, are composed of combinations of sine waves of
different frequencies, amplitudes, and phases.* When a waveform is periodic,
an important relation holds: The waveform is made up of sine-wave components
whose frequencies are integer multiples—called harmonics—of a fundamental
frequency, which is the reciprocal of the signal period. For instance, a
symmetrical square wave (a member of the pulse waveform family introduced
below) with a period of 0.001 s is composed of sine waves at frequencies of
1000 Hz (the fundamental frequency), 3000 Hz, 5000 Hz, etc.; all the harmonics
are odd multiples of the 1000 Hz fundamental. This is true only if the square
wave 1s symmetrical; otherwise, even-multiple harmonics appear in the
composition.

It is insightful to illustrate that complex periodic signals are composed of
various sine waves which are harmonically related. Figure 7.3 shows the
waveforms which result when more and more of the sine-wave components of a
symmetrical square wave are combined. In Fig. 7.3a, only the fundamental and
third harmonic are present, yet the non-sine-wave shape already is a crude
approximation to a symmetrical square wave. In Fig. 7.3b, the fifth and seventh
harmonics are added, and in Fig. 7.3c¢, all odd harmonics through the thirteenth
are present; the resultant waveform is clearly approaching the square-wave
shape.

7.2.2 Complex periodic signal waveforms

Waveforms other than sine waves are useful, too. The most common of these
are illustrated in Fig. 7.4.

Pulse waveforms. A conspicuous feature of a pulse waveform (Fig. 7.4a) is that
the maximum levels (elements 2 and 4 of the waveform) are constantamplitude,
or “flat.” A “rising edge” (1) joins a negative level to the next positive level, and
a “falling edge” (3) does the opposite.

Rise time, fall time. The time duration of an edge is called “rise time” (T}) and
“fall time” (Ts), respectively. One period ¢ of the waveform consists of the
sum of the edge times and level times. The frequency of the waveform is 1/7.
The idealized pulse waveform has zero rise and fall times, but this is
impossible to achieve with a physical circuit. Why this is so may be deduced
by examining Fig. 7.3. The rise and fall times of the approximations become
shorter as more harmonics are added. But it takes an infinite number of
harmonics—and infinite frequency—to realize zero rise and fall times. In

* This fact is one result of Fourier analysis theory. For a good introduction or refresher on
Fourier analysis for both continuous and sampled signals, a very readable text is “Signals and
Systems,” by Oppenheim and Willsky, Prentice-Hall, 1983.
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(a)

(b)

(c)

Figure 7.3 Construction of a square wave from its sine-wave components. (a) Components 1 and 3;
(b) components 1, 3, 5, and 7; (c) components 1, 3, 5, 7, 9, 11, and 13.
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Figure 7.4 Nonsinusoidal, periodic signal waveforms: (a) pulse; (b) triangle; (c) arbitrary.
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addition, there is often a sound engineering reason for making these times
longer than could be achieved with available circuitry: the higher-frequency
sine-wave components which are needed for short rise and fall times are
often a source of interference energy, as they can easily “leak” into nearby
apparatus. Hence, it is prudent to limit rise times to just what is required in
the particular application.

Symmetry. Often called “duty cycle,” symmetry is another important parameter
of a pulse waveform. This is defined as the ratio of the positive portion of the
period to the entire period. For the waveform illustrated in Fig. 7.4a, the
symmetry is (1/2T,+T,+1/2Ts)/ 7. A pulse waveform with 50 percent symmetry,
and equal rise and fall times, is an important special case called a “square
wave”; it is composed of the fundamental frequency sine wave and only odd
harmonics.

Triangle waveforms. Illustrated in Fig. 7.45, ideal triangle waves consist of linear
positive-slope (1) and negative-slope (2) segments connected together. When
the segment times are equal, the waveforms is called symmetrical. Like square
waves, symmetrical triangle waves are composed of the fundamental frequency
sine wave and only odd harmonics.

An unsymmetrical triangle wave, as illustrated, is often called a “sawtooth”
wave. It is commonly used as the horizontal drive waveform for time-domain
oscilloscopes. Segment 2 represents the active trace where signals are displayed,
and segment 1 is the beam retrace. In this and similar applications, what is
most important is the linearity of the triangle wave, meaning how closely the
segments of the waveform approximate exact straight lines.

Arbitrary waveforms. The word “arbitrary” is not a catchall term meaning all
remaining types of waveforms not yet discussed! Rather, it is a consequence of
the widespread use of digital signal generation techniques in instrumentation.
The idea is to generate a periodic waveform for which the user defines the shape
of one period. This definition could be a mathematical expression, but it is much
more common to supply the definition in the form of a set of sample points, as
illustrated by the dots on the waveform in Fig. 7.4(c). The user can define these
points with a graphical editing capability, such as a display screen and a mouse,
or a set of sample values can be downloaded from a linked computer. The more
sample points supplied, the more complex the waveform that can be defined.
The repetition rate (that is, frequency) and the amplitude are also under the
user’s control. Once a set of sample points is loaded into the instrument’s memory,
electronic circuits generate a waveform passing smoothly and repetitively
through the set.

An interesting example of such user-defined waveforms is the synthesis of
various electro-cardiogram waveforms to use for testing patient monitors and
similar medical equipment.
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7.3 How Periodic Signals Are Generated

Periodic signal generation does not happen without oscillators, and this section
begins by introducing basic oscillator principles. Some signal generators
directly use the waveform produced by an oscillator. However, many signal
generators use signal processing circuitry to generate their output. These
processing circuits are synchronized by a fixed-frequency, precision oscillator.
Such generators are synthesizers, and their principles of operation are
introduced here also.

7.3.1 Oscillators

The fundamental job of electronic oscillators is to convert dc energy into periodic
signals. Any oscillator circuit fits into one of these broad categories:

m  AC amplifier with filtered feedback
m  Threshold decision circuit

Feedback oscillators. The feedback technique is historically the original, and
still the most common form of oscillator circuit. Figure 7.5 shows the bare
essentials needed for the feedback oscillator. The output from the amplifier is
applied to a frequency-sensitive filter network. The output of the network is
then connected to the input of the amplifier. Under certain conditions, the
amplifier output signal, passing through the filter network, emerges as a signal,
which, if supplied to the amplifier input, would produce the output signal.
Since, because of the feedback connection, this is the signal supplied to the
input, it means that the circuit is capable of sustaining that particular output
signal indefinitely: it is an oscillator. The circuit combination of the amplifier
and the filter is called a feedback loop. To understand how the combination
can oscillate, mentally break open the loop at the input to the amplifier; this
is called the open-loop condition. The open loop begins at the amplifier input
and ends at the filter output. Here are the particular criteria that the open

Filter
network

Loop )

‘ 3¢ Gain
10dB

Break loop here
to observe open . Figure 7.5 Oscillator, using an amplifier and a fil-
loop characteristics ter to form a feedback loop.
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loop must satisfy in order that the closed loop will generate a sustained signal
at some frequency f;:

1. The power gain through the open loop (amplifier power gain times filter
power loss) must be unity at f,.

2. The total open-loop phase shift at f, must be zero (or 360, 720, etc.)
degrees.

Both criteria are formal statements of what was said previously: the loop must
produce just the signal at the input of the amplifier to maintain the amplifier
output. Criterion 1 specifies the amplitude and criterion 2 the phase of the
requisite signal at the input.

A feedback oscillator is usually designed so that the amplifier characteristics
don’t change rapidly with frequency. The open-loop characteristics—power gain
and phase shift—are dominated by those of the filter, and they determine where
the criteria are met. Thus the frequency of oscillation can be “tuned” by varying
one or more components of the filter. Figure 7.6 shows a loop formed from a
constant-gain amplifier and a transformer-coupled resonant filter. The 10-dB gain
of the amplifier is matched by the 10-dB loss of the filter at the resonant frequency
(and only there; the open loop has a net loss everywhere else). Likewise the filter
phase shift is zero at resonance, and so the combination will oscillate at the resonant
frequency of the filter when the loop is closed. Changing either the inductance or
the capacitance of the filter will shift its resonant frequency. And this is where
the closed loop will oscillate, provided the criteria are still met.

It is impractical to meet the first criterion exactly with just the ideal elements
shown. If the loop gain is even very slightly less than (or greater than) unity,
the amplitude of the oscillations will decrease (or grow) with time. In practice,
the open-loop gain is set somewhat greater than unity to ensure that oscillations
will start. Then some nonlinear mechanism lowers the gain as the amplitude of
the oscillations reaches a desired level. The mechanism commonly used is
saturation in the amplifier. Figure 7.7 is a plot of the inputoutput characteristic
of an amplifier, showing saturation. Up to a certain level of input signal, either
positive or negative, the amplifier has a constant gain, represented by the slope
of its characteristic. Beyond that level, the gain drops to zero more or less
abruptly, depending on the amplifier. The amplifier operates partially into the
saturation region, such that the average power gain over a cycle is unity. Clearly
this means that waveform distortion will be introduced into the output: The
waveform tops will be flattened. However, some of this distortion may be removed
from the external output signal by the feedback filter.

The second criterion is especially important in understanding the role that
filter quality factor @ plays in determining the frequency stability of the oscillator.
@ is a measure of the energy stored in a resonant circuit to the energy being
dissipated. It’s exactly analogous to stored energy vs. friction loss in a flywheel.
For the filter, the rate of change of its phase shift at resonance (see Fig. 7.6d) is
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L Resonant filter
I transfer gain = -10 dB

(0000000000 at resonance

Gain Amplifier with 1-dB gain
10 dB and negligible phase shift
(a)
t \ —» Frequency

/
Filter resonant freq. / 10 dB (loss)

Amplitude

/ Phase shift

(b}

Figure 7.6 Details of a filtered-feedback oscillator: (a) Feedback circuit: inductively coupled reso-
nator; (b) amplitude and phase shift transfer characteristics of resonator.

directly proportional to @. During operation, small phase shifts can occur in the
loop; for instance, the transit time in the amplifier may change with temperature,
or amplifier random noise may add vectorially to the loop signal and shift its
phase. To continue to meet the second criterion, the oscillator’s instantaneous
frequency will change in order to produce a compensatory phase shift which
keeps the total loop phase constant. Because the phase slope of the filter is
proportional to its @, a high-@ filter requires less frequency shift (which is
unwanted FM) to compensate a given phase disturbance in the oscillator, and
the oscillator is therefore more stable.
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Figure 7.7 Typical amplifier transfer (input-to-output) characteristics, showing both gradual and
abrupt saturation. Any particular amplifier usually has one or the other.

From the discussion above, it also should be clear that a tuned feedback
oscillator generates a signal with energy primarily at one frequency, where the
oscillation criteria are met. All the energy would be at that frequency, except
for distortion mechanisms (such as saturation) in the amplifier which generate
harmonic signals. Such a signal is a sine wave with modest distortion, typically
20 to 50 dB below the fundamental.

Examples of feedback oscillators are described below. Figure 7.8 shows two
practical examples of these oscillators.

Tunable LC oscillator. The oscillator in Fig. 7.8a has some interesting features.
The input of the @,, @, differential amplifier is the base of ., and the output is
the collector of ;. There is approximately zero phase shift both in the amplifier
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Figure 7.8 Examples of feedback oscillators: (a) Transistor LC oscillator. (b) quartz
crystal oscillator.

C

(b}

and in the feedback path through the voltage divider C,-C,, so the phase-shift
criterion (2), given above in this section, is met. Likewise, there is enough
available gain to exceed criterion (1). Therefore, the circuit will oscillate at (or
very near) the resonant frequency of the LC filter: 1/(27VLC). The limiting
mechanism, needed to stabilize the oscillation amplitude, is found in the well-
defined collector current of @;: The total emitter current, which is almost constant
at approximately —V/R,, is switched between the two transistors, resulting in a
square-wave current in each. The fundamental component of this, times the
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impedance of the LC filter (or “tank” circuit), can be controlled so that the collector
voltage of @, never saturates. This is also important in reducing resistive loading
of the filter, allowing for maximum @ and frequency stability. Another feature
is taking the output signal across R, in the collector of @,. There is very good
isolation between this point and the LC filter, which minimizes the frequency
shift which can occur when a reactive load is placed on an oscillator. Of course,
this output signal is a square wave; if this is unsatisfactory, a low-amplitude
sine wave can be obtained from the base of @,.

Crystal oscillator. Another useful and simple oscillator, using a quartz crystal as
the feedback filter, is shown in Fig. 7.8b. The amplifier is a digital inverter,
preferably CMOS. R, is needed to bias the inverter into the active region so that
oscillations will start. The crystal’s electrical equivalent circuit, shown in the
dotted box at the right, forms a 7 network together with C, and C,. The circuit
oscillates just slightly higher than the series resonance of the crystal, where the
reactance of the crystal is inductive. The phase shift in this network is about
180°, and added to the 180° phase shift of the inverter, the open loop meets the
phase criterion for oscillation. The capacitors are made as large as possible while
still exceeding the gain criterion. This both decreases the loading on the crystal
(thus increasing frequency stability) and limits the voltage swing on the inverter
input. Amplitude limiting is, of course, a built-in feature of the digital inverter.
Because the output is a logiclevel square wave, this and similar circuits are
often used for computer clocks.

Threshold decision oscillators. This class is represented in elementary form
by Fig. 7.9a. The way it generates a periodic waveform is very different from
that of the feedback oscillator. A circuit capable of producing a time-varying
voltage (or current), such as an RC charging circuit, begins operating from some
initial state. This circuit is not intrinsically oscillatory. As it changes, its
instantaneous state is monitored by a detector, which is looking for a certain
threshold condition, such as a voltage level. When the detector decides that the
threshold is reached, it acts to reset the circuit to its initial state. The detector
also resets, and another cycle starts. Sometimes there are two detectors, and
the time varying circuit moves back and forth between two states. There is an
example of this in Chap. 16.

Example of a threshold decision oscillator. Consider the operation of the circuit in
Fig. 7.95. When power is initially applied, the switch is open and capacitor C
begins to charge through the resistor R, and its voltage rises in the familiar
exponential manner (Fig. 7.9¢). This rising voltage is monitored by the comparator,
which is empowered to take action when the capacitor voltage becomes equal to a
reference voltage, or threshold. When this happens, the comparator momentarily
closes the switch, discharging C almost instantaneously; C then begins to charge
again. These actions define a cycle of the oscillator, and they are repeated
periodically at a frequency which is determined by the values of R and C and
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Figure 7.9 Threshold-decision oscillators: (a) Basic circuit functions; (b) simple example;
(c) wave-form across C in circuit b.
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the ratio of +V to the threshold voltage. Quite clearly, the waveform is not a
sine wave but is formed of repeated segments of the exponential charging
characteristic of the RC circuit.

A threshold decision oscillator is often used when nonsinusoidal waveforms
are needed (or can be tolerated) from very low frequencies (millihertz) to a few
megahertz. Its frequency is less stable than that of a good feedback oscillator.
But, with careful design, the frequency change can be held to less than 1 percent
over a wide range of temperature and power-supply variation.

7.3.2 Synthesizers

Although there are two classes of signal generators using the term synthesizer
(see below), the technology they share is the use of a fixed-frequency oscillator
to synchronize various signal processing circuits which produce the output signal.
The oscillator is variously called the “reference” or “clock,” the latter term being
borrowed from computers. Its frequency accuracy and stability directly affect
the generator output quality.

Frequency synthesizers. The emphasis in this class of signal generator is
frequency versatility: a very large choice of output frequencies, each “locked” to
the reference oscillator. The output frequency of a synthesizer may be expressed
as a rational number times the reference frequency:

fout = = X fret (7.2)

where m, n = integers
foue = synthesizer output frequency
f. = reference oscillator frequency

In practice, the user types the output frequency on a keyboard or sets it on
some switches, or it is downloaded from a computer. For instance, if the
reference frequency is 1 MHz and n=10%, then the user, by entering the integer
m, may choose any output frequency within the instrument range to a
resolution of 1 Hz.

Synthesizer output waveforms are typically sine waves, with square waves
also being popular at lower frequencies. Signal processing techniques for
generating the output are described in Chap. 16.

Arbitrary waveform synthesizers. In this technique, the complete period of some
desired waveshape is defined as a sequence of numbers representing sample
values of the waveform, uniformly spaced in time. These numbers are stored in
read-write memory and then, paced by the reference, repetitively read out in
order. The sequence of numbers must somehow be converted into a sequence of
voltage levels. The device that does this is called, not surprisingly, a digital-to-
analog converter (DAC). This device works by causing its digital inputs to switch
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weighted currents into a common output node. For instance, in a 00-99 decimal
DAC, the tens digit might switch increments of 10 mA, and the units digit would
then switch increments of 1 mA. Thus a digital input of 68 would cause an
output current of 6xX10+8x1=68 mA. The DAC current output is converted to a
voltage, filtered, amplified, and made available as the generator output. Because
this is a sampled data technique, there is a limit on the complexity of the
waveform. That is, the various curves of the waveform must all be representable
with the number of samples available. There is likewise a limit on the waveform
frequency, depending on the speed of the digital hardware used in implementing
the technique.

A special case of this technique occurs when the only desired waveform is a
sine wave whose waveshape samples are permanently stored in read-only
memory. This case will be discussed along with other frequency synthesizer
techniques.

7.4 Signal Quality Problems

Signal sources, like other electronic devices, suffer impairments due to their
imperfectable circuits. Most signal quality problems are the results of noise,
distortion, and the effects of limited bandwidth in the circuits which process the
signals.

7.4.1 Classes of signhal impairments

Noise. This catchall term includes various kinds of extraneous energy which
accompany the signal. The energy can be added to the signal, just as audio
channels are added together, or it can affect the signal by modulating it. Additive
noise includes thermal noise and active device (e.g., transistor) noise, as well as
discrete signals like power-supply hum. Synthesizers, in particular, are troubled
by discrete, nonharmonic spurious signals referred to as “spurs” by designers.
The noise most difficult to control is that which modulates the signal. It usually
predominates as phase modulation and is referred to as “phase noise” in the
literature and in data sheets. It causes a broadening of the signal spectrum and
can be problematic when the signal source is used in transmitter and receiver
applications.

Distortion. Owing to small amounts of curvature in transfer functions—the
characteristics relating input to output—amplifiers and other signal processing
circuits slightly distort the waveshape of the signal passing through them. For
sine-wave signals, this means the loss of a pure sinusoid shape, and in turn,
harmonics of the signal appear with it. For triangle waveforms, there is
degradation in linearity. However, pulse signal sources sometimes purposely
use nonlinear (saturating) amplifiers to improve the rise time and flatness
specifications of the source.
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Bandwidth restrictions. No physical circuit has the infinite bandwidth which is
usually assumed in an elementary analysis. Real circuits—such as signal source
output amplifiers—have finite passbands. And, within the passband of a real
circuit, both the gain and the signal time delay change with frequency. When a
complex signal is passing through such a circuit, both the relative amplitudes
and relative time positions of the signal components are changed. This causes
changes in the shape of the signal waveform. A frequent example of such a
change is the appearance of damped oscillations (“ringing”) just after the rising
and falling edges of a square wave.

7.4.2 Manufacturer’s specifications

Manufacturers of signal sources evaluate their products, including the
imperfections, and they furnish the customer a set of limits in the form of
specifications. Some guidance in interpreting specifications for various signal
sources is provided in Chap. 16.
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Source: Electronic Instrument Handbook

Chapter

Microwave Signal Sources

William Heinz

Agilent Technologies
Santa Clara, California

8.1 Introduction

Frequencies usually designated as being in the microwave range cover 1 to 30
GHz. The lower boundary corresponds approximately to the frequency above
which lumped-element modeling is no longer adequate for most designs. The
range above is commonly referred to as the “millimeter range” because
wavelengths are less than 1 cm, and it extends up to frequencies where the
small wavelengths compared with practically achievable phyical dimensions
require quasioptical techniques to be used for transmission and for component
design. The emphasis of the following discussion will be on factors that affect
the design and operation of signal sources in the microwave frequency range,
though many of the characteristics to be discussed do apply to the neighboring
ranges as well. Methods for the generation of signals at lower frequencies
employing synthesis techniques are also described, since up-conversion can be
performed readily to translate them up into the microwave and millimeter
ranges.

Application for such sources include use in microwave signal generators (see
Chap. 18), as local oscillators in receivers and down-convertors, and as exciters
for transmitters used in radar, communications, or telemetry. The tradeoffs
between tuning range, spectral purity, power output, etc. are determined by
the application.

Previous generations of microwave sources were designed around tubes such
as the Klystron and the backward-wave oscillator. These designs were bulky,
required unwieldy voltages and currents, and were subject to drift with
environmental variations. More recently, compact solid-state oscillators
employing field-effect transistors (FET) or bipolar transistors and tuned by
electrically or magnetically variable resonators have been used with additional
benefits in ruggedness, reliability, and stability. Frequency synthesis techniques
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are now used to provide accurate, programmable sources with excellent frequency
stability, and low phase noise.

8.2 Solid-State Sources of Microwave Signals

The most common types of solid-state oscillators used in microwave sources
will be described in the following subsections.

8.2.1 Transistor oscillators

The generic circuit in Fig. 8.1 illustrates the fundamental operation of an
oscillator. The active element with gain A amplifies noise present at the
input and sends it through the resonator, which serves as a frequency-
selective filter. Under the right conditions, the selected frequency component,
when fed back to the input, reinforces the original signal (positive feedback),
which is again amplified, etc., causing the signal at the output to grow until
it reaches a level determined by the saturation level of the amplifier. When
steady state is finally reached, the gain of the amplifier reaches a value that
is lower than the initial small signal value that initiated the process, and
the loop gain magnitude afSA=1. The frequency of oscillation is determined
from the requirement that the total phase shift around the loop must be
equal to nx360°.

The Colpitts oscillator (Fig. 8.2) and circuits derived from it that operate
on the same basic principle are the most commonly used configurations in
microwave transistor oscillator design. The inductor L and the capacitors
C, C,, and C, form a parallel resonant circuit. The output voltage is fed

Active
element Resonator
o | Load
B |-
Feedback
circuit

Figure 8.1 Generic oscillator block diagram, where A=forward gain of active element, o=transmission
coefficient of resonator, and 3= transmission coefficient of feedback circuit.
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Figure 8.2 Colpitts oscillator circuit.

back to the input in the proper phase to sustain oscillation via the voltage
divider formed by C; and C,, parts of which may be internal to the transistor
itself.

Bipolar silicon (Si) transistors are typically used up to 10 or 12 GHz, and
gallium arsenide (GaAs) FET's are usually selected for coverage above this range,
though bipolar Si devices have been used successfully to 20 GHz. Bipolar Si
devices generally have been favored for lower phase noise, but advances in GaAs
FET design have narrowed the gap, and their superior frequency coverage has
made them the primary choice for many designs.

It is possible to view the circuit in Fig. 8.2 in a different way that can add
insight into the design and operation of transistor oscillators. Since power is
being delivered to the resonator by the amplifier, the admittance Y;, looking to
the left must have a negative real part at the frequency of oscillation. The reactive
(imaginary) part of the admittance Yj, is tuned out at this frequency by the tank
circuit on the right so that Y;,+Y;=0. The circuitry to the left can be viewed as a
one-port circuit with a negative conductance (or resistance) connected to the
resonator on the right.

The circuit in Fig. 8.3 (shown for a FET, but similar for a bipolar transistor)
can be shown to provide a negative resistance at frequencies above the resonance
frequency of L and Cgg (i.e., Z;, is inductive), so the frequency of oscillation will

Zin
| ) S D
Cas
Ll
Cr— % Lg Rgr % Ry
L

Figure 8.3 Negative-resistance oscillator. C,, L,, and R, represent a resonator. The inductance L
is required to achieve a negative resistance in Z, .
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be where the resonator looks capacitive (slightly above the resonator’s center
frequency). This negative-resistance circuit, which can be shown to be a variation
of the basic Colpitts circuit in Fig. 8.2 (with the bottom of the resonator connected
back to the drain through R;), is a commonly used building block for microwave
oscillators.

8.2.2 Electrically tuned oscillators

The use of an electrically tuned capacitor as Cy in Fig. 8.3 would allow the
frequency of oscillation to be varied and to be phase locked to a stable reference
(see below). A common technique for obtaining a voltage-variable capacitor is to
use a variable-capacitance diode, or “varactor” (Fig. 8.4). This device consists of
a reverse-biased junction diode with a structure optimized to provide a large
range of depletion-layer thickness variation with voltage as well as low losses
(resistance) for high @. The shape of the tuning curve may be varied by changing
the doping profile of the junction. Capacitance variations of over 10:1 are
obtainable (providing a theoretical frequency variation of over 3:1 if the varactor
provides the bulk of the capacitance Cyin Fig. 8.3), but it is usually necessary to
trade off tuning range for oscillator @ to obtain desired frequency stability and
phase noise in the microwave frequency range. This can be accomplished by
decoupling the varactor from the high-@ resonant circuit by connecting it in
series or in parallel with fixed capacitors.

Since the capacitance of the diode is a function of the voltage across it, the rf
voltage generated can drive the capacitance. Thus the potential exists for
nonlinear mechanisms including generation of high levels of harmonics, AM to
FM conversion, and parametric effects. A commonly used method for reducing
these effects is to connect two varactors in series in a back-to-back configuration
so that rf voltage swings are in equal but opposite directions across them, thereby
canceling the odd-ordered components of distortion. This configuration also
halves the rf voltage across each diode.

Major advantages of varactor oscillators are the potential for obtaining
high tuning speed and the fact that a reverse-biased varactor diode does not
dissipate dc power (as does a magnetically biased oscillator, as described

Rp Cg
AR

Cv -

Figure 8.4 Varactor-tuned oscillator.
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below). Typical tuning rates in the microsecond range are realized without
great difficulty.

8.2.3 YIG-tuned oscillators

High @ resonant circuits suitable for tuning oscillators over very broad frequency
ranges can be realized with polished single-crystal spheres of yttriumiron-garnet
(YIG). When placed in a dc magnetic field, ferrimagnetic resonance is attained
at a frequency that is a linear function of the field (2.8 MHz/Oe). The microwave
signal is usually coupled into the sphere (typically about 0.5 mm in diameter)
via a loop, as shown in Fig. 8.5. The equivalent circuit presented to the transistor
1s a shunt resonant tank that can be tuned linearly over several octaves in the
microwave range. Various rare earth “dopings” of the YIG material have been
added to extend performance to lower frequency ranges in terms of spurious
resonances (other modes) and non-linearities at high power, but most
ultrawideband oscillators have been built above 2 GHz. Frequencies as high as
40 GHz have been achieved using pure YIG, and other materials (such as
hexagonal ferrites) have been used to extend frequencies well into the millimeter
range.

A typical microwave YIG-tuned oscillator is usually packaged within a
cylindrical magnetic steel structure having a diameter and axial length of a few
centimeters. Because of the small YIG sphere size, the air gap in the magnet
structure also can be very small (on the order of 1 mm). The resulting
electromagnet thus has a very high inductance (typically about 1000 mH) so
that typical speeds for slewing across several gigahertz of frequency range and
stabilizing on a new frequency are on the order of 10 ms. To provide the capability
for frequency modulation of the oscillator and to enable phase locking to

-«——— Magnet pole piece

d Air coil
YIG sphere — 5 /

poy RL
Wire loop ] :>) L

e

Figure 8.5 YIG-tuned oscillator.
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sufficiently high bandwidths to optimize phase noise, a small coil is usually
located in the air gap around the YIG sphere. Frequency deviations of £10 MHz
with rates up to 10 MHz can be achieved with typical units.

8.2.4 Frequency multiplication

Another approach to signal generation involves the use of frequency
multiplication to extend lower-frequency sources up into the microwave range.
By driving a nonlinear device at sufficient power levels, harmonics of the
fundamental are generated that can be selectively filtered to provide a lower-
cost, less complex alternative to a microwave oscillator. The nonlinear device
can be a diode driven through its nonlinear i vs. v characteristic, or it can be a
varactor diode with a nonlinear capacitance vs. voltage. Another type of device
consists of a pin structure (p-type and n-type semiconductor materials separated
by an intrinsic layer) in which charge is stored during forward conduction as
minority carriers. Upon application of the drive signal in the reverse direction,
conductivity remains high until all the charge is suddenly depleted, at which
point the current drops to zero in a very short interval. When this current is
made to flow through a small drive inductance, a voltage impulse is generated
once each drive cycle, which is very rich in harmonics. Such step-recovery diodes
are efficient as higher-order multipliers.

One particularly versatile multiplier configuration is shown in Fig. 8.6. The
circuit consists of a step-recovery diode in series with a YIG resonator which
serves as a bandpass filter tuned to the resonance frequency of the sphere. The
diode is driven by a YIG oscillator covering the range 2 to 6.5 GHz. By forward-
biasing the diode, this frequency range can be transmitted directly through the
filter to the output. To provide frequency coverage from 6.5 to 13 GHz, the diode
is reverse-biased and driven as a multiplier from 3.25 to 6.5 GHz, where the
filter selects the second harmonic. Above 13 GHz, the third harmonic is selected
and so on through the fourth harmonic. Thus 2- to 26-GHz signals can be obtained
at the single output port.

While this YIG-tuned multiplier (YTM) can provide very broadband signals
relatively economically, a limitation is in the passing through of undesired

@]

Rz Step
recovery
Cs diode

| NE
I ’ 7|

Y!G sphere

Figure 8.6 YIG-tuned multiplier.
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“subharmonics,” i.e., the fundamental and lower harmonics are typically
attenuated by only about 20 to 25 dB for a single-resonator YIG filter. The
availability of very broadband YIG oscillators has eliminated many of the major
advantages of the YTM.

8.2.5 Extension to low frequencies

Since broadband YIG oscillators are usually limited to operating frequencies
above 2 GHz, for those applications in which frequencies below 2 GHz are needed,
it may make sense to extend frequency coverage without adding a separate
broadband-tuned oscillator. Two methods that are of interest are heterodyne
systems and the use of frequency dividers.

Figure 8.7 shows a heterodyne frequency extension system in which a 2- to 8-
GHz YIG-tuned oscillator is extended down to 10 MHz by means of a mixer and
a fixed local oscillator at 5.4 GHz. To cover the 10-MHz to 2-GHz range, the
YIG-tuned oscillator is tuned from 5.41 to 7.4 GHz. Because it is desirable to
operate the mixer in its linear range to minimize spurious signals and possibly
to preserve AM, the signal level out of the mixer is generally not high enough,
requiring a broadband amplifier to boost the output power. The additional cost
and the addition of noise are the unwelcome price to be paid of this approach.
Advantages include the otherwise cost efficiency, the ability to get broadband
uninterrupted sweeps from 10 MHz to 2 GHz, and the preservation of any AM
and/or FM that may be generated ahead of the mixer.

An alternate approach to that in Fig. 8.7 is shown in Fig. 8.8, in which
frequency dividers are used. Each octave below 2 GHz requires an additional
binary divider, and since the output of these dividers is a square wave, extensive
filtering is needed if low harmonics are desired at the output. Each octave from
a divider needs to be split into two low-pass filters, the outputs of which are

28GHz [\
@———o\ o I O ‘/o—-> 0.01-8 GHz

2-8 GHz
0.01-2 GHz
LPF
5.41-7.40
GHz 2 GHz
Low pass
filter
5.4 GHz

Figure 8.7 Heterodyne frequency extension system. The 2- to 8-GHz frequency range of the oscil-
lator is extended down to .01 GHz.
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Figure 8.8 Frequency extension using frequency division. The dividers are all divide-by-2. Microwave multiplexers
(microwave MUX) and low-pass filters provide 0.5- to 2-GHz and rf MUX’s and filters using lumped-element tech-
niques fill in below 500 MHz.

then selected and switched over to the output. The divider frequency extension
architecture has the advantage of delivering clean, low-phase-noise signals
(phase noise and spurs are reduced 6 dB per octave of division) at low cost.
Disadvantages are that AM is not preserved and FM deviation is halved through
each divider.
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Figure 8.9 Automatic level control of a source.

8.3 Control and Modulation of Signal Sources

The various sources just described can provide signals over broad ranges of the
microwave spectrum, but variations in power and frequency with time, load
conditions, or environmental changes can be appreciable. Most real applications
require the addition of components and feedback circuitry to provide control
and stabilization of signal level and frequency. They also may require the addition
of frequency, amplitude, and/or pulse modulation.

8.3.1 Leveling and amplitude control

Figure 8.9 shows a commonly used technique for achieving a controllable
amplitude that can be kept constant over frequency and under a variety of load
conditions. A portion of the output signal incident on the load is diverted over to
the diode detector by means of the directional coupler (see Chap. 32). The detector
remains relatively insensitive to the signal reflected by the load, depending on
the directivity of the coupler. The detected voltage is connected to an input of the
differential amplifier that drives the modulator, thus forming a feedback loop.
The reference voltage provided to the other input of the amplifier determines the
signal level at the output and can be used to vary it. Dc voltages representing
corrections for frequency, temperature, etc., can be applied at this point, as can
AM signals consistent with loop gain and bandwidth. Loop gain and bandwidth
are key design parameters determined also by required switching speed (i.e.,
amplitude recovery time), the total variation in power from the source that needs
to be corrected, sweep rates for a frequency-swept source, the AM noise spectrum
of the source, etc., and must be well controlled to ensure loop stability.

Since the directional coupler remains relatively insensitive to the signal
reflected by the load back toward the source (depending on the directivity of the
coupler), the incident power remains constant. Furthermore, the power re-
reflected back from the modulator is detected and corrected for so that the
effective source match looks perfect (in practice, the finite directivity of the
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Figure 8.10 Phase-locked loop using harmonic mixer.

coupler combined with other imperfections in the output path will limit
performance).

8.3.2 Frequency control

Phase-locked loops (PLLs) are commonly used to provide frequency stability
and to optimize phase noise of microwave sources. By phase locking to a stable
reference source, usually a temperature-controlled crystal oscillator (TCXO) at
a lower frequency, the long-term stability of the latter can be transferred to the
microwave oscillator. Figure 8.10 illustrates how this can be done. A portion of
the 10-GHz output signal is connected to a harmonic mixer or sampler which is
driven by the 100-MHz TCXO. The 100th harmonic of this signal mixes with
the output signal to produce a dc voltage at the mixer IF port that is proportional
to the phase difference between them. This voltage is low-pass filtered and fed
to the integrating amplifier, which in turn drives the varactor tuning diode to
close the loop.

Two observations can be made regarding this approach: First, only output
frequencies that are exact multiples of the TCXO frequency can be provided by
the source; i.e., the frequency resolution is equal to the reference frequency.
Second, the phase noise of the source will be equal to the phase noise of the
reference source multiplied by the square of the ratio of the output frequency to
the reference frequency (20 log 100=40 dB) within the loop bandwidth.

Thus there is a tradeoff between reaching a small step size (reference
frequency) and minimizing phase noise (demanding a high reference frequency).
There are several ways that this limitation can be overcome. These usually
involve multiple loop architectures in which fine frequency resolution is achieved
from another voltage-controlled oscillator (VCO) at IF, as is shown in Fig. 8.11.
Since the output frequency is translated down to the intermediate frequency
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Figure 8.11 Multiple loop architecture to get fine freqgency control.

(IF), the frequency resolution is preserved. The total frequency range of the
input frequency VCO must be large enough to fill in the range between the
appropriate harmonics of the sampler drive. Since it is usually desirable to limit
the input frequency range to values well under the sampler drive frequency,
the latter also can be varied, with only a relatively small number of discrete
frequencies required here.

Because of the second observation above, the phase noise of the sampler driver
source and the phase lock loop bandwidth of the microwave VCO become major
design considerations for optimizing output phase noise.

8.4 Frequency Synthesis

The preceding subsection on frequency control illustrated the concept, with
examples of how a microwave source can be stabilized, producing a finite number
of output frequencies phase locked to a reference. The methods by which
frequencies can be generated using addition, subtraction, multiplication, and
division of frequencies derived from a single reference standard are called
“frequency synthesis techniques.” The accuracy of each of the frequencies
generated becomes equal to the accuracy of the reference, each expressed as a
percent.

Three classifications are commonly referred to: indirect synthesis, direct
synthesis, and direct digital synthesis (DDS). The basic concepts of these
techniques will be described briefly below using representative examples.
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Figure 8.12 Phase-locked loop using divider.

8.4.1 Indirect synthesis

The term “indirect synthesis” is usually applied to methods in which a sample
of the output frequency is compared with a frequency derived from the reference
and fed back to form a phase-locked loop, such as in Figs. 8.10 and 8.11.
The output frequency sample can be translated in frequency and/or divided or
multiplied for comparison (usually in a phase detector) with a convenient
reference frequency derived (using similar techniques) from the reference
standard. The synthesizer can comprise several individual phase-locked loops
or synthesizers.

In the example in Fig. 8.12, the output frequency is divided down to the
reference frequency and applied to a phase detector. The effect is similar to the
circuit in Fig. 8.10 in terms of step size and noise at the output (neglecting any
possible excess noise contributions from the divider), but the phase detection is
now accomplished at a lower frequency.

Figure 8.13 shows a method for generating small step sizes without the noise
degradation inherent in schemes that incorporate large divide ratios. The first
divider is a “dual-modulus divider,” meaning that the divide ratio can be changed
dynamically between two adjacent integers p and p+1 (e.g., 10 and 11) via a
control line. Thus the divide ratio can be p+1 for M cycles and p for N-M cycles,
and thereafter the process repeats every N cycles. The result is that the output
frequency can vary in fractional, constantly varying multiples of the reference
frequency and is therefore known as a “fractional-n technique.” The dual-modulus
divider starts out at p+1 and continues with this value until M pulses have been
counted in the frequency-control unit [i.e., after M (p+1) cycles from the VCO].
The control unit then changes the divide number to p. After (IN-M)p more cycles
from the VCO, the process repeats. The result is a fractional divide number
between p and p+1 (equal to p+M/N). While this method solves the problem of
forcing the reference frequency to a low enough value to provide the required
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Figure 8.13 Phase-locked loop with fractional n.

step size without excessive phase noise degradation, spurious signals are
introduced about the primary output signal at offset frequencies equal to
multiples of the frequency resolution. These can be controlled through
appropriate choices in loop bandwidth and through phase-error correction
schemes.

8.4.2 Direct synthesis

The set of techniques commonly referred to as “direct synthesis” involves the
simultaneous generation of multiple frequencies from a common reference which
are then selected and assembled in various combinations to produce each desired
frequency at the output. Figures 8.14 and 8.15 are “brute force” examples of
direct synthesizers utilizing mixers, multipliers, filters, and switches to generate
signals in the range 1 to 9 MHz and 1 to 99 MHz in increments of 1 MHz. A
more practical mix and divide technique is described in Chap. 18. These
techniques can be extended to provide broad coverage at microwave frequencies
with architectures incorporating direct synthesis up-conversion.

Several advantages and disadvantages of the direct synthesis approach
become clear upon examination of this example. There is an inherent capability
to achieve high speeds for switching frequency due to the access to the frequencies
generated concurrently without having to wait for loops to lock. It is primarily
the speed of the switches and the time needed to generate the proper commands
to drive them that will determine frequency-switching time. Another advantage
of this kind of approach is that there will be “phase memory,” i.e., if the
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Figure 8.14 Direct synthesizer in the 1- to 9-MHz range.

synthesizer is switched from one frequency to another and then back to the
original, the phase will remain identical to what it would have been without
switching. It should be noted that if the switching of inputs to dividers is involved,
this result cannot be guaranteed.

From the system design point of view, the multiplicity of mixers means
that many spurious signals (both harmonics and nonharmonics) will be
generated and need to be accounted for in the design. Frequencies need to be
chosen carefully, and filtering needs to be provided properly to reduce the
number and levels of spurious signals at the output. In the synthesizer in Fig.
8.15, the “local oscillator” frequencies from the lower MUX will be present at
the output along with image frequencies. Output filtering requirements can
be eased by using the frequencies from 5 to 9 MHz and choosing the
appropriate sideband (e.g., 71 MHz is realized by mixing 80 and 9 MHz).
Careful isolation of critical components needs to be provided. In general,
direct synthesizers tend to be more bulky than indirect synthesizers because
of the higher number of components involved, the need for more filtering, and
isolation requirements.
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Figure 8.15 Direct synthesizer in the 1- to 99-MHz range.

8.4.3 Direct digital synthesis (DDS)

This method overcomes several shortcomings referred to in the techniques
described previously. There are applications where phase-locked loops can be
replaced quite effectively, and when they are used in combination with the
methods described above, the realization of versatile, more compact high-
performance sources has become a reality, with the added capability of high-
quality phase and frequency modulation.

The DDS (also referred to as a “numerically controlled oscillator,” or NCO)
block diagram is shown in Fig. 8.16. An N-bit digital accumulator is used to
add an increment of phase to the contents on each clock cycle. An M-bit lookup
ROM provides the sine of the accumulated phase. These digital data then
drive a digital-to-analog converter (DAC) to generate a series of steps
approximating a sine wave. After low-pass filtering, higher-order harmonics,
aliasing signals, and other undesired spurious outputs are attenuated, and a
relatively clean sine wave emerges. The Nyquist criterion requires a sampling
rate (clock frequency) greater than twice the maximum output frequency.
Practical design concerns limit the output frequency to about 75 percent of
the Nyquist frequency.
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Figure 8.16 DDS block diagram.

Since the accumulator has a modulus of 360°, the process repeats and generates
a continuously varying since wave. Figure 8.17 illustrates the process by means
of a “phase circle” in which the total 360° of phase is divided into 2V equal
increments for addition in the accumulator. This represents the lowest
frequency of operation as well as the minimum frequency increment (step size).
Higher frequencies are generated by effectively multiplying (programming the
step size of) the minimum increments by the integer P, contained in the
frequency control word.
Thus the frequency resolution F,. that can be obtained is

Fox
Fres = 2CN (8-1)
360°
2N
360°
Pe N

Figure 8.17 DDS phase circle. The phase increment 360°/2" corresponds to the lowest frequency.
To generate higher frequencies, this increment is multiplied by the integer P, contained in the
frequency control word.
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where Fy is the clock frequency, and IV is the number of bits in the accumulator.
For example, for a 50-MHz clock frequency and a 24-bit accumulator, a step size
of about 3 Hz is available to output frequencies beyond 18 MHz. It should be
pointed out that if it is desirable to generate frequencies with decimal frequency
resolutions, a clock frequency equal to a power of 2 (binary) is required.

In addition to fine frequency resolution, DDS is capable of short frequency
switching intervals with continuous phase, since this can be accomplished in
principle merely by changing the size of the phase increment being added in the
accumulator. Pipeline delays in the digital circuitry are the primary limit to
speed. Frequency modulation can be done by varying the frequency control word,
and phase modulation can be performed by varying the digital phase word
provided to the lookup ROM.

The primary factor governing DDS use at high frequencies is spurious signal
performance. Spurious performance is determined by several factors, including
the DAC switching transients, DAC nonlinearities, and imperfect
synchronization of latches and coupling effects along the digital path. Continuing
development and improvement in CMOS and gallium arsenide NCOs and DACs
are pushing replacement of PLLs and direct synthesizers by DDS to higher and
higher frequencies.
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Chapter

Digital Signal Processing

John Guilford

Agilent Technologies
Lake Stevens, Washington

9.1 Introduction

Digital signal processing (DSP) consists of modifying or processing signals in
the digital domain. Because of the advances made in the speed and density of
IC technology, more and more functions that were once performed in the analog
domain have switched over to be processed digitally, such as filtering and
frequency selection. Furthermore, digital signal processing has allowed new
kinds of operations that weren’t possible in the analog domain, such as the
Fourier transform. With the high performance and low cost of integrated circuits
and microprocessors, digital signal processing has become pervasive. It is built
into almost all instruments, as well as such things as cellular telephones, compact
disc players, and many automobiles.

This chapter covers what is a signal, ways to characterize signals, ways to
characterize signal processing, and the advantages and disadvantages of digital
signal processing, compared to analog signal processing. Before many signals
can be processed digitally, they must first be converted from analog signals to
digital signals in a process called digitizing or analog-to-digital conversion. Some
of the common tasks performed in digital signal processing include filtering,
sample-rate changing, frequency translation, and converting from the time
domain to the frequency domain via the Fast Fourier Transform. Depending on
the cost and performance constraints of a particular design, the signal processing
task can be implemented in various forms of hardware, ranging from custom
integrated circuits to field-programmable gate arrays to off-the-shelf chips, or
it can be implemented in software on equipment ranging from general-purpose
computers to special-purpose DSP processors.
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(a) (b)

Figure 9.1 A continuous time signal (a). A discrete time signal (b).

9.2 Signal Characterization

Before getting into signal processing itself, first consider what a signal is. Most
generally, a signal is something that varies and contains information. Examples
of signals include things like the changing air pressure of a sound wave or the
changing elevation of terrain as the location changes.

9.2.1 Continuous and discrete time signals

There are various ways of characterizing signals. One way to do this is by the
domain or independent variable of the signal. The domain of a signal can be
one-dimensional, such as time, or it can be multidimensional, such as the spatial
dimensions of an image. For the most part, this chapter will consider signals
that vary with time as the independent variable. Signals can vary in a continual
manner, where time can take on any value. These are called continuous time
signals (Fig. 9.1A). Other signals only have values at certain particular (usually
periodic) values of time. These are called discrete time signals (Fig. 9.1B).

9.2.2 Analog and digital signals

Likewise, the signal’s range of values can be characterized. Signals can be one-
dimensional as well as multidimensional. A signal can take on continuous values.
Such a signal is often called an analog signal. An example of this might be the
deflection of the meter movement of an analog voltmeter. Alternately, a signal
can be restricted to only taking on one of a set of discrete values. This type of
signal is often called digital. The corresponding example for this would be the
voltage displayed on a digital voltmeter. A 3%-digit voltmeter can only show
one of about 4000 discrete values (Fig. 9.2).

Although digital signals tend to be discrete time and analog signals tend to
be continuous time, analog signals can be continuous or discrete time, and the
same is true of digital signals. An example of a discrete time analog signal is
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Figure 9.2 Analog signal with continuous values (a). A digital signal with discrete values (b).

the charge value stored in the CCD array of an imaging chip in a digital camera.
Each charge value can be any of a pontinuum of values while each pixel is
discrete. An example of a continuous time digital signal is Morse code, where
there are only two different states, tone or no tone, but the timing of the start
and ending of the tones is continuous. Furthermore, the same information
can be represented by two different signals. For example, the exact same music
can be represented by the discrete-time digital signal stored on a compact disc
or by the continuous-time analog pressure variations emanating from a
speaker.

9.2.3 Physical and abstract

Signals can be something physical, such as the height of an ocean wave,
pressure variation in a sound wave, or the varying voltage in a wire, or they
can be entirely abstract, merely being a sequence of numbers within a
computer.

9.3 Signal Representations

A signal can be represented in many ways. Probably the most familiar way to
represent a signal is by showing the value of the signal as a function of time.
This is known as the time-domain representation of a signal, and it is what an
oscilloscope shows. Sometimes other representations of a signal can be more
useful. Probably the next most common way to represent signals is by showing
the value of a signal as a function of frequency. This frequency-domain
representation of a signal is what a spectrum analyzer shows (Fig. 9.3). Some
aspects of a signal that might be very hard to discern in one representation of a
signal might be very obvious in another. For example, a slightly distorted
sinusoidal wave might be very difficult to distinguish from a perfect sinusoid in
the time domain, whereas any distortion is immediately obvious in the frequency
domain. Figure 9.4A shows a perfect sine wave overlaid with a sine wave with
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Figure 9.3 A time-domain representation of a signal (a). A frequency-domain representation of the
same signal (b).

1% distortion. The two traces are indistinguishable when viewed in the time
domain. Figures 9.4B and 9.4C show these signals in the frequency domain
where the distortion is easy to see.

Other domains can be used to represent signals, but this chapter will only be

(a)

WWWW e Ay Ay

(b) (c)

Figure 9.4 A sine wave with no distortion overlaid with a sine wave with 1% distortion (a). A
frequency-domain representation of a perfect sine wave (b). A frequency-domain representation of
a distorted sine wave (c).
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concerned with the time domain and the frequency domain. See the bibliography
for more information on other domains.

9.4 Signal Processing

Signal processing, in the basic sense, means changing, transforming, or analyzing
a signal for any of a variety of purposes. Some of the reasons to process a signal
include reducing noise, extracting some information from the signal, selecting
certain parts of a signal, and accentuating certain parts of a signal. The goal of
signal processing is to make the signal more appropriate for some particular
application, such as modulating an audio signal onto a carrier so that it can be
more efficiently broadcast as radio.

9.4.1 Reversible and irreversible

The different types of signal processing systems can be characterized in several
different ways. One can speak of reversible systems and irreversible systems. In
a reversible system, given the output of the system, the input can be uniquely
reconstructed. As an example, the Fourier transform of a signal is reversible
because, given the Fourier transform, the inverse-Fourier transform can be used
to determine the original signal. A system that takes the absolute value of the
input, on the other hand, is irreversible. Given the output of that system, the
input can’t be determined because both positive and negative values map to the
same output.

9.4.2 Linear and nonlinear

Another major way to differentiate signal-processing systems is whether they
are linear or non-linear.

Linear. A linear system has the property of superposition; if the input to the
system consists of a weighted sum of several signals, then the output is the
weighted sum of the responses of the system to the various input signals. In
particular, a linear system obeys two rules: if the input to the system is scaled
by a constant, then the output is also scaled by the same constant; if the input
to the system is the sum of two signals, then the response of the system is the
sum of the responses of the system applied to each of the two inputs.
Mathematically, if y,[n] is the response of the system to the input (x,[n]), and
y2[n] is the response of the system to the input x,[n], and a is any constant,
then the system is linear if:

1. The response of the system to

x1[n] + x2[nlis y1[n] + yoln] 9.1
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2. The response of the system to

axi[n]is ay[n] 9.2)

where: x,[n] is an arbitrary input to the system
xy[n] is another arbitrary input to the system
y1[n] is the response of the system to x;[n]
yo[n] is the response of the system to x,[n]
a 1s any constant

Note: this applies to continuous time systems, too. For example, the response of
a linear continuous time system to the input aX(t) is ay(t). Because this chapter
is about digital signal processing, most of the examples are given in terms of
discrete time signals, but, in general, the results hold true for continuous time
signals and systems, too.

Nonlinear. Multiplying a signal by a constant is a linear system. Squaring a
signal is nonlinear because doubling the input quadruples the output (instead
of doubling it, as required by the definition of linearity).

Time invariance or shift invariance. Linear systems often have a property
called time invariance (sometimes called shift invariance). Time invariance
means that if the input is delayed by some amount of time, the output is the
same, except that it is delayed by the same amount: if y/n/ is the response of a
system to the input x/n/, then a system is time invariant if the response of the
system to:

x[n+ Nlis yln + N] (9.3)

where: x[n] is an arbitrary input to the system
y[n] is the response of the system to x/n]
x[n+N] is the input shifted by NV samples
y[n+N] is the output shifted by NV samples
N is an arbitrary amount of shift

A system that is not time invariant is called time varying. Multiplying a signal
by a constant is time invariant. Multiplying a signal by sin[zn/2N], as in
amplitude modulation of a carrier, is not time invariant. To see this, consider
the input x/n/ to be a unit pulse, starting at =0, and lasting until n=2N. The
response of the system would be the positive half cycle of the sine wave. If the
input is delayed by IV, then the output of the system would be the second and
third quarter cycles of the sine wave, which is not the same as a delayed version
of the positive half cycle, as shown in Fig. 9.5.
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Figure 9.5 An example of a time-invariant system (a). An example of a time-varying system (b).
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Linear time-invariant systems and filters. Linear time-invariant (LTI)
systems form an important class of signal-processing systems. It can be shown
that an LTI system cannot create new frequency components in a signal.
The output of such a system only contains signals with frequency components
that were in the input. Generally, these systems are called filters. A filter
can change the amplitude and/or phase of a particular frequency component,
but it cannot create a new frequency that was not in its input. This is
important because it allows filters to be analyzed and described by their
frequency response.

Causal and anticipatory. A system is said to be causal if its response at time ¢
only depends on its input up to time ¢, or, in other words, its current output
doesn’t depend on the future input. A system whose output depends on future
inputs is said to be anticipatory. Mathematically, a system is causal if its response
y[n] is only a function of x/i] for i<n. As a result, if the input to a causal system
is zero up to time N, that is to say x/n/=0 for n<N, then the response of the
system will also be zero up to time N, y/n]=0 for n<N. Furthermore, if two inputs
to a causal system are identical up to time NN, then the responses of the system
will also be identical up until that time. A system that averages the previous
three inputs, y[n]=(x[n]+x[n-1]+ x[n-2])/3 is causal. A system that averages the
previous, current, and next input, y[n]=(x[n+1]+x[n]+x[n-1])/3 is not causal
because the output, y/n/, depends on a future input, x[n+1]. The real world is
causal. Physical systems can’t respond to future inputs. However, noncausal
systems can exist and can sometimes be very useful. One typical application
that uses noncausal systems is image processing, where the domain of the system
is spatial, rather than temporal. Clearly, when processing an image, the entire
image is accessible and there is no need to restrict oneself to only causal filters.
Even when the domain of the signals is time, noncausal filters can be used if
post-processing the data. If an entire record of the input is first recorded, the
data can be processed later, then the signal processor has access to “future”
data and can implement noncausal filters.

Stability. A final important property of signal-processing systems is stability. A
system is said to be stable if any bounded input to the system results in a bounded
output. A signal is bounded if it doesn’t grow without limit. An example of a
stable system is one that sums the previous three inputs. If the values of these
inputs is bounded —-B<x/n/<B, then the output is bounded —-3B<y/n/<3B. An
ideal integrator (a system that sums all its previous inputs), however, is not
stable because the constant input x[n]=1 will result in an arbitrarily large output
eventually. In general, most useful signal-processing systems need to be stable.

9.5 Digital Signal Processing

This chapter deals primarily with the subset of signal processing that here will
be called digital signal processing. This means discrete time signal processing

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Digital Signal Processing

Digital Signal Processing 9.9

of quantized or discrete values. This isn’t as restrictive as it might at first sound.
In many applications, digital signal processing can be used to emulate or simulate
analog signal processing algorithms. In addition, digital signal processing can
perform many tasks that would be very hard or impossible to do in analog
processing.

9.5.1 Advantages

One might wonder why anyone would use digital processing to simulate
something that could be done directly in the analog domain. There are several
advantages that can be gained by moving the signal processing from the analog
domain to the digital domain.

Repeatability. One of the biggest advantages that digital processing has over
analog is its repeatability. A digital filter, given the same input, will always
produce the same output. This is not necessarily true with analog filters. The
components used in analog filters are never perfect or ideal. They all have
tolerances and some variability in their true value. In a batch of 100-ohm
resistors, all the resistors don’t have values of exactly 100 ohms. Most will have
value within 1% of 100 ohms (if they are 1% resistors, for example). Because of
this, precision filters used in instruments are designed with a number of
adjustable components or “tweaks.” These are used to adjust and calibrate the
filter to meet the instrument’s specifications, despite the variability of the analog
components used in the filter. Digital filters are “tweakless;” once a filter is
properly designed, every copy of it in every instrument will behave identically.

Drift. Another imperfection in analog components that is related to component
variation is component stability and component drift. Not only do the values of
analog components vary within a batch, but they also tend to drift over time
with such factors as changing temperatures or merely aging. Not only does this
add complexity to the design of analog filters, but it also requires the periodic
recalibration of instruments to compensate for the drift. Digital signal processing
systems, however, are drift free.

Cost. Digital signal processing can also have a cost advantage over analog signal
processing. The amount of circuitry that can be placed on an integrated circuit
has increased dramatically and the cost for a given amount of logic has
plummeted. This has tremendously reduced the cost of implementing digital
processing hardware. Advances in computer technology have led to the
development of microprocessors that have been optimized for digital signal
processing algorithms. This has allowed developers to implement DSP systems
using off-the-shelf hardware and only writing software. This expanded the range
of applications suitable for using DSP to include prototypes and low-volume
products that otherwise wouldn’t be able to afford the cost of building dedicated,
custom integrated circuits.
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81.8 Mhz

174.3 MHz

92.5 MHz +10.7 MHz

(a)

81.8 Mhz

152.9 MHz Figure 9.6 A signal at 92.5 MHz mixed
+10.7 MHz with 81.8 MHz produces the desired sig-
nal at 10.7 MHz, plus an extraneous sig-
nal at 174.3 MHz. (a) A signal at the im-
age frequency of 71.1 MHz also produces
(b) an output signal at 10.7 MHz (b).

71.1 MHz

Precision. Digital signal processing can exceed analog processing in terms of
fundamental precision. In analog processing, increasing the precision of the
system requires increasingly precise (and expensive) parts, more tweaks, and
more-frequent calibrations. There are limits to precision, beyond which it is
impractical to exceed. In digital signal processing, higher precision costs more
because of the extra hardware needed for higher precision math, but there are
no fundamental limits to precision.

As an example, consider mixing a signal with a local oscillator to shift its
frequency. This is a common task in many instruments. When a signal is
multiplied by a local oscillator, both the sum and difference frequencies are
generated. This can cause images of the desired signal to appear at other
frequencies and it can cause other, undesired input signals to appear at the
same location as the desired signal. These unwanted signals must be filtered
out before and after the actual mixing. For example, in an FM (frequency
modulation) radio, a station at 92.5 MHz can be mixed down to an IF
(intermediate frequency) of 10.7 MHz by multiplying it by a local oscillator at
81.8 MHz. This mixing will also place that station at 174.3 MHz, which is the
sum of the local oscillator frequency and the input signal. Furthermore, any
input signal at 71.1 MHz would also be mixed to 10.7 MHz (Fig. 9.6). Because of
this image problem, many instruments use multiple conversions, each with its
own local oscillator and with filtering between each conversion, to translate the
desired signal to its final location. One way to avoid these image problems is to
use a quadrature mix. In a quadrature mix, the local oscillator is actually two
signals equal in frequency, but with exactly a 90-degree phase difference (Fig.
9.7). A quadrature local oscillator can be thought of as the complex exponential
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et Another way to think of the result of a quadrature mix is as the sum of two
signals in which the desired signal is in phase and the image signals are out of
phase. The two out-of-phase signals cancel, leaving only the desired signal.
Getting perfect cancellation of the image signals depends on two things: having
identical amplitudes in the two quadrature local oscillators, and having exactly
90 degrees of phase difference between the two local oscillators. As one deviates
away from this condition, residual image signals appear. To get 80 dB of image
cancellation, the phase difference between the two local oscillator signals must
be within 0.01 degrees of 90. This is not feasible to do using analog components.
This is easy to accomplish in digital signal processing and is routinely done in
many instruments.

9.5.2 Disadvantages

Digital signal processing also has some disadvantages, as compared to analog
processing.

Bandwidth. Probably the largest disadvantage is bandwidth. To process higher-
bandwidth signals, higher sample rates and faster math is required. Analog-to-
digital converter technology sets the limits on the widest bandwidth signals
that can be processed with DSP. As technology progresses, the bandwidth of
signals that can reasonably be processed in the digital domain has risen. In the
1980s, a high-performance analyzer might have a sample rate of 250 ksamples/
s and a maximum bandwidth of 100 kHz. By the end of the 1990s, sample rates
had risen to 100 Msamples/s, which is capable of processing signals with
bandwidths up to 40 MHz. During this time, however, analog signal processing
has been used to process signals up into the many GHz.
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Cost. Cost can also be a disadvantage to DSP. Although VLSI technology has
lowered the cost of doing math, the process of converting analog signals into the
digital domain and then back into the analog domain still remains. In many
applications, an analog solution works just fine and there is no reason to resort
to DSP.

9.6 Digitizing Process

Inherent in many DSP applications is the process of digitizing, that is, the process
of converting an analog signal to the digital domain. For a more-detailed look at
the analog-to-digital conversion process, see Chapter 6 (Analog to Digital
Converters). Here, the emphasis is on how the digitizing process modifies signals.

9.6.1 Sampling and quantizing

The digitizing process consists of two distinct processes. The first is sampling
and the second is the quantizing, each of which has its effect on the signal being
digitized.

Sampling. Sampling is the process of examining the analog signal only at certain,
usually periodic, discrete times. Typically, the signal is sampled periodically at
arate known as the sample rate (f.), as shown in Fig. 9.8. This function is typically
performed by the track-and-hold or sample-and-hold circuit in front of the analog-
to-digital converter. After the analog signal is sampled, it is still an analog
voltage. It must still be converted to a digital value in the analog-to-digital
converter. This process is known as quantizing (Fig. 9.9). Because a digital value

]

t=1/

I~

Figure 9.8 Sampling an analog signal at a
rate of f—s
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Figure 9.9 Quantizer input/output trans-
fer function.

Input

can only take on a finite number of discrete values and the analog signal can
take any of a continuum of values, the digitized value can’t exactly describe the
value of the analog signal. Ideally, the analog-to-digital converter finds the closest
digital value to the value of the sampled analog signal.

Aliasing. The sampling process, which converts the signal from a continuous
time domain to a discrete time domain, can potentially have quite an effect on
the signal. A discrete time signal can only describe signals of a limited bandwidth,
in particular signals between +f,/2, where f, represents the sampling frequency.
Signals outside of this range are folded back, or aliased, into this range by adding
or subtracting multiples of f,. For example, analog signals of frequencies 5f,/4
and f/4 can alias into the same digital samples, as shown in Fig. 9.10. The
sampled values cannot indicate which of those analog signals produced that set
of samples. Indeed, these two signals, along with all the other signals that
generate the same set of samples, are known as aliases of each other. Any signal
with a bandwidth less than f,/2, which is 1s known as the Nyquist frequency, can
be sampled accurately without losing information. Note: although it is common
that the signal being digitized is often centered about dc, that isn’t necessary.
The signal can be centered about a frequency higher than the sample rate, as
long as the signal’s bandwidth is less than the Nyquist frequency. For example,

Figure 9.10 An example of two analog
signals that alias into the same digital
signal.
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a spectrum analyzer can down convert its input down to a center frequency of
750 kHz with a bandwidth of 500 kHz. Thus, the signal prior to digitizing has
content from 500 kHz to 1000 kHz. This is then sampled at a rate of 1 MHz.
Because this signal’s bandwidth is half of the sample rate, this is okay. The
signal is then aliased into the range of +500 kHz so that an input signal at a
frequency of 900 kHz would show up in the digitized signal at a frequency of
+100 kHz, as shown in Fig. 9.11. If the bandwidth of the analog signal is greater
than the Nyquist frequency, then two or more frequencies in the input signal
will alias into the same frequency in the digitized signal, in which case it becomes
impossible to uniquely determine the original analog signal. As an example, if
the sample rate is 1 MHz, then analog signals at frequencies of 0.1 MHz, 0.6
MHz, and 1.1 MHz all alias to the same value, 0.1 MHz. By observing the digitized
signal, it would be impossible to determine whether the input was at 0.1 MHz,
0.6 MHz, or 1.1 MHz. For this reason, an anti-aliasing filter is usually placed
before the sampler. This (analog) filter’s job is to bandlimit the input signal to
less than the Nyquist frequency.

Quantizing. After the signal is sampled, it must be quantized to one of a set of
values that are capable of being represented by the analog-to-digital converter.
This process can be considered an additive noise process, where the value of
noise added to each sample is the difference between the actual value of the
sampled signal and the quantized value (Fig. 9.12). The characteristics of this
additive noise source can then be examined. If the A/D converter is ideal, then
the noise would be zero-mean noise uniformly distributed between +% of the
least-significant bit of the quantizer output. If the converter is less than ideal,
then the noise would be higher. Clearly, a converter with more precision or
number of bits would have more quantizing levels with the quantizing levels
closer together and would add less noise.

For signals that change a large number of quantizing levels between samples,
the added noise is approximately uncorrelated with the input signal. In this
case the noise shows up as a broadband, white noise. However, when the signal
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Figure 9.12 A quantizer can be considered to be an additive noise source (a). Quantizer noise is the difference
between the signal’s actual value and the quantized value (b).

only traverses a few different quantizing levels, the noise can become highly
correlated with the input signal. In this case, the noise looks more like distortion
than broadband white noise (Fig. 9.13). As an extreme example, consider a low-
level sinusoidal input that only traverses between two different quantizing levels.
The quantized signal would look like a square wave, rather than a sinusoid!
The quantizing errors, instead of being spread out across the whole spectrum,
are concentrated at multiples of the sinusoid’s frequency.

9.6.2 Distortion

Distortion-like noise is more of a problem than wide-band noise because it can
look like spurious signals. For this reason, dither is often used in the digitizing
process of instruments. Dither is a (typically small) random signal added to the
input signal prior to the digitizing process. This same random signal is subtracted
from the digitized values after the digitizing process. This added dither has the
effect of converting correlated noise into uncorrelated noise. Consider +% mV of
dither added to a 0- to 1-m V sinusoid that is being quantized by a digitizer with
1-m V quantizing levels. If no dither was added, then when the input sinusoid
was below %2 mV, the quantizer would read 0, and when the sinusoid was above
% mV, the quantizer would read 1, producing a square wave (Fig. 9.14A). With
the dither added, the output of the quantizer will be a function of both the
value of the input sinusoid and the particular value of the dither signal. For a
given input signal value, the output of the digitizer can be different depending
on the value of the dither. The digitizer’s output becomes a random variable
with some distribution. If the sinusoid’s value is close to 0, then the digitizer’s
output is more likely to be 0 than 1. If the sinusoid is at 0.5 mV, then the
digitizer’s output is equally likely to be 0 or 1. If the sinusoid’s value is close
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(a)
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Figure 9.13 A signal that traverses many quantizer levels results in broadband (approximately
white) quantizer noise (a). A signal that only traverses few quantizer levels results in distortion-
like noise (b).

to 1, then the output of the quantizer is more likely to be 1. The output of the
digitizer might look like Fig. 9.14B, where the output is more often 0 when the
sinusoid is low and more often 1 when the sinusoid is high. Looking at the
spectrum of this output, the distortion seen in Fig. 9.14A has been converted
into broadband noise in Fig. 9.14B. Notice that the noise generated by the
digitizing process hasn’t been removed; it is still there. It has just been converted
from correlated noise to uncorrelated noise.

9.6.3 Quantization noise

For many types of digitizers, the quantization noise that is added to the signal
1s approximately white noise, which means that each noise sample is uncorrelated
with any other noise sample. This means that knowing the noise in one sample
shows nothing about the noise in any other sample. One characteristic of white
noise is that it is broad band. Furthermore, white noise has a constant power
density across the entire spectrum of the signal. If the signal is filtered, the
amount of noise in the result will be proportional to the bandwidth of the filtered
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signal. Halving the bandwidth halves the noise power. Because the noise power
is proportional to the square of the noise amplitude, this reduces the noise
amplitude by the square root of two (a half bit). Every two octaves of bandwidth
reduction reduces the noise amplitude by a bit. This effect is familiar to users of
spectrum analyzers, who notice that the noise floor drops as their resolution
bandwidth is decreased. In this way, a 20-Msamples/s digitizer, which is noise
limited to 16 bits, can digitize a lower frequency signal with more precision
than 16 bits. If the output of such a digitizer is low-pass filtered by a factor of
28=256, to a bandwidth of 78 ksamples/s, then each factor of 2 contributes '/, bit
of noise. The resulting signal would have a noise level 4 bits less, a noise-limited
performance of 20 bits.

9.6.2 Noise-shaping networks

Not all digitizers produce white quantization noise. Digitizers can be designed
with noise-shaping networks so that the quantization noise is primarily in the
higher frequencies. This is the basis behind a class of analog-to-digital converters
known as delta-sigma converters. These converters have the same amount of
noise as traditional converters; however, instead of the noise spectrum being
flat, the noise spectrum is shaped to push a majority of the noise into the higher
frequencies. If the result from this converter is low-pass filtered, the noise
performance can be quite a bit better than a half-bit of noise performance per
octave.

In a typical delta-sigma converter, the actual quantizer is a one-bit converter
running at a sample rate of 2.8 Msamples/s. The noise is shaped (Fig. 9.15) such
that when the output from the one bit converter is low-pass filtered to a sample
rate of 44.1 ksamples/s, the noise has been reduced by 15 bits, resulting in a
performance equivalent to a 16-bit converter running at 44.1 ksamples/s. To
see how this might work, consider a traditional one-bit converter and a delta-
sigma converter both digitizing a sine wave. Figure 9.16A shows the output of
the traditional converter along with its spectrum. The output looks like a square
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Figure 9.16 Digitizing a sine wave with a one-bit quantizer with no noise shaping (a). Digitizing a
sine wave with a one-bit quantizer with first-level noise shaping (b).

wave and the noise spectrum has components near the desired signal. The output
of a delta-sigma converter would look more like Fig. 9.16B.

A couple of things are apparent. The delta-sigma converter looks noisier, but
that noise is mostly high-frequency noise. The spectrum shows that although
the high-frequency noise is higher than in the traditional converter, the low-
frequency noise is much less. It is obvious that the low-pass filtered result from
the delta-sigma converter is a better representation of the sine wave than the
result from the traditional converter. The delta-sigma converters make use of
the relatively low cost of implementing digital filters using large-scale integrated
circuits. A major application for delta-sigma converters are in digital audio,
which use a sample rate of 44.1 ksamples/s with band-widths near 20 kHz. To
do this with a traditional ADC would require an analog anti-aliasing filter with
a pass-band of 0 to 20 kHz, and a stop band starting at 22.05 kHz. With digital
audio requiring a stop-band rejection of 90 dB or more, this is a very difficult
(i.e., expensive) analog filter to build. The delta-sigma converter moves the initial
sampler up to 2.8 Msample/sec, where a low-order anti-alias filter suffices. The
final filtering (with a pass-band to 20 kHz and a stop-band starting at 22.05
kHz) is implemented with a digital filter that is cheaper than the equivalent
analog filter.
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9.7 Linear Filters

One of the largest class of tasks in signal processing is linear filtering: for
example, low-pass, band-pass, and high-pass filters.

9.7.1 Characterizing a linear filter

There are two principal ways to characterize a linear filter: the frequency
response of the filter in the frequency domain and the impulse or step response
of the filter in the time domain. Either the frequency response or the impulse
response uniquely characterizes a linear filter. Depending on the application,
one way might be more convenient than the other. A oscilloscope designer might
care more about the impulse response of a filter, but a spectrum analyzer designer
might care more about the frequency response. The principle of superposition
that linear filters possess allows the response of a filter to be analyzed by
decomposing the input into a sum of simpler signals and summing the response
of the filter to these simple signals. In the case of the frequency response, each
input signal is decomposed into a sum of sinusoids with differing amplitudes
and phases. Because the response of a linear filter to a sinusoid is another
sinusoid with the same frequency, a complete characterization of a filter consists
in how the amplitude and phase change between the input and output at each
frequency. This characterization is the frequency response of the filter.

In the case of time-domain characterization, the input signal is broken up
into a series of discrete time impulses (signals that are non-zero at only one
time, and zero everywhere else) and the characterization of the filter consists of
the response of the filter to a unit impulse input. This response is known as the
impulse response of the filter. The impulse response and the frequency response
are related via the Fourier transform. The frequency response is the Fourier
transform of the impulse response.

9.7.2 Categories of digital filters

There are two broad categories of digital filters. Filters whose impulse responses
are non-zero for only a finite number of samples are called finite impulse response
(FIR) filters. Other filters, known as infinite impulse response (IIR) filters, have
impulse responses that are, in principal, infinite in extent. The fundamental
difference between IIR and FIR filters is that IIR filters use feedback within
their implementation, whereas FIR filters do not. This difference, feedback or
no feedback, profoundly changes some of the characteristics of these filters.
Although the basic building blocks of analog filters are capacitors, inductors,
or integrators, the basic building blocks of digital filters are scaling blocks (blocks
that multiply a signal by a constant), summing blocks, and unit-delay blocks
(blocks that delay a signal by one sample time). These blocks can be combined
to create any realizable filter. Analog filters are often analyzed with Laplace
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Figure 9.17 A canonical form of an IIR filter.
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transforms and poles and zeros in the s-plane; digital filters are analyzed by a
similar, but different, transform, the z-transform, which has poles and zeros in
the z-plane. The s-plane and the z-plane share many characteristics, although
the details vary. For example, in the s-plane, all stable filters have poles in the
left half plane. The corresponding criteria in the z-plane is that all stable digital
filters have poles within the unit circle. The details of the z-transform are beyond
the scope of this chapter. Interested readers can check some of the text books
listed at the end of this chapter.

9.7.3 Infinite impulse response (lIR) filters

The class of IIR filters more closely resemble analog filters because both IIR
filters and analog filters, in principle, have impulse responses that last forever;
in practice, the impulse response will get lost in noise or rounding errors within
a finite time. Because these filters use feedback, they are sometimes called
recursive filters. 1IR filters are often designed using the same or similar
techniques to the design of analog filters. In many ways, an IIR filter is a discrete
time simulation of a continuous time filter.

There are many ways to convert a continuous time filter, such as a Butterworth
low-pass filter, to a digital IIR filter. One method, called impulse invariance,
seeks to make the impulse response of the digital filter equal to equally spaced
samples of the impulse response of the continuous time filter. A second technique
is to convert the differential equation that described the continuous time filter
into a discrete time difference equation that can be implemented in an IIR filter.
A third technique converts the Laplace transform to the z-transform by means
of a bilinear transform. The canonical form of an IIR filter is shown in Fig. 9.17,
where the boxes represent unit delays and the a; and b, are filter coefficients.
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Figure 9.18 A canonical form of an FIR filter.

9.7.4 Finite impulse response (FIR) filters

In contrast to IIR filters, FIR filters do not utilize any feedback. FIR filters
could be considered as special cases of IIR filters, namely IIR filters where all
the feedback terms are zero. However, because of some special characteristics
of FIR filters, it is useful to consider them as a different class. The canonical
form of a FIR filter is the same as that for an IIR filter with all the feedback
terms set to zero, as shown in Fig. 9.18. From this figure, it is apparent that a
FIR filter can be considered to be a delay line, where each delayed value is
scaled by some coefficient and then summed. For this reason, FIR filters are
sometimes called tapped delay lines, and the filter coefficients are sometimes
called the tap weights. Although IIR filters are often modeled after analog filters,
FIR filters are almost always computer generated, often to minimize the pass-
band ripple and stop-band rejection. Known efficient algorithms, such as the
McClellan-Parks algorithm, can find the optimum FIR filter given a set of
constraints. For many applications, FIR filters are designed to be linear-phase
filters. This means that the filter’s phase response is linear with frequency. A
linear phase response corresponds to a pure time delay. Thus, a linear phase
filter can be considered to be a filter with zero phase response combined with a
time delay. The linear phase response equates to a constant group delay. This
constant group delay contrasts with IIR filters, whose group delays tend to vary
quite a bit, especially near their band edges. A linear phase response can be
generated by having the impulse response symmetric about its midpoint. That

T
?J' inik hf

sponse is symmetrical about its midpoint.
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is to say, the second half of the impulse response is a time-reversed version of
the first half, as shown in Fig. 9.19. Symmetric coefficients can be used to simplify
the implementation of linear-phase FIR filters by halving the number of
multiplications needed, as shown in Fig. 9.20.

9.7.5 Comparison of FIR and IIR filters

Both FIR and IIR filters have advantages and disadvantages and the choice of
which type of filter depends on the particular application. IIR filters tend to be
more efficient than FIR filters in the sense that typically a lower-order IIR
filter can be designed to have the same amplitude performance as a corresponding
FIR filter. The disadvantages of IIR filters include their non-linear phase, as
well as the possible existence of things called limit cycles. Limit cycles can exist
in IIR filters because of the effects of finite precision math. In a FIR filter, a
constant input eventually results in a constant output. In an IIR filter, a constant
input can result in a nonconstant, repeating output. Consider the filter shown
in Fig. 9.21, where the results of the multiplications are rounded to the nearest
result. The equation describing this filter is:

3
yin] = x[n] — Z[n —2] (9.4)
where: x[n] is the input at time n

y[n] is the output at time n
y[n-2] is the output two samples before time n
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Figure 9.20 A reduced multiplier form of a linear-phase FIR filter.
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Figure 9.21 An IIR filter with a limit cycle.
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For a large input, the output is a decaying sinusoid. If x[0]=256 (with all other
input samples zero), then the output would be the sequence 256, 0, -192, 0, 144,
0,-108, 0, -81.... However, the response does not decay all the way down to zero.
Eventually, it reaches the limit cycle 1, 0, -1, 0, 1, 0, —1, O.... This results from
the multiplication of +1 by %/, being rounded back up to £1. In the absence of
further inputs to break up the limit cycle, this oscillation will continue forever.
Not all TIR filters have limit cycles, and, in many applications, enough noise is
in the input data signal to break up limit cycles so that even though a filter
might have potential limit cycles, they might not be observed in practice.

FIR filters, although inherently immune to limit cycles and capable of
possessing linear phase responses, tend to require a higher-order filter to
implement a desired response than an IIR filter.

9.7.6 Coefficient quantizing

Digital filters are implemented with fixed coefficient multipliers. Like the
numbers representing the signal being filtered, the coefficients are quantized
to a set of distinct values. The precision of the coefficients doesn’t have to be the
same as the precision of the signal. For example, an audio system might have
16-bit data but only 8-bit filter coefficients. When a filter is designed, typically
the ideal coefficient isn’t exactly equal to one of the quantized values. Instead,
the ideal coefficient is moved slightly to the nearest quantized coefficient. These
perturbations slightly change the filter’s frequency response. These changes
must be taken into account by the filter designer. As an example, consider one
second-order section of an IIR filter. Because of the coefficient quantizing, the
poles and zeros of the filter section can’t be arbitrarily placed in the z-domain.
The poles and zeros can be located in only a finite number of locations. The
distribution of possible locations isn’t necessarily uniform. Depending on the
particular topology of the second-order section, the distribution of pole locations
might be denser in certain parts of the z-plane than in others. This can affect
the choice of which filter topology to use because the denser the possible pole
locations, the less an ideal pole location must move to fall on one of the allowable
positions.
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9.8 Changing Sample Rate

One common task performed in the DSP section of an instrument is changing
the sample rate. There are several reasons why the sample rate could be changed.
Often as the signal is processed, it is filtered to reduce its bandwidth. As the
bandwidth is reduced, the sample rate can be reduced, lowering the
computational load of further signal processing blocks. Sometimes a particular
sample rate is desired for user convenience. For example, the frequency
resolution of a Fast Fourier Transform is directly related to the sample rate of
the signal. To get an even resolution (for example, exactly 10 Hz/ bin instead of
something like 9.875 Hz/bin), the signal might have to have its sample rate
changed. As a third example, consider an arbitrary waveform generator whose
digital to analog converter runs at a rate of 1 Msample/sec. To play data from an
audio compact disc, the disc’s sample rate of 44.1 ksamples/s, must be changed
to the converter’s rate of 1 Msample/sec. The process of changing a signal’s
sample rate is sometimes known as resampling the signal.

Consider reducing a signal’s sample rate such that the original sample rate
is an integral multiple, NV, of the new sample rate. Merely taking every Nth
sample would not suffice. The process of taking every Nth sample, called
decimation by a factor of N, is the same as the sampler process covered earlier
(see 9.6.1). Unless the input signal is band limited to less than half of the new
sample rate, decimation results in aliasing so that multiple frequencies in the
original signal get folded into the same output frequency. To prevent aliasing,
the original signal must be filtered to reduce its bandwidth before decimation.
This is no different than the anti-alias filter and sampler before an analog-to-
digital converter. Typically, the signal is low-pass filtered before decimation,
although this isn’t necessary, as long as the bandwidth of the signal is reduced
sufficiently.

To raise a signal’s sample rate by an integral factor, M, the reverse is done.
First, the signal is interpolated by adding M-1 zeros between each sample point.
However, the spectrum of the interpolated signal has M copies of the original
signal’s spectrum. All but one copy of this spectrum must be filtered out with a
filter after the interpolator. This filter is similar to the reconstruction filter that
comes after a digital-to-analog filter.

To change a signal’s sample rate by a rational factor M/ N, first interpolate
the signal by a factor of M, filter, and then decimate by a factor of V. Note
that the reconstruction filter and the anti-alias filter can be combined into
the same filter; there is no need for two filters. It may seem that the
computational load on this filter could be excessive if N and M are both large
numbers because the sample rate that the filter must process is M times the
original sample rate. However, all of the zero samples added in the
interpolation process can ease the task. Furthermore, all of the samples that
will be eliminated in the decimation process need not be calculated. These
two things can make the computational load reasonable—especially when
the filter used is a FIR type.
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Sample rates can also be changed by arbitrary, not necessarily rational, or
even time-varying rates, although the details of this is beyond the scope of this
book.

9.9 Frequency Translation

Changing the frequency of a signal is a common operation in instruments. This
might be moving a signal of interest down to an intermediate frequency or even
to baseband, or it might be up converting a signal to a higher frequency. As in
the analog domain, frequency translation (mixing), is accomplished by
multiplying the signal by the output of a local oscillator using a digital multiplier.
An example of this was included in section 9.5.1.

9.10 Other Nonlinear Processing

In addition to linear filters there are many nonlinear signal-processing systems.
This chapter just touches upon some examples. The general topic of nonlinear
signal-processing systems is beyond the scope of this chapter.

9.10.1 Frequency translation

Frequency translation, covered earlier, is a common, nonlinear process in
instrumentation. Other nonlinear processes found in analog instruments find
their counterpart in digital form. For example, the envelope detector in a
swept superheterodyne spectrum analyzer can be implemented in the digital
domain by taking the absolute value of the input signal followed by a low-
pass filter. Similarly, the logarithmic amplifier (log amp) of such an analyzer
can easily be implemented in hardware that calculates the log function.
Unlike analog log amps, which only approximately follow a true logarithmic
function, a digital log can be made arbitrarily precise (at the expense of more
hardware).

9.10.2 Compressors and expanders

Another large class of nonlinear processes are compressors and expanders.
A compressor takes a signal and tries to represent it in fewer bits. An
expander does the opposite. It takes a signal that has been compressed and
reverts it back to its original form. A log amp is one example of a compressor
that has a counterpart in the analog domain. By compressing the dynamic
range of a signal, the output of a log amp can be expressed using fewer bits
than the input. To get 120 dB of dynamic range using a linear scale would
require 20 bits. A “logger” can convert this to a dB scale that would only
require 7 bits.

The two classes of compressors are: lossless and lossy compressors. A loss-
less compressor does not lose any information contained in the signal. It
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removes redundancy in the signal, but doesn’t remove any of the signal itself.
The output of a lossless compressor can be expanded back into an exact copy
of the same signal before it was compressed. A lossy compressor, on the other
hand, does remove, in a very controlled manner, some of the information in
the input signal. A good lossy compressor only removes unimportant
information such that the output can be expanded back to a close
approximation of the original signal. Although the expanded signal won’t be
an exact copy of the input, it can be good enough. The criteria for “close
approximation” and “good enough” is dependent on the ultimate use of the
signal. Many digital communication systems use sophisticated compression
algorithms to reduce the data rate (and hence bandwidth) required to
transmit the signal. In this context, a lossy compressor is acceptable with
the fidelity criterion being that the expanded signal must sound like the
original signal to a listener.

Computers use compressors to reduce the number of bits needed to store
information and provide a good example of the difference in lossy versus loss-
less compression. Three common formats for storing digital images are TIF,
GIF, and JPG. The TIF format is uncompressed and generates the largest files.
The GIF format uses a lossless compressor. It generates a smaller file than TIF
and can still be expanded to make an exact copy of the original image. The JPG
format is a lossy compressor. It can generate the smallest file. It can be expanded
into an image that looks like the original image while not being an exact copy of
the original. A parameter controls the amount of compression that JPG will do.
That allows a user to trade-off the amount of compression against the fidelity of
the reconstructed image.

9.11 Fourier Transform

The Fourier transform can be used to convert a signal from the time domain
into the frequency domain. The Fast Fourier Transform (FFT)is a particular
implementation of a discrete-time Fourier transform that is computationally
very efficient. Calculating the Fourier transform via the FFT requires
drastically fewer operations than calculating it in its direct form. A 1000-
point Fourier transform calculated in its direct form requires on the order of
one million operations. The same transform, when computed via the FFT,
requires only on the order of 10,000 operations. In this case, the FFT
implementation of the Fourier transform is 100 times more efficient. Note
that calculating the Fourier transform by either means generates the same
results. They both calculate the Fourier transform. They just vary in the
steps used to get from the input to the output. Because of its efficiency, the
FFT is by far the most common way to calculate the Fourier transform, which
is why the term “FFT analyzer” is sometimes used instead of “Fourier
transform analyzer.”
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(a) (b)

©

Figure 9.22 An FFT of a signal consisting of 137 periods of a sine wave (a). An FFT of a signal
consisting of 137% periods of a sine wave with uniform (no) windowing (b). An FFT of a signal
consisting of 137% periods of a sine wave windowed with a Hanning window (c).

An N-point FFT calculates N complex output points (points consisting of both
real and imaginary components) based on N input points. If the input signal is
complex, then all NV output points are independent. If the input signal is real,
then half of the output points are redundant and are typically discarded resulting
in N/2 independent points. By only considering N input points, the FFT treats
the input signal as being zero everywhere outside of those IV points. This is
known as windowing. It is as if the input signal was multiplied by a window
function that was zero everywhere except for those IV points. By taking larger-
sized FFTs, more of the input signal can be considered, but the FFT can only
consider a finite portion of input. Because of this windowing, an infinitely long
sinusoid looks like a tone burst with a definite start and stop. The FFT calculates
samples of the continuous time Fourier transform of this windowed input. The
sharp transitions at the edges of the window cause a smearing or leakage of the
frequency spectrum, unless the input signal is periodic with a period the same
as the length of the FFT. Figure 9.22A shows the log magnitude of the FFT of a
sinusoid that happens to be periodic with exactly 137 periods in the length of
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Figure 9.23 A spectrum of seven popular window functions.

the FFT. As expected, only one point is nonzero, corresponding to the input
sinusoid. Figure 9.22B shows the FFT for a slightly different signal, a sinusoid
with 137% periods in the length of the FFT. This time, the output is smeared all
over the spectrum. To combat this problem, the input to an FFT is often
multiplied by a window function more appropriate than the default uniform
window function. Mathematically, the spectrum of the window function is
convolved with the spectrum of the input signal. Thus, the spectrum of the
window function is indicative of the amount of spectral smearing that will result
from the FFT.

Figure 9.23 shows the spectrum of seven popular window functions, shown
in Fig. 9.24, with their amplitude plotted with a scale of dB to show the relative
heights of their side lobes. Here, the high side lobes of the uniform window can
be seen. The other window functions trade off lower side lobes for a broader
central peak. For example, the central peak of a Hanning window is twice as
wide as a uniform window, but its first side lobe is at —32 dB, as opposed to the
uniform window’s side lobe at —13 dB. Table 9.1 lists some properties of various
windows. Generally, the lower the side lobes, the wider the central peak. The
choice of which window to use depends on what characteristics of the signal the
user is trying to discern. To discern signals of widely different amplitudes, choose
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Figure 9.24 The shape of seven popular window functions.
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a window with low side lobes, such as the Gaussion. To discern signals near in
frequency, choose a window with a narrow central peak, such as the Hanning.
To accurately measure the amplitude of a sinusoid, pick a window whose central
peak is relatively constant near its peak, such as the flattop. For signals that
are naturally zero outside the window, such as the acoustic signal from a gun
shot, no additional windowing is needed (which is equivalent to using the uniform

window).

TABLE 9.1 Window Function Properties

Amplitude Noise

Sidelobe flatness First equivalent Width Width

Window name level (+/— %T) null bandwidth (3dB) (10 dB)
Uniform -13 dB —-3.92 dB 1 1 0.9 15
Hanning -32dB —-1.42 dB 1 1.5 14 2.5
Hamming -42 dB -1.78 dB 2 14 1.3 2.7
Blackman —-68 dB -1.15dB 3 1.7 1.6 29
Blackman-Harris -92 dB —-0.83 dB 4 2.0 1.9 3.4
Flattop -95 dB -0.01 dB 5 3.8 3.8 5.4
Gaussian —125 dB -0.68 dB 5 2.2 21 3.8
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9.12 Digital Signal Processing Hardware

Determining the DSP algorithm is only part of the problem that faces a signal-
processing designer. The algorithm must also be implemented, in hardware or
software, before it can actually process signals. The numerous tradeoffs must
be determined when deciding how to implement the algorithm.

9.12.1 Signal representation

When implementing a DSP algorithm, one of the fundamental choices is how to
represent the signal. Although, conceptually, you might think of a signal as a
sequence of values, in hardware, the signal values are represented by the 1s
and Os of the digital hardware. Various patterns of these 1s and Os represent
the different values that a signal can take. The two most common representations
used are fixed point and floating point.

Fixed-point numbers. A fixed-point number is a binary number with an implied
(fixed) decimal point. They are called fixed point instead of integers because
they can represent fractional values. This implied decimal point determines
how to align two fixed-point numbers when they are added. When two fixed-
point numbers are multiplied, the implied decimal points determine the scaling
of the result. For example, consider the product of two 8-bit numbers: 00001100
and 00001010, which are decimal 12 and 10. If the implied decimal point is on
the far right, such as 00001100. and 00001010., then the numbers do represent
12 and 10, and the product is 120 represented by 01111000. However, if their
implied decimal point is two positions to the left, then 000011.00 represents 3.0
and 00010.10 represents 2.5. The product is now 7.5, which is represented by
000111.10.

Floating-point numbers. Floating-point numbers are the binary equivalent of
scientific notation. A floating-point number consists of a fractional part,
representing some value between % and 1, and an exponent part consisting of
the power of two that the fractional part must be multiplied by to get the real
value. Consider the floating-point representation of the number 13. Because
13=2%x0.8125, the exponential part would be 4 and the fractional part would be
0.8125 or 1101.

Advantages and disadvantages. The advantage of floating-point numbers is
that they can represent values with larger dynamic ranges than fixed-point
numbers. For example, a floating-point number with nine bits of exponent can
represent values from 107 to 107. A 512-bit fixed-point number would be
necessary to represent all these values. The disadvantage of floating point
numbers is that more hardware is required to implement floating-point math
compared to fixed-point math. This means that floating-point math can be more
expensive than fixed point.
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Other representations. There are other signal representations besides fixed
point and floating point. For example, in the telecommunications industry
there are two formats known as “mu-law” and “A-law” encoding. They are
similar to a cross between fixed point and floating point. Like fixed-point
numbers, there is no explicit exponent. Unlike fixed-point numbers, the spacing
between adjacent values isn’t a constant. The spacing increases with increasing
signal. These encodings allow a larger dynamic range to be encoded into 8
bits. However, doing math on either of these formats is very difficult and they
are converted to fixed- or floating-point numbers before being operated on by
any signal processor.

9.12.2 Overflow and rounding

Two issues that confront implementors of signal-processing systems are
numerical overflow and rounding.

Overflow. Because the numbers used inside signal-processing systems can only
represent a certain range of values, care must be taken to ensure that the results
of operations fall within these ranges. If the result of some operation exceeds
the range of possible output values an overflow is said to occur. When an overflow
occurs, the hardware can either signal an error and stop processing, or it can
assign some other (incorrect) value as the result of the operation. For example,
if a system is using 8-bit numbers representing the values -12...127 tried to add
100+30, it would get 130, which isn’t in the range -128...127. If the math is
implemented with what is known as saturating logic, when the output tries to
exceed the maximum representable value, then the output saturates at that
maximum value. In this case, the adder would output 127, which is the largest
it can. Different hardware can output some other value. If the hardware
performed a normal binary add and ignored overflows, then adder would add
binary 01100100 (decimal 100) and 00011110 (decimal 30) to get 10000010, which
represents -126. Clearly, this is undesirable behavior.

Signal-processing systems can be designed to be “safe scaled.” In such a system,
all the operations are scaled so that no valid input signal can cause an overflow
to occur. This can be performed through a combination of increasing the number
of bits used to represent the results of operations and scaling the results. To
continue the example of adding two 8-bit numbers, if the output of the adder
had 9 bits instead of 8, then no overflow could occur. Another way to avoid the
overflow is if the result of the addition was scaled by %. In that case, the result
could never exceed the output range.

Rounding. The results of math operations require more precision than their
inputs. Adding two N-bit numbers results in N+1 bits of result. Multiplying two
N-bit numbers results in 2N bits of result. To keep the required precision of
numbers from growing without bound, the results of a math operation must
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frequently be rounded to a lower precision. There are several different ways of
rounding numbers. You could round down to the next lower number, round up
to the next larger number, round toward zero, round to the nearest number, or
randomly round up or down. The act of rounding is equivalent to injecting a
small amount of noise equal to the difference between the real result and the
rounded result. Depending on the particular rounding scheme used, different
amounts of noise are added. One measure of a rounding scheme is the noise
power injected. Another measure is the bias or dc value added. Some rounding
schemes are unbiased. This means that, on average, they add just as much
positive noise as negative noise. A biased rounding scheme might preferentially
add more positive noise than negative. Depending on the use of the data, whether
a rounding scheme is biased might not be significant. Another measure of a
rounding scheme is the amount of hardware that it takes to implement it. For
example, rounding down takes no additional hardware because rounding down
is merely truncation. Rounding to nearest can potentially change all the bits of
the result, requiring significant hardware. One easy to implement unbiased
rounding scheme is called OR’d rounding. In this rounding scheme, the least-
significant bit of the result is found by logically ORing together all the bits that
are being discarded. Table 9.2 shows the results of rounding the numbers from
0 to 8 to multiples of 4 for various rounding schemes and notes the mean and
variance for the added noise.

9.12.3 Hardware implementations

A digital signal-processing system can be implemented in fundamentally two
different ways: in hardware or in software. A hardware implementation consists
of dedicated hardware designed specifically to do some signal-processing task.
A software implementation consists of a more general-purpose piece of
programmable hardware and the software necessary to implement the signal-
processing system.

Dedicated hardware. Dedicated hardware is hardware that is specifically
designed to perform one task. Because it is special purpose, it can be made
exceedingly fast or it can be made using the absolute minimum of hardware.
Dedicated hardware can be especially appropriate in high-volume applications,
where the design costs of a custom integrated circuit can be amortized over
many units. Dedicated hardware is, in one sense, the most flexible way to
implement signal-processing algorithms because while a chip is being designed,
virtually any function can be put into it. In another sense, dedicated hardware
is very inflexible because once a chip is designed and built, it is very difficult or
impossible to change its function.

Designing dedicated hardware presents the designer with many choices. These
choices include the decision of whether to implement the design as a parallel
implementation or a serial implementation. In a parallel implementation, each
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TABLE 9.2 Comparison of Various Rounding Schemes

Rounded values

Round Round Round to OR’d
Input up down nearest rounding
0 (0000) 0 (0000) 0 (0000) 0 (0000) 0 (0000)
1 (0001) 4 (0100) 0 (0000) 0 (0000) 4 (0100)
2 (0010) 4 (0100) 0 (0000) 4 (0100) 4 (0100)
3 (0011) 4 (0100) 0 (0000) 4 (0100) 4 (0100)
4 (0100) 4 (0100) 4 (0100 4 (0100) 4 (0100)
5(0101) 8 (1000) 4 (0100) 4 (0100) 4 (0100)
6 (0110) 8 (1000) 4 (0100) 8 (1000) 4 (0100)
7 (0111) 8 (1000) 4 (0100} 8 (1000) 4 (0100)
8 (1000) 8 (1000) 8 (1000) 8 (1000) 8 (1000)
Errors or added noise
Round Round Round to ORd
Input up down nearest rounding
0 (0000) 0 0 0 0
1 (0001) +3 -1 -1 +3
2 (0010) +2 -2 +2 +2
3 (0011) +1 -3 +1 +1
4 (0100) 0 0 0 0
5(0101) +3 -1 -1 -1
6 (0110) +2 -2 +2 -2
7 (0111) +1 -3 +1 -3
8 (1000) 0 0 0 0
Average Value +3/2 -3/2 +1/2 0
RMS Value 1.87 1.87 1.22 1.87

element shown in the signal flow diagram of the algorithm is implemented in a
distinct piece of hardware. For example, a 32-tap FIR filter would require 31
registers, 32 multipliers, and 31 adders, as shown in Fig. 9.25A. This
implementation could process one output sample per clock cycle In a serial
implementation, a piece of hardware is re-used to accomplish many tasks over
a number of clock cycles. To continue the example, the same 32-tap FIR filter
could be implemented using only a single multiplier and a single adder/
accumulator, as shown in Fig. 9.25B. In this case, it would take 32 clock cycles
to calculate one output point. The serial hardware is 32 times slower than the
parallel hardware, but is uses only 1/32 of the adders and multipliers. Parallel
implementations allow very high performance at the cost of much hardware.
Serial implementations use less hardware at the cost of lower performance.
The mix between a full parallel implementation and a full serial one is
determined by the performance requirements of the application compared to
the performance available in the hardware technology.

Implementing dedicated hardware. A wide range of technologies can be used to
implement dedicated hardware, including full custom integrated circuits, semi-
custom integrated circuits (including sea-of-gates and gate-array designs), and
field-programmable gate arrays (FPGAs). A full custom design has all custom
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Figure 9.25 A 32-tap FIR filter implemented with parallel hardware (a). A 32-tap FIR filter imple-
mented with serial hardware (b).

masks in the IC fabrication process and allows essentially any circuit to be
designed. In sea-of-gates or gate-array designs, small groups of transistors or
gates are laid out in an array and only the higher-level interconnect is customized.
A FPGA has all the logic gates already laid out in the chip. The connections
between these gates can be programmed in the field—either by blowing fuses or
programming static switches. A full custom design has the highest performance
and the lowest per part cost, but it has a very high development cost. A FPGA
has lower performance and a higher part cost, but it has a very low development
cost. Semi-custom logic lies in between the two.

Some applications occur frequently enough that companies have developed
standard products addressing these applications. This approach combines the
high performance of custom logic with the economies of scale of commercially
available chips. Such devices include digital filters, numerically controlled
oscillators, mixers, and even chips that can do a Fourier transform.
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9.13 Software Implementations

Instead of using dedicated hardware, digital signal processing algorithms can
be implemented as software programs. Depending on the performance
requirements of the application, the software might run on anything from an
8-bit microcontroller to a 32-bit microprocessor, such as a Pentium to special-
purpose digital signal processors that are optimized for signal-processing tasks.
One such optimization is in multiplication. Signal-processing algorithms tend
to have a higher percentage of multiplications than general-purpose software.
Thus, processors designed for use in signal-processing applications tend to
have fast multipliers—often multiplying in a single clock cycle. Another
example of an optimization is the MMX extensions that Intel created for the
Pentium and Pentium II processors. These extensions allow multiple, parallel
operations to occur simultaneously on several pieces of data, thus speeding up
throughput.

For nonreal-time signal processing, general-purpose computers running
standard operating systems, such as Unix or Windows provide one of the most
convenient environments for signal processing with their high-level language-
development tools, extensive signal-processing libraries, and built-in graphical
user interfaces.

9.14 Design of Signal-Processing Algorithms

Traditionally, signal-processing systems were developed by highly skilled people
who had invested much time in learning the theory behind signal processing.
Although hand crafting the hardware or software implementation of a signal
processing task can result in a highly optimized result, it can also be very time
consuming. For unique applications or very sophisticated algorithms, it can still
be the best choice. For more-common signal-processing tasks, other design
methods are available.

Numerous design packages are available that ease or even automate the
generation of the detailed hardware or software design. These range from
libraries that a software writer can call to do common tasks, such as filter or
FFT, to complete graphical environments for the design and analysis of signal-
processing algorithms. It is possible to draw the block diagram of a system and
let the software take care of simulating and implementing it. For designers who
only want help with a specific part of the design, some software packages will
design a digital filter given the desired specifications.

Many of the gate-array design tools have module generators available. For
example, one vendor’s tools will automatically make a module for a multiplier,
FIR filter, or even an FFT transform. These modules can then be placed in a
design as easily as an adder or a register.

Using dedicated DSP chips in a design is another way to implement a signal-
processing design without having to delve into the details of how that particular
function is done. Commercially available chips can perform such tasks as
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filtering, operating as a local oscillator, mixing, convolving, or resampling.
Complete DSP systems can be built using off-the-shelf chips.
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Embedded Computers
in Electronic Instruments

Tim Mikkelsen

Agilent Technologies
Loveland, Colorado

10.1 Introduction

All but the simplest electronic instruments have some form of embedded
computer system. Given this, it is important in a handbook on electronic
instruments to provide some foundation on embedded computers. The goals of
this chapter! are to describe:

m  What embedded computers are.
s How embedded computers work.
m  The applications for embedded computers in instruments.

The embedded computer is exactly what the name implies: a computer put
into (i.e., embedded) in a device. The goal of the device is not to be a general-
purpose computer, but to provide some other function. In the focus of this chapter
and book, the devices written about are instruments. Embedded computers are
almost always built from microprocessors or microcontrollers. Microprocessors
are the physical hardware integrated circuits (ICs) that form the central
processing unit (CPU) of the computer. In the beginning, microprocessors were
miniature, simplified versions of larger computer systems.

! This chapter includes material developed from Joe Mueller’s chapter “Microprocessors in
Electronic Instruments” from the second edition of this handbook.
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Because they were smaller versions of their larger relatives, they were dubbed
microprocessors. Microcontrollers are a single IC with the CPU and the additional
circuitry and memory to make an entire embedded computer.

In the context of this chapter, embedded computer refers to the full, embedded
computer system used within an instrument. Microprocessor and microcontroller
refer to the IC hardware (i.e., the chip).

10.2 Embedded Computers

Originally, no embedded computers were in electronic instruments. The
instruments consisted of the raw analog and (eventually) digital electronics. As
computers and digital electronics advanced, instruments began to add limited
connections to external computers. This dramatically extended what a user could
do with the instrument (involving calculation, automation, ease of use, and
integration into systems of instruments). With the advent of microprocessors,
there was a transition to some computing along with the raw measurement
inside the instrument—embedded computing.

There is a shift to more and more computing embedded in the instrument
because of reductions of computing cost and size, increasing computing power,
and increasing number of uses for computing in the instrument domain. Systems
that were previously a computer or PC and an instrument are now just an
instrument. (In fact, what used to require five bays of six-foot-high equipment
racks, including a minicomputer, is now contained in a 8”x18”x20” instrument.)
So, more and more computing is moving into the instrument.

This transition is happening because of the demand for functionality,
performance, and flexibility in instruments and also because of the low cost of
microprocessors. In fact, the cost of microprocessors is sufficiently low and their
value is sufficiently high that most instruments have more than one embedded
computer. A certain amount of the inverse is also happening; instrumentation,
in the form of plug-in boards, is being built into personal computers. In many of
these plug-in boards are embedded computers.

10.2.1 Embedded computer model

The instrument and its embedded computer normally interact with four areas
of the world: the measurement, the user, peripherals, and external computers.
The instrument needs to take in measurement input and/or send out source
output. A source is defined as an instrument that generates or synthesizes signal
output. An analyzer is defined as an instrument that analyzes or measures
input signals. These signals can consist of analog and/or digital signals
(throughout this chapter measurement means both input analysis and output
synthesis/generation of signals). The front end of the instrument is the portion
of the instrument that conditions, shapes, or modifies the signal to make it
suitable for acquisition by the analog-to-digital converter. The instrument
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Figure 10.1 An embedded computer generalized block diagram.

normally interacts with the user of the measurement. The instrument also
generally interacts with an external computer, which is connected for control or
data-connectivity purposes. Finally, in some cases, the instrument is connected
to local peripherals, primarily for printing and storage. Figure 10.1 shows a
generalized block diagram for the embedded computers and these aspects.

10.2.2 Embedded computer uses

The embedded computer has taken a central role in the operation and function
of an instrument. Embedded computers have a wide range of specific uses (related
to the measurement, user, external computer, and local peripheral aspects)
within the instrument:

m  External computer interfaces
m  User interfaces
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m  User configuration and customization

m  User-defined automation

m  Measurement or source calculation

m  Measurement or source control

m  Measurement or source calibration and self tests

m  Measurement or source error and failure notification
m  Local peripheral control

m  Coordination of the various tasks

Table 10.1 describes these uses.

10.2.3 Benefits of embedded computers in instruments

In addition to the direct uses of embedded computers, it is instructive to think
about the value of an embedded computer inside an instrument. The benefits
occur throughout the full life cycle of an instrument, from development through
maintenance. These benefits are described in Table 10.2.

10.3 Embedded Computer System Hardware

10.3.1 Microprocessors as the heart of the
embedded computer

The embedded computer in an instrument requires both hardware and software.
The microprocessor is just one of the hardware components. A full embedded computer
also requires support circuitry, memory, and peripherals (including the instrument
hardware). The microprocessor provides the central processing unit (CPU) of the
embedded computer. Some microprocessors are very complex, but others are fairly
rudimentary. There is variation in the amount of integration of functionality onto
microprocessors; this can include memory, I/O, and support circuitry.

10.3.2 How microprocessors work

A microprocessor is basically a state machine that goes through various state
changes, determined by its program and its external inputs. This program is a
list of machine-language instructions that are stored in memory. The
microprocessor accesses the program by generating a memory storage location
or address on the address bus. The memory then returns the appropriate
instruction (or data) from that location over the data bus. The machinelanguage
instructions are numbers that are returned to the microprocessor.

10.3.3 Program and data store

The address bus and the data bus are physical connections between the
microprocessor and memory. The number of connections on each bus varies and
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TABLE 10.1 Uses of Embedded Computers

Use

Description

External computer interfaces

The embedded computer is typically involved in the control and transfer of
data through external interfaces. This allows for the connection of the in-
strument to external PCs, networks, and peripherals. Examples, which are
described later in this chapter, include IEEE 488 (also known as GPIB or
HP-IB), RS-232 (serial), Centronics (parallel), Universal Serial Bus (USB),
IEEE 1394 (FireWire), etc.

User interfaces

The embedded computer is also typically involved in the display to and in-

put from the user. Examples include keyboards, switches, rotary pulse gen-
erators (RPGs, i.e., knobs), LEDs (single or alpha-numeric displays), LCDs,
CRTs, touch screens, etc.

User configuration and
customization

Many instruments often have a large amount of configuration information
because of their advanced capabilities. The embedded computer enables sav-
ing and recalling of the instrument state. Also, the embedded computer
sometimes is used for user customization of the instrument. This can range
from simple configuration modifications through complete instrument pro-
grammability.

User-defined automation

With very powerful embedded computers available in instruments, it is of-
ten unnecessary to connect the instrument to an external computer for
more-advanced tasks. Examples include go/no-go (also known as pass/fail)
testing and data logging.

Measurement or source
calculation

The embedded computer almost always performs calculations, ranging from
very simple to very complex, that convert the raw measurement data to the
target instrument information for measurement or vice versa for source in-
struments. For example, such electrical transducers as thermocouples don’t
produce results that are in the terms that the users want. Embedded com-
puters do the calculations to convert the measured voltage to the desired
temperature reading.

Measurement or source
control

The embedded computer generally controls the actual measurement pro-
cess. This can include control of a range of functions, such as analog-to-
digital conversion, switching, filtering, detection, shaping, etc. Note that
this is not the analog or digital electronics, but the control of these compo-
nents that do the measuring or synthesizing.

Measurement or source
calibration and self tests

Many instruments are very complex. The embedded computer is almost al-
ways used to do at least a small amount of self-testing. Most instruments
use embedded computers for more extensive calibration tests.

Measurement or source
error and failure notification

As with calibration, many instruments are very complex—not only in the
basic hardware and system, but also in the type of measurements. Instru-
ments often do sampling and statistical analysis. Acceptable measurement
data can be refined and verified with a microprocessor in the system. Noti-
fication of marginal, out-of-bounds, or failure conditions can be given.

Local peripheral control

Many instruments have built-in storage devices. These are often floppy disk
drives. There are sometimes built-in printers, but more often there is a con-
nection to an external, but local, printer. Less common are local measure-
ment-related peripherals, such as switches or attenuators, that are con-
trolled by the embedded computer.

Coordination of the various
tasks

The previous uses interact in various ways. A key use of embedded comput-
ers is to organize, synchronize, and control the various aspects of the in-
strument.
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TABLE 10.2 The Benefits of Embedded Computers Through Their Lifecycles

Lifecycle
phase Benefit of embedded computers
Development One of the biggest advantages of embedding computers inside an instru-

ment is that they allow several aspects of the hardware design to be
simplified. In many instruments, the embedded computer participates in
acquisition of the measurement data by servicing the measurement hard-
ware. Embedded computers also simplify the digital design by providing
mathematical and logical manipulations, which would otherwise be done
in hardware. They also provide calibration both through numerical ma-
nipulation of data and by controlling calibration hardware. This is the
classic transition of function from hardware to software.

Manufacturing The embedded computer allows for lower manufacturing costs through ef-
fective automated testing of the instrument. Embedded computers also
are a benefit because they allow for easier and lower-cost defect fixes and
upgrades (with a ROM or program change).

Installation When used as a stand-alone instrument, embedded computers can make
the set-up much easier by providing on-line help or set-up menus. This
also includes automatic or user-assisted calibration. Although many are
stand-alone instruments, a large number are part of a larger system. The
embedded computers often make it easier to connect an instrument to a
computer system by providing multiple interfaces and simplified or auto-
matic set up of interface characteristics.

Use Given the complexity of many instruments, it becomes more difficult to
coherently present functionality to the user. The embedded computers
allow for user interfaces that are easier to learn and use. This also ap-
plies to local language, data, and numerical format customization of the
instrument.

Maintenance Given the complexity of function, it is often difficult to know if the instru-
ment is operating properly. The embedded computer allows for a system
that will check itself and its measurement hardware at various times (at
power on, periodically, before each measurement) and describe not only
the presence of a failure, but also repair suggestions.

has grown over time. In a high-level architectural sense, the two general classes
of memory are program store and data store. The program store is, as the name
implies, the memory where the program is stored. Similarly, the data store is
where data values used by the program are stored and read. The general
structure of the microprocessor connected to program and data store can be
seen in Fig. 10.2. In most cases, the input/output (I/O) devices are connected
via this same address and data bus mechanism.

The data store is very similar to the program store. It has two primary
functions: It is used to store values that are used in calculations and it also
provides the microprocessor with a subroutine stack. The read/write line shown
in Fig. 10.2 is the signal used by the data store memory to indicate a memory
read or a memory write operation. Depending on the microprocessor system,
other control lines (beyond the scope of this chapter) are used to control the
memory devices and the address and data bus. The subroutine stack is an integral
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Figure 10.2 A microprocessor basic block diagram.

part of the computer that provides for subroutine call-and-return capability.
The return address (the next address for the instruction pointer after the call
instruction) is pushed onto the stack as the call instruction is executed so that
when the return instruction is executed, it gets the appropriate next instruction
address. Calls generally push the instruction pointer onto the stack and it is the
job of the developer or the high-level language compiler to deal with saving
registers. Pushing information onto the stack is one of the common ways to pass
parameters to the subroutine. For interrupts, the information pushed on the
stack often includes not only the return address information, but also various
microprocessor registers.

Although the data store needs to be writable, there does not need to be a
physical difference between program store and data store memory. Therefore,
most microprocessors do not differentiate between program and data.
Microprocessors like this are referred to as Von Neumann machines and have
program and data in the same memory space. Also, quite a few microprocessors
have separate program and data space (inside or outside of the microprocessor),
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TABLE 10.3 Types of Microprocessor Operations

Type of

operation Examples
Data Load, store, clear
Stack Push, pop
Integer math Add, subtract, multiply, divide
Boolean logic And, or, not, nor, xor, shift, rotate
Branching Comparisons, conditional branch, unconditional branch
Subroutine Call, return
Floating point math Add, subtract, multiply, divide
Interrupts Enable, disable, generate interrupt

called Harvard machines. This differentiated memory is useful because it allows
for simpler and/or faster CPU design.

10.3.4 Machine instructions

The machine-language instructions indicate to the microprocessor what sort of
actions it should take. Table 10.3 shows examples of the types of operations
that a microprocessor can support.

10.3.5 Integer and floating-point instructions

All microprocessors have integer mathematical operations, but many do not
have floating-point operations built in. For microprocessors with no floating-
point facilities, the developer is required to use software routines, which are
very costly in time, to handle floating-point operations. Some microprocessors
have predefined floating-point operations, but without built-in floating-point
hardware. In these cases, when the floating-point instructions are encountered,
the microprocessor will generate internal signals that cause an optional floating-
point coprocessor to perform the operation. If no coprocessor is present, a CPU
exception or trap is generated, which causes a software emulation of the floating-
point operation to occur. The software emulation is slower than hardware floating
point, but it provides the advantage that the software can be identical across a
range of microprocessor hardware.

10.3.6 Internal registers

Microprocessors also have various internal registers. Common registers store
the instruction address (also called the instruction pointer or program counter
register), data addresses, and data. There is a wide variety in the number of
general address and data registers. More-advanced microprocessors have both
integer and floating-point registers. Microprocessors also have a variety of status
registers available to the programmer.
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10.3.7 Interrupts

Another crucial part of microprocessor architecture is the interrupt. The
concept is that a microprocessor is executing a program and it needs to respond
to an important event. An interrupt is a hardware signal sent to the
microprocessor that an important event has occurred. The interrupt forces
the microprocessor at the end of the current instruction to do a subroutine call
to an interrupt service routine. The microprocessor performs /the instructions
to handle the event and then returns to the previous program. Although this
is a crucial part of computers used in general applications, it is especially
important in instrument applications. Interrupts can be the trigger of a
measurement, data-transfer completion, error conditions, user input, etc. Just
as instruction sets vary, the interrupt system design of a microprocessor can
vary greatly from a single-interrupt approach to multiple interrupts with
various priorities or levels.

10.3.8 Cache

Many current and high-performance microprocessors have a feature called cache.
This is a portion of high-speed memory that the microprocessor uses to store
copies of frequently used memory locations. This is helpful because the main
semiconductor memory of computer systems is often slower (often around 100
nanoseconds access time) than the microprocessor can access and use memory.
To help with this imbalance, cache memory stores or prestores memory locations
for these frequently used areas, which could be either instructions (in instruction
cache) or data (in data cache). Cache tends to be in the 10-nanosecond access
time range. The cache memory can be located on the microprocessor and is
called primary cache memory (usually less than 64 Kb of memory). The cache
memory can also be located outside of the microprocessor. This external cache
is called secondary cache memory (usually in the 256-Kb to 512-Kb range). Cache
has a huge performance benefit—especially in loops and common routines that
fit in cache. It also can represent a challenge for the instrument designer because
cache causes the microprocessor to operate nondeterministically with respect
to performance—it can run faster or slower, depending on the data stream and
inputs to the computer system.

Some microprocessors have internal bus widths that are different than what
is brought out to the external pins. This is done to allow for a faster processor at
alower cost. In these cases, the external (to the microprocessor) data paths will
be narrower (e.g., 16 data bits wide) and the internal microprocessor data paths
will be full width (e.g., 32 data bits wide). When the microprocessor gets data
into or out of a full-width register it would perform two sequential read or write
operations to get the full information. This is especially effective when coupled
with caching. This allows for segments of code or loop structures to operate very
efficiently (on the full-width data)—even though the external implementation
is less-expensive partial-width hardware.
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10.3.9 RISC versus CISC

Another innovation in computing that has been making its way into instruments
is microprocessors based on Reduced Instruction Set Computers (RISC). This is
based on research that shows that a computer system can be designed to operate
more efficiently if all of its instructions are very simple and they execute in a
single clock cycle. This is different from the classic Complex Instruction Set
Computer (CISC) model. Such chips as the Intel x86 and Pentium families and
the Motorola 68000 family are CISC microprocessors. Such chips as the Motorola
PowerPC and joint HP and Intel IA-64 microprocessors are RISC systems. One
of the challenges for instrument designers is that RISC systems usually have a
very convoluted instruction set. Most development for RISC systems require
advanced compiler technologies to achieve high performance and allow
developers to easily use them. Another characteristic of RISC systems is that
their application code tends to be larger than CISC systems because the
instruction set is simpler.

10.4 Elements of an Embedded Computer
10.4.1 Support circuitry

Although requirements vary, most microprocessors require a certain amount of
support circuitry. This includes the generation of a system clock, initialization
hardware, and bus management. In a conventional design, this often requires 2
or 3 external integrated circuits (ICs) and 5 to 10 discrete components. The
detail of the design at this level depends heavily on the microprocessor used. In
complex or high-volume designs, an Application-Specific Integrated Circuit
(ASIC) can be used to provide much of this circuitry.

10.4.2 Memory

The microprocessor requires memory both for program and data store. Embedded
computer systems usually have both ROM and RAM. Read-Only Memory (ROM)
is memory whose contents do not change—even if power is no longer applied to
the memory. Random Access Memory (RAM) is a historical, but inadequate,
term that really refers to read /write memory, memory whose contents can be
changed.

RAM memory is volatile; it will lose its contents when power is no longer
applied. RAM is normally implemented as either static or dynamic devices. Static
memory is a type of electrical circuit? that will retain its data, with or

2 Static memory is normally built with latches or flip-flops.
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without access, as long as power is supplied. Dynamic memory is built out of a
special type of circuit® that requires periodic memory access (every few
milliseconds) to refresh and maintain the memory state. This is handled by
memory controllers and requires no special attention by the developer. The
advantage of the dynamic memory RAM is that it consumes much less power
and space.

ROM is used for program storage because the program does not usually change
after power is supplied to the instrument. A variety of technologies are used for
ROM in embedded applications:

B Mask ROM—Custom programmed at the time of manufacture,
unchangeable.

B Fusible-link Programmable ROM (PROM)—Custom programmed before use,
unchangeable after programming.

B  FErasable PROM (EPROM)—Custom programmed before use, can be
reprogrammed after erasing with ultraviolet light.

B Electronically Erasable PROM (EEPROM)—Custom programmed before
use, can be reprogrammed after erasing. It’s like an EPROM, but the erasing
is performed electrically.

10.4.3 Nonvolatile memory

Some instruments are designed with special nonvolatile RAM, memory that
maintains its contents after power has been removed. This is necessary for storing
such information as calibration and configuration data. This can be implemented
with regular RAM memory that has a battery backup. It can also be provided by
special nonvolatile memory components, most commonly, flash memory devices.
Flash memory is a special type of EEPROM that uses block transfers (instead of
individual bytes) and has a fairly slow (in computer terms) write time. So, it is
not useful as a general read/write memory device, but is perfect for nonvolatile
memory purposes. Also, a limited number of writes are allowed (on the order of
10,000).

All embedded systems have either a ROM/RAM or a flash/RAM memory set
so that the system will be able to operate the next time the power is turned on.

10.4.4 Peripheral components

Microprocessors normally have several peripheral components. These Very Large
Scale Integration (VLSI) components provide some major functionality.

3 Dynamic memory is normally built from a stored-charge circuit that uses a switched capacitor
for the storage element.
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These peripheral components tend to have a small block of registers or memory
that control their hardware functions.

For example, a very common peripheral component is a Universal
Asynchronous Receiver/Transmitter (UART). It provides a serial interface
between the instrument and an external device or computer. UARTSs have
registers for configuration information (like data rate, number of data bits, parity)
and for actual data transfers. When the microprocessor writes a character to
the data-out register, the UART transmits the character, serially. Similarly,
when the microprocessor reads the data in register, the UART transfers the
current character that has been received. (This does require that the
microprocessor checks or knows through interrupts or status registers that valid
data is in the UART.)

10.4.5 Timers

Another very common hardware feature is the timer. These devices are used to
generate periodic interrupts to the microprocessor. These can be used for
triggering periodic operations. They are also used as watchdog timers. A
watchdog timer helps the embedded computer recover after a non-fatal software
failure. These can happen because of static electricity, radiation, random
hardware faults or programming faults. The watchdog timer is set up to interrupt
and reset the microprocessor after some moderately long period of time (for
example, one second). As long as everything is working properly, the
microprocessor will reset the watchdog timer—before it generates an interrupt.
If, however, the microprocessor hangs up or freezes, the watchdog timer will
generate a reset that returns the system to normal operation.

10.4.6 Instrument hardware

Given that the point of these microprocessors is instrumentation (measurement,
analysis, synthesis, switches, etc.), the microprocessor needs to have access to
the actual hardware of the instrument. This instrument hardware is normally
accessed by the microprocessor like other peripheral components (i.e., as registers
or memory locations).

Microprocessors frequently interface with the instruments’ analog circuits
using analog-to-digital converters (ADCs) and digital-to-analog converters
(DACs). In an analog instrument, the ADC bridges the gap between the analog
domain and the digital domain. In many cases, substantial processing is
performed after the input has been digitized. Increases in the capabilities of
ADCs allow the analog input to be digitized closer to the front end of the
instrument, allowing a greater portion of the measurement functions to occur
in the embedded computer system. This has the advantages of providing greater
flexibility and eliminating errors introduced by analog components. Just as ADCs
are crucial to analog measuring instruments, DACs play an important role in
the design of source instruments (such as signal generators). They are also very
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powerful when used together. For example, instruments can have automatic
calibration procedures where the embedded computer adjusts an analog circuit
with a DAC and measures the analog response with an ADC.

10.5 Physical Form of the Embedded Computer

Embedded computers in instruments take one of three different forms: a separate
circuit board, a portion of a circuit board, or a single chip. In the case of a separate
circuit board, the embedded computer is a board-level computer that is a circuit
board separate from the rest of the measurement function. An embedded
computer that is a portion of a circuit board contains a microprocessor, its
associated support circuitry and some portion of the measurement functions on
the same circuit board. A single-chip embedded computer can be a
microcontroller, digital signal processor or microprocessor core with almost all
of the support circuitry built into the chip. Table 10.4 describes these physical
form choices in some additional detail:

A digital signal processor (DSP) is a special type of microcontroller that
includes special instructions for digital signal processing, allowing it to perform
certain types of mathematical operations very efficiently. These math
operations are primarily multiply and accumulate (MAC) functions, which
are used in filter algorithms. Like the microcontroller, the space, cost, and
power are reduced. Almost all of the pins can be used to interface to the
instrument system.

Microprocessor cores are custom microprocessor IC segments or elements
that are used inside of custom-designed ICs. In this case, the instrument
designer has a portion of an ASIC that is the CPU core. The designer can put
much of the rest of the system, including some analog electronics, on the ASIC,
creating a custom microcontroller. This approach allows for minimum size
and power. In very high volumes, the cost can be very low. However, these
chips are very tuned to specific applications. They are also generally difficult
to develop.

10.6 Architecture of the Embedded Computer Instrument

Just as an embedded computer can take a variety of physical forms, there are

also several ways to architect an embedded computer instrument. The

architecture of the embedded computer can impact the instrument’s cost,

performance, functionality, ease of development, style of use, and expandability.
The range of choices include:

B Peripheral-style instruments (externally attached to a PC)
B PC plug-in instruments (circuit boards inside a PC)
B Single-processor instruments
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B Multiple-processor instruments
B  Embedded PC-based instruments (where the embedded computer is a PC)
B  Embedded workstation-based instruments

Table 10.5 describes these architectural choices in some additional detail.

TABLE 10.4 Classes of Embedded Computers

Embedded

computer class

Description

Advantages and Disadvantages

Board-level computer

A board-level computer is an em-
bedded computer that is built on a
circuit board (or sometimes multi-
ple boards) that is separate from
the rest of the measurement func-
tion. These usually include CPU,
memory, and user 1/0. The de-
signer needs to add disk, display,
power, and the measurement hard-
ware. These can be a specially de-
signed board, an integrated PC
motherboard, or even a RISC
workstation motherboard.

Advantages: The computer is all there.
The system is standard (either PC or
workstation) and already designed. The
system, because it is based on existing
computers, has development tools,
which aid software development.
Disadvantages: Because it is based on
a more general-purpose computer
board, it usually is larger in size and
power. These boards often require a
hard disk drive. There is also the poten-
tial for radio-frequency interference
(RFD).

Standard microprocessor

This is a normal, off the shelf,
microprocessor (like a Motorola
PowerPC or an Intel Pentium).
The computer system around the
microprocessor must be designed
and integrated with the instru-
ment functions.

Advantages: Because it is being de-
signed specifically for the instrument,
it can be tightly integrated into the in-
strument application. This can allow
for less space, cost, and power.
Disadvantages: The embedded com-
puter must be both designed and manu-
factured.

Single chip microcontroller

A microcontroller is a single IC
that contains almost the entire em-
bedded computer. It typically in-
cludes enough ROM and RAM for
the application along with several
other peripherals and I/0 lines
that can be used for digital input
or output. Microcontrollers fre-
quently include ADCs (analog-to-
digital converters), DACs (digital-
to-analog converters), and inter-
face support, such as serial ports.

Advantages: Because it is all there,
there is minimal space, cost, and
power. Almost all of the pins can be
used to interface to the instrument sys-
tem because no pins are necessary for
an address bus. Sometimes these lines
are included, but are often shared with
other 1/0 uses.

Disadvantages: By their nature, they
tend to be very limited in what applica-
tions they can be used in (primarily by
the limited ROM and RAM). They are
more difficult to develop applications
for because they don’t bring out ad-
dress and data bus information, which
facilitate development tools. This
means that they don’t have the support
that makes it easy to develop firmware
with the development systems.
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Some instruments are based on embedded workstations. This is very much
like using an embedded PC, but this type of instrument is based on a high-
performance workstation. Normally, these are built around a RISC processor
and UNIX. The key advantage is very high performance for computationally
intensive applications (usually floating-point mathematical operations). Like
the embedded PC, standard high-level components can be used for the hardware
and software. There are also established and highly productive software-
development tools. Like the embedded PC, the key challenge is dealing with
larger and constrained physical form factor. Embedded workstations also tend
to be more expensive.

10.7 Embedded Computer System Software

As stated earlier, the embedded computer in an instrument requires both
hardware and software components. Embedded computer system software
includes:

Operating system—The software environment that the (instrument)
applications run within.

Instrument application—The software program that performs the instrument
functions on the hardware.

Support and utility software—Additional software the user of the
instrument requires to configure, operate, or maintain the instrument
(such as reloading or updating system software, saving and restoring
configurations, etc.).

10.7.1 How embedded computers are programmed

As mentioned previously, the instructions for the computer are located in
program store memory. Program development is fundamentally the process that
the software developers use to generate the machine-language instructions that
perform the intended instrument functions.

Some development for embedded computers for instruments has been
done in assembly language. This is a convenient representation of the
machine language of the embedded computer. It still is at the level of the
microprocessor, but it is symbolic, rather than ones and zeros. Table 10.6
shows a simple program fragment in assembly language and the resulting
machine code (on the right). This program fragment is intended to show
reading some character data and processing the character data when a space
is encountered.

The resulting machine code for embedded computers is often put into ROM.
Because this programming is viewed as being less changeable than general
software application development, it is referred to as firmware (firmware being
less volatile than software).
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TABLE 10.5 Architecture Choices for Embedded Computers

Architecture

Description

Advantages and disadvantages

Peripheral-style
instruments

This is a very simple instrument that
is designed to always be used with a
PC. They usually have a low-end micro-
controller and little or no human inter-
face because they are designed to con-
nect to a PC. They generally have very
simple system software.

Advantages: Because they are “face-
less,” they have much lower cost,
power, and size. There is much simpler
design because of the simplicity of HW
(mostly the measurement part) and sim-
plicity of the embedded SW (because
there is very little). There is also a ben-
efit because the software is up to date
because the computer is external. The
data is already in the PC, so exporting
it to application programs is easier.
Disadvantages: They require a PC (or
laptop). They might not be as portable
as a stand-alone instrument. External
system and application changes and
versions require ongoing updates. The
interface to the PC needs to be chosen
carefully to prevent obsolescence.

PC plug-in
instruments

These are plug-in measurement boards
that go into a PC. They are similar in
many respects and are a variant of
peripheral-style instruments. The differ-
ence is that the interface is the internal
PC bus as opposed to an external I/0
interface. Plug-in board instruments
still have a microprocessor and simple
system software.

Advantages: Similar to the peripheral-
style instrument because they are “face-
less,” they have much lower cost,
power, and size. There is much simpler
design because of the simplicity of HW
(mostly the measurement part) and sim-
plicity of the embedded SW (because
there is very little).

Disadvantages: They have to be in a
PC. This also presents some challenges
from a support point of view, with re-
spect to different PC configurations and
reliability. There are ongoing chal-
lenges because of changes in PC buses.
There are also changes in PC form fac-
tors. There have to be ongoing updates
to deal with external system and appli-
cation changes and versions. Another is-
sue is in dealing with radio-frequency
interference from the PC.

Single processor
instruments

The normal microprocessor-based in-
strument. They have a local human in-
terface and most have some form of
remote computer interface.

Advantages: They can operate stand-
alone and don’t require a PC. This
helps with portability and with some of
the challenges of PC connectivity, op-
erating systems, and applications.
Disadvantages: They are costlier be-
cause of the user interface, extra
power, size, etc. There has to be some
instrument connectivity mechanism
(i.e., software and drivers) to import in-
strument data into the PC.
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TABLE 10.5 Architectaure Choices for Embedded Computers (Continued)

Architecture

Description

Advantages and disadvantages

Multiple-processor
instruments

High-end instruments often include
multiple processors for parallel mea-
surement streams or tasks (such as
measurement, communication, front
panel, and computation). Usually more
than one type of operating system is in
multiple-processor instruments—
typically with at least one real-time op-
erating system (which is described later
in this chapter).

Advantages: The key advantage is per-
formance—there is more processor
power dedicated to tasks. The system
can be optimized across tasks—for ex-
ample using simple microcontrollers for
I/0 intensive operations, normal pro-
cessor for RAM/ROM intensive opera-
tions. It also has some electrical advan-
tages because the processors can be
located closer to measurement
hardware.

Disadvantages: Multiple-processor in-
struments are more expensive and
larger. There has to be some instru-
ment connectivity mechanism (i.e., soft-
ware and drivers) to import instrument
data into the PC.

Embedded PC-based
instruments

A full PC is inside the instrument as
the embedded computer. This can be a
normal PC motherboard. The embedded
PC operating system is usually Win-
dows 95 or NT. Sometimes DOS is used
and Windows CE is an emerging tech-
nology.

Advantages: Standard high-level compo-
nents can be used for the embedded
computer hardware and software.
There is no hardware computer develop-
ment and the hardware tends to be
lower in cost. It has more computing
power because of ongoing improve-
ments in PC performance. Established
and highly productive software-develop-
ment tools are available.
Disadvantages: A key challenge is deal-
ing with larger and constrained physi-
cal form factor. The designer also has
to deal with software form factor (soft-
ware footprint) because a full OS tends
to have many things that are not
needed in 