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Preface

With the advent of IMT-2000, CDMA has emerged at the focal point of
interest in wireless communications. Now it has become impossible to discuss
wireless communications without knowing the CDMA technologies. There are
a number of books readily published on the CDMA technologies, but they are
mostly dealing with the traditional spread-spectrum technologies and the IS-95
based CDMA systems. As a large number ofnovel and interesting technologies
have been newly developed throughout the IMT-2000 standardization process
in very recent years, new reference books are now demanding that address the
diverse spectrum of the new CDMA technologies.

Spreading, Scrambling and Synchronization, collectively, is a key compo-
nent of the CDMA technologies necessary for the initialization of all types of
CDMA communications. It is a technology unique to the CDMA communi-
cations, and thus understanding of the spreading and scrambling techniques
is essential for a complete understanding of the CDMA systems. Research
of the spreading/scrambling techniques is closely related to that of the code
synchronization and identification techniques, and the structure of a CDMA
system takes substantially different form depending on the adopted spread-
ing/scrambling methods.

The IMT-2000 standardization has brought about two different types of
CDMA technologies which require different forms of spreading/scrambling
techniques - - cdma2000 system and wideband CDMA (W-CDMA) system.
The fundamental distinction of the two systems is that the cdma2000 is an
inter-cell synchronous system, whereas the W-CDMA is an inter-cell asyn-
chronous system. In the case of the inter-cell synchronous DS/CDMA systems
whose earlier example was the IS-95 system, every cell in the cellular system
employs a common scrambling sequence with each cell being distinguished by
the phase offset of the common sequence, which inevitably necessitates some
kind of external timing references for the coordination among the cells. In
the case of the inter-cell asynchronous DS/CDMA systems, however, each cell
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X  SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

employs different scrambling codes, thereby eliminating the dependency on the
external timing references. Cell search and synchronization in this environment
becomes a very challenging problem, as allocating different codes to different
cells imposes big burden in terms of cell search speed and the related circuit
complexity.

There have been reported a considerable amount of works on developing
efficient cell search (or scrambling code and timing acquisition) techniques in
very recent years, including three-stage search technique adopted as the W-
CDMA standard. However, this technique has much room for improvement,
and researches are still on-going to develop more efficient cell search methods.
The distributed sample-based acquisition (DSA) technique among the newly
emerging techniques may prove to be a highly potential candidate in the future
due to its rapid and robust acquisition capability.

This book is intended to deal with the scrambling techniques for use in
the CDMA systems, including the synchronous and asynchronous EMT-2000
CDMA systems and those yet to come beyond. It provides some background
and fundamentals on sequences and shift register generators in the beginning,
and then focuses on various acquisition techniques in the primitive and advanced
levels. Much stress is put on spreading and scrambling of the synchronous
and asynchronous IMT-2000 systems and other recent code synchronization
techniques. Above all, this book has the unique feature that it introduces,
comprehensively and thoroughly, the novel acquisition technique DSA and its
family, invented by the authors themselves.

It is hoped that the contents of this book appear valuable to wireless commu-
nication engineers, especially to those involved in theoretical and design works
on spreading, scrambling and synchronization of the CDMA communication
systems.
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Chapter 1

INTRODUCTION

Wireless communication systems can be classified tofrequency division mul-
tiple access (FDMA), time division multiple access (TDMA), and code division
multiple access (CDMA) systems in terms of the employed medium access tech-
nology. In the wireless cellular communications arena, FDMA was mainly em-
ployed in analog wireless systems such as AMPS, NMT, and TAGS, whereas
TDMA and has become dominant in digital wireless systems such as GSM,
USDC (IS-54), and PDC. CDMA was first applied to commercial use in 1996
through the IS-95 system and has become the standard medium access tech-
nology of the IMT-2000 systems ' (see Fig. 1.1).> CDMA is expected to be
the major medium access technology in the future public land mobile systems
owing to its potential capacity enhancement and the robustness in the multipath
fading channel environment.

CDMA or SSMA Communications

CDMA is uniquely featured by its spectrum-spreading randomization pro-
cess employing a pseudo-noise (PN) sequence, thus is often called the spread
spectrum multiple access (SSMA). As different CDMA users take different PN
sequences, each CDMA receiver can discriminate and detect its own signal,
by regarding the signals transmitted by other users as noise-like interferences.
Fig. 1.2 depicts the block diagram of the generic CDMA (SSMA) communi-

'UWC-136 is a TDMA based IMT-2000 standard system, while other systems are mostly CDMA based.
ZAMPS is an abbreviation for Advanced Mobile Phone System; NMT for Nordic Mobile Telephone; TACS
for Total Access Communication System; GSM for Global System for Mobile Communications; USDC
for United States Digital Cellular; IS for Interim Standard; PDC for Personal Digital Cellular; IMT for
International Mobile Telecommunications [1, 2].
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Wireless Medium
Access Technologies

FDMA TDMA CDMA
AMPS GSM
) 1S-95
NMT UsDC
IMT-2000
TACS PDC

Wireless mobile
communication systems

Figure 1.1. Wireless medium access technologies and wireless mobile communication systems.

cation systems. In the figure, the transmitter and the receiver contain the same
pseudo-noise generator.

While the user capacity, defined as the maximum number of simultaneously
communicating users, is hard-fixed by the number of allocated frequencies
or time slots in the case of the FDMA or TDMA systems, the CDMA user
capacity is soft in that the maximum number of users can vary over a wide
range depending on the propagation channel characteristics, signal transmission
power level, data traffic activity, and others. This soft capacity stems from the
unique medium access feature of the CDMA system that the entire common
medium is shared by all the active users, without being split into multiple
slots with each slot exclusively occupied by different user, as is the case in
FDMA or TDMA systems. As each CDMA user randomizes its signal into a
random noise, the signal collision among CDMA users can be avoided even
though they share the same medium and the same spectrum band. Therefore,
each CDMA user can fully exploit the entire medium until the interference
level proportional to the number of randomized multi-user signals disables
the information conveyance over the medium. This medium sharing method
brings forth potential enhancement of user capacity over the medium split-and-
dedication method owing to the statistical multiplexing gain principle [3]. It is
especially beneficial when the data rate is time-varying, which is commonplace
in practical communication applications.
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Figure 1.2.  Block diagram of the generic CDMA communication system.

The CDMA systems are further subdivided into the direct-sequence (DS)
CDMA, the frequency-hopping (FH) CDMA, and the multi-earner (MC) CDMA
in the respect of spectrum-spreading method [4,5]. In the DS/CDMA systems,
a user-specific PN sequence with a high chip rate is directly multiplied to a
low symbol rate data sequence to expand the data spectrum. In the FH/CDMA
systems, a user-specific frequency pattern spread over a wide spectrum range
adjusts the carrier frequency of the transmitted user signal in every hopping in-
terval, making the wide spectrum fully exploited during the communication. In
the MC/CDMA systems, a user signal is copied and transmitted over multiple
modulated sub-carriers arranged in order in the wide spectrum, where each user
employs a unique amplitude coefficient sequence to modulate the sub-carriers.

The spectrum-spreading feature of the CDMA makes the communication
system very robust in the typical multipath fading environment. As the signal
bandwidth increases, the probability ofdeep fading for the entire signal band be-
comes very low. Thus the receiving side can detect the CDMA signal correctly
by using the partial information transmitted over good frequency bands for most
of the communication time. This partial spectrum attenuation phenomenon
caused by time-varying multipath channel is called frequency-selective fading,
and each CDMA receiver mitigates it effectively by employing some unique
signal processing methods. For example, the DS/CDMA receiver can intelli-
gently combine the individual multipath signals by employing a RAKE system,
thereby maximizing the signal-to-noise ratio at the detector front-end.

In addition to the aforementioned features, the DS/CDMA has several ad-
vantages over the other multiple access technologies, which include soft hand-
off capability, high information security, simple frequency planning, high fre-
quency reuse efficiency [6], and high transmission power efficiency. All these
advantages are rooted on the spectrum-spreading and scrambling processes that
employ PN sequences.
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Figure 1.3.  Scrambling and spreading structure in the DS/CDMA system.

Spreading and Scrambling in DS/CDMA Systems

Spectrum-spreading and data randomization can be performed concurrently
in the DS/CDMA transmitter through the processing that multiplies a high-
rate (or, wide-band) PN chip sequence to a low-rate (or, narrow-band) data
sequence. The ratio of the chip rate to the data rate is called the processing
gain or the spreading factor of the resulting wide-band DS/CDMA signal. This
corresponds to the spectrum bandwidth expansion ratio ofthe data signal during
the conversion to the DS/CDMA signal.

However, in typical cellular applications, a DS/CDMA signal is generated
through two steps - - spreading and scrambling (see Fig. 1.3.): First, an orthog-
onal spreading code, or, channelization code, is multiplied to the data sequence,
which expands the signal bandwidth and makes each user’s signal orthogonal
to those of the other users (or the other data channels). In the downlink of the
IS-95 system, for example, the 64-long orthogonal Walsh codes are employed
for the spectrum-spreading and orthogonal channelization, and in the IMT-2000
W-CDMA and cdma2000 systems, the orthogonal variable spreading factor
(OVSF) codes take the role both in the downlink and in the uplink [7, 8, 9].

Secondly, the channelized data signal is randomized through multiplication
of a PN code, typically, of the same rate, which is the chip scrambling process.
The employed PN code is called the scrambling code of the signal. As the
transmitted DS/CDMA signal usually arrives at the receiving side via multiple
propagation paths with different delays, the orthogonality among data channels
imposed by the channelization processing cannot often be maintained at the
receiver front-end. Furthermore, as the auto- and cross-correlation property
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of the orthogonal channelization codes is very poor, the interference resulting
from the multipath propagation can critically degrade the data detection per-
formance unless another counter-action is taken. Therefore, the scrambling
processing that randomizes the user signal while keeping a good correlation
property is essential in wireless DS/CDMA communications. In the downlink,
a cell-specific scrambling sequence is assigned to each cell, which makes both
the neighboring cell interferences and the camping cell multipath inteferences
appear like random noises at the front-end of the mobile station receiver. On
the other hand, in the uplink, a user-specific scrambling sequence is assigned
to each individual user, as the timing alignment among different users is not
guaranteed. When a group of users can control their transmission timings such
that their signals arrive at the receiver of the base station at the same time,
they may employ a common scrambling sequence and user-specific orthogonal
codes even in the uplink to get the benefit of interference minimization.

The scrambling code generation methods differ between the inter-cell syn-
chronous and the inter-cell asynchronous DS/CDMA systems. In the inter-cell
synchronous systems such as the I1S-95 and the cdma2000 [9, 10], all base and
mobile stations can align their timers to that of the external timing reference.
Thus, for the sake of acquisition circuit simplicity and system coordination
facilitation, a common scrambling code is employed in all the base and mo-
bile stations in the system, with each station employing a unique phase shift
of the common scrambling code in order to prevent signal collision. On the
other hand, in the inter-cell asynchronous systems such as IMT2000 W-CDMA
[8, 11], each base station has its own timing reference, which disables employ-
ing a common scrambling code over the entire cellular system. Each of base
and mobile stations employs a unique scrambling code such that its signal does
not collide with those of the others in the system for any phase shift. As aresult,
the scrambling code acquisition complexity increases significantly, as will be
illustrated in the next section.

Scrambling Code Acquisition Techniques

As the first-step signal processing in the DS/CDMA receiver the locally
generated scrambling sequence is synchronized to the one superimposed on the
received waveform. In general, this synchronization process is accomplished in
two steps - - code acquisition, which is a coarse alignment process bringing the
two scrambling sequences within one chip interval, and code tracking, which
is a fine tuning and synchronization-maintaining process [4].

In scrambling code acquisition, fast acquisition is one of the most important
goals, for which a considerable amount of research has been exerted during the
past decades [4,12,13]. Fig. 1.4 demonstrates a diverse set of scrambling code
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acquisition techniques that have been introduced to date, from fundamental
techniques to advanced techniques. °

The conventional serial search scheme [12] has the advantage of simple hard-
ware, but the acquisition time is very long for a long-period scrambling sequence
because its mean acquisition time is directly proportional to the period of the
scrambling sequence employed[14]. Several fast acquisition schemes have been
developed at the cost of increased complexity. For example, multiple-dwell ap-
proaches were introduced [15, 16] which usually employ a fast decision-rate
matched filter (MF) for initial searching and a conventional active correlator
for verification. This multiple-dwell acquisition process enabled to reduce the
mean acquisition time by several factors [4]. For the case when the a priori
probability for the code phase uncertainty is not uniformly distributed, several
time reduction strategies that resort to search pattern variations were proposed,
whose examples are Z-search, expanding window search, offset Z-search, and
others [4, 17, 18, 19]. Also several sequential test approaches, combined with
two threshold comparators and variable dwell time, were introduced for the
initial code acquisition process, which could reduce the mean acquisition time
further [20, 21, 22, 23].

Unfortunately, those fast acquisition schemes cannot provide the desired
level of fast acquisition for very long period scrambling sequences, as they
sequentially searched for the valid phase among all candidate local sequence
phases, which outnumber the order of the code period. For such a long se-
quence case the parallel acquisition scheme [24] might render a solution but
the hardware complexity, that is, the number of active correlators or matched
filters, would increase to the order of code period. To get around this problem,
serial-parallel hybrid schemes were proposed for practical use [25, 26, 27,28],
in which a long code sequence of period N was divided into M subsequences,
each of which having length N/M, and the acquisition circuit was composed
of M parallel matched filters.

Another fascinating trial which can reduce the acquisition time tremendously
with a small hardware increase can be found in estimating the state of the
involved shift register generator (SRG) directly, instead of aligning the code
phase based on the correlation value. In principle, it is possible to accomplish
code acquisition in about L time units if the current sequence of the transmitter
SRG of length L is available, which would take 2%-1 time units otherwise by
employing conventional serial search schemes. Some earlier schemes called
the sequential estimation [29, 30, 31] made L consecutive hard decisions on
the incoming code chips using a chip-matched filter and then loaded them to

*Refer to Chapters 3 and 4 for detailed descriptions of the scrambling code acquisition techniques. Chapter
3 deals with the fundamental acquisition techniques, whereas Chapter 4 deals with the other advanced
techniques.
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the receiver SRG as the current SRG states. They were successful in speeding
up the acquisition process by additionally employing some proper verification
logics. However, the performance degradation, caused by poor estimation of
each chip, made it difficult to apply them to the CDMA environment where
the average chip-SNR is very low [4]. Even in high SNR environment, in
fact, they are not suitable for practical use because, to estimate the chip values,
they require to recover the carrier phase before the acquisition process, which,
however, is nearly impossible. * Note that code acquisition cannot be achieved
in a coherent manner. From this viewpoint, the closed-loop coherent acquisition
scheme based on an auxiliary sequence [33, 34] is not practically feasible either,
in spite of its theoretical novelty.

In addition to fast acquisition, robust acquisition is another important issue
to consider in designing an acquisition system. Code acquisition is often con-
ducted in very poor channel environment, where SNR is extremely low due to
the shadowing effect, the channel is rapidly fading due to terminal movement,
or a considerable frequency offset exists between the transmitter and receiver
oscillator circuitry. Thus a new acquisition system often becomes useless in
practical environment unless it is designed to overcome all these obstacles.

As an approach to improve the low-SNR acquisition performance, a
differentially-coherent acquisition detector was proposed, which could pro-
vide an SNR gain of about 5dB over the conventional noncoherent acquisition
detectors without using carrier phase information [35]. To prevent the ac-
quisition performance degradation in fast fading channels, chip-differentially
coherent detection scheme was proposed, in which the receiver correlation op-
eration is done based on a differentially-detected scrambling sequence [36].
The scheme is reported to be especially useful for code acquisition in very fast
Rayleigh fading or large frequency offset channels. On the other hand, for the
inter-satellite or underwater acoustic communications, in which the ratio of the
terminal velocity to the wave propagation velocity may become considerably
high, thereby causing causes the code-Doppler phenomenon (or, time compres-
sion of the scrambling sequence itself), several correlator-bank approaches that
jointly detect the code timing and the Doppler-shift were introduced to cope
with the code-Doppler effect [37, 38, 39]. Aside from those discussed above,
there are several additional factors to consider to improve the acquisition sys-
tem performances - - threshold-setting strategy [40, 41, 42, 43], multiple access
interference (MAI) effect [44, 45, 46, 47|, postdetection integration [28, 48],
multipath and the multiple pilots [48], and so forth.

‘A differentially-coherent sequence estimation approach is introduced in [32], where they apply multi-
ple parity-check trinomial equations to estimate reliable chip values. The approach avoids the coherent
acquisition problem but requires relatively high computation complexity for low-SNR range operations.
Furthermore, it cannot work well in practical time-varying wireless channels.
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Recently, with the introduction of the inter-cell asynchronous systems such
as the IMT-2000 W-CDMA, the traditional code acquisition issue has entered
a new phase. The single code scheme adopted in the inter-cell synchronous
systems enables each mobile station to acquire the cell scrambling codes in
relatively short time with simple hardware. On the other hand, the inter-cell
asynchronous system assigns different PN sequences to different cell sites,
eliminating the dependency on external timing references. Consequently, very
sophisticated and complex acquisition schemes are needed to acquire the scram-
bling codes within the allowed time limit, and the code identity and the time
shift have to be searched simultaneously [49, 50, 51].

For a fast acquisition of the scrambling codes in the inter-cell asynchronous
systems, the 3GPP three-step synchronization scheme based on the generalized
hierarchical Golay (GHG) code[52] and the comma-free code [53, 54] has been
adopted as the IMT-2000 W-CDMA cell search (or, initial code synchroniza-
tion) standard [8, 55]. The three steps in this scheme refer to slot boundary
identification based on matched filtering, code group and frame boundary iden-
tification, and cell-specific primary scrambling code identification. For the
Ist and the 2nd steps, each base station respectively broadcasts the primary
synchronization code (PSC) and the secondary synchronization code (SSC) of
length 256 each through the synchronization channel (SCH) at every beginning
of the slot. In the 3rd step, the cell-specific primary scrambling code is identified
by correlating all candidate scrambling codes belonging to the identified code
group with the incoming primary common pilot channel (CPICH) sequence.

In very recent years, a new acquisition technique that realizes direct SRG
acquisition through distributed SRG state sample transmission has been in-
troduced under the name of distributed sample-based acquisition (DSA) and
a family of variations including the correlation-aided DSA (CDSA) followed
[56]-[68]. DSA technique basically features two unique mechanisms - - dis-
tributed sampling-correction for synchronization of the SRG and distributed
conveyance of the state samples via a short period sequence. More specifically,
the state of the main SRG in the transmitter is sampled and conveyed to the re-
ceiver in a distributed manner, while the state samples are detected and applied
to correct the state of the main SRG in a progressive manner. For conveyance
of the distributed state samples, a short-period sequence called the igniter se-
quence is employed. The DSA turned out to be very effective in speeding up the
acquisition process at low complexity and making performance reliable even
in very poor channel environment.

> to Chapters 5 and 6 for details of the three-step synchronization scheme in the 3GPP W-CDMA and
TD-CDMA systems. Chapter 7 deals with the spreading and scrambling in the 3GPP2 cdma2000 systems.
SRefer to Chapters 8 and 9 for detailed descriptions on the DSA and CDSA techniques.
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Figure 1.5.  Organization of the book.

Organization of the Book

This book is intended to discuss the scrambling techniques in the wireless
communication environment, specifically, in the CDMA communication en-
vironment. The contents of the book is arranged into three parts collectively
dealing with the scrambling, spreading and synchronization techniques in the
DS/CDMA communication systems (see Fig. 1.5).

Part I covers the topics on basic sequences, sequence generation and ac-
quisition. The key features of the popular m-sequences, Gold-sequences, and
Kasami-sequences, as well as the embedded SRG theories, are introduced in
Chapter 2. Fundamental scrambling code acquisition techniques are briefly ad-
dressed in Chapter 3, and advanced code acquisition techniques are discussed
in Chapter 4. Included in this selection of acquisition techniques are the rapid
acquisition by sequential estimation, the sequential detection based rapid ac-
quisition, the auxiliary sequence based acquisition, postdetection integration
techniques, differentially-coherent acquisition, the Doppler-resistant acquisi-
tion, and the distributed sample conveying acquisition.

Part II introduces the third-generation DS/CDMA cellular systems, focusing
on the scrambling and spreading techniques adopted in the systems. Chapters 5
and 6 deal with the IMT-2000 W-CDMA and TD-CDMA systems, respectively,
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and Chapter 7 introduces the cdma2000 system as an evolutionary system of
the existing IS-95 system. ’

Part III is dedicated to the DSA technique and its family. Chapter 8 de-
scribes the theory, organization, and operation of the DSA, and then extends
the discussion to BDSA, PDSA, and D2SA. Chapter 9 presents the CDSA tech-
nique that enhances acquisition robustness in low-SNR fading channels and
large frequency-offset environments. Lastly, it discusses the potential applica-
tions of the CDSA to the practical inter-cell synchronous (i.e., cdma2000) and
asynchronous (i.e., W-CDMA) IMT-2000 systems.

"These three CDMA systems correspond, respectively, to the 3GPP-FDD, 3GPP-TDD, and 3GPP-2 systems
in Fig. 1.5, where 3GPP is an abbreviation for 3rd Generation Partnership Project, FDD for Frequency
Division Duplex, and TDD for Time Division Duplex.
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Chapter 2

SEQUENCES AND SHIFT REGISTER
GENERATORS

PN sequences are used as a means for scrambling and spectrum-spreading
modulation in direct sequence systems and as a hopping pattern source in fre-
quency hopping systems. PN sequences are generated using SRGs. PN se-
quences can be classified into linear sequences and nonlinear sequences de-
pending on the generation method. In this chapter we exclusively deal with
binary linear PN sequences as they are practical and widely used in the CDMA
communication systems. The reader may refer to [4] for nonlinear sequences.

We use the term scrambling/spreading code to refer to the binary code gener-
ated by shift-register generator and the term spreading waveform to indicate the
continuous-time waveform representing the spreading code. The ideal scram-
bling/spreading code would be an infinite sequence of equally likely random
binary digits. The use of an infinite random sequence, however, requires in-
finitely long storage in both transmitter and receiver. Therefore, for practical
use, the periodic pseudorandom codes (or PN codes) are always employed.
In this book we use the term PN code in broad sense to indicate any periodic
scrambling/spreading code with noise-like properties.

In order to understand the behaviors of PN generators completely, a strong
mathematical basis, including the field concept, is necessary. However, we
avoid mathematical discussions in this chapter as it is not the intent of the
chapter. The reader may refer to the references [4, 69, 70, 71, 72] for the
relevant mathematical descriptions.

In this chapter we briefly discuss the construction and the properties of some
key PN sequences such as the maximal-length sequences, Gold sequences,
and Kasami sequences, and then introduce the SRG theories that govern the
properties and operation of SRGs.

15
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0l

-~ —— | stages -

Figure 2.1.  General L-stage shift register with linear feedback.

1.  LINEAR SEQUENCES: M-, GOLD-, AND
KASAMI-SEQUENCES

The linear sequences that are most frequently used in the CDMA commu-
nications are the maximal-length sequences, Gold sequences, and Kasami se-
quences. In this section, we review these three sequences in the capacity of
sequence generation and the autocorrelation and cross-correlation properties.

11 M-SEQUENCES

Fig. 2.1 depicts an L-stage linear shift register generator whose maximum
possible period is N = 2F — 1. Shift register sequences having the maximum
possible period are called maximal-length sequences (or m-sequences).

An m-sequence contains one more 1 than 0 in each period, that is,
1’sand 2E~! — 1 O’s, It has the shift-and-add property, that is, a modulo-2
sum of an m-sequence and any phase shift of the same sequence yields the
same m-sequence of different phase. Ifa window of width L is slid along the
sequence for N shifts, every possible L-tuple except for the all-zero L-tuple
appears exactly once.

A periodic m-sequence has the two-valued periodic autocorrelation func-
tion. The periodic autocorrelation function is defined, in terms of the bipolar
sequence,

2L—1

1 N-1
Oy(k) = — D ananyk, Q.1)
N n=0

where a, = (—1)" and b, € {0, 1} is the element in the sequence. Ideally, a
pseudo-random sequence has the autocorrelation values with the property that
6,(0) = 1 and Oy(k) = 0for 1 < k < N — 1. In the case of m-sequences,
however, the periodic autocorrelation values are

L, k=IN
05 (k) ={ CL kAN @2.2)

for an integer /.
For a long m-sequence, having a large value of N, the ratio of the off-peak
values of the periodic autocorrelation function to the peak value,8y (k) /6, (0) =
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—1/N, becomes very small. Therefore, m-sequences are nearly ideal in the
aspect of autocorrelation function.

The autocorrelation properties of a maximal-length sequence are defined
over a complete cycle of the sequence. That is, the two-valued autocorrela-
tion can be guaranteed only when the summation is done over a period N, or
equivalently, the integration is over a full period of the continuous-time code
waveform c(f). However, in practical spread-spectrum communications, long
code synchronization often uses an estimate of the correlation between the re-
ceived code and the receiver despreading code taken over a partial period so
as to reduce the synchronization time. Consequently, the practical long code
correlation estimate follows the partial autocorrelation properties of the code.

The partial autocorrelation function of the spreading waveform c(f) is de-
fined by

Re(rt,Tu) = / cNe(A + 7)dA 2.3)

where T, and ¢ are the duration of the correlation and the starting time of the
correlation, respectively. The partial autocorrelation function is dependent on
the duration and the starting time of the integration. We take 7 = kTe+7e, Ty =
WT,, and assume that ¢ = & T, and ¢(t) = 32 _ . anp(t — nT,) for the
pulse waveform p(f) and the chip duration T. Then, we get the discrete-time
expression

+
' Te
R (e, k,k W) = Z {amam+k (1 - F) + Omm+k+17 }
I c c

I

)Obkk W)+ 2ok + LK, W) @4

for
1 k+W 1

Oy(k, k', W) = W AmGm+k (2.5)
m=k'

and |7.| < T,. The partial autocorrelation function is not as well behaved as
the full-period autocorrelation function. It is not two-valued and its variation,
which is a function of the window size and the window placement, can cause
serious problems unless special cares are taken in the system design stage.
Since the modulo-2 sum of an m-sequence and any phase shift of the same
sequence yields another phase of the same m-sequence, the discrete partial
autocorrelation function takes the expression

By(k, K, W) = Z Oy gk’ (2.6)
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for an integer q, which itself is a function of £.

The mean and the variance of 8y(k, k , W) are useful quantities for the spread
spectrum system designer. Due to the above properties of the m-sequence, the
mean and the variance take the expressions

N-— W— 1
ok, k', W) = ﬁ Z Z Gitgtk’ = "0
, T w 1
var[ﬂb(k,k ,W)] = ﬁ/— (1 - T) - Ni (27)

We can observe that for W = N the variance goes to zero as expected.
These relations can be used in determining the approximate threshold values
for checking the coincidence of the two sequences.

1.2 GOLD SEQUENCES

In some applications, the cross-correlation properties of PN sequences are as
important as the autocorrelation properties. For example, in CDMA, each user
is assigned a particular PN sequence and every user transmits signal simultane-
ously using the same frequency band, so the interference of a user employing a
different spreading code to the reference user is dictated by the cross-correlation
between the two relevant spreading codes.

It is well known that the periodic cross-correlation function between any
pair of m-sequences of the same period has relatively large peaks. As the
number of m-sequences increases rapidly with the number of stage L, the
probability of large cross-correlation peaks becomes high for long m-sequences.
However, such high values of cross-correlation are not desirable in the CDMA
communications. Thusnew PN sequences with better periodic cross-correlation
properties were derived from m-sequences by Gold[73],

We consider an m-sequence that is represented by a binary vector b of length
N, and a second sequence b obtained by decimating every gth symbol of b,

i.e., b = b[g]. When the decimation of an m-sequence does yield another m-
sequence. the decimation is called a proper decimation. It can be proven that
b = b[g] has period N if and only if ged(N,q) = 1, where ged denotes the
greatest common divisor. Thus any pair of m-sequences having the same period
N can be related by b = b[g] for some .

Gold proved[73] that certain pairs of m-sequences of length N exhibit a
three-valued cross-correlation function with the values {—1, —¢(L), t(L) — 2}
for

20L+1/2 4 1 forodd L
L) { 2(L+2)/2 £ 1 foreven L (2.8)
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Figure 2.2.  Generation of Gold sequences of length 31.

and the code period N = 2Z—1. Two m-sequences of length N that yield a peri-
odic cross-correlation function taking the possible values {—1, —t(L), t(L) — 2}
are called preferred pairs or preferred sequences.

From a pair of preferred sequences, say {ax} and {by}, we construct a set
of sequences of length N by taking the modulo-2 sum of {az} with the N
cyclic shifted versions of {bg} or vice versa. Then, we obtain N new periodic
sequences with the period N = 2% — 1. We may also include the original
sequences {ax }and {bx } to geta setof N + 2 sequences. The N + 2 sequences
constructed in this manner are called Gold sequences.

Fig. 2.2 shows a shift register circuit generating two m-sequences and the
corresponding Gold sequences for L = 5. In this case, there are generated
33 different sequences corresponding to the 33 relative phases of the two m-
sequences. With the exception of the sequences {ax} and {bx} themselves,
the set of Gold sequences does not include any m-sequences of length N.
Hence, their autocorrelation functions are not two-valued. Similar to the case of
the cross-correlation function, the off-peak autocorrelation function for a Gold
sequence takes the values in the set {—1, —t(L),t(L) — 2}. Consequently the
off-peak values of the autocorrelation function are upper bounded by #(L).

In short, Gold sequences are a family of codes with well-behaved cross-
correlation properties that are constructed through a modulo-2 addition of spe-
cific relative phases of a preferred pair of m-sequences. The period of any code
in the family is N, which is the same as the period of the m-sequences.

1.3  KASAMI SEQUENCES

A procedure similar to that used for generating Gold sequences can generate
a smaller set of binary sequences of period N = 2L — 1, for an even L. For
a given m-sequence {ax} we derive a binary sequence {bx} by taking every
(2%/2 4-1)th bit of {ax }, or by decimating {ax } by 2%/% + 1. Then the resulting
sequence {by } becomes periodic with the period 22/2 — 1. Wetake N = 2k —1
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Figure 2.3.  Generation of a small set of Kasami sequences of length 63.

consecutive bits of the sequences {ax} and {bx} to form a new set of sequences
by adding, in modulo-2, the bits of {ay} to the bits of {b} and its 2%/2 — 2
cyclic shifts. If we include {ay} in the set, we obtain a set of 2%/2 binary
sequences of length N = 2& — 1. These are called a small set of Kasami
sequences[74]. Fig. 2.3 depicts a shift register circuit generating a small set of
Kasami sequences of length 63.

The autocorrelation function as well as the cross-correlation function of the
Kasami sequences take a value in the set {—1, —(2%/2 4 1), 2L/2 — 1}. Hence,
the maximum cross-correlation value for any pair of Kasami sequences is

Pmaz = 2%/? + 1. 2.9)

Welch developed[75] the lower bound of the cross-correlation between any
pair of the binary sequences of period N in set of M sequences

M-1

—_ 2.1
MN -1 (2.10)

Pmaz > N

The maximum cross-correlation value for the small set of Kasami sequences
coincides with this Welch lower bound, and thus it is optimal.

While optimal in cross-correlation properties, a small set of Kasami se-
quences contains a relatively small number of sequences. So it is difficult
to apply such Kasami sequences to the cases when the number of potential
communication users is very large and the requested sequence period is short.
In order to produce a large number of short-period sequences with good cross-
correlation properties, new generation methods have been devised that combine
three sequences rather than two. For an m-sequence {a} with even L, we de-
rive a second sequence {b;} by decimating {ax} by (2(E+2/2 4 1), and a third
sequence {cg} of a shorter period by decimating {ay} by (2%/2 4 1). Then
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Figure 2.4.  Generation of a large set of Kasami sequences of length 63.

we add, in modulo-2, the three sequences with specific relative phases, thereby
obtaining a large set of Kasami sequences of period 2% — 1. Fig, 2.4 illustrates
a sequence generator for a large set of Kasami sequences of period 63 (i.e.
L = 6). In this case, there are 23(28 + 1) = 520 different sequences contained
in the large set of Kasami sequences.

The autocorrelation and cross-correlation functions of the sequences both
take avalue in the set {—1, —(2(E+2)/2 4 1) 2(L+2)/2 _q _(2L/2 4 1), 28/2 ~
1}. So the maximum correlation value of the large set of Kasami sequences
remains the same as that of the Gold sequences even with the increased number
of elements[76].

The Welch bound in (2.10) provides a very loose bound in case M > N. So,
for a large set of Kasami sequences, the lower bound of the cross-correlation is
better described by the Sidelnikov bound

¢maz > V (2N - 2) (21 l)

In view of this Sidelnikov bound, the Gold sequence set introduced in the
previous section is optimal for odd L, even if not for even L[76].

2. SHIFT REGISTER GENERATOR THEORY

In scrambling/spreading techniques, there are two core elements that govern
the scrambling/spreading behaviors. They are the sequence {sx} to be added
to the input data for scrambling/spreading and the SRG which generates the
sequence itself. In this section, we introduce the concepts of the sequence
space and the SRG space as well as the related theory as a means to rigorously
describe the behaviors of sequences and SRGs[69, 77, 78].
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2.1 SEQUENCE SPACE

For a binary-coefficient polynomial W(z) = 3% o ypux?, o = o1 = 1, we
define by the sequence space V[¥(z)] the set'

L
V[¥(z)] = {{sk, k=01,---}: Z¢i5k+i =0forallk = 0,1,---}

= 2.12)
withthe sequenceaddition {sx} + {8x} = {8k + 8x} and the scalar multiplica-
tiona{sx} = {asx} forsequences{sy}, {3k} in V[¥(z)] and a scalara in the
Galois field G F'(2).? The polynomial ¥(z) characterizing a sequence space is
called the characteristic polynomial of the sequence space V|[¥(z)]. Then, a
sequence space V[¥(x)] becomes a vector space over GF(2).

According to (2.12), fora sequence {sx} in the sequence space V[¥(z)] we
have the recurrence relation

L
Sk:Z¢i3k+i7 k=0,1,---,

i=1
L-1
Sk4L = Z YiSk4i, k=0,1,--- (2.13)
1=0

since o and 4 are both 1. This means that a sequence {sx} in V[¥(z)]
is completely determined once its L consecutive elements are known. So, if
we indicate its first L elements by the initial vector s = [s¢ 81 -+ +1_1]* of the
sequence {8k }, then all the sequence in V[¥(x)] can be determined by inserting
2L initial vectors to (2.13).

For a sequence space V[¥(z)] whose characteristicpolynomial ¥(z) is of
degree L, we define by the ith elementary sequence E, @) the sequence {sx} in
V[¥(z)] whoseinitial vectoris e;, = 0, 1, - - - , L— 1, where e; denotes the ba-
sis vector whose ith element is 1 and the others are all zero. We call the L-vector
consisting of the L elementary sequences, Ey(g) = [Eg(z) E\},(m) e Eé("zl]‘,
the elementary sequence vector. Then, a sequence in the sequence space
V[¥(z)] can be expressed in term of the elementary sequence vector as follows
[77]:

{sk} = 8" By(y). (2.14)

This equation means that the L elementary sequences Efl,(z),i = 0,1,--,
L — 1, form a basis of the sequence space V[¥(z)], and each sequence {s}

'Addition, or the “+” operation refers to the modulo-2 addition.
2@ F(2) has two elements 0 and 1, and two operations which are modulo-2 addition and modulo-2 multi-
plication.
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in V[¥(z)] is represented by (2.14). We name this the elementary basis for
the sequence space V[¥(z)], and we call the vector s the initial vectorfor the
elementary basis. The dimension of a sequence space V[¥(z)] is identical to
the degree of the characteristic polynomial ¥(z).

For a sequence {3 }, the sequence {sx+m} is called the m-delayed sequence.
An m-delayed sequence can be expressed in terms of the elementary sequence
vector Eg(g) as

{skm} =" AG(q) - By (2.15)

on the elementary basis [77], where Ay gy is the companion matrix for the
characteristic polynomial ¥(z) defined by

00 --- 0
10 -« 0 oy
Ay |01 - 0 | (2.16)

0 0 -~ 1 ¢
As aconsequence, we can express the kthelement sg, k = 0,1, - - -, of sequence

{sk} as
sk =8'- A, - eo (2.17)

For a sequence space V[¥(z)] of dimension L, we define the ith primary
sequence P},m,i = 0,1,---,L — 1, tobe the (¢ + 1)-delayed sequence of
the Oth elemén'tary sequence E‘{l’,( z)° We call the L-vector consisting of the L
primary sequences, Py(z) = [Pq,(z) P\Il(a: P‘I’,‘(w;] the primary sequence
vector. Then the relations between the elementary and the primary sequence
vectors become

Py(z) = By(z) - By(a),

Ey(z) = Cy(z) ' Py(s) (2.18)
where
eé . Ag,(z)
ey Ay
By() = Cgl,, = e 2.19)
Therefore the L primary sequences P\i,(x),z' =0,1,---,L — 1, form a basis

of the sequence space V[¥(z)] of dimension L, and a sequence {sx} in the
sequence space V[¥(z)] can be represented by

{sx} =p' Py(), (2.20)
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where
P = Cy(g) 8. (2.21)

We name the basis formed by P, q,(w), 1=0,1,- — 1, the primary basis for

the sequence space V[\¥(z)], and we call the Vector p the initial vector for the
primary basis.

An m-delayed sequence {Sg4m} of a sequence {sx} in V[¥(z)] can be
equally expressed in terms of primary sequence vector Py ) as

{sktm} =D (AY))™ - Puo)- (2.22)

on the primary basis [77], and, consequently, the kth element 8g, k = 0, 1,- - -,
of the sequence {sy} takes the expression

Sk - (A‘p(z)) . eL_l. (2.23)

22 SRG SPACES

For an SRG of length L, we define the kth state vectordy to be an L-vector
representing the state of the shift registers in the SRG at time £, that is,

D;i=01,--7 L —1[771.4" (2.24)

where the state d; ,% = 0, 1,- - - , L—1, denotes the value of the ith shift register
in the SRG at time k. In particular, we call the Oth state vector dg the initial
state vector. In addition, we define by the state transition matrix T an L x L
matrix representing the relation between the state vectors dy and dg_y, or more
specifically,’

dy =T -d; .. (2.25)

Then the configuration of an SRG is uniquely determined by its state transi-
tion matrix T, and the sequence generated by each shift register is uniquely
determined when the initial state vector dg is additionally furnished.

For the SRG of length L, we define by the ith SRG sequence D;,i =
0,1,---,L — 1, the sequence generated by the ith shift register, that is, D; =
{d; k}, and define by the SRG sequence vector D the L-vector

D=[D,D; --- D;_,]'. (2.26)

Then, the SRG sequence vector D is uniquely determined once its state transition
matrix T and the initial state vector do are determined. A sequence space
V[¥(z)] isa common space* for the L SRG sequences D;, ¢ = 0,1,---,L — 1,

The state transition matrix T for an SRG is always nonsingular unless the SRG is a pathological one.
*For N sequences {st}, i =0,1,-++ N — 1, common space refers to a sequence space containing the
N sequences[69].
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generated by the SRG of length L with the state transition matrix T and the
initial state vector dg, if and only if the characteristic polynomial ¥(z) meets
the condition[77]

T(T)-dg = 0. 2.27)

If ¥p g,(z) denotes the lowest-degree polynomial that meets (2.27), then the
sequence space V[¥r a,(z)] is the minimal space > for the SRG sequence
D;,i=0,1,---,L — 1, and the SRG sequence vector D takes the expression
[77] )

D=[dgT-do :-- T*'-do] Buy, (@) (2.28)

on the elementary basis of the minimal space, where L denotes the dimension
of V[\I’T,do (:L‘)]

We define the SRG space V[T, dq] to be the vector space formed by D;’s.
More specifically,

L-1
V[T, do] = {Z a;Di:ai € GF(2),i=0,1,--+,L — 1} . (29
=0

Then the SRG space V[T, dg] is identical to the minimal space V[¥r g,(z)]
for the SRG sequences D;,7 =0,1,---,L — 1 [77].

For an SRG with the state transition matrix T, we define by an SRG maximal
space V[T] the largest-dimensional SRG space of all SRG spaces V[T, dg]’s
obtained by varying the initial state vectors dg’s, and define by a maximal
initial state vector dp an initial state vector that makes the SRG space V[T, do|
identical to the SRG maximal space V[T]. Then the SRG maximal space VT]
is unique, and is identical to the sequence space V[¥r(z)] for the minimal
polynomial ¥r(z) of T.° Thus the SRG space V|T,dq) for an SRG with the
state transition matrix T and an initial state vector dg is a subspace of the SRG
maximal space V[T]. If L denotes the dimension of the SRG maximal space
VIT], an initial state vector dp is maximal initial state vector, if and only if the
discrimination matrix Ay g, defined by

At =[do T-dg --- TL1 . dg] (2.30)

is of rank L.

23  SSRG AND MSRG

For a sequence space V[¥(z)], we define a basic SRG (BSRG) to be an SRG
of the smallest length whose SRG maximal space is identical to the sequence

For N sequences {sz}, i = 0,1, - N — 1, aminimal space refers to a smallest-dimension common
space for the N sequences[69].
5The minimal polynomial ¥-r-() of matrix T is the lowest-degree polynomial that makes ¥o('T) = 0.
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space V[¥(z)]. That is, a BSRG for a sequence space V[¥(z)] refers to a
smallest-length SRG which can generate the sequence space V|¥(x)|. Then,
the length of a BSRG for a sequence space is the same as the dimension of the
sequence space. A matrix T is the state transition matrix of a BSRG for the
sequence space V|¥(z)|, if and only if it is similar to the companion matrix
Ay()." Aninitial state vector dg is a maximal initial state vector of the BSRG
for a sequence space V[¥(z)], if and only if the corresponding discrimination
matrix A 4,1 nonsingularfor the state transition matrix T taken similar to
lx\ll(a;)[77]-B

In fact, for a nonsingular matrix Q, an SRG with the state transition matrix

T=Q Ayy Q" (2.31a)
is a BSRG for the sequence space V[¥(x)]; the initial state vector of the form
do=Q-eg (2.31b)

is a maximal initial state vector for this BSRG; and the BSRG sequence vector
D for this maximal initial state vector becomes

D= Q . E\p(z). (2.310)

Note that the nonsingular matrix Q itselfnow becomes the discrimination matrix
A g, for those Tand do, and therefore no separate singularity test is necessary
on it.

The simple SRG (SSRG) and the modular SRG (MSRG) [79] are two simple

types of SRG’s which have the state transition matrices A'\:Il(z) and Ay (z),
respectively. Since Af,(z) = By(z) * Ay(z) * Cy(g) for the transformation
matrices By(;) and Cy(gy = B‘;(‘I) in (2.19), Afl,(m-l is similar to A(g), and
hence the SSRG and the MSRG are both BSRG's. As the companion matrix
Ay(g) is uniquely determined for a given characteristic polynomial ¥(z}), so
are the SSRG and the MSRG uniquely determined for a given sequence space
V[¥(z)].

Conventionally, an SSRG is characterized by the so-called characteristic
polynomial C(z) = ko cixt, and an MSRG by the so-called generating
polynomial G(z) = 1o giz*. The configurations of a typical SSRG circuit
and a typical MSRG circuit are shown in Fig. 2.5.

The SSRG and MSRG sequences can be represented on the elementary and
primary bases, as follows: For the SSRG of the sequence space V[¥(z)] of

7 A matrix M is said similar to a matrix M ifthere exists a nonsingular matrix Q such that M = Q-M.Q~!
$Note that in the case of BSRG,L in (2.30), which is the dimension of the BSRG maximal space, is identical

to the length of the BSRG due to the above properties. Therefore, the discrimination matrix Aqp g, becomes
a square matrix
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Figure 2.5.  Configurations of (a) SSRG and (b) MSRG.

dimension L, the ith SSRG sequence Dg;,¢ = 0,1,---,L — 1, for an initial
state vector dg, has the expression

Ds;=dj - Ay(q) - By (232

on the elementary basis of the sequence space V|¥(z)]. For the MSRG of the
sequence space V[¥(z)] of dimension L, the ith MSRG sequence Dps 4,8 =
0,1,---,L — 1, for an initial state vector dg, has the expression

L
Dum,i=dp- ( > %‘(Afp(z))]—(z“)) - Py(a) (2.33)

J=i+l

on the primary basis of the sequence space V [¥(z)].
Inserting ¢ = 0 and ¢ = L — 1, respectively, to (2.32) and (2.33), we obtain
the relations

Dsg =d} - Eg(y) (2.34a)

Dpp—1 =df - Py(z). (2.34b)

They are called the terminating sequences respectively of the SSRG and the
MSRG.

24  PRIMITIVE SPACE AND M-SEQUENCE
GENERATOR

An irreducible polynomial ¥, (z) of degree L is called a primitive polyno-
mial, if ¥p(a)divides z*+1fori = 2%—1butnotfor: = 0,1,--- L2l -2, We
define primitive space V[¥p(x)] to be the sequence space whose characteristic
polynomial ¥,(z)) is a primitive polynomial. Then, a sequence in a primitive
space of dimension L is an m-sequence of period 2 — 1.
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An m-sequence generator that generates m-sequences in the primitive space
V[¥,(z)] of dimension L has length L or more. So, for an efficient realization
of m-sequence generators we need to use a length-L m-sequence generator,
which we call an m-sequence minimal generator. An m-sequence minimal
generator has the following properties [77]:

(a) The state transition matrix T of an m-sequence minimal generator for the
primitive space V[¥p(z)] is similar to the companion matrix Ay, for the
characteristic polynomial ¥p(z).

(b) An arbitrary nonzero initial state vector dg is a maximal initial state vector
for an m-sequence minimal generator.

(c) Each SRG sequence Dj,i =0,1,.--, L — 1, of an m-sequence minimal
generator becomes an m-sequence in the primitive space V[¥,(x)].

We define generating vector h to be an L-vector representing the relation
between the m-sequence {35} and the SRG sequence vector D, or more specif-
ically,

{sk} =h'-D. (2.35)

Then the generating vector h generating the m-sequence {sx} = 8* - Ey (g is
[78]
h= (A% ,) 7 (2.36)

As a special case, an m-sequence minimal generator can be realized based on
the SSRG or the MSRG as follows [77]:

(a) An m-sequence with the expression {sx} = 8*-Eg_(,) on the elementary
basis can be generated by the SSRG with the initial state vector dg = 8 and the
generating vector h = ey.

(b) An m-sequence with the expression {sx} = p’ - Py, (g on the primary
basis can be generated by the MSRG with the initial state vector dg = p and
the generating vector h = ey, _;.



Chapter 3

FUNDAMENTAL CODE ACQUISITION
TECHNIQUES

In the DS/CDMA communications, one of the primary functions of the re-
ceiver is to despread the received PN code. This is accomplished by generating
a local replica of the PN code in the receiver and then synchronizing it to the
one superimposed on the received waveform. In general, this synchronization
process is accomplished in two steps - - code acquisition, which is a coarse
alignment process bringing the two PN sequences within one chip interval, and
code tracking, which is a fine tuning and synchronization-maintaining process

4].

[ ]In this chapter, we focus on the fundamental code acquisition techniques.
To begin with, we compare the correlator-based integration method with the
matched-filter-based one, and compare the serial search method with the parallel
one. Next, we briefly discuss the Z- and the expanding-window search methods,
and the long and the short code acquisition issues.

1.  CORRELATOR VS. MATCHED FILTER

As the first step of the code acquisition process, the received signal is ei-
ther correlated by a locally generated PN signal or filtered by a matched filter.
The former is called the active correlator technique, and the latter the passive
matchedfilter (MF) technique.

In the active correlator system, the received signal #(¢), which is composed
of the PN signal s(f) and noise n(?), is first multiplied by the local PN code
reference, and subsequently bandpass-filtered (BPF) and square-law envelope-
detected, thereby dropping off the unknown modulated information and un-
known carrier phase. The output is then integrated for the duration of 74 sec-
onds, sampled at interval 74, and finally used in making acquisition decision
through comparison with threshold. This process is depicted in Fig. 3.1. In

29
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Figure 3.1.  Active correlator acquisition system.

this multiply-and-integrate type of correlator/detector structure, the local PN
generator runs continuously and a completely new set of M, = 74/T, chips
of the received signal is used for each successive threshold test for the chip
interval T,. This imposes a basic limitation on the search speed as the local
PN reference phase can be updated only at the 74-second interval. Thus, if
the search is conducted in 1/N,-chip increments, the search rate R becomes
1/Ny74 chip positions per second.

The search rate can be significantly increased by replacing multiply-and-
integrate operation with a passive correlator device such as matched filter.
Matched filter can be implemented either in continuous-time or discrete-time
mode using some state-of-the-art technologies such as charge-coupled devices,
surface acoustic wave convolvers, and discrete-time correlators. Fig. 3.2 shows
two different types of matched filter implementations in analog form - - one
bandpass filter based and the other lowpass filter based. The two implemen-
tations are equivalent and produce the identical envelope output A(f) for the
identical input r(¢). Modern matched-filter synchronization systems are most
often implemented digitally. Fig. 3.3 illustrates a digital implementation of the
matched filter. In this figure, sampling rate of twice the spreading code chip rate
is assumed (i.e., Ny = 2), and the coefficients, {¢;}, % = 0,---, K, represent
the spreading code sequence.

We consider the synchronizer in Fig. 3.2. We assume that the envelope
of the matched filter output is compared with a threshold after each sampling
interval Ty. If the sampling interval Ty equals T, /Ny, the search is conducted
at the rate of Ns/T, sample positions (or, 1/7, chip positions) per second after
some initial latency time. However, the matched filter scheme requires more
computations than active correlator does. If the sampling rate is Ny/T, and
the correlation length of the matched filter spans M, chips, the matched filter
requires M N, multiplicationsinevery T,/N, interval. On the contrary, if we
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Figure 3.2. Implementation of matched-filter in analog form : (a) bandpass filter based, (b)
lowpass filter based.

use an active correlator, the same number of multiplications are required in
every M, T, interval. !

2. SERIAL VS. PARALLEL SEARCH

A widely used technique for initial synchronization is serial search: All po-
tential code phases and frequencies are searched serially until the correct phase
and frequency are identified. Correctness of phase/frequency is determined by
attempting to despread the received signal: If the estimated code phase and
frequency are both correct, despreading will be properly done and thus a high
energy output will be sensed. Otherwise, despreading will not be done prop-
erly and the resulting energy will be low. Fig. 3.4 depicts a realization of the
maximum-likelihood serial search technique: First, the correlation between the
local PN code and the received PN sequence is calculated and stored. Then,
the local PN code phase shifts to the next code phase and the same operation
is conducted. This process is repeated until all the ¢ cell uncertainty region is
examined, or, equivalently, forall t = 74,4 = 1,2,---,¢. Finally, the code
phase that yields the maximum correlation value is selected as the correct one.

A natural extension of this serial technique will be a parallel search in which
two or more paths search the code phase simultaneously, expecting that by

'In this complexity calculation, we assumed the case when no chip pulse matched filter is employed.
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Figure 3.4.  Serial search realization of the maximum-likelihood search technique.

increasing the hardware complexity the acquisition time would decrease in
proportion to the number of paths used. Fig. 3.5 shows a parallel search real-
ization in which the entire ¢ cell uncertainty region is subdivided into Np(> 2)
identical components, with each responsible for ¢/Np code phases. The code
phase that yields the maximum among all those despread outputs is determined
to be the right code phase in the final stage.

Apparently, the serial search can be implemented with low complexity but
at the expense of long acquisition time. On the contrary, the parallel search
has more complex hardware, but can achieve a faster acquisition. A mid-
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Figure 3.5. Parallel search realization of the maximum-likelihood search technique.

way comprise can be found practically according to the acquisition time and
complexity requirement (refer to [25]-[28].)

3. Z- VS. EXPANDING WINDOW SEARCH

The particular procedure adopted by the receiver in its search through the un-
certainty region is called the search strategy. The uncertainty is two-dimensional
in nature, time and frequency, and the search can be done either continuously or
in discrete steps. In the discrete-step case, the time uncertainty region is quan-
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Figure 3.6, Illustration of three different search strategies: (a) straight line search, (b) Z-search,
(c) expanding window search.

tized into a finite number of elements called cells, through which the receiver
is stepped.

There are several different types of search strategies depending on the nature
ofthe uncertainty region, available prior information, and other factors. Fig. 3.6
illustrates three different types of search strategies - - straight line search, Z-
search, and expanding window search.

In case a priori information on the correct code-phase is made available
through a variety of means such as short preamble, auxiliary reference, and
past synchronization history, the distribution of the correct code-phase has been
modeled as triangular or truncated Gaussian [80]. In this case, the Z-search
and the expanding window (EW) search strategies appear to achieve a rapid
synchronization [19][80]. In the Z-search, the sweep lengths are equal to the
number of cells in the whole uncertainty region, while, in the EW search, the
sweep length expands from a fraction to the full coverage of the uncertainty
region.

In the case of the Z-search strategy, the starting cell position may be specified
at the most probable position (center) or the least probable position (edge) and
the search path may be made continuous or broken. It is known [17][81] that
the broken-center Z-search performs the best while the continuous-center Z
performs the worst. The edge Z-search has an intermediate level of performance
but does not effectively utilize the available a priori information.

In the case of the EW search strategy, when the probability that the received
phase is within each phase cell is known, the sweep strategy can be modified
to search the most likely phase cells first. For example, if the received phase
distribution is Gaussian, a most reasonable search strategy can be found in
searching the cells within one standard deviation, or 1o, of the most likely cell
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first, expanding to the cells within 2o and then 3¢. The expanding window may
be confined at the 3 level.

4. SINGLE VS. MULTIPLE DWELL

In the serial search strategy, single dwell system refers to the system in which
a single detector is used to examine each possible waveform alignment for a
fixed period of time in serial fashion until the correct one is searched.

Fig. 3.1 depicts an example of the single dwell serial PN acquisition system.
As we have seen earlier, the received signal is actively correlated with a local
replica ofthe PN code, passed through a band-pass (pre-detection) filter, square-
law envelope detected, integrated for a fixed time duration 74 (which is called
the “dwell time”), and finally compared to the preset threshold.

Multiple dwell system is a generalization of the single dwell system. Fig. 3.7
depicts a K-dwell serial synchronization system: The received signal is first
multiplied by a locally generated replica of the PN code and then applied to each
of K non-coherent detectors. The i-th detector, ¢ = 1, 2, ..., K, is characterized
by a detection probability Pp;, a false alarm probability Pras, and a dwell time
74;. 1f the detector dwell times are ordered 741 < 742 < 743 < ... < T4k, the
decision whether to continue or to stop the search at the present cell is made by
sequentially examining the K detector outputs. If a// the K detectors indicate
that the present cell is correct (i.e., each produces a threshold crossing), then the
search stops. Ifany one detector fails to indicate that the present cell is correct
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Figure 3.8. A K-dwell PN acquisition system with non-coherent detection.

(i.e., it fails to produce a threshold crossing), then the search is continued and
the time delay 7 of the local PN generator is retarded by the amount of the
chosen phase update increment. Consequently, once any one detector indicates
that the codes are misaligned, the search may move on without waiting for the
decision of the remaining detectors.

By virtue of the additional threshold testing, the multiple dwell system does
not constrain the examination interval per cell to be constant. Nevertheless,
this scheme falls into the class of fixed dwell time systems as the variation in
integration time is achieved by arranging the examination interval to be a series
of fixed short dwell periods, with the decision made after each. The integration
time in a given cell examination interval increases toward its maximum value in
discrete steps. So, the multiple dwell system dismisses each incorrect alignment
earlier than the single dwell system which is constrained to integrate over the full
examination interval always. Since mostofthe cells searched indeed correspond
to incorrect alignments, this quick elimination capability leads to a considerable
reduction in acquisition time, particularly for the long code cases.

The maximum time to search a given cell is 74x, whereas the minimum
time is 741. Most cells can be dismissed after a dwell time Tgx; & < K in the
K-dwell system, whereas every cell must be examined for a time equivalent to
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interference cancellation (IC) receiver, and MMSE receiver in nonmultipath environment with
perfect power control [82].

Taxk 1n the single dwell system. Fig. 3.8 depicts a K-dwell time PN acquisition
system using non-coherent detection. All the K “integrated-and-dump” blocks
begin the integration at the same time instant, with the dumping, however, done
at a later time, depending on the magnitude of 7gx

5. SHORT VS. LONG CODE ACQUISITION

The period of a PN sequence may be equal to or greater than the duration
of one data bit. In the former case, the PN sequence is called a short code
sequence and in the latter case, called a long code sequence. Short and long
code CDMAs are sometimes referred to as deterministic CDMA (or D-CDMA)
and random CDMA (or R-CDMA), respectively, as a longer sequence leads to
amore random signal. In a long code system, the crosscorrelation among users
changes bit by bit, and consequently the MAI becomes random in time, causing
the performance nearly identical among different users. On the other hand, in
a short code system, the cross-correlation remains unchanged over time, thus
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an unfortunate user could be trapped by an inferior performance scenario due
to the non-time-varying cross-correlation.

While some interference suppression or cancellation techniques are applica-
ble to both short and long code systems, the complexity, in general, is lower
for the short code case due to the cyclostationary interference. For exam-
ple, an MMSE (minimum mean squared error) type receiver could be used for
both short and long sequences, but in practice the short sequence case is bet-
ter matched because the correlation matrix is estimated by adaptive algorithms
under the cyclostationary assumption.

The channel capacity is dictated more by the distribution of the error prob-
ability than by its mean value. Fig. 3.9 illustrates a performance comparison
of the short and long systems in terms of the average signal-to-interference
ratio (SIR) [82]. We observe that the variance in SIR is larger for the short
code systems than for the corresponding long code cases, with the performance
fluctuating in wider range. The intracell interference cancellation (IC) receiver
of the short code system better performs than the long code system but the vari-
ance is higher. In the case of the conventional matched filter detection, average
error probability is slightly higher for the long code system than for the short
code system, but the variance in performance is larger for the short code system.
When fast fading is present, adding more randomization to the interference, the
difference in BER diminishes.
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The code length also affects the acquisition-based capacity, which refers to
the maximum number of simultaneous transmissions supported while main-
taining an acceptable acquisition performance [44]. The acquisition window
length or the length of the matched filter determines the complexity of acqui-
sition schemes and the acquisition-based capacity depends on the acquisition
window length. Unless the receiver knows the delay of the desired user, the
probability of interference-caused false alarms increases and the acquisition-
based capacity decreases, as the acquisition window length increases. Since the
acquisition window length is a linear function ofthe code length, the acquisition-
based capacity, in practice, becomes lower than the value derived based on BER
or SNR criteria. This indicates that the acquisition problem limits the capacity
of DS/CDMA systems.

The false alarm and detection performance of an acquisition system is deter-
mined by the difference of the mean values of the decision statistic in in-sync
and out-of-sync states. The decision statistic z for an acquisition with the dwell
time, KTy, is the sum of the K sampled values of the filtered envelope output,
for example, |A(¢)(? in Fig. 3.2. A convenient performance indicator is the
normalized distance p defined by [45]

Efzlfo = o} — B{2/(ITo — 1ol) > Te}

p= VK[ var{z]% = 10} + var{z]([fo — 70]) > To}]’ @G.1n
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where g is the PN chip phase, 7 the local estimate of the PN chip phase, and
T, a chip interval. Fig. 3.10 plots the normalized distance p with respect to
the number of interferers, M, for a short PN sequence (N=63). Overlaid in
the figure is the same performance parameter for a system with a long code
spreading sequence. The “worst case” curve happens when the mean value
of z at out-of-sync state becomes very large due to interferences. We observe
that the normalized distance measure in the worst case is much lower for short
sequences than for the long sequence, even ifslightly higher in the typical cases.
Therefore, in the short code case, the ability to detect the synchronized state
may severely degrade in the acquisition mode.

In the tracking mode, the delay-locked loop (DLL) normally exhibits an
S-curve for the expected value of the phase detector output (or error signal)
with respect to the phase offset. This curve is determined by calculating the
difference of the correlator output corresponding to the the advanced PN code
and the the correlator output corresponding to the retarded PN code. Fig. 3.11
shows an example of S-curve for a short PN sequence (N = 31). We observe
that the interference from other users cancels out a considerable part of the
ideal error signal, flattening the S-curve. Consequently, the DLL can become
unstable to track. In general, short codes are less random than long codes and
this reduced randomness can result in an increased tracking jitter, and possibly
leading to a tracking failure.



Chapter 4

ADVANCED CODE ACQUISITION TECHNIQUES

In DS/CDMA communications, code-acquisition (or code-synchronization)
is a most essential first-stage processing in the receiver. Code-acquisition refers
to the operation of synchronizing the locally generated PN code with the re-
ceived PN code within one chip interval, beyond which the tracking process
takes charge. Consequently, rapid and correct code acquisition is prerequisite
to normal operation of the DS/CDMA communications and thus has been a hot
issue of research for the past several decades.

Conventionally, code-acquisition has been mainly pursued by taking the cor-
relation of the receiver-generated and the received PN signals and then com-
paring the result with a threshold, while advancing the phase of the receiver-
generated signal by one or a fraction of one chip. However, there also have
been introduced a number of advanced code synchronization techniques that
take very different approaches, namely, sequential estimation, sequential detec-
tion, auxiliary sequence, postdetection integration, interference reference filter,
differential-coherence, recirculation loops, distributed samples, or others. This
chapter is intended to introduce a variety of such advanced code acquisition
techniques one by one.

1.  RAPID ACQUISITION BY SEQUENTIAL
ESTIMATION (RASE)

The first advanced acquisition technique may be the rapid acquisition by
sequential estimation (RASE) introduced by Ward [29], which is based on a
sequential estimation of the shift register states of the PN sequence generator.
The RASE system makes an estimate of the first L received PN code chips,
where L is the number of shift registers in the sequence generator, and loads
the receiver sequence generator with that estimate. This sets a particular initial

41
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[4]

condition (or starting state) from which the generator begins its operation. Since
the next state of a PN sequence generator depends only on the present state,
all the subsequent states can be predicted based on the knowledge of the initial
condition. The estimation and loading process is repeated periodically until the
correct initial state is obtained.

1.1 ORIGINAL RASE TECHNIQUE

Fig. 4.1 depicts the block diagram of the RASE technique. In the figure, the
PN code chip detector is the block that makes the estimate of the L received PN
code chips. The L chips are loaded to the PN sequence generator in the solid box
as the state of the constituent shift registers. The PN sequence generated with
the estimated state set is then correlated with the received signal, out of which
it is determined whether or not the PN sequence generator is synchronized.

The decision when to stop the estimation and the loading process are based
upon a threshold crossing at the in-lock detector. This in-lock detector can make
a decision using the test statistic based on the cross-correlation between the
received code signal and the locally generated PN code. Once it is determined
that a correct estimate is done, the load/track logic inhibits further reloading
of the local shift register. This register is then switched to a PN tracking loop
which is responsible for maintaining the code phase from that time on.
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Fig. 4.2 illustrates the acquisition time performance of the RASE technique
in comparison with that of the conventional serial search technique [29]. The
figure plots the ratio of the mean acquisition time of the serial search technique,
Ta.ser, and the mean acquisition time of the RASE technique, Ty, rase. We
observe that the mean acquisition time of the sequential estimation system may
be twice as large as that ofthe serial search system for very small SNR. However,
the improvement factor, Ty ser /Ta,RASE, Can increase up to 512 when L = 10,
and up to 16,384 when L = 15.

The RASE system can reduce the acquisition time tremendously at a small
hardware increase. This reduction is made possible by estimating the state
of the involved SRG directly, instead of aligning the code phase based on
the correlation value. In facts, it is possible, in theory, to accomplish code
acquisition in L time units if the current sequence of the transmitter SRG of
length L is available. This would take 2X-1 time units if the conventional serial
search technique were employed.

Clearly, the success of the RASE scheme depends heavily on the ability to
make reliable estimates of the received PN code chips in the presence of noise.
For a PN modulated carrier used as the input signal, the estimation process
would consist of a simple demodulation and hard-limiting detection of this
signal in the same way that one would demodulate and detect any PSK data
stream. As such, this scheme falls into the class requiring coherent detection
and is thus of limited use in most spread-spectrum applications.
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Despite its rapid acquisition capability for moderate SNR, the RASE has
drawback of being highly vulnerable to noise and interference signals. This
vulnerability stems from the fact that the estimation process is performed on
a chip-by-chip basis and, as such, makes no use of the interference rejection
capability of PN signals.

12 MODIFIED RASE TECHNIQUES

There are several modifications of the Ward's original RASE system that
utilize the recursion relation of the PN code to improve the initial n-chip esti-
mates.

Kilgus [31] presented the use of a majority vote which makes multiple in-
dependent estimates of each of L chips and then makes a majority logic vote
among all the estimates to determine the initial L chips to load to the local shift
register. Fig. 4.3 illustrates this arrangement. The number of estimates can
vary from one to a large number which is limited only by the hardware com-
plexity. Fig. 4.4 plots the probability to acquire synchronization at one attempt
for an SRG of length 13 (or of sequence length 8,191) using a majority logic
acquisition device with 4095, 1023, 255, 63, 15, and 1 estimates. We observe
that the probability of acquiring an 8,191 lengthed code in one attempt can be
made nearly one at -10 dB SNR if4,095 estimates are made simultaneously.
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Ward and Yiu [30] presented a modified version called recursion-aided RASE
(RARASE). It utilizes a known recursion relation of the PN sequence to de-
termine if the initial state estimate of the received PN signal is correct and to
decide whether or not to make a tracking attempt using that estimate. Then it is
possible to discard a large portion of the incorrect initial state estimates using a
relatively simple logic. Fig. 4.5 depicts the block diagram ofthe RARASE tech-
nique. The RARASE system has an additional function that sums the estimated
code chips according to the recursion relations of the employed PN sequence
to generate a sync-worthiness indicator (SWI). The SWI is used along with the
in-lock indicator to determine when to switch the SRG from the load condi-
tion to the tracking condition. Fig. 4.6 illustrates how the SWI works when
the switch is held in the “load” position. Fig. 4.6 (a) is a 31-bit m-sequence
and Fig. 4.6 (b) is a random series of errors with 25% error probability. These
two are combined in Fig. 4.6 (c), representing the sequence flowing into the
shift register, and the SWI output is shown in Fig. 4.6 (d). Every “don’t try”
output corresponds to the case when at least one error is present in the shift
register or in the present bit, but every six-bit error-free run appears as a “try
sync” case. Consequently, the SWI never excludes the correct initial phases
while it does exclude many incorrect phases. “Try sync” outputs also occur
when paired errors are present at the SWI input or when errors are present at
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the shift register outputs that are not checked. So some incorrect phases may
result in triggering the tracking mode. Fig. 4.7 illustrates an implementation of
the Fig. 45 RARASE structure for the SRG with the characteristic polynomial
28 + z + 1. In this implementation the SWI consists of three 3-input mod-2
adders and a 3-input AND gate. Fig. 4.8 plots the ratio of the mean acquisi-
tion time of the RARASE system, To R4RASE, t0 that of the RASE system,
Ta,rasE- We observe that the RARASE system can achieve acquisition time
reduction by a factor of 7.5 at -15 dB SNR for an SRG of length 15 (or a PN
code of length 2! — 1).

Barghouthi and Stuber [32] presented a sequence acquisition scheme based
on sequential estimation and soft-decision combining, which is applicable to
rapidly acquiring long Kasami sequences. It exploits the algebraic properties
of Kasami sequences to obtain the estimate of the correct phase of the local
shift register by generating and combining multiple statistics for each chip.
The mean acquisition time of this scheme is reported to outperform that of
the serial search scheme, approaching that of the parallel search schemes [32].
Whereas the parallel schemes achieve the improvement at the expense of hard-
ware complexity, the Barghouthi's scheme does so at the cost of processing
complexity.
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2. SEQUENTIAL DETECTION-BASED ACQUISITION

In the aspect of dwell time and verification step size, acquisition schemes can
be classified into fixed dwell, multiple dwell, and sequential schemes [4] [14].
The single fixed dwell (or integration) scheme is inefficient as its detector spends
as much time for rejecting out-of-sync positions as it does for accepting the In-
sync position. In order to minimize the acquisition time, we need such a detector
that can quickly dismiss out-of-sync positions but take a long integration for
the in-sync cell. The multiple dwell time system introduced in Section 4 of
Chapter 2 was an attempt to accomplish the above objective wherein the detector
integration time increased in discrete steps until the test failed (or any output
dropped below the threshold). Thus, at an out-of-sync position, only few steps
are needed (i.e., short integration time), whereas all steps are fully needed at
the true sync position (i.e., long integration time).

It is also possible to increase the integration time continuously and replace
the multiple threshold tests by a continuous test of a single dismissal threshold.
Such a variable integration time detector is referred to as a sequential detector.
The corresponding acquisition system is designed such that the mean time to
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Figure 4.9. A serial sequential detection PN acquisition system with timeout feature.

dismiss out-of-sync positions is much shorter than the integration time of the
single dwell system. As an acquisition process normally spends most time in
dismissing out-of-sync positions, the mean acquisition time of the sequential
detection based PN acquisition system will become much smaller than that of
the single dwell time system.

2.1  SEQUENTIAL DETECTION-BASED SCHEME

Fig. 4.9 depicts ablock diagram of a serial sequential detection PN acquisition
system. Operation of this system is identical to the single dwell acquisition
system up to the square-law envelope detector. Thus, in the absence of the bias
voltage b, the output of the continuous time integrator would typically behave
as plotted in Fig. 4.10 (a). In particular, the integrator output would follow the
integrated mean of the square-law envelope detector output, which will be given
by NoBt or NoB(1 + «y)t for the noise power NoB and the pre-detection SNR
v, depending whether the dwelled cell has noise only or signal plus noise. Note
that the former corresponds to an out-of-sync cell and the latter corresponds to
the in-sync cell. In the presence of bias voltage b with NoB < b < NyB(1+7),
the integrator output waveform changes as shown in Fig. 4.10 (b). In addition, if
the threshold # (of negative value) and the follow-up decision logic are applied
in such a way that a dismissal occurs whenever the integrator output falls below
the threshold then the integrator output waveform changes to the shape shown
in Fig. 4.10 (c). It is desirable to choose the threshold value such that it allows
for a relatively quick dismissal of out-of-sync position but allows the integrator
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bias voltage b, (c) with threshold dismissal and test truncation.

output for the in-sync position to remain above the threshold. If this latter event
occurs for a designated interval of time, say 7o, after which the test is terminated,
then the signal is declared present and the cell being searched is declared as the
in-sync position. The test truncation time 7q is often referred to as the time-
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Figure 4.11. Block diagram of the noncoherent serial acquisition scheme employing SPRT
[22].

out of the sequential detector. It may be replaced with a test against a second
(positive-valued) threshold [21, 22, 23]. In this case, the in-sync declaration
would come as soon as the integrator output rises above this positive-valued
threshold.

22  IMPLEMENTATIONS OF SEQUENTIAL
DETECTION-BASED SCHEME

Now we consider noncoherent sequential detection-based acquisition schemes
employing the sequential probability ratio test (SPRT) or truncated SPRT
(TSPRT) proposed by Tantaratana, ef al. [21, 22]. Fig. 4.11 depicts the non-
coherent serial acquisition system for this. The SPRT or TSPRT function is
embedded in the decision processor. It is assumed that the channel is a slowly-
varying fading and additive white Gaussian channel and no data modulation
occurs during the acquisition process.

The received signal r(¢) is first multiplied by the local PN waveform and then
passed through the noncoherent demodulation process. The output Y;, triggers
the decision processor to test if the local and the incoming PN waveforms are
aligned within AT./2 interval for A=1 or 1/2. If such a coarse alignment is
achieved (i.e., in-sync state), the tracking circuit is initiated. Otherwise, the
phase of the local PN waveform is updated by AT, and the acquisition process
continues.

We denote the non-alignment and alignment stateby Hg and H,, respectively.
Then, we can write the likelihood ratio as
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v (yn|H1)
A =T “.1)

") = e (unlHo)
for the conditional probability density functions of Yn, fy, (yn|Hi), % = 0, 1.
Based on this, we compare the three decision schemes - - fixed sample size

(FSS), SPRT, and TSPRT.

In the FSS (or fixed dwell) decision scheme, the length of the integration is
fixed a priori and the decision is made based on the resulting test statistic. If
the integration time is from 0 to MTe, the FSS test compares Aps(yar) to the
given threshold 7. Since the likelihood ratio is monotonic, the FSS test may
be expressed by

Hy
UM{ %, AZH(T). 4.2)

In the case of the SPRT, the likelihood ratio Ap{ys) is compared with two
constant thresholds 4 andB (A > B), for n=1,2,3, ..., according to the
decision logic

H,
> AHA)

Hy
) < AZB)
otherwise, continue.

4.3)

Unless either inequalities is met, the comparison process continues to the next
value of n.

One drawback of the SPRT is that there is no upper bound on the test length.
Therefore, it can happen that the decision processor is stuck at a particular
uncertainty phase for a long period of time. In order to avoid this, the TSPRT
puts an upper bound on the test length. More specifically, for an upper bound
fi, it takes the decision logic

H,y
> Ay'(4)
o—the:wise, continue,
2 AZYT)
if n=n, yﬁ{ " 44
< AFHT).

Therefore, the test is truncated at n = 7 if it has not been terminated previously.
Fig. 4.12 plots the performances ofthe FSS, SPRT, and TSPRT tests in terms
of the average sample number (ASN) and the power function. The ASN refers
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to the average number of chips needed for the test to terminate and the power
function indicates the probability of accepting H;. The code phase offset in the
horizontal axis is given in units of T,;/2: Phase alignement state becomesH
for the code phase offset value 0.5 and becomes Hy for value 2.0 or larger. We
observe that the SPRT and the TSPRT are both superior to the FSS test. The
SPRT has the smallest ASN among the three at the phse offsets of 0.5 and 2.0,
which indicates that it performs the best among the three. In practice, however,
the TSPRT is preferable or comparable to SPRT as it is a bounded test.

3. AUXILIARY SEQUENCE-BASED ACQUISITION

In order to obtain rapid acquisition, it is also possible to utilize an auxiliary
signal, instead of the PN signal itself. In this case, the auxiliary signal must be
derived from the used PN signal in such a way that the correlation of the auxiliary
signal and the PN sequence exhibits some controllable behaviors. Salih and
Tantaratana [33] presented an auxiliary signal-based acquisition technique, in
which the cross-correlation function of the auxiliary signal and the PN signal
has a triangle shape that covers essentially the entire period of the PN signal.
Consequently, the correlation can guide the direction to shift the local signal
generator for the phase update in the acquisition process.

3.1  ACQUISITION WITH AUXILIARY VCC LOOP

Fig. 4.13 depicts the block diagram of a closed-loop coherent acquisition
system with voltage-controlled-clock (VCC) loop. The system is composed of
two subsystems - - one for the alignment detection and the other for the VCC
loop. The VCC loop takes anew local waveform o(¢) as the auxiliary signal. By
taking the auxiliary signal a(f) as a properly weighted sum of shifted versions
of the used PN signal c(f), we can make the two signals lightly correlated
and their cross-correlation function Req(-) take the periodical shape shown in
Fig. 4.14 [33]. Note that the cross-correlation function has a triangle shape
that covers essentially the entire period N of the PN signal. Apparently, this
triangular-shaped correlation helps to determine the direction of phase update
in the local signal generator.

The VCC loop is for updating the phase of c(t) until it aligns with the phase
of the received PN signal. It has a cyclic shift register to store the auxiliary
sequence {ay }. The shift register output drives the auxiliary signal generator to
generate the auxiliary signal ex(t + % ). The generator also shifts this auxiliary
signal by the amount equal to the code phase estimate formed by the VCC
(i.e., Tm). The received signal r(f) is correlated with the difference of early
and late versions of the local code waveform «a(t). The correlated output is
lowpass-filtered and then sampled at interval T;. The real-part of the resulting
signal, ym, is used to control the VCC. Fig. 4.15 plots the averaged VCC input
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Figure 4.12. Performance of the SPRT, TSPRT, and FSS tests (without fading, SNR=-10dB,
A = 1/2, A=200, B=0.005) [22]: (a) average sample number (ASN) function, (b) power
function.

signal. Note that the average VCC control signal is negative for code phase
error e in the interval (0, &I=) and positive for e in the interval (— =, 0).
This enables to acquire synchronization within NT wide pull-in range, which
is made possible due to the wide-stretching cross-correlation function Reqa(-).
On the other hand, the phase alignment detector correlates the received signal

r(f) with the local PN code waveform ¢(t — 7}, ) for a fixed dwell time of n7¢. A
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new value of the code phase estimate 7y, is fed from the VCC loop to the detector
every nT, seconds, and is tested for the phase alignment. This continues until
the alignment is declared, and then the tracking process is triggered.
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The performance improvement of the VCC loop based auxiliary acquisition
system may be examined in terms of mean acquisition time and acquisition time
variance. Fig. 4.16 (a) plots the ratio of the mean acquisition time of the VCC
auxiliary system, T, ycc, to that of the coherent serial-search single-dwell
acquisition system, Ty ser. Fig. 4.16 (b) plots the ratio of the acquisition time
variance of the VCC auxiliary system, a% voo to that of the coherent serial-

search single-dwell acquisition system, o7, , . In the figure, Py,, Py, and K,
denote the false alarm probability, the detectlon probability, and the penalty
time, respectively. We observe from the two figures that the VCC auxiliary
system acquires the PN phase at least twice faster than the conventional system,
with significantly smaller acquisition time variance.

3.2  ACQUISITION WITH AUXILIARY PRE-LOOP
ESTIMATOR

The performance of the VCC loop based auxiliary acquisition technique can
be further enhanced by adding a pre-loop code phase estimator (PLE) to the
system shown in Fig. 4.17 [34]. This PLE-based auxiliary acquisition system
operates in the same way as the VCC-based system except that the PLE initially
uses the correlation result to estimate the incoming code phase. The operation
goes in two steps as follows: At ¢ = 0, switch S1 connects the system input
to the PLE, switch S2 is closed, and switch S3 connects 7;;, to the auxiliary
signal generator. So, the received signal 7(f) is routed to the PLE, and the
auxiliary signal generator uses i, as the initial code phase with the output
a(t — i) being fed to the PLE. The PLE correlates the received signal r(z)
with the auxiliary signal for the duration of LyNT,. Att = LyNT,, the PLE
gets its code phase estimate and the switches S1, S2, and S3 are switched to the
positions shown in the figure. Hence, the VCC loop and the phase alignment



Advanced Code Acquisition Techniques 57

30

/T
aser  aVCC

Acquisition time ratio T’

0.80 0.85 0.90 0.95 1.00

Detection probability P,

(2

= 0.01.P, :0.95,1(') =1

02
(=23

P, =001pP,=095K,=10

Acquisitio time variance ratio
/0’
-~

P, =0.001P,=099K, =1
"P,=0001P,=09K =10

0 20 40 60 80 100
Inertia parameter v

®

Figure4.16. Mean acquisition time performance of the VCC-based auxiliary acquisition system
in comparison with the serial search system (v: systeminertia parameter proportional to the VCC
loop filter length) [33] : (a) ratio of mean acquisition time, (b) ratio of acquisition time variance.

detector gets activated while the PLE is cut off from the system. Beyond that
point, the operation is the same as the VCC loop based system. Note that, in
the PLE, the lower correlator branch estimates the code phase error magnitude,
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Figure 4.17. The closed-loop coherent acquisition system with a pre-loop estimator [34].

whereas the upper correlator branch provides the direction for the code phase
update.

Fig. 4.18 (a) and (b) compare the mean acquisition time of the PLE-based
auxiliary acquisition system, T, prg, With that of the coherent serial acquisi-
tion system, Ty ser, and that of the VCC-based auxiliary acquisition system,
T,ycc, respectively. In the figure, Ly denotes the integration length of the
PLE (normalized by NT;). We observe that the PLE-based acquisition system
acquires the incoming code phase faster than both the coherent serial-search and
the VCC-based auxiliary systems in general. However, the acquisition speed
gain diminishes if Ly becomes very small, which may be due to poor estimates.
In the limiting case when Ly becomes zero, the PLE-based system reduces to
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the VCC-based system. On the other hand, in good channel condition (i.e.,
SNR=-5dB), the PLE-based system may perform inferior to the VCC-based

scheme if L; is chosen too large. Fig. 4.19 (a) and (b) plot the ratio of the
acquisition time variance in a similar manner.
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4. ACQUISITION BASED ON POSTDETECTION
INTEGRATION

In the channel environment with fading or poor SNR condition, it may be
desirable to take advantage of multiple observations of information to improve
the acquisition performance. In this section, we consider one of such acquisition
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techniques based on postdetection integration. The postdetection integration
receiver combines multiple signal samples observed over multiple time intervals
to produce a robust decision statistic in the fading channel. The number of
observations should be optimized depending on the channel fading rate for best
acquisition performance.

Fig. 4.20 depicts the block diagram of noncoherent QPSK demodulator with
the postdetection integration function for code acquisition. In order to improve
the detection performance, the observation period is increased by taking a sum
of successive demodulator outputs as the decision variable. The postdetection
integration process generates the decision variable by taking a summation of M
consecutive values of Z, where M represents the number of the postdetection
integration.

In general, the pdf of the decision variable depends on the autocorrelation
function of the received signal, which represents short-term fading character-
istics. Fig. 4.21 shows the effect of the postdetection integration process on
the detection probability and mean acquisition time. It can be seen that the
detection performance improves as the number of postdetection integration in-
creases. This happens simply because the degree of freedom of the decision
variable increases as the number of postdetection integration increases. How-
ever, the increase of detection probability becomes marginal as the number of
postdetection integration, M, increases. On the other hand, the mean acqui-
sition time decreases for M = 2 but begins to increase beyond that number.
For a larger number M, a longer observation is required for the decision. For a
number of postdetection integrations of up to two or three, the overall detection
performance improves because the improvement in detection time through the
increased degree of freedom (or diversity order) is dominant over the increase
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in processing time. Beyond that point, however, the improvement in detection
is overshadowed by the increase of processing time.

5. ACQUISITION BASED ON INTERFERENCE
REFERENCE FILTER
In an environment where bursty transmissions occur, rapid acquisition is

especially important as it must be repeated for every bursty traffic. In this case it
is desirable to arrange a synchronization preamble which contains multiple (say,
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Figure4.22. Block diagram of reference filter-based acquisition system {42]: (a) hard-decision
approach, (b) soft-decision approach.

N) repetitions of the same PN sequence and to arrange the receiver to acquire
synchronization based on the number of threshold crossings of the multiple PN
sequences. In this arrangement, there are two possible approaches in making
decision in the proper alignment of the PN sequence - - hard-decision [83, 84]
and soft-decision [42]. For both approaches, a critical factor that determines
the acquisition performance is a threshold setting. The interference reference
filter technique is one of practically useful threshold setting methods.

Fig. 4.22 shows the block diagram of the reference filter-based acquisition
system. The received signal is passed through two parallel bandpass matched
filters h(f) and g(f). The impulse response A(z) is a time-reversed delayed
version of the transmitted PN sequence. Matched filter g(r) has the same
structure but its PN code is chosen orthogonal to the transmitted PN code. The
lower branch is designed to provide a reference for the background interference,
whereas the upper branch is for the detection. In the case of the hard-decision
approach in Fig. 4.22 (a) the matched filter outputs are envelope-detected for
noncoherent acquisition. The output of the lower-branch envelope detector is
then multiplied by a gain factor K (> 1) chosen to keep the probability of false
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Figure 4.23. Probability of correct acquisition of the reference filter-based acquisition tech-
nique in the white Gaussian channel. (N isthe numberof code repetitions and K is the normalized
threshold) [42]: (a) hard-decision approach, (b) soft-decision approach.

acquisition below a certain level. The result provides a reference threshold for
the detected output in the upper branch to make the final decision.

In the case of the soft-decision approach shown in Fig. 4.22 (b), the matched
filter outputs are square-law detected. Then the difference of the two outputs
is averaged for each sampling instant over all the PN code repetitions (i.e.,
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Figure 4.24. Probability of correct acquisition of the reference filter-based acquisition tech-
nique in the Rayleigh fading channel (V is the number of code repetitions and X is the normalized
threshold) [42]: (a) hard-decision approach, (b) soft-decision approach.

N) within one preamble. The averaged value is then compared, for the final
decision to the threshold, which is the product of a gain factor K (> 1) and the
noise variance at the output of the reference matched filter.
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Figure 4.25. Mean acquisition time in preamble intervals of the reference filter-based acquisi-
tion technique (V=30 for HD; N=30 or 25 for SD) [42]: (a) in white Gaussian channel, (b) in
Rayleigh fading channel.

Fig. 4.23 plots the probability of correct acquisition in the white Gaussian
channel for the hard-decision (a) and the soft-decision (b) approaches [42].
Fig. 424 plots the same probability in the Rayleigh fading channel for the
hard-decision (a) and the soft-decision (b) approaches. In both sets of graphs,
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we observe that the probability of correct acquisition improves significantly as
the number of repetition of the PN code within a preamble, N, increases.

Fig. 4.25 plots the mean acquisition time performance in the white Gaussian
(a) and Rayleigh fading (b) channels. In both figures, we observe that the
soft-decision approach makes much faster acquisition than the hard-decision
approach.

6. DIFFERENTIALLY-COHERENT ACQUISITION

The use of differentially-coherent acquisition techniques can provide better
performance than the use of noncoherent acquisition. Further, to prevent the
performance degradation in the fast fading environment, chip-differentially-
coherent acquisition technique was proposed, in which the correlation is made
using a differentially-detected PN sequence.

6.1 DIFFERENTIALLY-COHERENT DETECTION

Zarrabizadeh and Sousa [35] presented a differentially-coherent acquisition
detector, which could provide some SNR gain over the conventional noncoher-
ent acquisition detectors without using the carrier phase information. Under
hypothesis Hyi.e., out-of-synch state), the decision variable is the product of
consecutive uncorrelated samples in the case of differentially-coherent detector,
whereas it is the square of a single sample in the case of a noncoherent detector.
This distinction brings forth a significant acquisition performance improvement
to the differentially-coherent detection scheme over the noncoherent one.

Depending upon the duration of observation, the differentially-coherent ac-
quisition detectors can be categorized into partial period correlation (PPC)
and full period correlation (FPC) detectors. The correlation is performed over
a full code period in the FPC scheme, whereas it is done over a segment of
the long PN sequence in the PPC scheme [4], The detection performances of
the PPC and the FPC are similar in noncoherent detection, but are different in
differentially-coherent detection. In noncoherent detection, the decision vari-
able is the envelope of the noncoherent correlator output. In contrast, in the PPC
or the FPC detection, the decision variable is the real part of the differentially-
coherent correlator output. With the differential detection scheme, however,
the self-noise component of the consecutive samples, whose product forms the
decision variable, is the same in the FPC, but is independent random variable
in the PPC. Furthermore, unlike in noncoherent detection, the thermal noise
components of the two samples multiplied together are statistically indepen-
dent in both differential schemes. Therefore we can expect that the differential
techniques outperform the noncoherent technique in terms of the detection
probability, false alarm probability, and mean acquisition time.



68 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

e
MT.

Op—» MF — ‘ - Re[.] F—=

& X1
(a)
ot MT, i
r(t) / u %
—» MF1 T Rel.] F—

: *

- /

it MF2 xgk
(b)

Figure 4.26. Block diagram of the differentially-coherent acquisition techniques: (a) FPC, (b)
PPC:

Fig. 4.26 depicts the receiver structures for the differentially-coherent FPC
and PPC acquisition schemes. First, the received signals are demodulated. In
the case of the FPC, the demodulated signal is then fed into a matched filter
of a full code period. The output sample of the matched filter is multiplied by
the conjugate of the T-delayed samples for the period 7. In the case of the
PPC, the demodulated signal is fed into two different matched filters, whose
matching intervals correspond to two different segments of the PN sequence and
the matching interval of the second matched filter corresponds to time-advanced
version of that of the first matched filter by 7. Note that neither the matching
interval of the matched filters nor 7 is the full period of the PN sequence in
the case of the PPC. The output sample of the first matched filter is delayed by
T and multiplied by the conjugate of the output sample of the second matched
filter. In the case of both FPC and PPC, the real part of the multiplied value is
taken to be the decision variable. Each decision variable is compared with the
given threshold, set by a conventional threshold setting algorithm. If the sample
value exceeds the threshold, then the receiver declares in-sync phase and goes
to tracking mode(in the single-dwell case) or to the verification mode(in the
multiple-dwell case).

Under the hypothesis H; for PPC and FPC, the decision variable is given as

Zy = (MVET, + NEYMVET, + Nt ,,) + NIN!_,, 4.5)
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Figure 4.27. Probabilities of false alarm of differentially-coherent schemes. (AWGN channel,
normalized threshold level V;; = 25) [35].

where M is the number of integrated chips, E. the received chip energy, 1 the
chip period, and (NF, NE ,,) and (N], NI _, ) are the real and imaginary parts
of the thermal noise components of the matched filter, respectively. Under the
hypothesis Hj, the detection probabilities for FPC and PPC are the same because
the independent thermal noise components are the only random components
which are involved in the decision variable and no self-noise component exists."
However, under the hypothesis Hy, this is not the case.

Under the hypothesis Hy for FPC scheme, the decision variable is given as

Zr = (Y + N (i + NE ) + NIN_ (4.6)

where ¥}, is the self-noise term and (N{, N ,0) and (V], NI_,,) are the
real and imaginary parts of the thermal noise components of the matched filter,
respectively. For FPC scheme, two self-noise terms are identical. On the other
hand, under the hypothesis Hy for PPC scheme, the decision variable is given

as
Zy = (Y2 + N Yy + NP + NN, (4.7)

where Y;! ,, and Y;Z are the self-noise terms, and (N;>%, Nyo%,) and (N;*,
N, ,ﬁ‘_l a) are the real and imaginary parts of the thermal noise components of

'For simplicity, we assume in this section that the fractional chip alignment offset is zero.
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Figure 4.28. Mean acquisition time versus chip SNR (normalized by the uncertainty region
length) [35] : (a) single-dwell detector, (b) multiple-dwell detector.

the two different matched filters. For PPC scheme, the self-noise and thermal
noise components of the two matched filter outputs are clearly uncorrelated.

Fig. 4.27 plots the false alarm probabilities of the differentially-coherent FPC
and PPC schemes in comparison with the noncoherent correlation scheme. We
can observe that both FPC and PPC perform better than the noncoherent scheme,
with the PPC outperforming the FPC. The superiority of the PPC is mainly due
to the independent thermal-noise and self-noise components in the decision
variable. At low SNR, the independent thermal-noise term, which is common
to both PPC and FPC, is dominant, while at high SNR, the self-noise component
dictates the false alarm probability.
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Figure 4.29.  Block diagram of chip-differentially-coherent acquisition technique.

The mean acquisition time performances ofthe differentially-coherent schemes
are plotted in Fig. 4.28 in comparison with the noncoherent scheme. The fig-
ure plots the acquisition time of each scheme normalized by the corresponding
uncertainty region length. It is assumed that the phase step advances by one
chip period and the number of integrated chips, M, is 64. The code period of
the FPC scheme is 64 and that of the PPC scheme is 25 — 1 chips. The penalty
time is set to be 100 times greater than the number of integrated chips in the
FPC and greater than the verification time in the PPC by the same factor. From
the figure, we observe that the differential schemes can acquire synchroniza-
tion faster than the noncoherent scheme by about 10 times. We also find that
the PPC scheme slightly outperforms the FPC scheme in acquisition time also.
This trend applies to both the single dwell and multiple dwell detections. The
multiple dwell case considers the PPC scheme only, as the FPC scheme is not
commonly used along with the multiple dwell detectors.

6.2 CHIP-DIFFERENTIALLY-COHERENT
DETECTION

In order to prevent acquisition performance degradation in fast fading chan-
nels, Chung [36] proposed a chip-differentially-coherent detection scheme that
processes the received signal at the baseband using a differential detector with
one-chip time delay. The chip-differentially-coherent detector then performs a
coherent partial correlation of the detector output with the product of a local
PN code and its one-chip delayed phase to form a test sample. It preserves the
pseudo-noise attribute at the output on one hand, and effectively suppresses the
fluctuating phase components caused by fading and carrier frequency offset on
the other. This enhances the in-sync correlation at the following correlator.
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matched filter length M = 1,024) [36].

Fig. 4.29 depicts the block diagram of the chip-differentially-coherent detec-
tor. We observe that the chip-differential detector first processes the received
signal at baseband using a complex differential detector of delay Te. The de-
tected output is. correlated with the product of a local code and its one-chip
delayed phase. In case the received and local codes are closely correlated, the
correlated output will exceed the threshold, loading the receiver to the in-synch
state. There are two reasons foremploying a differential detecting preprocessor:
First, from the shift-and-add property of m-sequences [4], the product of the
DS spreading waveform and its chip-time delayed phase yields another phase.
So the differential detector can preserve the pseudo-noise attributes at its out-
put if an m-sequence is used as the embedded spreading code. Secondly, since
the differential detector suppresses time-varying phase components caused by
fading and frequency offset, it can strongly enhance the in-sync correlation at
the next correlator.

Fig. 430 plots the miss-detection probability of chip-differentially-coherent
acquisition system in comparison with that of the conventional noncoherent
parallel I-Q system, where the decision thresholds are selected to maintain
false alarm probability P, = 1072, We observe significant performance im-
provement of the chip-differentially-coherent detector over the conventional
noncoherent [-Q detector.
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7.  ACQUISITION IN THE PRESENCE OF
CODE-DOPPLER SHIFT

In some applications such as high dynamic GPS receiver or satellite com-
munications receiver, acquisition needs to be done in the presence of severe
Doppler shift. Doppler shift affects the acquisition performance in terms of
carrier-frequency offset and code-frequency offset. In low-speed mobile com-
munications, the code-frequency offset has little effect on the acquisition, so
only the carrier-frequency offset may be considered. In high-speed mobile com-
munications, however, the code-frequency offset becomes a critical factor of
the performance degradation. In this section, we introduce an acquisition tech-
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nique proposed by Glisic et. al. [39] that handles the code-Doppler problem
effectively by employing the recirculation loop approach.

Code-Doppler shift (or code-frequency offset) refers to the deviation of chip
interval from the nominal value. Fig. 431 illustrates the code-Doppler shift,
where Fig. 431 (a) overlays the waveform of the input sequence on the wave-
form of the local sequence and Fig. 4.31 (b) shows their correlation product. If
there were no code Doppler, the correlation would take the form in Fig. 4.31 (c)
for the correlation geak period T = N*T, (N is the sequence length and T is
the chip interval). ~ In the presence of code Doppler, however, T, changes by
AT, and the period T changes by AT = N2AT,. For example, for the code
rate 2Mcps, carrier Doppler 30kHz, code Doppler 30Hz, and sequence length
1,000, we get T = 0.5 sec, AT, = 7.5ps, and AT = 7.5us.

Fig. 4.32 depicts the block diagram of the code-Doppler acquisition system
that employs single or multiple recirculation loops (or accumulators). Each re-
circulation loop is intended to improve the SNR of the decision variable tuned
to the particular delay D;, 1 = 1,2, -- -, n. In case the code-Doppler shift is un-
known but constant, there occurs sliding over the set of possible samples of the
triangular correlation function, and consequently, the number of accumulated
samples in each accumulator loop is limited. By equipping multiple accumu-
lator loops, the sliding effect can be compensated, since when an accumulator
output decreases another accumulator output will increase, thereby making the
overall signal level at the achieved output constant.

Fig. 4.33 plots the performance of the recirculation loop based acquisition
system in terms of the improvement over the reference acquisition technique
which employs sliding correlation, envelope detection, threshold comparison,
and correct cell verification functions. For unknown Doppler input, the multi-
ple recirculation loop based acquisition system with a varying number of ac-
cumulators and a linear combiner exhibits the improvement factor of the mean
acquisition time and variance shown in the figure [39]. We observe that the
improvement factor is more significant in lower SNR range. We also observe
that the performance improvement is higher for one-accumulator system than
for five-accumulator system in this case. It is because only one recirculation
loop 1s accumulating the signal with others contributing to noise accumulation.
For the case with a larger range of code-Doppler, however, a larger number of
recirculation loops are needed to cover the whole uncertainty region.

The recirculation loop based acquisition scheme contrasts to the FFT based
acquisition scheme [37] in the fundamental principle of approach. The FFT
scheme partitions the uncertain carrier and code frequency ranges into several
subbands and limits the maximum amount of Doppler effect in each subband

*Full-period correlation is assumed here.
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Figure 4.32. Block diagram of the code-Doppler acquisition technique employing recirculation
loops.

during the correlation process. The recirculation loop scheme, in contrast,
partitions the period of correlation pulses rather than the code Doppler itself
and uses multiple correlators matched to different values of the code Doppler.
In essence, a bank of FFT processors in the FFT scheme is converted into
a bank of accumulators in the recirculation loop scheme, and consequently
the recirculation loop scheme renders a simpler implementation than the FFT
scheme does.

8.  ACQUISITION BY DISTRIBUTED SRG STATE
SAMPLE CONVEYANCE

Recently, a novel acquisition technique that realizes the direct SRG acqui-
sition through distributed SRG state sample conveyance was introduced under
the name of distributed sample-based acquisition (DSA) [56], and a family of
variations followed [59]-[67]. The DSA basically features two new mecha-
nisms - - distributed sampling-correction for the synchronization of the SRG
and distributed conveyance of the state samples via a short-period sequence. It
turned out that this combination is very effective in realizing a rapid acquisition
scheme at low complexity and making the performance reliable even in very
poor channel environments.
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acquisition time, (b) improvement factor of the standard deviation.

In the DSA, the state of the main SRG in the transmitter is sampled and
conveyed to the receiver in a distributed manner, where the state samples
are detected and applied to correct the state of the main SRG in progressive
manner. For the conveyance of the distributed state samples a short-period
sequence, called igniter sequence, is employed.
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Figure 4.34.  Functional block diagram of the DSA: (a) Transmitter, (b) receiver.

8.1 ORGANIZATION AND OPERATION OF THE DSA

Fig. 4.34 shows the functional block diagram of the DSA system. In the
transmitter, the main SRG generates the main sequence {8m} of long period
Ny = 2% =1, which is used for data scrambling and whose fast acquisition
is our ultimate goal. On the other hand, the igniter SRG generates the igniter
sequence {cm} of short period Ny = 25, The time-advanced state sampling
block takes the state sample z, of the main SRG at time (R + n —~ 1)Ny in



78 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

advance, for a reference value R. ° The state samples are scrambled by the
igniter sequence and conveyed over the pilot channel, while the user data is
scrambled by the main sequence and transmitted over user channel.

In the receiver, the conveyed sample z,, is first passed to the comparator at
time (R + n)Nr. At the same instant, the state sampling block generates the
state sample of the main SRG, 2,, and feeds to the comparator for comparison
with the conveyed counterpart z,. If 2, coincides with 25, no action takes place,
but otherwise the correction block is triggered to correct the state of the main
SRG at time (R + n)Nr + D, with D, chosen to be in 0 < D, < Nj.

If the sampling and correction circuits are designed according to the theo-
rems in [56], the receiver main SRG gets synchronized to the transmitter main
SRG after L comparison-correction operations provided that no detection error
occurs.

For safety purpose against detection error, a verification process is appended
to check whether or not the conveyed and receiver-generated state samples
coincide V' more times after the L comparison-correction operations, for a V'
chosen to meet the performance target. Ifall the V state sample sets coincide,
then the receiver declares completion of synchronization of the main sequence
and the tracking and estimation processes follow. Otherwise the acquisition
process is reinitiated.

82  DSA BASED DS/CDMA ACQUISITION SYSTEM

Fig. 4.35 depicts the functional block diagram of the DS/CDMA system
employing the basic DSA scheme [56, 63], in which the DSA functional blocks
in Fig. 4.34 are embedded.

The transmitter part consists of a DSA-spreader and a sample-spreader,
and the receiver part contains their despreading counter parts, that is, DS4-
despreader and sample-despreader. The DSA-spreader/despreader pair take
the synchronization function while the sample-spreader/despreader pair take
the sample conveyance function. Those two functions are supported by the
main SRG residing in the DSA-spreader and the igniter SRG residing in the
sample-spreader, respectively.

In the transmitter (or the base station (BS)), the DPSK modulator maps the
state sample, generated by the time-advanced sampling block, to the corre-
sponding PSK state symbol z, and produces the DPSK pilot symbol fr by
adding the phase of z,, to the phase accumulated up to the previous time slot.”
The resulting pilot symbol is spread by a period of the igniter sequence and

*Note that the system description is given on a discrete time basis, with the unit time set to the chip duration
Te.

*In this section, we take an example of differential DSA (or DPSK-based DSA) [63] for the illustration of
the DSA system.
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Figure 4.35.  Functional block diagram of the DS/CDMA system employing the DSA scheme:
(a) Transmitter, (b) receiver.

transmitted through the pilot channel in the interval [(R + n — 1)Nr, (R +
n}Nr). On the other hand, each user’s dataa, is multiplied by the pilot sym-
bol fn, spread by one of the orthogonal channelization sequences {wp,} and
scrambled by the main sequence {sy,}, and then transmitted in the interval
[(R+ n = 1)Np, (R + n)Ny). The state signal (or, pilot signal) and the data
signal are propagated over the same multipath fading channel to arrive at the
mobile station.

The receiver (or the mobile station (MS)) first acquires the DPSK modulated
igniter sequence employing the simple noncoherent threshold detector [4]. We
assume that the simple serial search method is applied to the igniter sequence
acquisition, while any other search methods may be used to speed up the acqui-
sition process. After the timing synchronization of the igniter sequence, the MS
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Figure 4.36.  System timing diagram example (Nr=8, D.=1, DBPSK modulation).

despreads the received state signal and differentially detects the conveyed sam-
ple z,. Then the comparison-correction based SRG synchronization process
follows as described above.

Fig. 4.36 depicts the timing relations among various processings in the trans-
mitter and the receiver.

Once the synchronization of the SRG is completed, the receiver despreads
the data signal by multiplying the synchronized main sequence and the corre-
sponding channelization code, then coherently demodulates the despread data

by using the channel estimate obtained from the pilot channel sequence (or,
state signal).

83  VARIATIONS OF THE DSA TECHNIQUE

The original DSA scheme was designed on the basis of binary orthogonal
state symbol generation [56], in which the state signal was used directly as
the channel estimation reference, without employing data constellation pre-
rotadon shown in Fig. 4.34. The DSA was then extended to the batch DSA
(BDSA) [59] and the parallel DSA (PDSA) [60] that are capable of manipulating
multiple samples concurrently, for application to general M-ary signaling or
multi-carrier DS/CDMA systems. The acquisition performance degradation
that can happen when the number of concurrently manipulated state samples

increases was resolved by introducing the DPSK-signaling DSA (D?SA) [63].
For an enhanced robustness of the DSA scheme in the worst-case channel
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environment, the correlation-aided DSA (CDSA) that incorporates the state
symbol correlation process was introduced [67].

In the CDSA, a state symbol correlation process is added as an extension
to the original comparison-correction based acquisition process. If the initial-
stage acquisition, which is based on the comparison-correction process, fails to
acquire synchronization within certain time limit, then the state symbol corre-
lation process is activated based on the state symbol sequences that have been
collected until that time. In this second-stage acquisition, synchronization is
acquired by determining the shifted sequence that produces the maximum cor-
relation energy as the truly transmitted sequence. The state symbol correlation
process indeed provides a very high synchronization success probability even in
poor channel environments, but the required additional memory or computation
complexity is minimal.

84 PERFORMANCES AND COMPLEXITY

The mean acquisition time performances of the DSA are discussed in detail
in {56]-[66]. In simple approximation, the overall mean acquisition time of the
DSA scheme employing an active correlator is about (N; 4 L+V) x N;T. (i.e.,
the sum of the igniter sequence serial search time and the correction/verification
time), while that of the conventional serial search scheme is about (2% — 1) x
NT,, asymptotically (at high SNR). So the relative acquisition time of the
DSA, normalized to the serial search case, is approximately (Ny + L + V)/2%,
which becomes extremely small as L increases. (V is typically set to a value
smaller than L.) As a typical example, the relative acquisition time reduces to
0.004 when Ny =128, L = 15 and to 0.001 when Ny =256 and L=18.

Fig. 4.37 plots a typical mean acquisition time performance of the syn-
chronous cellular system employing the CDSA (or DSA) scheme in comparison
with that employing the conventional parallel search acquisition (PSA) scheme
operating 4-parallel correlators [65]. The operating chip rate is 1.2288Mcps,
and a 100Hz Doppler Rayleigh fading channel is used. The chip-SNR (v.)
denotes the average ratio of the pilot chip energy to the one-side noise power
spectral density. The DSA and the CDSA can complete the cell search about
30 times faster than the PSA having comparable complexity in moderate SNR
range. When the SNR becomes very low, the performance of the DSA shifts
to the level of the PSA, but the CDSA maintains the same level of acquisition
time gain.

For implementation, the DSA necessitates a main sequence generator, an
igniter sequence generator, a state symbol generator and a (time-advanced)
sampling circuit, a correction circuit and a verification circuit. With all these
functions, however, the required hardware and computation is very simple, so
implementation complexity is very low.
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The DSA and its family render a very effective means for rapid and robust
acquisition in both inter-cell synchronous and asynchronous DS/CDMA cellular
systems. So we will provide more thorough and rigorous discussions on them
in separate chapters - - Chapters 8 and 9.
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Chapter 5

INTER-CELL ASYNCHRONOUS IMT-2000
W-CDMA SYSTEM (3GPP-FDD)

IMT-2000 or the third generation mobile radio system will provide wireless
multimedia services with high capacity, quality, and security, taking advantage
of the wide spectrum bandwidth, the advanced signal processing, and the in-
telligent networking technologies. A score of proposals were reviewed as the
candidate radio transmission technology before a series of harmonization ef-
forts integrated them to three major IMT-2000 standards: W-CDMA by 3GPP,
c¢dma2000 by 3GPP2, and UWC-136 by UWCC. The UWC-136 standard is
based on the advanced TDMA-EDGE technology, so is out of the scope of this
book.

The W-CDMA standard is based on the wideband CDMA technology and
the GSM network, which yield two different systems called 3GPP-FDD (or
UTRA-FDD) and 3GPP-TDD (or UTRA-TDD), respectively. > The 3GPP-
FDD utilizes dual frequency bands for uplink and downlink communications
and operates in the inter-cell asynchronous environment, in general. On the
other hand, the 3GPP-TDD utilizes a single frequency band and bi-directional
communication is realized through time division duplexing. Furthermore, in the
3GPP-TDD, frame-level inter-cell synchronization is maintained to minimize
interference between adjacent base stations or adjacent mobile stations. The
cdma2000 standard is an evolutionary outgrowth of the IS-95 technology that
utilizes dual frequency bands via FDD forbi-directional communications. Inter-

13GPP and UWC respectively stand for the 3rd Generation Partnership Project and the Universal Wireless
Communications Consortium. EDGE stands for the Enhanced Data rates for GSM (and 1S-136) Evolution.
’GSM and UTRA respectively stand for the Global System for Mobile Communications and the Universal
Terrestrial Radio Access. The name W-CDMA often represents the 3GPP-FDD system only, while the 3GPP-
TDD system is usually called TD-CDM A system in reflection of its TDM A-CDMA combined multiple access
method.
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cell synchronization is essentially guaranteed for its operation, which is now
serviced by the global positioning system (GPS).

In this part, we discuss the spreading and scrambling in the IMT2000 DS/
CDMA systems. We divide the discussion into three chapters - - 3GPP-FDD in
Chapter 5, 3GPP-TDD in Chapter 6, and cdma2000 in Chapter 7. In the cases
of 3GPP-FDD and 3GPP-TDD, we additionally provide descriptions of the
relevant physical layer structures and operations before addressing the spreading
and scrambling issues, because they are relatively new and thus less known.

In this chapter, we first discuss the structure and operation of the 3GPP-FDD
system in detail, and then examine the spreading and scrambling issues in later
sections, finally discussing the cell search scheme.

1. TRANSPORT CHANNELS AND PHYSICAL
CHANNELS

Transport channels are the services offered by Layer 1 to the higher layers,
while the physical channels are the physical realization of the transport channels
which consist of a layered structure of radio frames and time slots. Fig. 5.1
depicts the mapping of transport channels onto physical channels.

1.1 TRANSPORT CHANNELS

Dedicated Channel (DCH): The DCH is a downlink/uplink channel used to
carry user or control information between the network and a mobile station. The
DCH is composed of dedicated traffic channel (DTCH) and dedicated control
channel (DCCH).

Broadcast Channel (BCH): The BCH is a downlink channel used to broad-
cast system- and cell-specific information.

Forward Access Channel (FACH): The FACH is a downlink channel used
to carry control information to a specific user equipment (UE) when the system
knows the location cell of the UE.

Paging Channel (PCH): The PCH is a downlink channel used to carry
control information to a UE when the system does not know the location cell
of the UE.

Random Access Channel (RACH): The RACH is an uplink channel used
to carry control information or short user packets from a UE.
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Transport Channels Physical Channels
DCH —————— Dedicated Physical Data Channel (DPDCH)
Dedicated Physical Control Channel (DPCCH)
RACH ——————— Physical Random Access Channel (PRACH)

CPCH ———————— Physical Common Packet Channel (PCPCH)
Common Pilot Channel (CPICH)
BCH -~ Primary Common Control Physical Channel (P-CCPCH)

FACH 7 Secondary Common Control Physical Channel (S-CCPCH)
PCH

Synchronization Channel (SCH)

DSCH ———— Physical Downlink Shared Channel (PDSCH)
Acquisition Indicator Channel (AICH)
Access Preamble Acquisition Indicator Channel (AP-AICH)
Paging Indicator Channel (PICH)
CPCH Status Indicator Channel (CSICH)
Collision-Detection/Channel-Assignment Indicator Channel
(CD/CA-ICH)

Figure 5.1.  Transport-channel to physical-channel mapping [85].

Common Packet Channel (CPCH): The CPCH is an uplink channel used
for high-rate multi-media packet services.

Downlink Shared Channel (DSCH): The DSCH is a downlink channel
used for services such as short message service, e-mail applications, file transfer
protocol (FTP), and multi-media services shared by several UEs. The DSCH
is associated with one or several downlink DCHs.

1.2 PHYSICAL CHANNELS

A radio frame is a 10ms processing unit which consists of 15 slots. Each
slot corresponds to one power-control period. The length of a radio frame
corresponds to 38,400 chips. Thus the length of a slot corresponds to 2,560
chips and the chip rate is 3.84Mcps. The data/control channels are QPSK-
modulated both in the uplink and in the downlink but their realizations are
different. More specifically, in the uplink the control and the data channels are
first BPSK-modulated and then 1/Q code-multiplexed, while in the downlink
both channels are QPSK-modulated and then time-multiplexed.
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Figure 5.2.  Frame structure for the uplink DPDCH/DPCCH [85].

12.1  UPLINK PHYSICAL CHANNELS

Dedicated Physical Data Channel (DPDCH) / Dedicated Physical Con-
trol Channel (DPCCH): The DPDCH and the DPCCH are respectively used
to carry the DCH transport channel and the control information generated at
Layer 1. The Layer 1 information consists of pilot bits for channel estimation,
an optional transport format combination indicator (TFC), feedback informa-
tion (FBI) for closed loop mode transmit diversity [D-field] and site selection
diversity transmission (SSDT) [S-field], and transmit power control (TPC) com-
mands. The DPDCH and the DPCCH are 1/Q code-multiplexed within each
radio frame. Fig. 5.2 shows the frame structure of the uplink dedicated chan-
nels, where the parameter k determines the number of bits per uplink DPDCH
slot, which is related to the spreading factor (SF) of the physical channel as
SF=256/2%. We see in the figure that the DPDCH spreading factor may range
from 256 down to 4 depending on the data rate, while that of the uplink DPCCH
is always 256. The TFCI is used when several simultaneous services are pro-
vided and the TPC is used for inner loop power control. The pilot bits have
specific patterns optimized for confirmation of the frame synchronization [86]
and are used for SIR and channel phase estimations. For the pilot bit patterns
corresponding to each physical channels, refer to [85].

Physical Random Access Channel (PRACH): The PRACH is used to carry
the RACH. It is based on a slotted ALOHA approach with fast acquisition
indication. The UE can start the random-access transmission at the beginning
of a number of access slots. There are 15 access slots per two frames and they
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Figure 5.4.  Structure of the random-access transmission [85].

are spaced 5,120 chips apart. Fig. 5.3 depicts the RACH access slot numbers
and their spacing. The structure of the random-access transmission is shown in
Fig. 5.4. The random-access transmission consists of one of several preambles
of length 4,096 chips and a message of length 10ms or 20ms. Each preamble
consists of 256 repetitions of a signature of length 16 chips. Fig. 5.5 shows the
structure of the 10ms message part radio frame, which consists of a data part
to which the RACH transport channel is mapped and a control part that carries
Layer 1 control information. The SF of the message data part may range from
256 down to 32 depending on the data rate while that of the control part is fixed
at 256. The control part consists of 8 pilot bits and 2 TFCI bits per slot. A 20ms
message part consists of two consecutive 10ms message part radio frames. The
message part length can be determined from the used signature and/or access
slot, as configured by higher layers.
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Figure 5.6.  Structure of the CPCH access transmission [85].

Physical Common Packet Channel (PCPCH): The PCPCH is used to carry
the CPCH. The CPCH transmission is based on the digital sense multiple access-
collision detection (DSMA-CD) approach with fast acquisition indication. The
access slot timing and structure is identical to those of RACH. The structure
of the CPCH access transmission is shown in Fig. 5.6. The PCPCH access
transmission consists of one or several access preambles (A-P) of length 4,096
chips, one collision detection preamble (CD-P) of length 4,096 chips, a DPCCH
power control preamble (PC-P) which is either 0 or 8 slots in length, and a
message of variable length of N x10ms. The message part frame structure is
the same as that of the uplink DPDCH/DPCCH.

122 DOWNLINK PHYSICAL CHANNELS

Dedicated Physical Channel (DPCH): In the downlink DPCH, the DPDCH
and the DPCCH are time-multiplexed. In Fig. 5.7, Datal and Data2 fields
correspond to the DCH while TPC, TFCI (optional), and Pilot fields correspond
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Figure 5.7.  Frame structure for the downlink DPCH [85].

to the Layer 1 control information. The parameter k£ determines the total number
of bits per downlink DPCH slot, which is related to the SF of the physical channel
in the form SF=512/2*. The SF may thus range from 512 down to 4. In case
of multi-code transmission, the DPCCH is transmitted only on the first DPCH.

DL-DPCCH for CPCH: The DL-DPCCH for CPCH is a special case of
DPCH used to support CPCH signalling, which has a fixed spreading factor of
512. The slot of the DL-DPCCH for CPCH consists of TPC [2bits], CPCH
control commands (CCC) [4bits], and pilot bits [4bits]. There are two types
of CCC: One is emergency stop of CPCH transmission [1111] and the other is
start of message indicator [1010].

Common Pilot Channel (CPICH): The CPICH is a fixed rate (30 kbps,
SF=256) downlink physical channel that carries a pre-defined symbol sequence.
There are two types of CPICHs: The primary CPICH (P-CPICH) is associated
with the Oth channelization code of length 256, scrambled by the primary scram-
bling code, and broadcast over the entire cell. There is only one P-CPICH per
cell and it is the default phase reference for all downlink physical channels. The
secondary CPICH (S-CPICH) is associated with an arbitrary channelization
code of length 256, scrambled by either the primary or a secondary scrambling
code, and transmitted over the entire cell or over a part of the cell. There may
be zero, one, or several S-CPICHs per cell and the S-CPICH may be the phase
reference for the S-CCPCH and the downlink DPCH.

Primary Common Control Physical Channel (P-CCPCH): The P-CCPCH
is a fixed rate (30kbps, SF=256) downlink physical channels used to carry the
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Figure 5.8.  Structure of the synchronization channel (SCH) (85].

BCH transport channel. The P-CCPCH is not transmitted during the first 256
chips of each slot. Instead, synchronization channel (SCH) is transmitted dur-
ing this period. No TPC, no TFCI, and no pilot bits are transmitted over the
P-CCPCH.

Secondary Common Control Physical Channel (S-CCPCH): The
S-CCPCH is used to carry the FACH and the PCH. The FACH and the PCH
may be mapped to the same or to separate S-CCPCHs. The TFCI may be used
to support multiple transport format combinations but no TPC is transmitted
in S-CCPCHs. The spreading factor may range from 256 down to 4. The
S-CCPCH associated with the FACH may be transmitted over a part of the cell.

Synchronization Channel (SCH). The SCH is a downlink signal used for
cell search, which consists of two sub channels - the primary and the secondary
SCH. Over the primary SCH, a modulated code of length 256 chips, called
primary synchronization code (PSC), is transmitted at the beginning of each
slot. The PSC is the same for every cell in the system. In parallel with the
PSC, a sequence of modulated codes of length 256 chips is transmitted over
the secondary SCH, which is called the secondary synchronization code (SSC)
and has the period of 15. Each SSC is chosen from a set of 16 different codes
of length 256. The SCH structure is shown in Fig. 5.8, where Cpand Ci*
(t=0,1,---,63, k =0,1,---,14) respectively denote the PSC and the SSC.
(The index i denotes the number of the scrambling code group the transmit cell
belongs to.) We see in the figure that the PSC and the SSC are modulated by the
symbol a, which indicates the presence (a=+1) or the absence (a=-1) of space
time transmit diversity (STTD) encoding on the P-CCPCH.



Inter-cell Asynchronous IMT-2000 W-CDMA System( 3GPP-FDD)

20 ms

Figure 5.9.  Structure of the acquisition indicator channel (AICH) [85].

Physical Downlink Shared Channel (PDSCH): The PDSCH is used to
carry the DSCH and shared by users based on code multiplexing. Each PDSCH
radio frame is associated with a downlink DPCH. The PDSCH and the DPCH
do not necessarily have the same spreading factors. Furthermore, the PDSCH
spreading factor may vary from frame to frame. All relevant Layer 1 control
information is transmitted on the DPCCH part of the associated DPCH. The
spreading factor may range from 256 down to 4. When a DSCH is mapped to
multiple parallel PDSCHs, the parallel PDSCHs operate with the frame syn-
chronized each other and the spreading factor of all PDSCH codes are the same.

Acquisition Indicator Channel (AICH): The AICH is a physical channel
used to carry acquisition indicators (Al). Acquisition indicator A, corresponds
to signature s (of length 16) on the PRACH. The AICH structure is depicted in
Fig. 5.9. The AICH consists of a repeated sequence of 15 consecutive access
slots (AS), each of length 40 bit intervals. Each access slot consists of the
Al part with 32 real-valued symbols (4,096 chips) ag, @1, -+, a3y and the
transmission-off part of 1,024 chips. The real-valued symbols ag, a1, - - -, a3
are given by

15
aj =3y Al xb,j, j=0,1,---,31, 5.1

=0
where Al takes the value +1 (ACK), -1 (NACK), or 0 (NOT-DETECTED).
When +1 has been received, the UE transmits the RACH message part, but
when -1 has been received, it reports the status NACK-ON-AICH-RECIEVED
to the higher layer and exits the physical random access procedure. When 0
has been received, the UE retransmits the RACH preamble with an increased
transmission power and a new access slot and signature combination (if the
retransmission counter does not overtake the maximum value). The basis se-
quences {bs2; : j = 0,1,---,15}, s = 0,1,---,15, are the 16 rows of the
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16 x 16 Hadamard matrix taking +1 or -1 as the element, and b, 241 takes the
same value as b, 9; for j = 0,1,---,15. The spreading factor of the Al part is
256.

CPCH Access Preamble Acquisition Indicator Channel (AP-AICH): The
AP-AICH is a physical channel used to carry AP indicators (API) of CPCH.
API corresponds to AP signature s transmitted by UE. AP-AICH and AICH
may use the same or different channelization codes. The AP-AICH structure is
the same as that depicted in Fig. 5.9 except that the Al part is replaced with the
API part. The real-valued symbols ag, ai, - -+, as1 corresponding to the API
part are given by

15
aj=ZAPI,><bm-, j:O,l’...,:}]_’ (5.2)

5=0

where AP, the API corresponding to the AP signature s, takes the value +1
(ACK), -1 (NACK), or 0 (NOT-DETECTED), and {b, ;} are the same Hadamard
bases that are used for AICH.

CPCH Collision Detection / Channel Assignment Indicator Channel
(CD/CA-ICH): The CD/CA-ICH is a physical channel used to carry CD indi-
cator (CDI) ifthe CA is not active, or CDI/CA indicator (CAl) at the same time
ifthe CA is active. The CD/CA-ICH structure is the same as that depicted in
Fig. 5.9 except that the Al part is replaced with the CDI/CAI part. The CD/CA-
ICH and the AP-AICH may use the same or different channelization codes. In
case CA is not active, the real-valued symbols ag, a1, - - -, ag; are given by

15
aj =Y CDI;x bsj, j=0,1,---,3l, (5.3)

s=0

where C'DI,, the CDI corresponding to the CD preamble signature s, takes the
value +1 (ACK) or 0 (NACK), and {bs;}are the same Hadamard bases that are
used for AICH. In case CA is active, the real-valued symbols ayg, a1, - -+, az;
are given by

15 15
aj =) CDI;xby;+Y CAlx xbsj j=0,1,---,31, (54)
i=0 k=0

where the subscript 8; and sk indicate the signature number s depending on
the indexes i, k (refer to [85] for the detailed mapping.), and CDI; and C Al,
taking the values £1 (ACK) and 0 (NACK), are respectively the CDI and the
CALI corresponding to the CD preamble i and the assigned channel index £.
{bs,;} are the same Hadamard bases that are used for AICH.
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Figure 5.10.  Structure of the paging indicator channel (PICH) [85].

Figure 5.11.  Structure of CPCH status indicator channel (CSICH) [85].

Paging Indicator Channel (PICH): The PICH is a fixed rate (SF=256)
physical channel used to carry the paging indicator (P1). The PICH is always
associated with an S-CCPCH to which a PCH transport channel is mapped.
Fig. 5.10 shows the frame structure of the PICH. Of 300 bits in a 10ms frame,
the first 288 bits are used to carry the PI, while the remaining 12 bits are un-
defined. N PI's {Ply, PI,,---,PIy_1} are transmitted in each frame for
N =18, 36, 72, or 144. PI, can take the value 1 or 0 and is mapped to
the PICH by the m times repetition coding {bmp, bmp+1,°** bmp+m-1} =
{(-1)P (=1)F!p,... (=1)P%e} for m = 288/N. When PI, in a certain
frame is set to 1, the UEs associated with this PI should read the corresponding
frame of the associated S-CCPCH, but otherwise, they need not.

CPCH Status Indicator Channel (CSICH): The CSICH is a fixed rate
(SF=256) physical channel used to carry CPCH status information. Fig. 5.11
depicts the frame structure of the CSICH. The CSICH is always associated with
a physical channel used for transmission of CPCH AP-AICH (transmission-off
part) and uses the same channelization and scrambling codes. The CSICH
frame consists of 15 consecutive access slots of length 5,120 chips. The first
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Figure 5.12. Frame timing and access slot timing of downlink physical channels [85].

4,096 chip period is the transmission-off period (for use of AP-AICH) and a
status indicator (SI) part consisting of 8 bits is transmitted for the remaining
1,024 chip period. N SUs{SIy,SIy,-+,SIn_1} are transmitted in each frame
for N =1, 3, 5, 15, 30, or 60. SI, can take the value 1 or 0 and is mapped
to the PICH by the m times repetition coding {bmp, bmp+1s°" s bnprm-1} =
{(=1)5T, (=1)5T, ... (=1)5T} for m = 120/N. The higher layers shall
provide Layer 1 with the mapping between the values of the SI’s and the avail-
ability of CPCH resources.

2. TIMING RELATIONS

The P-CCPCH, on which the cell system frame number (SFN) is transmitted,
is used as the timing reference for all physical channels.

Fig. 5.12 depicts the frame timing of the downlink physical channels. In
the downlink, the SCH, CPICH, P-CCPCH, and PDSCH have identical frame
timings. The S-CCPCH and DPCH timing may be different for different S-
CCPCHs and DPCHs, but the offset from the P-CCPCH frame timing is a
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Figure 5.13.  Timing relation between PRACH and AICH as seen at the UE [85].

multiple of 256 chips (or, Ts_ccpcak = Tk X 256 chips, TppcHm = Tn X
256 chips, Ty, Ty, € {0, 1, - -,149}). The PICH timing is 3 slots prior to its cor-
responding S-CCPCH frame timing (or, 7p;ca = 7,680 chips). The AICH 0th
access slot starts at the same time as the P-CCPCH frames with even-numbered
SFEN. The PDSCH frame starts anywhere from 3 slots up to 18 slots after the end
of the associated DPCH frame. The initial downlink DPCCH/DPDCH frame
(or the initial power control preamble if it exists) starts at least 15 slots after the
end of the relevant FACH frame transmission. The uplink DPCCH/DPDCH
frame is transmitted approximately 1,024 chips after the reception of the first
significant path of the corresponding downlink DPCCH/DPDCH frame. This
transmission timing offset between the downlink and the uplink enables the
transmit power to be adjusted at every slot.

On the other hand, the PRACH/AICH timing relation is depicted in Fig. 5.13,
where the preamble-to-preamble distance 7p_p and the preamble-to-message
distance 7p_y, are at least 3 or 4 access slots (depending on the AICH-
TRANSMISSION-TIMING parameter signalled by higher layers), and the
preamble-to-Al distance 75, corresponds to 1.5 or 2.5 access slots. The ran-
dom access procedure is as follows [11]:

- The mobile station (MS) decodes the BCH to find out the available RACH
sub-channels and their scrambling codes and signatures.

- The terminal selects randomly an available signature and one of the RACH
sub-channels from the group which its access service class (ASC) allows to
use.

- The downlink power level is measured and the initial RACH power level is
set.

- An RACH preamble is sent with the selected signature.
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Figure 5.14. Timing of PCPCH and AICH transmission as seen by the UE, with Tepen = 0
[85] (Tp = 1,024 chip length).

- The MS decodes AICH to see whether the base station (BS) has detected
the preamble.

- In case no AICH is detected, the MS increases the preamble transmission
power by a step given by the BS, selects a new signature, and retransmits the
preamble in the next available access slot.

- When an AICH transmission is detected from the BS, the MS starts to
transmit the message part.

Similar timing relationship and procedure are applied for the PCPCH/AICH,
which is depicted in Fig. 5.14, where the relative distance between each channel
depends on the CPCH parameter Tepep, that takes 0 or 1. The main difference
of the CPCH access procedure from that of the RACH lies in incorporating the
collision detection (CD) operation and a fast power control over the message
part. Until the AICH is detected by the MS, the same access procedure as the
RACH access procedure is taken. Once the AICH is detected, a CD preamble
is sent with another signature, which is randomly chosen from a given signature
set. The transmit power level of the CD preamble is kept the same as that of the
last access preamble (AP). The BS is expected to send the acknowledgement
for the signature used in the CD preamble through the CD-ICH. After the MS
detects the correct acknowledgement, it starts to transmit the message part
which usually lasts over several frames. As the CPCH message part is usually
transmitted for a long period, the incorporation of the physical layer collision
detection can be an effective means to reduce interference. At the beginning
of the CPCH message transmission, an optional power control preamble can
be sent over 8 slots to allow the power control process to converge in short
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time. (Power control step size is 2dB or 3dB.) The power control commands
are transmitted over the DL-DPCCH for CPCH.’

3.  POWER CONTROL

There are three different power control schemes - - open loop power control,
inner loop power control, and outer loop power control.

The open loop power control is performed by measuring the received power
level and adjusting transmit power level based on the measured path loss. It is
applied to the initial power setting of the MS in relation to the random access or
to the TDD uplink operation where the uplink and the downlink use the same
frequency band. Using the measured path loss, in addition to the information
from the BS on the interference in the uplink channel and the target SIR, the
MS can set its transmit power such that the quality requirements at the BS can
be met.

The inner loop power control is a fast power control processing helped by the
power control commands that are replied by the receiving side. The inner loop
power control has been applied only to the CDMA uplink in order to mitigate
the near-farproblem among the mobile stations, but in the IMT-2000 W-CDMA
system (and the cdma2000 system) its use is extended to the downlink as well.
The inner loop power control is applied only to the DPCCH/DPDCH and the
PCPCH, and (selectively) to the PDSCH. The receiving side measures the SIR
level of the incoming data (typically using the pilot part), compares it with a
threshold provided on the basis of quality of services (BER, FER, etc.), and
then determines the TPC. The power control command returns once per slot
(i.e., at the rate of 1,500 Hz) and the transmitting part adjusts its power level
conforming to the command.

The transmission timing skew (by 1,024 chips) between the downlink and
the uplink slots enables both the BS and the MS to adjust their transmit power
only with one slot delay. Fig. 5.15 illustrates the timing relation as well as an
exemplary interaction between the BS and the MS for the transmit power con-
trol. Nominally three power control step sizes are defined (1dB, 2dB, and 3dB)
[55], however, smaller step sizes can be emulated by applying pertinent control
algorithms. In soft handover mode, the power control commands transmitted
from multiple BSs are first combined applying a specific algorithm and then the
power-up or power-down decision is made by the MS. In compressed mode, a
larger step size is used for a short period after a compressed frame to make the
power level converge to a pertinent level in short time.

*The CSICH is also associated with the CPCH access procedure, which enables mobile stations to monitor
the status of the CPCH usage and get the information of the channel resources.
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Figure 5.15.  Transmitter power control timing [55].

The outer loop power control is the processing that adjusts the SIR threshold
level in complement to the open loop or inner loop power control in order to
meet the quality of services (or, FER, BER, etc.) on a long term basis, which
is applied relatively at a low rate.

4. DOWNLINK TRANSMIT DIVERSITY

In the W-CDMA system, along with the conventional reception diversity
techniques based on RAKE receivers (in up- and down-links) or multiple re-
ceiving antennas (in uplink), transmit antenna diversity is adopted in the down-
link. Downlink transmit diversity is categorized into two modes - - open loop
transmit diversity and closed loop transmit diversity. The open loop mode
consists of time switched transmit diversity (TSTD) and space time block cod-
ing based transmit antenna diversity (STTD), and the closed loop mode con-
sists of transmit antenna phase adjustment (CL mode-1) and transmit antenna
phase/amplitude adjustment (CL mode-2). In the closed loop mode, the trans-
mit antenna weight is adjusted based on the FBI information conveyed over the
uplink physical control channels. Among the downlink channels, the TSTD is
applied only to the SCH, and the STTD is applied on the P-CCPCH, S-CCPCH,
DPCH, PICH, PDSCH, AICH, and CSICH. The closed loop transmit diversity
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Figure 5.16. Modulation pattern for Common Pilot Channel (with A = 1 + j) [85].
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Figure 5.17.  Structure of the SCH transmitted by the TSTD scheme [85].

may be applied on the DPCH and PDSCH. If transmit diversity is applied on
any of the downlink physical channels, it is also applied on P-CCPCH, SCH,
and CPICH. In this case the CPICH is transmitted from both antennas using
the different symbol patterns as shown in Fig. 5.16. (In the case of no transmit
diversity, the symbol sequence of antenna 1 in the figure is used.) The transmit
diversity mode used for a PDSCH frame is the same as that used for the associ-
ated DPCH frame. During the duration of the PDSCH frame and within the slot
prior to the PDSCH frame, the transmit diversity mode on the associate DPCH
may not change. However, it is allowed to change from closed loop mode 1 to
mode 2 or vice versa.

Fig. 5.17 illustrates the SCH transmitted by the TSTD scheme. In the even
numbered slots both the PSC and the SSC are transmitted on antenna 1, but in
the odd numbered slots they are transmitted on antenna 2.

The STTD encoding is applied on blocks of four consecutive channel bits
(or, two QPSK symbols). A block diagram ofa generic STTD encoder is shown
in Fig. 5.18. In the figure, if a; and aq respectively denote the complex path
gains ofpath 1 and path 2 which are expected to be independent each other, the
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Figure 5.18. Block diagram of the STTD encoder. (S1, §2 are QPSK or discontinuous trans-
mission (DTX) symbols and T denotes the symbol time.) [85]

first and the second received soft symbols R; and Ry can be expressed by

R = o5 —0255 + Ny, (5.5a)
Ry = a15 + azsf + Ny, (5.5b)

where N; and Ny are additive channel noises. The mobile station combines
the two consecutive soft symbols such that

S = alRi+ Ry =(lau|® +|a2l?)S + ol N1 + aaN3, (5.6a)
5'2 = —agRI + aIRQ = (|C!1|2 + |ag|2)Sg - ang + aINg,(5.6b)

and conveys 3, and 83 to the subsequent decoding block as the soft estimates of
the QPSK symbols §; and Sa. (For detailed description of the STTD diversity,
refer to [87],[88]).

Fig. 5.19 depicts the generic transmitter structure that supports closed loop
transmit diversity for DPCH transmission. The complex weight factors (phase
adjustments in CL mode 1 and phase/amplitude adjustments in CL mode 2) of
the two transmit antennas are determined by the UE such that the UE received
power is maximized, and signalled to the BS transceiver using the D-bits of the
FBI field of the uplink DPCCH. The UE uses the CPICH to separately estimate
the channels seen from each antenna, which is needed for determining the FBI
D-bits. The weightupdate rate is 1,500 Hz (once per slot), and the BS adjusts the
antenna weights after calculating the average phase rotations over 2 consecutive
slots in CL mode 1 or progressively updates the phase/amplitude weights over 4
consecutive slots in CL mode 2. The use of each mode is controlled via higher
layer signalling. (For detailed description of the closed loop transmit diversity,
refer to [55].)

Table 5.1 lists the tradeoffs between the open loop and closed loop trans-
mit diversities in terms of link error performance, feedback information, and
transmit/receive complexity.
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Figure 5.19. Generic downlink transmitter structure to support closed loop mode transmit
diversity for the DPCH transmission [55].

Table 5.1.  Tradeoffs between open loop and closed loop transmit diversities.

Open loop Closed loop
Link error performance moderate good
Feedback information not needed needed
Tx/Rx complexity low high
Examples STTD, TSTD CL mode 1, CL mode 2

The site selection diversity transmission (SSDT) is an optional macro di-
versity method in soft handover mode. The main objective of the SSDT is to
transmit on the downlink from the primary cell, thus reducing the interference
caused by multiple transmissions in soft handover mode. Another objective
is to achieve fast site selection without network intervention, thus maintaining
the advantage of soft handover. The specific operation is as follows: The UE
periodically selects one of the cells from its active set (the cells involved in the
soft handover communication) to be primary by measuring the received signal
code power (RSCP) of the CPICHs transmitted by the active cells. (Refer to
Section 6.) The cell with the highest CPICH RSCP is selected as the primary
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cell. In the SSDT mode each cell is assigned a temporary identification (ID)
and the UE periodically reports the primary cell ID to the connecting cells.
The non-primary cells switch off the transmission power for their DPDCHs,
only internally adjusting the power according to the power control command.
The primary cell ID is delivered by UE to the active cells via uplink FBI S-
field. SSDT termination and ID assignment are all carried out by higher layer
signalling.

5. MULTIPLEXING AND CHANNEL CODING

Data stream from/to MAC layer (transport block / transport block set)is
encoded/decoded to offer transport services over the radio transmission link.
Channel coding scheme is a combination of error detection, error correcting,
rate matching, interleaving and transport channels mapping onto/splitting from
physical channels. Multiple transport channels can be serviced simultaneously
through transport channel multiplexing. For each transport channel (TrCH),
data arrives at the coding/multiplexing unit in the form of transport block sets
once every fransmission time interval (TTI). The TTI is transport channel spe-
cific and takes one of the four values 10, 20, 40, and 80 ms.

51  MULTIPLEXING AND CHANNEL CODING
PROCEDURES

The overall multiplexing and channel coding structures are depicted in Fig.
5.20 (a) for uplink and Fig. 5.20 (b) for downlink.

First, the error detection is provided on each transport block through a cyclic
redundancy check (CRC). The CRC length is taken out of 24, 16, 12, 8 or 0
bits and signalled from higher layers. The CRC parity bits are attached to each
transport block in reverse order.

All the transport blocks in a TTI are serially concatenated, and then seg-
mented into code blocks of the same size (possibly attaching filler bits to the
beginning of the first code block) in case the number of bits in a TTI is larger
than the maximum code block size (504 bits for convolutional coding, and 5,114
bits for turbo coding).

For channel coding one of the three schemes is supported - - no coding, 1/2 or
1/3 convolutional coding with the constraint length k=9, and 1/3 turbo coding
with K=4. The employed turbo encoder structure is shown in Fig. 5.21, which
is composed of two constituent recursive systematic convolutional coders and
an internal interleaver. In order to realize a pseudo-random permutation which
is essential in turbo encoding, a series of processings such as primitive root se-
lection, intra-row permutation, and inter-row permutation are performed in the
internal interleaver block [89]. For decoding the turbo coded bit stream in the



Figure 5.20. Transport channel multiplexing structure: (a) for the uplink, (b) for the downlink
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Figure 5.21. Structure of 1/3 turbo coder. (Dotted lines apply for trellis termination only [89].)

receiving side, one of the two suboptimal iterative decoding algorithms, maxi-
mum a posteriori (MAP) algorithm or soft output Viterbi algorithm (SOVA), is
practically used. MAP requires more computational complexity than SOVA but
it provides a better performance, in general. In order to lower the complexity
of the MAP algorithm, sliding window based Max-Log-MAP algorithms have
been developed with the performance being slightly sacrificed, which is com-
parable to the SOVA algorithm in terms of complexity. (For the principle and
the operation of the Turbo encoder and decoder, refer to [90]-{96].)

The radio frame size equalization is an uplink-unique procedure which pos-
sibly pads 0 or 1 bits after the channel coded sequence in order to ensure that the
resulting sequence can be segmented into the same sized radio frames. In the
downlink the rate matching procedure guarantees the equal radio frame size.

The first interleaving is performed by a block interleaver with inter-column
permutations. The number of columns of the block interleaver is the same as
that of radio frames in a TTI. Fig. 5.22 illustrates the first interleaving operation.
The input bit sequence is written in the matrix row by row. The number ofbits at
the interleaver input always becomes a multiple of the column numbers owing
to the radio frame equalization (for uplink) or the rate matching procedure (for
downlink). The indices on top of each column represent the sequence ofreading
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Figure 5.22.  The first interleaving operation.

out. Each column is mapped to its radio frame segment in the TTIL. By the first
interleaving, the coded bits are sequentially distributed over all the radio frames
inthe TTI.

Rate matching is a procedure that punctures or repeats the transport channel
bits to ensure that the total bit rate of the coded composite transport channel
(CCTrCH) is identical to the total physical channel bit rate of the allocated
physical channel. In other words, rate matching is to fit CCTrCH bits (or,
multiplexed transport channel data to be transmitted in one radio frame) into
the capacity of the available physical channel(s). (For detailed rate matching
procedure, refer to [89].) A remarkable puncturing rule is that the systematic bits
(excluding the bits for trellis termination) of turbo encoded transport channel
stream are not punctured and all the necessary puncturing is applied only to
parity bits and termination bits.

The output of the first interleaving block is segmented into 2, 4, or 8 radio
frames if TTI is larger than 10(ms), and then in every 10 ms, one radio frame
from each TrCH is delivered to the TrCH multiplexing block. The delivered
radio frames are serially multiplexed into a CCTrCH.

In the downlink, spreading factor and the total physical channel bitrate do not
change among different TTIs. Rate-matching pattern is calculated on the basis
of the transport formats that bring in the maximum CCTrCH bit rate. When
the transport format combination (TFC) changes and the new CCTrCH bits
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cannot fill all the bit positions of the employed physical channels, discontinuous
transmission (DTX) indication bits are inserted. DTX indication bits only
indicate when the transmission should be turned off. DTX indication bits may
be inserted at two different positions of the CCTrCH. First, in case the positions
of TrCHs in the radio frame are fixed, DTX indication bits are inserted at the
end of each TrCHs. This step is performed before the first interleaving and is
called the Ist insertion of DTX indication bits. Second, when the positions of
TrCHs are not fixed but flexible, DTX indication bits are inserted at the end
of the CCTrCH. This step is performed right after the TrCH multiplexing and
is called the 2nd insertion of DTX indication bits. One of the two operations
is actually performed, depending on the TrCH positioning method. Refer to
Fig. 5.23 for the difference of the two cases.

When more than one physical channel (PhCH) is used, a CCTrCH can be
mapped onto several PhCHs having the same spreading factor. But different
CCTrCHs cannot be mapped onto the same PhCH. In compressed mode (refer
to the next section for details), by additional puncturing (downlink only), p-bits
are inserted before the first interleaving. At this stage, these p-bits are removed
to make the actual transmission gap. The manipulation of the DTX bits and the
p-bits are illustrated in Fig. 5.24.

The bits (possibly including the DTX indication bits) in each PhCH are
again scattered over all slots through the 2nd interleaving operation. A block
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interleaver with 30 columns are employed for inter-column permutations. When
the input sequence does not fill the interleaver matrix, only the bits originally
present in the input sequence are output. The column permutation pattern is
given by { 0, 20, 10, 5, 15, 25, 3, 13, 23, 8, 18, 28, 1, 11, 21, 6, 16, 26, 4, 14,
24, 19,9, 29, 12, 2,7, 22, 27, 17 }. The interleaver output bits are mapped to
the corresponding physical channels and transmitted.

5.2 DIFFERENCE BETWEEN UPLINK AND
DOWNLINK PROCEDURES

The number of bits on a transport channel can vary among different TTIs. In
the uplink, at every TTI or frame, the physical channels (or the spreading factor)
that can accommodate (within puncturing limit) the total bit rate of the CCTrCHs
are newly selected and rate matching parameters are newly assigned, in general.
Thus the rate matching operation is delayed until the CCTrCH rate is identified.
In the downlink, the available physical channel bit rate (or the spreading factor)
is fixed by the channelization code(s) assigned by the higher layers and the
transmission is turned off if the current bit rate is lower than the maximum
available rate, which is the DTX. Thus, rate-matching in the downlink can be
performed individually for each TrCH on the basis of the maximum available
CCTrCH bit rate. The rate matching parameters are calculated differently for
the fixed and flexible TrCH position cases. Furthermore, in the downlink, rate
matching is performed before the first interleaving and the rate-matching pattern
is applied to the entire bits in a TTI, whereas, in the uplink, rate matching is
performed after the first interleaving and is applied to individual radio frame
in a TTL To avoid puncturing adjacent bits in the original bit order (before the
first interleaving), initial offset for each radio frame is carefully calculated in
the uplink.

Fig. 5.25 (a) and (b) give examples of the uplink and downlink multiplexing,
respectively. In the uplink example, the TFC is not changed within the longest
TTI (40ms) and the rate-matching parameters remain constant for all radio
frames. Ifthe TFC changes, that is, the bit rate of the TrCH with a shorter TTI
(TrCH #1 in this example) changes, the rate-matching parameters also change.
In the compressed mode, the rate-matching parameters for the compressed radio
frames are different because the target bit rate changes. This implies that rate
matching for a radio frame can be performed only after the TFC is known for
that frame. In other words, though all the frames in the the TrCH of the longest
TTI are available at the beginning of the TTI, rate matching cannot be performed
in advance in the uplink.

In the downlink, the TFC change of the TrCH with a shorter TTI does not af-
fect the rate matching of the TrCH data with the longest TTI. The rate-matching
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Figure 5.25.  Example of TrCH multiplexing: (a) uplink, (b) downlink.

parameters are assigned to each TrCH individually before the current TTI be-

gins.

53

TRANSPORT FORMAT COMBINATION

INDICATOR

Transport format (TF) is defined as a format offered by the physical layer
(or, L1) to the medium access control layer (or, MAC), or vice versa, for the
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delivery of a transport block set during a TTI on a transport channel [97]. *
The transport format constitutes two parts - dynamic part and semi-static part.
The dynamic part contains the attributes of the transport block size (or, number
of bits in a transport block) and the transport block set size, and the semi-static
part contains the attributes of the TTI, type of error protection (convolutional,
turbo, no coding), coding rate, static rate matching parameter, puncturing limit
(for uplink only), and size of CRC.

Transport format set (TFS) is defined as the set of transport formats associated
with a transport channel. The semi-static parts of all transport formats are the
same within a transport format set, while the dynamic part may vary among
different TTIs effectively realizing variable bit rate services.

Transport format combination (TFC) is defined as the combination of cur-
rently valid transport formats which can be simultaneously submitted to the
physical layer for transmission on a CCTrCH of an MS, containing one trans-
port format from each transport channel. As was illustrated above, the physical
layer multiplexes one or several transport channels and there exists a transport
format set applicable for each transport channel. Nevertheless, at a given point
of time, not all combinations but only a subset, the TFC, may be submitted to
the physical layer.

Transport format combination set (TFCS) is defined as the set of transport
format combinations on a CCTrCH. When mapping data onto L1, MAC chooses
different transport format combinations given in the TFCS. However, the as-
signment ofthe TFCS is done ata higher layer (L3), thus MACjust has a control
over the dynamic part of the TFCS at a given point of time.

Transport format indicator (TFI) is a label for a specific transport format
within a transport format set. It is used in the inter-layer communication be-
tween MAC and L1 each time a transport block set is exchanged between the
two layers on a transport channel.

Transport format combination indicator (TFCI) is a representation of the
current TFC. The TFCI is used to inform the receiving side of the currently
valid TFC, and thus how to decode, demultiplex, and deliver the received data
on the appropriate transport channels. MAC indicates the TFI to L1 at each
delivery of transport block sets on each transport channel. L1 then builds the
TFCI from the TFIs of all parallel transport channels of the MS, processes the
transport blocks appropriately and appends the TFCI to the physical control
signalling. Through the detection of the TFCI the receiving side is able to
identify the TFC. The TFCI signalling may be omitted, instead relying on blind
detection (by applying CRC checks).

“Transport block is the basic unit exchanged between L1 and MAC for the L1 processing. Transport block
set is a set of transport blocks, which are exchanged between L1 and MAC at the same time instance using
the same transport channel.
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Figure 5.26.  Channel coding of TFCI bits {89].

There is a one-to-one correspondence between a certain value of the TFCI
and a certain TFC. The TFCI bits are encoded in L1 using a (32, 10) sub-code
of the second-order Reed-Muller code [98]. The coding procedure is illustrated
in Fig. 5.26. If the TFCI consists of less than 10 bits, it is padded with zeros
to 10 bits, by setting the most significant bits (ag, as, - - -) to zero. In all uplink
channels and the downlink channels with the spreading factor greater than or
equal to 128, the bit sequence{ bo, b1, - - -, b2g } is transmitted sequentially in 2
bits per slot in a frame. (b3p and bg; are not transmitted.) In downlink, when the
spreading factor is less than 128, the encoded TFCI codewords are first repeated
four times and the resulting sequence of length 128 is sequentially transmitted,
yielding 8 encoded TFCI bits per slot in the normal mode and 16 encoded bits
in the compressed mode (no TFCI bits are lost even in the compressed mode.
See the next section). In this case, the bits from bg to beg are transmitted four
times while the bits from b24 to b31 are transmitted three times in a frame. Ifone
of the DCH is associated with a DSCH, the TFCI codeword may be split into
two sets, each of which indicates the TFC of the DCH CCTrCH and the TFC
of the associated DSCH CCTrCH. In the split mode the TFCI bits are encoded
using a (16, 5) first-order Reed-Muller (or, bi-orthogonal) code [98].

6. MEASUREMENTS

One of'the key services provided by the physical layer is the measurement of
various quantities, which are used to trigger or perform a multitude of functions.
Both the user equipment side (i.e., MS) and the network side (i.e., BS) are re-
quired to perform a variety of measurements. While some of the measurements
are critical to the functioning of the network and are mandatory for delivering
the basic functionality (e.g., handover measurements, power control measure-
ments), others may be used by the network operators in optimizing the network
(e.g., radio environment). Measurements may be made periodical and reported
to the upper layers or may be event-triggered (e.g., in the handover or cell re-
selection case, a primary CCPCH becomes better than the previous best primary
CCPCH). Another reporting strategy may combine the event-triggered and the
periodical approaches (e.g., falling of link quality below a certain threshold
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Figure 5.27. Compressed mode transmission [89].

initiates periodical reporting). The measurements are tightly coupled with the
service primitives in that the parameters of the primitives may constitute some
of the measurements. The measurements which the physical layer report to the
higher layers are as described in the following two subsections that follow the
compressed mode section.

6.1  COMPRESSED MODE

Compressed mode is defined as the mechanism by which certain idle periods
are created in radio frames so that the MS can perform inter-frequency measure-
ments during these periods. As illustrated in Fig. 5.27, the instantaneous power
is increased in the compressed frame in order to keep the quality of service
unaffected by the reduced processing gain. The rate and type of the com-
pressed frames are variable depending on the environment and measurement
requirements. When in compressed mode, the information normally transmit-
ted during a frame is compressed in time. The mechanisms used for achieving
this compression are puncturing, reduction of the spreading factor by 1/2, and
higher layer scheduling. In the downlink, all methods are supported while the
puncturing mechanism is not used in the uplink. The maximum transmission
gap length is defined to be 7 slots per frame. The transmission gap pattern
structure, position, and repetition are defined with physical channel parameters
described in [89].

6.2 USER EQUIPMENT (UE) MEASUREMENT
ABILITIES
CPICH received signal code power (RSCP) is the received power on one
code measured on the Primary CPICH.
P-CCPCH RSCP is the received power on one code measured on the P-
CCPCH from a TDD cell.
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SIR is defined as (RSCP/ISCP) X (SF/2). The SIR is measured on the
DPCCH after radio link combination. In the calculation, the RSCP indicates the
received power on one code measured on the pilot bits, the interference signal
code power (ISCP) indicates the interference on the received signal measured
on the pilot bits, and the SF indicates the spreading factor used.

Received signal strength indicator (RSSI) is the wide-band received power
within the relevant channel bandwidth. Measurement is performed on a down-
link carrier in UTRA and on the BCCH carrier in GSM.

CPICH Ec/No is the received energy per chip of the P-CPICH divided by
the power density in the band. The Ec/No is identical to the ratio RSCP/RSSL

Transport channel block error rate (BLER) is measured on the basis of the
CRC check on each transport block after radio link combination.

UE transmitter power is measured on one carrier.

SEN-CEN observed time difference to cell is defined as OFF x 38,400
+ T, where T, = (Tygrs — 1,024) — Tresea, in chip units with the
range [0,1,---,38399]. Tygr. is the time when the MS transmits an up-
link DPCCH/DPDCH frame, and Trysru is the time when the beginning
of the neighboring P-CCPCH frame has arrived at the MS most recently be-
fore the time instant (Tygr, — 1,024). Also, OFF is given by OFF =
(SFN—CF Nrg)mod?256, in numberofframes with the range [0,1, ... ,255].
CFNr4 is the connection frame number for the MS transmission of an uplink
DPCCH/DPDCH frame at the time Ty gry. SEN is the system frame number
for the neighboring P-CCPCH frame received in the MS at the time TrysFN-.

SFEN-SFN observed time difference to cell is defined asQF F x 38,400 + Tpy,,
where T, =TresFN; — TrRzSFN;, in chip units with the range [0,1, ..., 38399]
(Type 1). Tresrn; is the time when the beginning of a neighboring P-CCPCH
frame from cellj has arrived at the MS. Trzsr n; is the time when the beginning
of aneighboring P-CCPCH frame from cell i has arrived at the MS most recently
before the time instant Trzsp;. Also, OFF is given by OFF = (SFN; —
SF N;) mod 256, in number of frames with the range [0,1, ... ,255]. SFN;
and SFN; are respectively the system frame numbers for the P-CCPCH frames
received from cell j and i, at the time TresFn; and TRrzsFN;-

For the inter-frequency measurement, the relative timing difference between
cell j and cell i is alternatively defined as TepicHRe; - TePICHRz;» Where
TeprcHRz, is the time when the MS receives a P-CPICH slot from cell j, and
TcprrcHRz; 18 the time when the MS receives the P-CPICH slot from cell i that
is closest in time to the P-CPICH slot received from cell j (Type 2).

UE Rx-Tx time difference is the difference in time between the MS uplink
DPCCH/DPDCH frame transmission and the first significant path of the down-
link DPCH frame from the measured radio link. Measurements are done for
each cell included in the active set.
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Aside from those listed above, the observed time difference to the GSM cell
and the UE GPS timing of cell frames for location services are additionally
measured.

63 UTRA NETWORK (UTRAN) MEASUREMENT
ABILITIES

RSSI is the wide-band received power within the UTRAN uplink carrier
channel bandwidth in an UTRAN access point. °

SIR is defined as (RSCP/ISCP) x SF in the uplink.

Transmitted carrier power 1s the ratio between the total transmitted power
and the maximum transmission power. Total transmission power is the mean
power on one carrier from one UTRAN access point. Maximum transmission
power is the mean power on one carrier from one UTRAN access point when
it is transmitted at the configured maximum power for the cell.

Transmitted code power is the transmitted power on one channelization code
on one given scrambling code on one given carrier. Measurement is possible
on the DPCCH-field of any dedicated radio link transmitted from the UTRAN
access point and reflects the power on the pilot bits of the DPCCH-field.

Transport channel BER on the DPDCH data and physical channel BER on
the DPCCH are measured.

Round trip time (RTT) is defined as Ty - Ty, where Tryis the time of
transmission ofthe beginning ofa downlink DPCH frame to a UE, and Tg, is the
time of reception of the beginning (the first significant path) of the corresponding
uplink DPCCH/DPDCH frame from the UE.

Propagation delay 1s defined as one-way propagation delay as measured
during either PRACH or PCPCH access.

Acknowledged PRACH preambles measurement is defined as the total num-
ber of acknowledged PRACH preambles per access frame per PRACH. This
is equivalent to the number of positive acquisition indicators transmitted per
access frame per AICH.

Detected PCPCH access preambles measurement is defined as the total num-
ber of detected access preambles per access frame on the PCPCHs belonging
to a CPCH set.

Acknowledged PCPCH access preambles mesurement is defined as the to-
tal number of acknowledged PCPCH access preambles per access frame on
the PCPCHs belonging to a SF. This is equivalent to the number of positive
acquisition indicators transmitted for a SF per access frame per AP-AICH.

*UTRAN access point is defined as a conceptual point within the UTRAN performing radio transmission
and reception. A UTRAN access point is associated with one specific cell, i.e., there exists one UTRAN
access point for each cell. It is the UTRAN-side end-point of a radio link [99].
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In addition, the UTRAN GPS timing of cell frames for location services is
also measured.

7. UPLINK SPREADING AND SCRAMBLING

Spreading or channelization is a bandwidth-increasing operation that trans-
forms each data symbol into a number of chips. For the channelization oper-
ation, data symbols are multiplied by an orthogonal variable spreading factor
(OVSF) code. Scrambling is a chip randomization operation that multiplies the
channelized signals on the I-(real part) and Q-(imaginary part) branches by a
complex-valued scrambling code.

Fig. 5.28 depicts the spreading structure ofthe uplink DPCCH and DPDCHs.
The DPCCH and the kth (1 < k& < 6) DPDCH, taking the binary values 0 and
1, are mapped to the real values +1 (for 0) and -1 (for 1), and then spread
by the channelization codes, C. and Cyx, respectively. One DPCCH and up
to six parallel DPDCHs can be transmitted simultaneously, with each BPSK-
modulated channel being assigned to I- and Q- branches alternately as shown
in the figure. The DPCCH and the DPDCH chips are then weighted by the gain
factors B, and B4, summed for each branch, and treated as a complex-valued
stream of chips. This complex-valued signal is then scrambled by the complex-
valued scrambling code Sgpch,n, for a code index n. The amplitude ratio B./B4
is different for each data rate and there are 16 available ratios in all. At every
instant in time, at least one of the values B, and B4 should have the amplitude
1.0.

The spreading and scrambling operation for the PRACH message part as
well as the PCPCH message part is the same as that for the DPCCH/DPDCH,
but one control channel (Q-branch) and only one data channel (I-channel) can
be transmitted simultaneously. We denote the scrambling sequences for the
PRACH and the PCPCH message part by Sy_msg,nand Sc—msgn, respectively.

7.1 UPLINK CHIP MODULATION

In the uplink, the complex-valued chip signal generated by the spreading and
scrambling process is QPSKmodulated as shown in Fig. 5.29. The real and the
imaginary parts of the input complex chip signal § are split and independently
pulse-shaped, up-converted by the cosine and sine carriers, and then combined
and amplified by the power amplifier for transmission. The employed pulse
shaping filter is a root-raised cosine (RRC) filter with the roll-off factor 0=0.22
[100, 101].
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Figure 5.28.  Spreading structure of the uplink DPCCH and DPDCHs [8].
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Figure 5.29.  Blockdiagram for modulation [8].

72  CHANNELIZATION CODES

The channelization codes used for spreading operation are the generalized
Walsh-Hadamard codes called OVSF codes, which preserve the orthogonality
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Figure 5.30. Code-tree to generate the OVSF codes for channelization operation [8].
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among different physical channels regardless of the spreading factor. The OVSF
codes can be defined using the code tree in Fig. 5.30, where Cep,spk (0 < k <
SF — 1) represents the kth channelization of the spreading factor (or, gain) SF.
Each level in the code tree corresponds to an individual spreading factor. All

codes within the code tree cannot be used simultaneously. A specific code canbe

used at amoment if and only ifno other code on the path from the specific code
to the root of the tree or in the sub-tree below the specific code (corresponding
to the higher SF) is being used. This means that the number of simultaneously
available codes is not fixed but depends on the rate and spreading factor of each

physical channel.

In general, the channelization code is generated through the procedure

[ ch,2,0 }
ch21
[ Cch2"+10

Cch,2"+‘ )1
Cch,2"+l ,2
Cch,2"+' 3

L Ckhgn+lgn+l

Cengn+ign+i_g

ch,l,O

[ ch,1,0
Ceh,1,0

ch,l,O
- ch,l,O

Cch. 270
Cch,2",0
Cehan 1
Cch,2",l

Ceh2n,2n -1
1] L Cenzran

=11 -

Cenon
ch,2™,0
Cenan 1
ch,2™,1

Cenyanon—1
ch,2n 2" -1

|

-

(5.7a)
(5.7b)

(5.7¢)

The DPCCH/DPDCH channelization code allocation rule is as follows: The
DPCCH is always spread by the code C. = Cep 266,0. When only one DPDCH

119
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Figure 5.31.  Uplink long scrambling sequence generator {8].

is to be transmitted, the DPDCH, is spread by Cq,1 = Cep sF,sF/4 Where
SF is the spreading factor of the DPDCH,. When plural DPDCHs are to be
transmitted, all DPDCHs take the spreading factor of 4. In this case DPDCH,,
is spread by Cqpn = Cen sk, Where k = 1ifn € {1,2}, k = 3if n € {3,4},
and k =2 if n € {5,6}.

The channelization codes for the PRACH message part depend on the pream-
ble signature s (0 < g < 15), which has one-to-one correspondence with each of
the 16 nodes in the code-tree of spreading factor 16. The sub-tree ofthe specified
node is used as the spreading code of the message part: More specifically, the
control part is spread by the code of length 256, Cc = Cip 256,16 x s +15 (the low-
est branch of the sub-tree), and the data part is spread by Ca = Cep sF,sx5F/16
(the upper-most branch of the sub-tree), where SF is the data part spreading
factor ranging from 32 to 256.

The channelization code allocation for the PCPCH message part is the same
as that of the DPCCH/DPDCH with only one DPDCH, and the channelization
code for the PCPCH power control preamble is the same as that used for the
control part of the PCPCH message part.

7.3  SCRAMBLING CODES

The DPCCH/DPDCH may be scrambled by either long or short scrambling
codes, while the PRACH message part and the PCPCH message part are scram-
bled by long scrambling codes.

Long Scrambling Sequence: The uplink long scrambling sequence Cigng,1,n
and Ciong,2,n are the segments of a set of Gold sequences, which are constructed
from position-wise modulo-2 sum of 38400 chip segments of two binary m-
sequences whose characteristic polynomials are 2% 4 23 4+ 1 (m-sequence
zp) and 2% + 23 + 22 + = + 1 (m-sequence y). The sequence Ciong 2,n i a
16,777,232(= 2** + 16) chip shifted version of the sequence Ciong,1,n. The
resulting Gold sequence generator configuration is shown in Fig. 5.31. In order
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to generate different Gold scrambling sequences, different initial state values
are loaded in the first (upper) m-sequence generator while all 1’s are loaded in
the second (lower) generator. More specifically, when we denote by nq3, nog,
.-+, ng the 24 bit binary representation of the scrambling sequence number n
with ng being the least significant bit, the initial state values of the m-sequence
generators are loaded such that

Tn(0) =ng, Tn(l) =ny, -+, zn(23) =na3, 2a(24) =1,  (5.8a)
y(0) = y(1) = --- =y(23) = y(24) =1, (5.8b)

where we have denoted the first m-sequence by zy, as the initial state of the first
m-sequence generator depends on the chosen scrambling sequence number 7.
The recursion formulae for the subsequent m-sequence generation are

zn(i+25) = z,(t+3)+ z,(i) mod 2, (5.9a)
y(i +25) = y(i+3)+y(i+2)+y(i+1) +y(i) mod 2, (59b)
i = 0,1,--.,2%5 _27,

and the binary Gold sequence zy, is generated by
(1) = 2, (1) +y({) mod 2, i=0,1,---,2% -2, (5.10)

Finally, the real-valued scrambling sequences Ciong,1,n and Ciong,2,n are ob-
tained by

Clong,1,n(8) = (—1)=, (5.11a)

Clang 2 n(i) — (_l)zn((i+16777232) mod (225—'1)), (5.11b)

i = 0,1,...,25 -2

and the ultimate complex-valued scrambling sequence Clong,n is determined,
by the hybrid PSK (HPSK) construction (refer to the next subsection), to be

Clony,n(i) = Clong,l,n(i){1+j(_'l)i Clong,Z,n(2 I_’L/2J)}, i= 01 1, Tty 225_2)
(5.12)
where || denotes the largest integer not exceeding x.

Short Scrambling Sequence: The short scrambling sequences Csport,1,n ()
and Cyport,2,n are derived from the family of periodically extended S(2) codes.
When we denoteby nas, naa, - - -, ng the 24 bit representation of the scrambling
sequence number 71, the quaternary S(2) sequence zy, (£) of length 255(0 < n <
224 — 1) is obtained by modulo-4 addition of three sequences, - - a quaternary
sequence a(i) and two binary sequences b(i) and d(i) -- according to the
relation

Zn (1) = a(%) + 2b(3) + 2d(i) mod 4, i =0,1,---,254, (5.13)
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Table 5.2.  Mapping from zn, (1) 10 Cshort,1,n(3) and Csnort,2,n{2) {8].

lz;ii) Cshort, Ln (L) Cshort,2m (l)
0 +1 +1
l -1 +1
2 -1 -1
3 +1 -1

where the initial states of the three sequence generators are determined from the
sequence number n. The quaternary sequence a(z) is generated by the recursion
formula (characteristic polynomial go(z) = 28 + 2° + 323 + 22 + 2z + 1)

a(0) = 2no+1modd, (5.14a)
a(t) = 2n;mod4, i=1,2,---,7, (5.14b)
a(i) = 3a(i—3)+a(i—5)+3a(i —6) +2a(i — 7) + 3a(z — 8) mod 4,

1=28,9,---,254, (5.14c)

and the binary sequences b(i) and d(i) are generated by the recursion formulae
(characteristic polynomials gi(z) = 28 + 27 + 2% + z + land go(z) =
2B+ +2t+1)

b(i) = ngyimod2, i=0,1,---,7, (5.15a)
b(i) = b(i—1)+b(i—3)+b(GE—7)+b(i - 8) mod 2,
1=28,9,---,254, (5.15b)
and
d(i) = mnig4smod?2, 1=0,1,---,7, (5.16a)
di) = d(i—-1)+d(z—3)+d(z—4)+d(i—8)mod2,
i=8,9,..,254. (5.16b)

The sequence zy (%) is extended to the sequence of length 256 by setting zp (255)
=2, (0). Finally the real-valued binary sequences Cshore,1,n (£) and Ciport,2,n (%),
i =0,1,---,255, are obtained by the mapping relation given in Table 5.2 and
the ultimate complex-valued scrambling sequence Clpore,n is determined, by

the HPSK construction

Cshort,n(i) = Cshort,l,n(i mod 256){1+j(_1)i Cahort,2,n (2 l(" mod 256)/2J )}1

5.17)
fori = 0,1,2, ---. The resulting configuration of the uplink short scrambling
sequence generator is shown in Fig. 5.32.
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Figure 5.32.  Uplink short scrambling sequence generator [8].

The uplink DPCCH/DPDCH scrambling code may be of either long or short
type. When using long [or short] scrambling codes, the nth scrambling code
for the DPCCH/DPDCH, Sipch,n, is given by Ciong,n(3) [or Cihore,n (3)], for
i=0,1,-,38399.

On the other hand, there are 8,192 different PRACH scrambling codes used
for the PRACH message part in the system (16 codes per cell), and the nth
PRACH message part scrambling code, Sr—_masg,n, 1S given by Sr_masgn(i) =
Clongn(t + 4,096), forn = 0,1, - ,8191 andi = 0,1, -, 38399. There
is a one-to-one correspondence between the scrambling codes for the PRACH
preamble part and the message part: Ifthe message part scrambling code number
is n, the preamble scrambling code number is also #.

The PCPCH scrambling code is cell-specific and has a one-to-one corre-
spondence to the preamble signature sequence and the access sub-channel used
by the PCPCH access preamble part. There are 64 PCPCH scrambling codes
per cell and 32,768 codes in the system. The PCPCH message part scrambling
code may be of either long or short type. When using long [or short] scram-
bling codes, the nth scrambling code for the PCPCH message part, Sc_masg,n,
is given by Crong.n(?) [0rCspore,n(8)], for n = 8192,8193, -+, 40959 and
i=0,1, - ,38399. When there are 512 cells in the system, the kth (k=
16,17, -+ ,79) PCPCH scrambling code in the cell employing the mth (m =
0,1, - ,512) downlink primary scrambling code is defined as Sc—rmsg,n for
n==64m+ k + 8,176.

The scrambling code for the PCPCH power control preamble is the same as
that used for the PCPCH message part. The phase of the scrambling code shall
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Figure 5.33.  Blockdiagram of HPSK-based scrambling code construction,

be such that the end of the code is aligned with the frame boundary at the end
of the power control preamble.

74 HPSK OR OCQPSK FOR SPECTRALLY
EFFICIENT SCRAMBLING

The MS power amplifier (PA) is typically a nonlinear device that causes
a serious spectral regrowth if the input signal amplitude is not appropriately
controlled to be within the linearly-operating range. It is well known that
the reduction of the peak-to-average power ratio (PAR) of the input signal
directly affects the linearity requirement of the PA, which is a critical factor in
the cost and efficiency of the PA device. In order to reduce the PAR and the
spectral regrowth produced by the PA, several modulation methods have been
developed. The offsert OPSK (OQPSK) [10,102] and the =/4-shifted QPSK
[103] techniques are well-known power-efficient modulation techniques and
used in the IS-95 and the U.S. TDMA cellular standards, respectively. However,
these techniques are effective only for single-channel signals with balanced
I/Q-branch power, while in the typical uplink of the IMT-2000 systems multi-
channel signals are simultaneously transmitted with unbalanced I/Q-branch
power after the OVSF channelization shown in Fig. 5.28.

As a spectrally efficient scrambling technique for the multi-channel cases,
introduced was the HPSK [104] shown in Fig. 5.33, which was also proposed in-
dependently under the name orthogonal complex QPSK (OCQPSK) [105]. For
the HPSK-based scrambling code construction, the two independent binary-
valued (+1) sequences Cy(k) and Ca(k) are first generated at the chip rate,
where Cy(k) is ultimately used as the I-phase scrambling sequence Cj(k).
Then the decimation-by-2 process takes every other chip ofthe sequence Cz(k)
and maintains the same chip value for two chips interval. Finally the deci-
mated chips are multiplied both by C,(k)and by an alternating binary sequence
{+1,—1,+1,-1,---} atthe chip rate, producing the Q-phase sequence Cy(k).
The resulting sequences Cj(k) and Cg(k) form the real and imaginary part of
the ultimate complex scrambling sequence Cj(k) + jCq(k). The phase of the
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sequence Cj(k) + jCq(k) is limited such that at even chip times it is randomly
chosen from the four QPSK values of +7/4 and +37/4, while at odd chip
times it changes only by /2 from that of the previous even chip time.

If we focus only on the PAR reduction, we had better use the pure nt/2-shifted
BPSK (which permits only /2 transition) for the complex scrambling code
generation. However, it is well-known that the BPSK-based scrambling is infe-
rior to the QPSK-based scrambling in terms of the MAI mitigation performance,
as the MAI becomes dependent on the carrier phase difference between the de-
sired and the interfering signals in the BPSK-based scrambling [7, 106]. By
including QPSK transitions, the performance degradation resulting from the
prolonged phase alignment with the MAI signals is mitigated [105]. There-
fore, the HPSK may be considered as a hybrid combination of the QPSK for
interference mitigation and the n /2-shifted BPSK for PAR reduction.

As the peak-to-average power statistics of the PA input signal is affected by
the low-pass pulse shaping filters and the phase transitions of the input I/Q-data
signals as well as the scrambling sequence phase transition, the roll-off factor
of the shaping filter and the phase transitions of the input data should also be
controlled in a proper way. In general, a sharp filter transition band (or, small
roll-off factor) creates a high PAR. Thus the 3GPP W-CDMA system (with
roll-off 0.22) will be more advantageous over IS-95 system (with roll-off 0.11)
or the cdma2000 system (with roll-off 0.069) in terms of power efficiency. On
the other hand, in order not to corrupt the HPSK modulation performance, it
is preferable to employ the channelization codes that are constant at least over
two chip times.

When the [/Q-data power ratio is 0.25 and the roll-off factor is 0.22, the HPSK
provides the PAR reduction of about 1dB over the QPSK or the OQPSK and
the performance slightly worse than that of the n /2-shifted BPSK [104]. Fur-
thermore, in terms of the power amplifier spectral response, the HPSK has the
output power gain by about 1dB over the QPSK when an equivalent intermod-
ulation distortion is presumed [104, 105]. In the respect of the MAI rejection
performance, the HPSK scrambling is not inferior to the QPSK scrambling
unless they are operating under very high signal-to-interference conditions and
the number of interfering signals are very small.

7.5 PRACH PREAMBLE CODES

The PRACH preamble code Clpren,s 1S @ complex-valued sequence con-
structed by

Copren,s(1) = Sr_pren(8) X Csig,s(i) x el F/AT72) 4 —0,1,2,...,4095,
(5.18)
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Table 5.3.  Preamble Signatures [§].

Preamble Value of n

signature 0 1 2131 4]s5{6{7181l9tio(11}12]131141}15
Py(n) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 )
Py(n) 1 { -1 1 (-1 [ 1] -1 1 (-1 v -ttt f-1p -1 1 1
PAn) | 1 11 -1 1 1 1] -1 1 1 -1 | -1 1 1 -1 1
Py(n) P ] -1 1] 1 1 §-1]-1 1 1 L-1]-1]1 1 ]-1]-1]1
Py(n) 1 | 1 Ll -1t f-tf-1f1 1 i 1 {-1}-1]-t 1
Py(n) 1] -1 1 {-1]-1 14 -1 1 |- 1 ¢{-1]-1 1 ]1-1]1
Pg(n) 1 1 1-1]-1]-t 1 1 1 1 j-11-1]-11-1 1 1
P«n) 1 |-l 1 1] -1 ) 1 -1 1 -tf-1f17-1 1 1 1
Pg(n) 1 1 1 1 1 1 1 Lj-1f-1f-t]-1tf-1f-1]-1 1
Py(n) 1] -1 1 -] 17]-1 1 ]-1]-1 1 {-1]1]-t 1 j-1 1
P(n) 1 1 1] -1 1 P11 -11-1]1 Pp-1}-t]1 1
P, (n) 1 -1 1 1 1 -1 ] -1 1 -1 1 1 -1 ] -1 1 1 1
P(n) 1 1 1 L1 ] -tj-1f-1]-t]-1f-1f-1]1 1 1 1
Py(n) 1] -1 1 {-1]-1 I i -1 ] -1 1 [-141 1] -1 1 1
P,(n) 1 1 1]-1]-1]-1 1 1 ]-1]-1}1 1 1 1| -1 1
P (n) 1 -1 1 1 -1 1 1 -1 ] -1 1 1 -1 1 -1 ] -1 1

where Sy_pren and Clig s respectively denote the preamble scrambling code
and the preamble signature given by

Sr—pre,n(i) = Clong,l,n(i)a n= 01 13 T 8191, 1= 0) 1a e ’4095a (5'19)
Cigs(i) = Py(i mod 16), s =0,1,-++,15, i = 0,1,- -+, 4095, (5.20)

for the real-valued long scrambling sequence, Clong,1,n,» and the Hadamard
sequence of length 16, Py(n). (See Table 5.3.)

The 8,192 PRACH preamble scrambling codes are divided into 512 groups
with 16 codes in each group, and each group is allocated to each cell of the
system according to the mapping given as follows: The kth (k= 0,1, - , 15)
PRACH preamble scrambling code within the cell with the downlink primary
scrambling code m (m= 0,1, - ,511)iS Sr_pre,16m+-

7.6 PCPCH PREAMBLE CODES

The PCPCH access preamble code Ce—gecpn,s 1s acomplex-valued sequence
constructed by

Cc—acc,n,s(i) = Sc—acc,n(i) X Csig,s(i) X ej(7r/4+7ri/2), 1= Oa 1a 2a T ,40951
(5.21)
where 8¢_qce,n denotes the access preamble scrambling code given by

Sc—acc,n(i) = Clong,l,n(i)s n= Oa la T 40959’ i = O’ ]-7 e 54095) (522)
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for the real-valued long scrambling sequence Cjang,1,n,and Cgig s (s =0, 1, -,
15) is the same signature code that is used for the PRACH preamble.

The 40,960 PCPCH access preamble scrambling codes are divided into 512
groups with 80 codes in each group, and each group is allocated to each cell
of the system according to the mapping relation given as follows: The kth
(k = 0,1,---,79) PCPCH access preamble scrambling code within the cell
with downlink primary scrambling code m (m = 0,1,--+,511) iS Se_qccins
where n = 16m + kfork = 0,1,---,15 and n = 64m + (k — 16) + 8,192
for k = 16,17,---,79. The indices k = 0,1,---,15 may only be used as a
PCPCH access preamble part scrambling code if the same code is also used
for a PRACH. The indices & = 16,17, ---,79 correspond to PCPCH access
preamble scrambling codes which are not shared together with a PRACH. This
leads to 32,768 PCPCH specific preamble scrambling codes divided into 512
groups with 64 elements.

The PCPCH CD preamble codes Ce—cdn,s, 7 = 0,1,---,40959, 5 =
0,1, ---, 15, are constructed by using the same scrambling and signature code
set as the PCPCH access preamble codes, i.e.,

Coo-ctn,s(8) = Se—can(i) X Ciig,s(5) x /42 4 —0,1,2,... 4095,

(5.23)
where Se_cdn = Se—ace;n and Ciig ¢ 1s a signature code used for the PRACH
preamble.

7.7  EFFICIENCY OF THE PRACH AND PCPCH
PREAMBLE CODES

The originally proposed PRACH/PCPCH preambles carried one of 16 or-
thogonal signature codes of length 16, each of which is spread by a cell-specific
short orthogonal Gold sequence of length 256 [53]. Thus, as a preamble ac-
quisition procedure, the BS receiver first acquired the short orthogonal Gold
sequence, and then despread and detected the signature code symbols one by
one. Then, by applying the 16 parallel matched filtering to a collection of 16
successive signature code symbols, it could acquire the 4,096-long preamble
boundary and signature. This original preamble code structure enabled a hier-
archical acquisition of the PRACH/PCPCH by using spreading code matched
filters of length 256 and signature code matched filters of length 16, but brought
in several serious problems [107, 108]: First, it caused large cross correla-
tions between preamble codes at the chip lags of multiples of 256, Secondly,
it caused large cross correlations between preamble codes at all lags when
channel phase rotation is present due to Doppler shifts or BS-MS frequency
differences. Thirdly, the performance of frequency offset estimation, which
critically affects the coherent detection performance of the message part sym-
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bols, degrades severely when there exist interfering preamble transmissions at
the chip lags of multiples of 256.

To resolve the problems of the original PRACH/PCPCH preamble code
structure, a new structure based on the long scrambling code and the inter-
leaved signature transmission has been proposed and adopted for the final
PRACH/PCPCH preamble scrambling. A key feature of the new preamble
code is the use of the long scrambling code of length 4,096 instead of the short
spreading code of length 256. The long scrambling code can be generated from
the same SRG that is already equipped for the message part scrambling code
generation, which was illustrated in the last sections. By adopting the long
code as the preamble scrambling code the problem of large cross correlations at
the chip lags of multiples of 256 is eliminated. Another new feature is that the
256 chips corresponding to each preamble symbol are interleaved at intervals
of 16 over the entire preamble (of length 4,096) while in the original preamble
structure all 256 chips are transmitted consecutively. Consequently, in the new
structure, a signature block of length 16, which corresponds to one of the 16
Hadamard sequences of length 16, is repeated 256 times to cover the 4,096-long
preamble part and the preamble part is scrambled by a long scrambling code.
The interleaved signature chip transmission has brought in several advantages
over the consecutive chip transmission: In the preamble acquisition procedure
the BS receiver can apply partial correlations (down to the 16 chip block units)
to the incoming preamble parts without breaking the orthogonality among the
preamble signatures, which enables reducing the coherent correlation period
down to 16 chip length and accumulating the correlation results noncoherently
or differentially to cope with the large BS-MS frequency offset environments.
The correlator may be flexibly designed such that the fast Hadamard transform
(FHT) is applied either to each (descrambled) 16-chip segments or to the 16
partial symbols obtained by accumulating the chips over several segments, with
the FHT outputs being combined together in a progressive manner. Further-
more, the frequency offset estimation performance does not degrade severely
even when interfering preambles have significant powers [107].

The new preamble code has efficient features in terms of acquisition com-
plexity and power consumption as well. Though ultimate preamble signals take
the complex values due to the constellation rotation operation (i.e., multiplica-
tion of e/ (7/4+7i/2)y the embedded sequences take the real (BPSK-modulated)
values, which helps to reduce the BS acquisition circuit complexity, enabling the
receiver to despread and descramble both the I-phase and the Q-phase preamble
signals with a correlator having real coefficients. The rotated constellation can
be reverted by simple sign conversions and I/Q-signal exchanges before the se-
quence correlation operation. The constellation rotation operation is introduced
for the MS transmitter power efficiency: The constellation rotation limits the
phase transition between two consecutive chips to /2, eliminating the zero
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crossings and thus reducing the peak-to-average power ratio of the preamble
signal. Therefore, the rotation contributes to prolonging the MS battery life
without affecting the sequence autocorrelation properties [11].

78  COMPARISON OF OQPSK, HPSK, AND
PREAMBLE PHASE ROTATION

Note that the OQPSK [10], the HPSK [8,9], and the preamble constellation
rotation (or, the /2-shifted BPSK) [8] techniques are the uplink CDMA code
construction or modulation techniques adopted to reduce the MS transmitter
power consumption by limiting the modulation state transitions, but there exist
clear differences in actual realizations: While the phase transition time unit
of the HPSK and the preamble constellation rotation is a chip interval, that
of the OQPSK is a half chip interval, permitting the I-phase and the Q-phase
signals to transit only at every even and odd time unit, respectively. Under the
assumption that the I-phase and the Q-phase data channels maintain the same
power, when a chip time has elapsed, the OQPSK may take one ofthe four phase
transitions of 0, /2, —m /2, andmwr, with equal probabilities. On the other hand,
the HPSK takes one of four phase transitions of 0, 7/2, —w/2,and =,with
equal probabilities, at every even time unit, but only two phase transitions of
+7/2 at every odd time unit. The «/2-shifted BPSK permits only two phase
transitions of /2, In terms of zero-crossing frequency, the OQPSK and
the m/2-shifted BPSK permit no zero-crossing, while the HPSK has a zero-
crossing probability of 1/4 at every even chip time. In terms of signal phase
randomization which is related to the suppression performance ofthe MAI, the
7 /2-shifted BPSK is less effective than the HPSK and the OQPSK. When the
I-phase and the Q-phase data channel powers are not balanced and the pulse
shaping is applied, which is typical in the transmission of multi-channel signals,
the phase transition and the constellation trajectory become more complicated
and the power efficiency of the OQPSK degrades seriously while the 7 /2-shifted
BPSK and the HPSK maintain high efficiency [104]. Fig 5.34 compares the
three modulation schemes in terms of peak-to-average power complementary
cumulative distribution functions, using QPSK as the reference.

8.  DOWNLINK SPREADING AND SCRAMBLING

Fig. 5.35 depicts the spreading and scrambling operation of the downlink
physical channels. The synchronization channels (P-SCH and S-SCH), which
are transmitted intermittently with the duty cycle of 10%, are also attached in
the figure. Each pair of two consecutive symbols in an input channel are first
serial-to-parallel converted and mapped to the I- and Q- branches. Note that
the downlink data stream is QPSK-modulated while the uplink data stream is
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Figure 5.34. Peak-to-average power complementary cumulative distribution functions (I/Q-
data channel power ratio=0.25, root raise cosine filter with roll-off factor 0.22 is assumed.)
[104].
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Figure 5.35. Block diagram for spreading and scrambling of the downlink channels [8].
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BPSK-modulated. The I- and Q- branches are then spread to the chip rate by
the same real-valued channelization code Cep sF,m. The real-valued chips on
the I- and Q- branches are then treated as a single complex-valued chip, which
is scrambled by a complex-valued scrambling code Sq;n. The scrambling
sequence boundary is aligned with the P-CCPCH frame boundary regardless of
the applied downlink channels. Each scrambled downlink channel is separately
weighted by a weight factor Gj, and all the channels including the P-SCH and
the S-SCH are summed together and supplied to the downlink modulation block.
Note that the P-SCH and the S-SCH are not scrambled by the cell-specific long
code Sai .

8.1 DOWNLINK CHIP MODULATION

The downlink modulation process is the same as that ofthe uplink modulation
(refer to Fig. 5.29). The complex-valued chip stream generated by the spreading
and scrambling process is QPSK modulated. The RRC filter with the roll-off
factor (.22 is also used for downlink pulse shaping.

82  CHANNELIZATION CODES

The OVSF codes are employed also for the downlink channelization. The
channelization codes of the primary-CPICH and the primary-CCPCH are fixed
to Cen,2560 and Cep 56,1, respectively.  With respect to the spreading fac-
tor of 512, when a channelization code Cepgi2,2n [0F Cens122n+1] (0 =
0,2,4, .-+, 510) is used in the soft handover mode, the channelization code
Censi2n+1 [0r Ceps12.24] 18 not allocated to the base stations where timing
adjustment is used. When the compressed mode is implemented by reducing
the spreading factor by 2, the OVSF code used for the compressed frames is
Cech,sF/2,|n/2) for an ordinary scrambling code and Cyj, s/ wmoa(srr2) for an
alternative scrambling code (refer to the next section), where the channelization
code used for the non-compressed mode is assumed to be Cen,sFn. When a
PDSCH uses different OVSF codes from frame to frame, the OVSF codes are
allocated such that they are taken from the branch of the code tree pointed by
the smallest spreading factor used for the connection.

83 SCRAMBLING CODES

There are 8,192 ordinary downlink scrambling codes in a system. The down-
link scrambling codes are grouped into 512 sets associated with 512 cells
of the system, each of which contains a primary scrambling code Sa,i6m
and 15 secondary scrambling codes {Sq,16m+% * k = 1,2,---,15}, where
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m = 0,1,---,511. The 512 scrambling code sets are further grouped into
64 scrambling code groups, where the jth code group consists of 8 primary
and 8 x 15 secondary scrambling codes {Sa128j+k : £ = 0,1,---,127}.
The scrambling code Sgn, (n = 0,1,---,8191) is associated with a left al-
ternative scrambling code Sqynys192 and a right alternative scrambling code
Sdi,n+16384, Which may be used for the compressed frames. If an alternative
scrambling code is used in the compressed frames, the left [or the right] alter-
native scrambling code is used when the index n of the non-compressed frame
channelization code Cen sF,n satisfiesn < SF/2 [orn > SF/2]. A CCTrCH
may use the mixture of the primary and the secondary scrambling codes, but
the CCTrCH for the PDSCH that is associated with a single UE should use a
single scrambling code.

The downlink scrambling sequences are the segments of a set of complex
Gold sequences, which are constructed from position-wise modulo-2 sum of
38,400 chip segments of two binary m-sequences whose characteristic polyno-
mials are z'8 + 27 + 1 (m-sequence ) and '8 + 2% + 27 + 25 41 (m-sequence
¥). The initial states of the two m-sequence generators are defined as

z(0) = 1,z(1) = 2(2) = --- (16) = =(17) =0, (5.24a)
y(0) =y(1) =--- =y(16) = y(17) = L. (5.24b)

In order to generate different Gold sequences, different initial state values must
be loaded in the first (upper) m-sequence generator when all 1’s are loaded
in the second (lower) generator. More specifically, when we denote by 2y,
(n=0,1,---,2'8 — 2) the nth real Gold sequence, z,(%) is generated by

zn (1) = z{(i+n) mod (2'® ~ 1)} +y(i) mod2, i =0,1,---,2'8-2. (5.25)

Finally, the nth ultimate complex-valued scrambling sequence Sgr » is generated
by

Sdl n(z) — (_l)zn(i)+jzn((i+131072) mod (218—-1))’ i = 0, 1, . ,38399.
(5.26)
The resulting complex Gold sequence generator configuration is shown in
Fig. 5.36. The 38,400-long complex scrambling codes are repeated in every
10ms radio frame.

84 SYNCHRONIZATION CODES

The primary synchronization code (PSC) Cpsc 1S a generalized hierarchical
Golay (GHG) sequence of length 256 having good aperiodic auto-correlation
properties. As the name implicates, the GHG sequence is generated by a hi-
erarchical construction using two constituent sequences of length 16, and the
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Figure 5.36.  Downlink scrambling sequence generator {8].

constituent sequences themselves are Golay sequences or can be built from
shorter Golay sequences. The GHG code satisfies the requirements of the
efficient synchronization codes, namely, good correlation performances, low
matched-filtering complexity, and mitigation to the frequency discrepancy be-
tween the BS and the MS oscillators. The specific code is defined as follows:
When we represent the constituent sequence a of length 16 by

a=<2,%2,*,T16 >
=<1,1,1,11,1,-1,-1,1,-1,1,-1, 1,-1,-1, 1 >, (5.27)

the PSC is generated by repeating the sequence a modulated by a Golay com-
plementay sequence such that

Cpse = (1+j)x < a, a, a,—a,—a, a,—a,—aq, a, a, a,—a, a,—a, &, a > .
(5.28)
The efficient implementation of the PSC generator or matched filter will be
discussed in detail in Section 9.
The 16 secondary synchronization codes (SSC) {Clse,1, Csse,2,** » Csse,16}
are constructed by position-wise multiplication of a Hadamard sequence and a
complementary sequence z defined as

z=<0b, b, b,=b, b, b,—b,—b, b,—b, b,~b, =b, =b, —b, —b >, (5.29a)

b =< b,b >, (5.29b)
b =< Ty, T2, T3, T4, T5, T, T7, T8 >, (5.29¢)
by =< —z9, —T10, —T11, —T12, —T13, —T14, —T15, —T16 >, (5.29d)

where z;’s are defined in (5.28). By taking the constituent sequence b orthog-
onal to a, the complementary sequence z becomes orthogonal to Cpsc. The
Hadamard sequence hy, is obtained by taking the nth row (from the top) of the
Hadamard matrix Hg, which is constructed recursively by

Hy = [1], (5.30a)
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Hpoy  Hpo
H, = m-1 m-l o>l 5.30b
Hm—l _Hm—l = ( )

Then the kth SSC, Cyse k. k = 1,2,- -, 16, is generated by

Cssc,k - (1 +j)X < hn(O) X z(O)a h'n(l) X z(l), R hn(255) X 3(255) >,
(5.31)

for n = 16(k — 1). Note that the 16 SSCs are orthogonal themselves due to the
modulation by the Hadamard codes. Furthermore, all the SSCs are orthogonal
to the PSC as the 16 modulating Hadamard codes do not change their chip values
within 16-chip segments and the complementary sequence z is orthogonal to
the PSC. The orthogonality helps to minimize the cross-channel interference.

Employing the 16 SSCs as the alphabet of the codeword elements, the 64
S-SCH codewords of length 15 are constructed such that their cyclic-shifts are
unique. That is, a cyclic shift from 0 to 14 of any of the 64 S-SCH code-
words is not equivalent to any cyclic shifts of the other 63 codewords nor to
any other cyclic shifts of itself. Such process is generally called comma-free
codeword construction. The comma-free codewords embedded in the S-SCH
are built from a (15,3) Reed-Solomon code over GF(16) [8, 54, 115, 110], which
belongs to so-called the maximum distance separable (MDS) codes [98] satis-
fying dmin=n — k + 1, where dmpin, n(= 15),and k(= 3) denote the minimum
distance between codewords, the codeword length, and the message length,
respectively. The number of overall codewords of the 16-ary (15,3) RS code
is 16%(= 4,096). Among them, if we exclude 16 codewords which have the
same alphabet in all positions, we get the remaining 4,080 codewords. As the
RS code is a cyclic code of length 15, we can divide the 4,080 codewords into
272 codeword sets each of which is composed of 15 different cyclic shifts of
a codeword. Therefore, by selecting a codeword from each set, we can con-
struct a Comma-Free RS(15,3) code with 272 codewords and the minimum
distance of dpin=13. The 64 S-SCH codewords whose indices are listed in
Table 5.4 are the elements of a subset of the Comma-Free RS(15,3) code. In
the table, if the entry corresponding to Group-l ({ = 0,1,---,63) and Slot-m
(m=0,1,---,14) is k, Cysc is transmitted in the mth time slot of each frame
from all the cells belonging to Group-/. The Comma-Free property enables the
unique identification of both the scrambling code group and the frame bound-
ary. Furthermore, note that any K length positions of the S-SCH codewords are
unique for 3 < K < 15 due to the MDS property of the RS code and thus can
be used to obtain both the scrambling code group and the frame timing. In fact
it can be easily shown that the minimum distance between any such K length
positions is K — 2, which can effectively be used to reduce the complexity and
cell search time in the MS when the SNR is high.
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Table 5.4.  Allocation of the SSCs for the secondary SCH [8].
Scrambling slot number
CodeGroupj 0 F #1 f w2 | #3 [ wa | ws w6 [ w7 | 48[ #0 [#l0[ 411 #2] #i3]| 414
Group 0 I 1 2 8 9 J10jJI1S]|] 8] 10]16] 2 711517116
Group 1 1 t]sfwe] 71 3)ta]is] 3]0l sfiz]la]12]10
Growp2 |t [ 2] 1 ]is]s]sl2]wele]uu]2lw6]ufis]iz
Gouwp3 | 1t [ 23]t sle]s2ts5]s[afale]ls]
Growpd | v [ 26l 6 e tilussT i TisTialiefu] 2
Groups | 1t [ 3[4 7141 {5 s 3]e]2]8]7[6]s
Grouwp6 | L[4[l 3T 4Twolol 2Tl 2Tw]n2]r2le}] s
Growp7 [ 1] sTefeslma]lojw][2]w]of2]s5]a]1]13
Growp8 | L [ 6J1o]lwo[4a]ul7T3lwe]u]iza]e]afir]ie
Growp9 [ 1 J6[13] 2]l 2651 s5]m3fiwo]o]1]iw]io
Group 10 1 7 8 5 7 2] 4 3 8 3 2 6| 6| 4 5
Group 11 1 71109161719 ]|15]1 8 [ 16] 8|15 2 2
Groupl12 | 1 ] 8]12] 9] 9ol afu3fe] s]i1}1m13]s5s]i2]j4]s
Group 13 1 8| 14110 14] L |I15]15] 8 S]] 410} S 4
Groupld | 1 ] o] 2]us{isfe]wo]l7]{s]1[wo]sf2]i6]o
Group15 [ L Joluslels] 2307 [4a]s]t2}3
Growpi6 [ L]0l 9o fui]is]7]lelTaliefsT2]r2fial3]1a
Group17 | L [t 1aT a3 29wl ]l e]sT3lis]s
Growp 18 | t Y 2] kBl 7] 2Tslul 2T 1Tl uls]n
Groupl9 [ L 1215 s alwa3Twl 7] se6]2f1wo0]u]i3
Group20 | 1t [1sT a3 776 Jwolml2lsTulw]s]2a]u
Growp2l [ L Juel a2 nulolualsfsl 2Tl 714]10]1s
Growp22 [ 2 [ 215 ]Jofe[ui][3]w|lun]s|[sfus]a]iza]s
Gowp23 [ 2 (223 fus]s]s]a3]sfufi2]ofjs]ofia
Growp2d | 2 [ 3T 66l 2l 3Tl i3 e[ 7[ol2]12]7
Growp25 | 2 | 3| 8] 29 f15]ual3fialof[s]s]isfs]iz
Group26 | 2 | 4|7 ]9 sfalolnf2]uals]ialnlie]is
Group 27 24 (13§12 12{ 7 (15]10[ 5 2 1151 51317 4
Group 28 2 5 9 9 3|12 8 1415 12| 14] 5 3 2115
Group 29 2 S|unj7 21111914167 ]|16]9]14]14] 4
Group30 | 2 | 6 | 2 §13] 3 }J 3 1219 7 |16] 6] 9])16] 13} 12
Group 31 2 6 9] 7 74161131 312121313} 1219})16] 6

The detailed cell search procedure in the W-CDMA system is described in
the next section. °

SAside from the physical layer issues we have discussed so far, there are some other channels and ad-
vanced schemes under study for inclusion in later releases, which include the DSCH control channel, fast
uplink synchronization channel (FAUSCH), slow power control, hybrid ARQ, 4-state serially concatenated
convolutional code (SCCC) based turbo coding, and opportunity driven multiple access (ODMA).
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Table 5.4. (continued)

Scrambling slot number

CodeGroupl 4o [ #1 | ma {3l #a L us | w6 ] w71 88| #0 [ wio] i1l #i2] #13] m14
Growp32 | 2 [ 7 [ 2] st 2]l 2]laflw]lis[w]4afs]s5]10
Growp33 | 2 | 7] 14l slol2alolte]lnjulsfzl4]14
Group34 [ 28l s ]2 s]21a]mafsflis]3afofiwa]isfo
Group3s | 2l ol 34l 2luis[s{uulel4lels{isiis]t
Groupd6 | 2 J10] 3 [ 2] 3]sl 8ol s][mfufuliefs]s
Group37 [ 2 [t is[ a3t sTafolisTw]fe] 7] 7]14] 3
Group38 | 2 [16] 4 [ s[ue]a|l 7 1t]a]uu]Jualolo]7]s
Group39 | 3 [ 3] a6l iz{3]e]n2fma]als]iz]s]i4
Grouwpd0 | 3} 3] 6| sji6] o]i15]s|9]10]6]4]15(4]10
Growpdl | 34| s]uaflale 2B s]lwle]{nlulin]i
Grouwp42 [ 3 | 4] 9J16]10] a]t6j15[3]5]1wo]s5]i15]6}6¢6
Growp43 | 3 [ 416l 1ol s]1wo]4a4]9f9ol6]islef3]s5]1s
Group4d | 3 [ 5112l nfaysiuji3f{alefjuateo|izfaqa
GroupdS | 36410l 6] sTojis]afis]s|ie]lief 9]1o
Growpds | 3718l s ]e]Junfw2]alisfujalr]ie] 3]s
Goupd7 [ 3] 76| uu] afus]aJuslufnrlila4]7]s8]ts
Group48 | 3 [ 8T 7Tu1stals]uisfz]3]ie e 2] 1111
Group49 | 3 8Jusjalue] a8l 7] 7] 5] 2]l 3lis]12
Group50 [ 3 J10[10]1s]te] sTafe]is] 4 15]9]6] 9
Group5t | 3] sla]Jnla4julje]esl]s|afialia]i
Group52 | 3 |14l 71 olafrol 3t sl 71 8]1o0]a4]4]13]9
Group53 [ s | s st4alisfzaf el 4l i3f 71 8li1sielist
Group54 | s | e 1] 7wl sl ssf7]nln]lw]se]olll
Group55 | s |6 13 8113 s 7] 7]6fi6]1ais]8]i6]is
Groups6 | s | 7] 91wl 7lujefrjolnfulsjs|eflo
GoupS7 | s o6 slwo]ofs|nfs]ufwlujfrlziz
GoupS8 | sTioflofn2]slufolz]slofs]i2{e]7]e6
GoupS9 [ sTwofn2{e] sl jof7lej7{s8fuflulo
Group60 [ 5 [13]15[1s] a8 {6l 716l 8] 7[13]714af 5716
Group6l | 9 J 1ol 3l wofuilis]isfoliejir2juafiz]ie] raf il
Group62 | 9 [ il 2] isficfof3ji3ju]ajioflie] is]14i 16
Group63 [ o [12]10]1s] 3Jualofualis[ufuln]r2]is] 1o

9. CELL SEARCH

The code synchronization, or cell search techniques for the inter-cell asyn-
chronous IMT-2000 W-CDMA systems are quite different from the typical
technique that have been employed for the inter-cell synchronous systems. As
the code/timing uncertainty is very large in the inter-cell asynchronous systems,
the traditional correlator-based serial or parallel search acquisition techniques
based on the common pilot channel cannot meet the cell search timing and com-

plexity requirements. Therefore, in the W-CDMA systems, two intermittently
transmitted synchronization channels, P-SCH and S-SCH, are additionally uti-
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Figure 5.37. Timing relations among the primary CPICH, primary CCPCH, primary SCH, and
secondary SCH.

lized in parallel with the continuously transmitted P-CPICH. (Refer to Fig. 5.37
for synchronization related structures.)

The 3GPP-FDD system employs a three-step cell search procedure in order
to resolve a large amount of code-timing uncertainty in short time. The three-
step cell search consists of slot synchronization, frame synchronization and
code-group identification, and scrambling code identification as follows:

(Step 1) Slot Synchronization: In the first step of the cell search procedure,
the MS carries out matched filtering on the incoming primary synchronization
code (PSC) to acquire the slot boundary timing ofthe BS. As the PSC is common
to all cells in the system, the slot boundary can be obtained by detecting the
epoch that produces the peaks in the matched filter output.

(Step 2) Frame Synchronization and Code-Group Identification: In the
second step, the MS uses the incoming S-SCH to acquire the frame boundary
and identify the code group ofthe cell found in Step 1. In this step all possible
secondary synchronization code (SSC) codes are correlated with the incoming
signal, and the combination of the frame timing and code group number that is
maximally correlated with the incoming S-SCH is detected.

(Step 3) Scrambling Code Identification: In the third step, the UE deter-
mines the exact primary scrambling code (or, the exact cell number) typically by
correlating the incoming P-CPICH with all possible primary scrambling codes
associated with the code group identified in Step 2 and detecting the maximally
correlated scrambling code. Once the primary scrambling code is identified,
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the P-CCPCH, which contains the system and cell specific BCH information,
can be decoded.

Typically, the three steps are performed in parallel in the form of pipelined
processing.

9.1 INITIAL CELL SEARCH

In the initial cell search, the three steps are all carried out sequentially. Under
the assumption that the incoming sequence samples are taken at every half chip
time, the initial code/timing uncertainty amounts to the determination of a true
hypothesis out of 512 x 38,400 x 2 candidates.

In the first step, 2, 560 x 2 samples are taken per slot period from the GHG
matched filter output, which are then usually accumulated non-coherently over
several slots to decrease the false acquisition probability. ” Then the epoch that
produces the maximum output energy is chosen as the slot boundary, which
reduces the code/timing uncertainty to 512 x 15.

In the second step, 16 SSCs generated by the corresponding active correlators
are correlated with the incoming signal during the first 256-chip period of each
slot, and then the resulting 16 correlation output values are accumulated (non-
coherently or coherently with the phase reference provided by the PSC) to the
64 x 15 scrambling code group/timing metrics specified in the Table 5.4. By
detecting the maximum out of the 64 x 15 accumulated metrics, the scrambling
code group and the frame boundary are simultaneously acquired, which reduces
the code/timing uncertainty to 8 x 1. The number of slots to be accumulated
determining the maximum metric may be adjusted depending on the channel
status, but in any case at least 3 slots should be accumulated to differentiate all
the group/timing candidates. For details, refer to the distance property of the
comma-free codewords in the previous section.

In the third step, 8 candidate scrambling codes generated by active corre-
lators are correlated with the incoming P-CPICH. The maximally correlated
code out of the 8 scrambling codes is detected to be the one transmitted from
the current cell. Atthatpointall the uncertainty that has remained up to the sec-
ond step is removed. Even in this last step, in general, the energies taken from
the correlator outputs are accumulated over several CPICH symbol periods and
used in determining the maximum correlation, thereby reducing the false iden-
tification probability (or, the probability that determines a wrong scrambling
code out of § candidates). An alternative approach can be found in recording

"The differentially-coherent combining may be applicable for improved performance when there is a constant
BS-MS frequency offset and the channel variation rate is very low and TSTD not used. In very slowly varying
channels, coherent combining may also be tried.
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a scrambling code that produces the maximum output for each symbol period
and determining a code as the incoming scrambling code by majority voting on
the basis of the observation results over multiple symbol periods. To control
the false alarm probability, a threshold detector may be incorporated, which
aborts the determined scrambling code if the maximum-taking frequency of the
scrambling code does not exceed the threshold over the observed interval [111].

As there may exist a very high frequency offset between the BS and the
MS oscillators in the initial cell search stage, the 256-long full correlation with
the incoming PSC, SSC, and P-CPICH symbols may not be satisfactory in
obtaining the required correlation energy. To avoid such worst-case situation,
the MS may reduce the minimum available correlation period to a fraction
of the symbol period (or, 256 chips). By reducing the minimum correlation
periodto 256/N chips (/N > 2) and combining successive correlation outputs
noncoherently (or coherently after compensating for the phase rotations of each
output), the MS can effectively cope with a very high frequency offset or a very
fast fading environment. The coherent combining with phase compensation
is usually applicable in the SSC correlation step as the current channel phase
can be estimated from the PSC that has been synchronized in the first step. In
the first and the third steps, noncoherent (or differentially-coherent) combining
will be pertinent. However, in the environment where the channel phase varies
slowly, the MS may use coherent combining in all steps.

9.2 MULTIPATH PROFILE AND NEIGHBORING
CELL SEARCH

For the performance improvement in the multipath channel, the MS usually
employs a RAKE receiver that can demodulate multiple radio links (or, paths)
simultaneously. The searcher (or, scrambling code acquisition block) finds
each path successively after acquiring the strongest path and then assigns each
of them a RAKE finger (or, demodulation block). Furthermore, after the MS has
camped on one of the cells in the system, it tries to acquire and monitor the radio
link status of the neighboring cells to be able to re-select a new cell or perform
a soft handover depending on the channel status variations. ® In the inter-
cell synchronous systems, the multipath and the neighboring cell search can be
easily done as the timing uncertainty is very small: The MS can easily obtain
the information of the relative chip timing differences between the current cell
and each neighboring cell, and thus can rapidly complete the neighboring cell
search within a small timing uncertainty window (or, timing uncertainty region

¥The measurement control information broadcast in the current cell contains the number of the neighboring
cells to monitor. The MS should be able to monitor up to 32 cells given in the measurement control
information and record at least 6 strongest cells for cell re-selection or soft handover purposes [112].
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due to the propagation delay). However, in the inter-cell asynchronous system,
the timing difference between cells varies time to time, so it is impossible to
apply the uncertainty window based neighboring cell search. ° Furthermore,
as all the cells use the same PSC of length 256, the MS cannot differentiate, in
the first step, the peaks due to the multipaths of the current cell from those due
to the neighboring cell signal.

Therefore, searcher control becomes more difficult in the 3GPP-FDD system
than in the IS-95 or cdma2000 systems. A practical searcher operation may be
done as follows, while several variations may be incorporated for performance
improvement: After determining the strongest path of the current cell by the
initial cell search procedure, the searcher initiates obtaining the multipath pro-
files of the current cell. Directly performing the P-CPICH correlation through
a timing uncertainty window around the acquired path, this procedure can be
completed quickly through a conventional serial or parallel search scheme, as
the timing uncertainty window is usually small (e.g., less than 256 chips). "
After assigning N, effective multipaths to the RAKE fingers, the MS can de-
code the control channel which contains the information of the Ny, neighboring
cell scrambling code identification numbers. Then the searcher initiates obtain-
ing the neighboring cell profiles. In this procedure, it masks out the selected
path samples up to that moment and re-select the strongest sample out of the re-
maining (2,560 — Nyp,) x 2 sample profiles reported in Step 1. The uncertainty
associated with the re-selected sample is not large —15 slot timing uncertainty
and Ny scrambling code uncertainty. Now without resorting to Step 2, the
searcher can resolve the uncertainty by performing the P-CPICH correlations
in parallel or in serial. (Or by applying Step 2 with reduced accumulation slots,
the 15 x Ny, uncertainty may be resolved reliably with a few accumulation slots,
as the uncertainty itself is not large.) Once the strongest path of the neighbor-
ing cell is acquired, the searcher can obtain (he delay profile of the cell through
the uncertainty window approach as it does for the camping cell. In this way
the active set (i.e., the radio links involved in a particular communication ser-
vice simultaneously at the moment) and the neighboring cell profiles can be
successively recorded.

Alternatively, if the cell deployment is planned such that the neighboring
cells cannot use the scrambling codes belonging to the same scrambling code
group, Step 3 (or P-CPICH identification) may be skipped in the neighboring
cell search procedure. More specifically, after re-selecting the strongest sample
out of the remaining sample profiles in Step 1, the searcher performs Step 2 to

°Optionally, the BS in the 3GPP-FDD system may convey the instant timing difference between the current
cell and the neighboring cells over the broadcast channel [113]. In this case the uncertainty window based
search can be applied.

"The uncertainty window size should be designed subject to the deployed cell radius.
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resolve the code group and frame timing uncertainty. As the MS already has the
information of the N, candidate scrambling codes (or code groups) available
for the neighboring cell, the number of accumulated slots may be reduced
significantly without degrading the search performance. Once the code group
and frame timing uncertainty is resolved, the P-CPICH correlation with the
corresponding scrambling code is performed only for the verification purpose
[11].

In practice, the multipath and neighboring cell search procedure should be
practically implemented in consideration of the hardware and operational com-
plexity, search algorithm performance, and the involved channel power. In
terms of channel power and acquisition performance, it is preferable to ex-
ploit the P-CPICH as the nominal BS power allocations to P-SCH, S-SCH,
and P-CPICH are 3.15%(-15dB), 3.15%(-15dB), and 10%(-10dB), respectively
[101,112]. Moreover, the P-SCH and the S-SCH are intermittently transmitted,
while the P-CPICH is constinuously transmitted.

9.3  GENERALIZED HIERARCHICAL GOLAY (GHG)
MATCHED FILTER

The generalized hierarchical Golay (GHG) code illustrated in the previous
section is obtained by combining two proposals, one for the hierarchical code
[114] and the other for the Goly complementary code [115]. In fact, both
schemes exhibit good correlation properties and render efficient computations
of the correlation in the MS. In the following, we discuss how to generate the
two codes and how to combine them to generate the GHG code.

Fig. 5.38 depicts the block diagram of an efficient matched filtering for the
hierarchical code of length 256, which is constructed by concatenating the
two constituent codes of length 16 each, X; and X3. More specifically, the
hierarchical code is generated by spreading each symbol of code X, by code
Xa. The corresponding hierarchical matched filter consists of two concatenated
matched filter blocks as shown in the figure. We can observe that the total
number of complex adds needed for each correlation output is (15+15)=30,
which is very small compared to that of the typical non-hierarchical matched
filter requiring 256 complex adds per output. By selecting proper constituent
codes, we can obtain a hierarchical code that exhibits satisfactory correlation
performances.

On the other hand, Fig. 5.39 depicts a lattice-type matched filter of the Golay
complementary code [116, 117, 118], The complementary codes [119] are the
sequences having the property that the sum of their auto-correlation functions
is zero for all time shifts other than zero. Mathematically, complementary
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Figure 5.38. An efficient matched filter for the hierarchical code of length 256. (n denotes the
chip oversampling ratio.)

sequences a(i) and b(i) of length L can be defined by the relation

Ro(k) + Ro(k) = {(1) :;g’ (5.32a)
L—k—1
Ro(k) = ) a(ia(i+ k)", (5.32b)
=0
L—k-1
Ry(k) = > bi)b(i +k)*, (5.32¢)
i=0

where L is the period of the sequences a(i) and b(i). In general, a polyphase
complementary pair of sequences, which contains the Golay complementary
codes as a special binary case, can be constructed through the following recur-
sive relation [117]

ao(i) = 4(3), (5.33a)
bo(?) = 4(3), (5.33b)
an(i) = ap— (i) + Wy, - by—1(i — Dp), (5.33¢)
bu(i) = an_1(d) — Wn -bu_1(i — Dr), (5.33d)

for two complementary sequences of length 2V, a,, and b,,. In the expressions,
(%) denotes the Kronecker delta function, i the time index, n the number of
iteration (n € {1,2,---,N}), Dy a positive delay chosen as any permutation of
{1,2,22,... 2N~} and W, an arbitrary complex number on the unit circle.
When each W, is chosen to be +1 or —1, the binary Golay complementary
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Figure 5.39.  Efficient Golay correlator (EGC) for the plain Golay code of length 256.

sequences are generated. It is obvious that the recursive relation yields the
lattice structure implementation in Fig. 5.39. It is called the efficient Golay
correlator (EGC). The EGC requires 2log, 256=16 complex adds for each
correlation output, thus lowering the complexity to about a half of that of the
hierarchical code generated by Fig. 5.38. Good autocorrelation properties are
guaranteed by the relations in Eq. (8.1)

Now by combining the two efficient code generation schemes shown in
Figs. 5.38 and 5.39, we can further reduce the correlation complexity, yet
maintaining good correlation properties. More specifically, in constructing
the ultimate hierarchical code of length 256 from X and X of length 16 each,
we take X2 as a hierarchical code whose constituent sequences arc two Golay
codes of length 4 each, and X as a Golay code of length 16. Then the result-
ing GHG code of length 256 coincides with the P-SCH code in Section 9.4 of
Chapter 4, which can be efficiently generated by the following methods:

Method 1: The PSC code Cps. ishierarchically generated by two constituent
sequences using the formula

Cpsc(t) = Xo(i mod Lo) - Xy (i div Ly), i=0,1,---, L1 Lo —1, (534

where the sequences X and X3 are length 16 sequences (i.e., L1=Ly=16).

The sequence X is a Golay complementary sequence of length 16 (i.e.,
N = 4) by the delay matrix D) = [8,4,1,2] and the weight matrix W{l) =
[1,-1, 1, 1]. On the other hand, the sequence X3 is a generalized hierarchical
sequence constructed by the formula

Xo(2) = X4(i mod s + s - (i div sL3)) - X3((Z div 8) mod L3),
t=0,1,---,L3Ly— 1, (5.35)

for s=2. The sequence X3 and X4 are two identical Golay complementary
sequences of length 4 (ie., La3=Ls=4, N®®=N®"=2) obtained by the delay
matrices D®=D®=(1, 2] and the weight matrices W3)=W ¥=|1, 1]. Note
that the generalized hierarchical sequence X3 is constructed by repeating the
first two-chip segment of X4 by 8 times, the last two-chip segment of X4 by 8
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Figure 5.40.  Pruned efficient Golay correlator for the GHG.

times, and then modulating the resulting 16-long sequence by X3whose symbol
length corresponds to 2 chip intervals. The Golay complementary sequence X3,
J = 1,3,4, are obtained by taking the sequence apy;) in the Golay recursion
formula

ag(i) = 6(1), (5.36a)
bo(i) = &(3), (5.36b)
an(d) = an_1(8) + W b, (i — DY), (5.36¢)
bn(i) = an_1(8) =W - bo_1(i — DY), (5.36d)

forn =1,2,---,N@ and i = 0, 1,---,2N(j) — 1. The parameters of each
Golay complementary sequence are carefully optimized through computer sim-
ulation for the best performances.

Method 2: Alternatively, the PSC code €, can be viewed as a Golay
complementary sequence oflength 256 generated with the following parameters
applied to the above recursion formula (Note that the ultimate sequence ag
becomes the desired Cp,e.):

(a) Letj=0, NO =g, (5.37a)
® 0, 0P, b, b p®, pP, D, DM

= [128 64,16,32, 8, 1, 4, 2), (5.37b)
(C) [W(O) W2 ),W(O) W(O),Wéo),W( ) W(O) W(O)]

"[11 la la 11 la 1, 1, 1], (5370)

(d) Forn =4 andn =6, set bs(i) = a4(3), be(i) = ag(z).(5.37d)

Fig. 5.39 depicts the corresponding matched filter structure for the resulting
PSC code, which is called the pruned efficient Golay correlator. The delay
and weight elements are as given in (5.37b) and (5.37c) above. We observe
that the pruned EGC requires only 13 complex adds per correlation output.
According to the simulation results reported in [52], the GHG code provides
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satisfactory slot acquisition performance even in high frequency offset environ-
ment, maintaining all benefits of the hierarchical and the Golay complementary
codes.

94  SSC CORRELATORS

After acquiring the slot boundary, the 16 SSCs are correlated in parallel with
the incoming S-SCH signal for the first 256 chip period of each slot. This
process produces 16 instant metrics needed for determining the code group
as well as the frame boundary. Those instant metrics are added to 64 x 15
accumulated metrics over K (K > 3, typically 15) slots (refer to Section
8.4) according to Table 5.4, out of which the maximum value is determined.
In accumulating the instant metrics, noncoherent accumulation can be always
applied, while the coherent accumulation techniques may be applied selectively
for improved performances. The coherent accumulation is applicable after
compensating for the phase distortion by using the channel estimates obtained
from the synchronized P-SCH.

The 16 SSC active correlators may be efficiently designed by employing a
correlator corresponding to the complementary sequence z used for the SSC
generation in Section 84 and a 16 x 16 fast Hadamard transformer (FHT):
In this implementation, the incoming S-SCH signal of length 256 is correlated
with the sequence z for the coherent correlation unit of 16 chips, and then
the 16 partial-correlation results are successively put in the FHT input storage.
If the BS-MS frequency offset is large enough to bring in substantial phase
rotation during a 256-chip period, the PSC partial-correlation outputs are also
used to compensate the phase rotations of the FHT-input values. ' Finally, the
(channel compensated) input vector of length 16 is FHT-transformed to produce
the 16 full-correlation outputs simultaneously.

9.5 COMPUTATIONAL COMPLEXITY

In order to evaluate the computational complexity quantitatively, we assume
that two samples are taken per chip from the A/D converter, and the correlation
outputs with the coherent correlation period of 256 chips are noncoherently
accumulated over a frame (or, 15 slots) in each of the three steps. Under this
assumption, the nominal cell search time becomes 30(ms). We examine the
number of real additions/multiplications as well as the memory size required
for each of the three steps.

" In case the P-SCH of different cells are time-aligned, the channel estimate obtained through P-SCH
correlation is not accurate and causes performance degradation.



146 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

In the first step, computational complexity is determined by calculating the
total number of operations for obtaining the pruned EGC output I/Q-samples
(13 x 2 additions per I/Q-sample pair), squaring the I/Q samples (2 multi-
plications per I/Q-sample pair), and then accumulating them to the storage (2
additions per sample). This requires 28 additions and 2 multiplications per half-
chip time. For the frame period of 10ms, the number of operations amounts
to 2.15 x 10% additions and 1.5 x 10% multiplications. After accumulating the
samples over a frame, the 5,120 accumulated values are compared to deter-
mine the maximum. The required memory size is 5, 120 x b bits when b-bit
quantization is assumed.

In the second step, computational complexity is determined by calculating
the operations required for the active correlation corresponding to the comple-
mentary sequence 2z (2 x 256 additions per slot), a 16 X 16 complex-valued
Hadamard transformation (2 x 16 x 4 additions per slot), the squaring oper-
ations of the I/Q transform outputs (2 x 16 multiplications per slot), and the
metric accumulations for RS-decoding (16 + 64 x 15 additions per slot). The
total number of operations per frame is 2.4 x 10% additions and 480 multiplica-
tions. An the end of each frame, the 960(= 64 x 15) accumulated metrics are
compared to determine the maximum. The required memory size is 960 x b
bits for 6-bit quantization.

Finally, in the third step, 8 complex Gold codes are correlated with the
incoming P-CPICH in parallel, which requires 32 additions per chip period
(8 x 2 additions for correlation and 8 x 2 additions for accumulation). At the
end of each P-CPICH symbol period (or, 256 chips), 2 x 8 multiplications are
needed for obtaining the squared magnitude of the correlation results. The total
number of operations per frame amounts to 1.23 x 10® additions and 2,400
multiplications. Finally, 8 metrics are compared to determine the maximum.
So the required memory size is negligible.

As is assessed above, the number of operations fluctuate among the three
steps. If a multiplication is assumed to be equivalent to 6 additions in terms
of computational complexity, the complexity distribution is 70.8% to Step 1,
0.6% to Step 2, and 28.6% to Step 3, respectively. In terms of memory usage,
about 80% of the memory is allocated to Step 1, and 20% to Step 2. Moreover,
according to [111], the false alarm probability in Step 1 is higher than that of the
other steps for the same processing time (1 frame per each step). Consequently,
a larger portion of the overall processing time need to be allocated to Step 1 to
get improved performances. The complexity distribution among the three steps
may change a little depending on the implemental variations (e.g., coherent
correlation in Step 2, partial correlation for mitigation of the frequency offset,
and parallel manipulation of multiple delay paths in Step 2, and others).
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9.6 INITIAL FREQUENCY ACQUISITION

After acquiring the primary scrambling code of the cell, the MS should com-
pensate the BS-MS frequency offset to be able to decode the BCH information
in the P-CCPCH. The mass product consumer electronics often employ inex-
pensive crystal oscillators of the accuracy range of 3-13 ppm, in which case
the frequency offset will be in the range of 6-26kHz for the 2GHz operational
frequency [111]. Unless the frequency offset is reduced down to an accept-
able level (e.g., less than 1kHz), the demodulator cannot track the incoming
frequency and thus the communication functions can fail. The frequency ac-
quisition is normally applied to the P-CPICH.

A promising FFT-based frequency acquisition [120] method proposed in
[111] is as follows: First, we despread the P-CPICH using a despreading factor
64, thus collecting 40 despread values per slot. Then, we remove the modulation
of the despread values using the knowledge of the pilot symbols, and pad 24
zeros to construct a 64-element data vector. Next, we apply a 64-point FFT to
the data vector, accumulate the transformed FFT vectors over multiple slots for
noise suppression, and perform quadratic interpolation for a refined frequency
estimation. Then we can acquire the frequency offset with high resolution by
identifying the frequency point producing the peak output energy. Ifwe perform
the slot accumulation over 30 slots, we can reduce the frequency offset from
20kHz to below 200Hz with a very high reliability [111].

Another popular frequency acquisition method is presented based on the dif-
ferential estimation [120] between consecutive despread values. In this case, we
multiply each despread P-CPICH value by the complex conjugate of the prece-
dent despread value to get a phase rotation metric. Then we accumulate the
metrics over multiple slots for noise suppression, and then convert the accumu-
lated metric to the frequency offset. This differential estimation scheme suffers
from noise enhancement, so exhibits poor performances in low SNR ranges
and its pull-in range is not wide enough. In overall performance, when the
FFT-based schemes and the differential estimation schemes are compared, the
FFT-based scheme is reported to outperform the differential estimation scheme
by more than 10dB for the P-CPICH SNR below -12dB [111]. However, the
computation complexity makes it difficult to apply the FFT scheme directly to
the mobile handset.
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Chapter 6

INTER-CELL SYNCHRONOUS IMT-2000 TD-CDMA
SYSTEM (3GPP-TDD)

The 3GPP-TDD system' contrasts to the 3GPP-FDD system in various as-
pects: The 3GPP-FDD system uses a pair of SMHz frequency bands for down-
link and uplink allocation, but the 3GPP-TDD system uses only a single SMHz
band, with the downlink and the uplink using different time slots on the same
frequency band for data transmission. > First of all, the 3GPP-FDD base sta-
tions are not synchronized each other, while the 3GPP-TDD base stations are
operated in frame-level timing-synchronous mode. The 3GPP-FDD system is
intended for applications in public macro- and micro-cell environments with
the data rates typically going up to 384 kbps with high mobility, while the
3GPP-TDD system is for public micro- and pico-cell environments with high
traffic density and indoor coverage, with the data rates stretching up to 2Mbps.
The 3GPP-TDD system is particularly suitable for the case when an application
requires high data rates and tends to create highly asymmetric traffic such as
Internet access [121].

In spite of the above differences in the frequency band usage and the target
applications, both systems share much in common in the aspects of basic sys-
tem parameters (e.g., chip rate, bandwidth, modulation scheme, etc.), channel
structure, and physical layer procedure. In this chapter we first discuss the
physical layer structures and operations of the 3GPP-TDD system, focusing
on its essential differences from the 3GPP-FDD system. Then we examine
the spreading and scrambling mechanisms of the 3GPP-TDD system, finally
discussing the cell search scheme.

'TD-CDMA stands for time division-code division multiple access.
’In the future deployment, the data transmission bandwidth will be expanded up to 20MHz [53].

149
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Figure 6.1.  TDD frame structure [122].

1.  TRANSPORT CHANNELS AND PHYSICAL
CHANNELS

Transport channels of the 3GPP-TDD system include dedicated channel
(DCH), broadcast channel (BCH), paging channel (PCH), forward access
channel (FACH), random access channel (RACH), downlink shared channel
(DSCH), and uplink shared channel (USCH). The USCH, which has not been
used in the 3GPP-FDD system, is an uplink transport channel shared by several
UESs carrying dedicated or traffic channels. °

Fig. 6.1 depicts the physical channel structure of the 3GPP-TDD system
in time and frequency dimension (T¢ denotes the chip interval). A physical
channel in the 3GPP-TDD system is a burst which is transmitted in a particular
time slot (TS) of length 2,560 chips within the allocated radio frames of length
38,400 chips (10ms). A burst is the combination of two data parts, amidamble,
and a guard period. The duration of a burst is one time slot, and several bursts
can be transmitted at the same time from one transmitter, in which case, the data
part must use different OVSF channelization codes and the same scrambling
code. For the midamble part, the same basic midamble code must be used
within a cell but different users can use different midambles (refer to Section
1.2). A guard period is used for fear of the timing inaccuracies, power ramping,
delay spread, and the propagation delay (in case no timing advance mechanism
is used).

The channelization code is an OVSF code with the available spreading factors
of 1,2,4,8, and 16. By allowing only a small number of codes in the system, the
3GPP-TDD facilitates the implementation of the joint detection (JD) receiver
for multiple user signals with moderate complexity. The midamble part of the
burst can contain two different types of midambles - - a short midamble of
length 256 chips and a long midamble of length 512 chips. The scrambling
code and the basic midamble code are broadcast within a cell.

3The common packet channel (CPCH) of the 3GPP-FDD system is not defined in the 3GPP-TDD system.
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Figure 6.2. Examples of TDD frame structure: (a) multiple-switching-point configuration
(symmetric DL/UL allocation), (b) multiple-switching-point configuration (asymmetric DL/UL
allocation), (c) single-switching-point configuration (symmetric DL/UL allocation), (d) single-
switching-point configuration (asymmetric DL/UL allocation) [122].

The 15 time slots in a frame can be allocated to either the uplink or the down-
link. Thus a physical channel in the 3GPP-TDD system is defined by frequency,
time slot, channelization code, burst type, and radio frame allocation, which s a
mixture of the TDMA and the CDMA components. With such a flexibility, the
3GPP-TDD system can be adapted to different environments and deployment
scenarios. Examples of multiple and single switching point configurations as
well as 0{ symmetric and asymmetric uplink/downlink allocations are given in
Fig. 6.2.

*In any configuration at least one time slot should be allocated for the downlink, and at least one time slot
for the uplink.
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1.1 DEDICATED PHYSICAL CHANNELS
The DCH is mapped onto the dedicated physical channels (DPCH).

Spreading Factor: Downlink DPCH uses the spreading factor of SF=16.
Multiple parallel physical channels with different channelization codes can be
used to support higher data rates (multi-code transmission). Operation with a
single code with spreading factor 1 is also provided for the downlink DPCH in
order to transmit high rate data when the inter-cell interference or background
noise is small.

Uplink DPCH uses a spreading factor ranging from 16 down to 1 and prefers
single channelization code to multi-code in order not to increase PAR of the
UE transmitter. For multi-code transmission a UE can use a maximum of two
different channelization codes per time slot simultaneously.

Burst Type: There are three types ofbursts for the DPCH - - the burst type-1
with a long midamble of 512 chips (see Fig. 6.3 (a)), the burst type-2 with a
short midamble of 256 chips (see Fig. 6.3 (b)), and the burst type-3 with a long
midamble of 512 chips and a long guard period (see Fig. 6.3 (c)). The data field
of the burst type-1 is 976 chips long, whereas the data field of the burst type-2
is 1, 104 chips long. The guard period for the burst type-1, as well as for the
type-2, is 96 chip periods long. Due to the longer midamble, the burst type-1
is suitable for the uplink, where up to 16 different channel impulse responses
can be jointly estimated. However, it may be also used for the downlink. The
burst type-2 can be used for the downlink, or for the uplink when the bursts
within a time slot are allocated to a small number of users. The burst type-3 has
a slot structure similar to that of the burst type-1, but the second data symbol
field is made shorter than the first symbol data field by 96 chips so as to provide
additional guard time at the end of the time slot. Itis used for uplink only. Due
to the long guard period it is suitable for initial access. The number of symbols
per data field, Ngympat, s related to the number of chips per data field, Neaip,
by

Ngymbol = Nenips/SF, SF = 1,2,4,8,16. (6.1)

The TPC and/or the TFCI may be transmitted over the DPCH, as shown in
Fig. 6.4. The transmission is negotiated at call setup and can be re-negotiated
during the call. Ifapplied, they are transmitted using a part of the data fields in
the burst, and their channelization codes are always the first allocated code of
SF=16 according to the order in the higher layer allocation message. The TPC is
transmitted (only in the uplink slot) directly after the midamble (if applied) and
the TFCI is located on the positions adjacent to the midamble. This allocation
allows for the best possible transmission of those important data, as interference
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Figure 6.3. Structure of the bursts: (a) burst type-1, (b) burst type-2, (c) burst type-3 (GP:
guard period) [122].
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Figure 6.4.  Position of TPC and TFCI information in the traffic burst [122].

from midamble can be cancelled in the receiving side and the channel estimation
is more reliable for the bits adjacent to the midamble. When multiple DPCHs
are transmitted for a connection in a concurrent or sequential way, only one of
the DPCHs carries the TFCI information. For every user, the TPC information
is transmitted at least once per transmitted frame.
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1.2 MIDAMBLES FOR SPREAD BURSTS

The midambles (or, training sequences) of different users which are active
in the same cell and in the same slot are cyclically shifted versions of one basic
midamble code. Two sets ofbasic midamble codes are defined for application to
amaximum of 128 cells in the 3 GPP-TDD system -- {mprm : m = 0,1,---,
127} for the bursttype-1 or 3 and {mpgm : m = 0,1, -, 127} for the burst
type-2. The length of the basic midamble codes, P, is 456 for the burst type-1
or 3 and 192 for the burst type-2. Different burst types must not be mixed in
the same time slot of one cell.

We denote a particular basic midamble code by a binary (or, +1) vector
of length P, mp = (my,ma,---,mp). Then, as QPSK modulation is used
for the uplink and the downlink in the 3 GPP-TDD system, the code is first
transformed into a complex basic midamble code ¥ap = (1, rhg, - - -, mp),for

= (j) - my, i = 1,2,---, P. The vector thp is then extended to a periodic
basic midamble code ¥ = (1,10, - -+, My, ), where the vector length Ipqz
is given by Ipgz = Ly + (K' — 1)W + | P/K | for the midamble length Ly,
the minimum time shift between two midambles in a time slot W, the basic
midamble code length P, the maximum number of channel estimates per time
slot forjoint detection K, and K’ = K/2. For the burst type-1 or 3, Ly, = 512,
W = 57, P=456, and K’ = 8. while, for the burst type-2, Ly, = 256, W = 64,
P=192, and K' = 3. The first P elements of the periodic basic midamble
code correspond to the P elements of the complex basic midamble code, and
the rest Ipge — P elements are given by the periodic extension rh; = 1h;_p,

1= P+ 1, P+2,---, Ihuz. When we denote the midamble code ofthe kth user
k=12---,K) by mk) = = (1h (k ( gk), ,rh(:) ), the midamble element
( )is generated by

m® = s i=1,2, Ly k=1,2,---, K, (6.2)

l

for the first K’ users, while it is generated by

m1+(K k— 1)W+LP/KJ
NON 1=12-- Ly, k=K' +1,K'+2,--- K -1,
' Myt (K 1)W+[P/Kja
1=1,2,---, Ly, k=K,

(6.3)
for the second K' users, introducing intermediate shifts. Whether or not inter-
mediate shifts are allowed in a cell is broadcast on the BCH. The midamble codes
are transmitted without being spread or scrambled by any additional codes. A
midamble code set or a mldamble code family represents K specific midamble
codes th(®, k = 1,2, -- -, K, which are based on a single basic midamble code
mp.
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If all users in one time slot have a common midamble in the downlink, the
transmit power of this common midamble is set such that there is no power
offset between the data part and the midamble part of the transmit signal within
the time slot. In the case of user specific midambles, the transmit power of the
user specific midamble is set such that there is no power offset between the data
parts and the midamble part for this user within one slot.

When downlink beamforming is used, the user who has a dedicated channel
and is involved in the beamforming gets one individual midamble even in the
downlink.

1.3 COMMON PHYSICAL CHANNELS

Primary Common Control Physical Channel (P-CCPCH): The P-CCPCH
is used for carrying the BCH. The time slot and code of the P-CCPCH in a frame
is known from the synchronization channel (SCH). The P-CCPCH always uses
the burst type-1 and the first channelization code of length 16, Cg“:llg, for
spreading. No TFCI is applied to the P-CCPCH. For the time slots where the
P-CCPCH is transmitted, two midambles, (1) and (? are exclusively re-
served for P-CCPCH in order to support the STTD and the beacon function.
When the STTD antenna diversity is applied to the P-CCPCH, s!) is used for
the first antenna and m(? for the diversity antenna, while only 1V is used in

no diversity antenna case.

Secondary Common Control Physical Channel (S-CCPCH): The
S-CCPCH is used for carrying the PCH and the FACH. The PCH and the FACH
may be mapped onto one or several S-CCPCHs to adapt capacity to different
requirements. The S-CCPCH uses the burst type-1 or 2 and a fixed spreading
factor of 16, and may use the TFCI.

Physical Random Access Channel (PRACH): The uplink RACH is mapped
onto one or several PRACHSs. In this way the capacity of RACH can be flexibly
scaled depending on the operator’s need. The PRACH uses either spreading
factor SF = 16 or SF = 8. For SF = 16, the number of QPSK symbols transmitted
in the data field-1 and the data field-2 are respectively 61 and 55, while for SF
= §, the number doubles to 122 and 110, respectively. The set of spreading
codes available for the PRACH as well as the associated spreading factors are
broadcast on the BCH. The mobile stations transmit the uplink access bursts of
type-3 randomly in the PRACH.

The basic midamble codes used for the PRACH bursts are the same as for
the burst type-1 or 3, and the necessary time shifts are obtained by choosing
either all indices k = 1,2, 3, -- -, K’ (for cells with small radius) or odd indices
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k=1,3,5,---,< K’ (for cells with large radius). Different cells use different
periodic basic midamble codes, i.e., different midamble code sets. For cells with
large radius, additional midambles may be derived from the time-inverted basic
midamble code. Thus, the second basic midamble code may is the time inverted
version of basic midamble code m;. In this way, ajoint channel estimation for
the channel impulse responses of all active users within one time slot can be
performed by a maximum of two cyclic correlators (in cells with small radius, a
single cyclic correlator suffices). Different channel impulse response estimates
for different users are obtained sequentially in time at the output of the cyclic
correlators.

For the PRACH there exists a fixed association between the training sequence
and the channelization code. The association rule is based on the order of the
channelization codes C'gc ) given by k and the order of the midambles m§~k’)
given by k and j, with the constraint that the midamble for a spreading factor
Q is the same as that in the upper branch for the spreading factor 2Q. The
index j (5 = 1, 2) indicates whether the original basic midamble code (5 = 1)
or the time-inverted basic midamble code is used (5 = 2). In the case all &’s
are allowed and only one periodic basic midamble code m, is available for the
RACH, the association depicted in Fig. 6.5 (a) is applied, while in the case only
odd £’s are allowed, the association in Fig. 6.5 (b) is applied.

Synchronization Channel (SCH): In the 3GPP-TDD system, the code group
of a cell can be derived from the synchronization channel. In order not to limit
the uplink/downlink asymmetry, the SCH is mapped only on one or two down-
link slots per frame. There are two cases of SCH (and P-CCPCH) allocation as
follows:

(Case 1) The SCH and the P-CCPCH are allocated in one time slot, TS#k,
k=0,1,---,14.

(Case 2) The SCH is allocated in two time slots, TS#k and TS#k+ 8, while
the P-CCPCH is allocated in one time slot TS#k, &k = 0,1,---,6.

The position of the SCH (or the value k) in the frame can change on a long
term basis. Due to this association between the SCH and the P-CCPCH, the
position ofthe P-CCPCH is known from the SCH. Fig. 6.6 depicts a transmission
example of the SCH for k = 0 in Case 2. As depicted in the figure, the SCH
consists of a primary and three secondary synchronization codes of length 256.
As public 3GPP-TDD systems keep synchronization between base stations,
a capture effect for the SCH can occur.” The time offset ¢, #fset €nables the

>The capture effect generally means the phenomenon that a (strong) signal prevents the detection of the other
(weak) signals when they reach the receiver at the same time.
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Figure6.5. Association of midambles to channelization codes in the OVSF tree: (a) forall k's,
(b) for odd k’s [122].
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Figure 6.6. Synchronization channel composed of one primary synchronization code Cp and
parallel secondary synchronization codes in slots k and k + 8 [122].

system to overcome the capture effect, which takes one of 32 values depending
on the code group of the cell. The exact value for #,ff5e¢ is given by

2560 — 96 — 256
toffsetn = n~[——31———JTc =n-71T;,, n=0,1,---,31, (6.4)

for the code group index n.

Physical Uplink Shared Channel (PUSCH): The burst structure of the
DPCH is used for the PUSCH. User specific physical layer parameters like
power control, timing advance, or directive antenna settings are derived from
the associated channel (FACH or DCH).

Physical Downlink Shared Channel (PDSCH): The burst structure of the
DPCH is used for the PDSCH. User specific physical layer parameters are de-
rived from the associated channel (FACH or DCH). There are three signalling
methods available for indicating to the UE that there are data to decode on
the DSCH: First, using the TFCI field of the associated channel or PDSCH;
secondly, using the DSCH user specific midamble derived from the set of mi-
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Figure 6.7.  Structure of the PICH burst [122].

dambles used for that cell; third, using higher layer signalling. When the
midamble based method is used, the UE decodes the PDSCH if the PDSCH
was transmitted with the midamble assigned to the UE by UTRAN. °

Page Indicator Channel (PICH): The P1CH is a physical channel used to
carry the page indicators (Pl). Fig. 6.7 depicts the structure of a PICH burst
and the numbering of the bits within the burst. The same burst type is used
for the PICH in every cell. Npyp bits in a normal burst of type-1 or type-2
are used to carry the PI, where Nprp = 240 for the burst type-1 and Nprs
= 272 for the burst type-2. The bits bnp; g, * - bNp;s+3, adjacent to the
midamble, are reserved for possible future use. They are set to 0 and trans-
mitted with the same power as the PI carrying bits, Npr (= Nprg/2Lpr)
page indicators of length Lpr (= 2,4, 8) symbols are transmitted in one time
slot. A PICH block is composed of the page indicators in the Nprcircon-
secutive frames, where Nprogr is configured by the higher layers. Thus, N
= Npjcp X Npy page indicators are transmitted in each PICH block. The
PI calculated by the higher layers for a certain UE is mapped to the page in-
dicator PIy in the nth frame of a PICH block, where p = PI mod Npr and
n=|PI/Npr|. The page indicator PI, in a time slot is mapped to the bits

{b.PX.LPn T beLPl+LPl—1’ pr13/2+P xLpys' ™" bNPlB/2+PXLPl+LPI—1}
within the slot.

14  MIDAMBLE ALLOCATION FOR PHYSICAL
CHANNELS

In general, midambles are part of the physical channel configuration which
is performed by higher layers. Optionally, if no midamble is allocated nor the
use of the common midamble is signalled by higher layers, a default midamble
allocation is used. This default midamble allocation is given by a fixed associ-

®For this method no other physical channels may use the same time slot as the PDSCH and only one UE
may share the PDSCH time slot at the same time.
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ation between midambles and channelization codes, and is applied individually
to all channelization codes within a time slot. Physical channels providing the
beacon function always use the reserved midambles, while, for all other physi-
cal channels, the midamble allocation is signalled or given by default. (Refer to
[122] for the default association between midamble codes and channelization
codes.)

In the downlink, either a common midamble or UE specific mediambles may
be assigned to the physical channels in a time slot, whose choice depends on
the number of UEs in the slot, the beamforming/closed loop transmit diversity,
and the PDSCH physical layer signaling methods. If no midamble is allocated
by signalling, the UE derives the midamble from the associated channeliza-
tion code and uses an individual midamble for each channelization code. For
each association between midambles and channelization codes, there are one
primary channelization code and a set of secondary channelization codes asso-
ciated to each midamble. The higher layers allocate the channelization codes in
a particular order. Primary channelization codes are allocated prior to associ-
ated secondary channelization codes. Ifmidambles are reserved for the beacon
function, all primary and secondary channelization codes that are associated
with the reserved midambles are not used. Primary and its associated sec-
ondary channelization codes are not allocated to different UEs. In the case that
secondary channelization codes are used, the secondary channelization codes
of a set are allocated in ascending order with respect to their numbering.

In the uplink, ifthe midamble is explicitly allocated by the higher layers, the
UE specific midambles are assigned to all UEs in a time slot. Ifno midamble is
allocated by the higher layers, the UE derives the midamble from the assigned
channelization code as for the downlink physical channels. If the UE changes
the SF according to the data rate, it always varies the channelization code along
the lower branch of the OVSF tree.

1.5  MAPPING OF TRANSPORT CHANNELS TO
PHYSICAL CHANNELS

The following rule is applied for the mapping of the transport channels onto
physical channels:

(a) The DCH is mapped onto one or several DPCHs.

(b) The BCH is mapped onto the P-CCPCH. The secondary SCH indicates in
which time slot an MS can find the P-CCPCH. If the BCH information requires
more resources than provided by the P-CCPCH, the BCH in the P-CCPCH
will be composed of a pointer to additional S-CCPCH resources for the FACH
where the additional BCH information is sent.

(c) The PCH is mapped onto one or several S-CCPCHs. The location of the
PCH is indicated on the BCH. To allow an efficient discontinuous reception
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Figure 6.8. Paging sub-channels and the association of the PICH and PCH blocks [122]

(DRX) for battery saving, the PCH is divided into PCH blocks, each of which
comprising Npc g paging sub-channels. Each paging sub-channel is mapped
onto two consecutive PCH frames within one PCH block. The assignment of
UEs to paging sub-channels is independent of the assignment of UEs to page
indicators. Fig. 6.8 depicts the structure of a paging block which consists of one
PICH block and one PCH block. 1fa Pl in a certain PICH block is set to 1 it is an
indication that the UEs associated with this PI read their corresponding paging
sub-channel within the same paging block. The value Ngap (Ngap > 0)
denotes the number of frames between the end of the PICH block and the
beginning of the PCH block, which is configured by the higher layers.

(d) The FACH is mapped onto one or several S-CCPCHs. The location of the
FACH is indicated on the BCH, and both capacity and location can be changed,
if required.

(e) The RACH is mapped onto one or several PRACHs. The same time slot
may be used for the PRACH by more than one cell. Multiple transmissions
using different spreading codes may be received in parallel. Furthermore, more
than one slot per frame may be allocated for the PRACH. The location of the
slots allocated to the PRACH is broadcast on the BCH.

(f) The USCH and the DSCH are respectively mapped onto one or several
PUSCHs and PDSCHps.

2. TRANSMIT DIVERSITY AND BEACON
FUNCTIONS

The transmit diversity schemes are applicable to the downlink physical chan-
nels with the following mapping conditions: TSTD for the SCH, STTD for the
P-CCPCH, and closed loop transmit diversity for the DPCH. The closed loop
transmit diversity either takes the form of selective transmit diversity (STD) or
transmit adaptive antenna (TxAA): In the STD scheme, the transmit power is
exclusively allocated to the antenna receiving the higher uplink power, while



162 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

in the TXAA scheme, the power weights of both antennas are adjusted in order
to maximize the receiving power after path combination in the uplink. As the
propagation channel is reciprocal for both uplink and downlink in the TDD
system, the STD and the TXAA based on the uplink channel estimation will
provide a satisfactory downlink diversity performance.’

On the other hand, for the purpose of measurement, a beacon function is
provided by particular physical channels - - either (Case 1) all physical channels
using the channelization code Cg:llg in TS#m, m = 0,1,---, 14 or (Case

2) all physical channels using the channelization code C(k:llg in TS#m and

TS#m+8, m =0,1,-- -, epending onthe SCHallocation cases. Therefore,
the P-CCPCH always provides the beacon function. The physical channels
providing the beacon function are transmitted with reference power but without
beam forming, and use the burst type-1. Furthermore, they use midambles (1)
and m® exclusively, and leave h(® and m™® unused in the corresponding
time slot if 16 midambles are allowed in the cell. The reference power for any
physical channel providing the beacon function is equally divided and allocated
to (! and ta(? if STTD is applied, while it is exclusively allocated to ),
otherwise.

3. TRANSMIT POWER CONTROL

Power control is applied to the 3GPP-TDD system to limit the interference
level within the system, thus reducing the inter-cell interference level and to
reduce the power consumption in the MS.

For the uplink DPCH and PUSCH, power control takes an open loop transmit-
ter power control technique exploiting the uplink/downlink channel reciprocity
in the TDD scheme. Measuring the received power of the physical channel
providing the beacon function, the MS can calculate the path loss. Together
with the information on the interference level in the uplink level and the target
SIR, which is transmitted from the BS, the MS can set and adjust its transmit
power in order to meet the required quality of services. Thus the power control
update rate is typically once or twice per frame, which is equal to the P-CCPCH
(providing the beacon function) transmission rate. The target SIR is also ad-
justed in the BS through the outer loop power control on a long-term basis. On
the other hand, the uplink PRACH power is set by the higher layers.

"Conceptually, closed loop transmit diversity presumes that the estimation is made in the opposite side (or,
in the MS) and the weight adjusting parameters are returned to the transmit side (or, to the BS), based on
which the weights are adjusted. However, in the TDD system, the estimation is made directly in the BS side
exploiting the channel reciprocity, in which context the STD and the TxAA may be regarded as open loop
control schemes.
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For the downlink DPCH and PDSCH, the power control rate may be different
depending on the slot allocation for each user, and the SIR-based inner loop
power control is used. The initial transmission power of the downlink DPCH
and the PDSCH is set by the network. After the initial transmission, the BS
transits into SIR-based inner loop power control. The MS generates TPC com-
mands to control the network transmit power and sends them in the TPC field
of the uplink DPCH and PUSCH. As a response to the received TPC command,
the BS may adjust the transmit power of all downlink DPCHs and PDSCHs
of the corresponding radio link (toward the same MS). The higher layer outer
loop power control for adjusting the target SIR is also applied in order to meet
the long-term quality requirements. On the other hand, the P-CCPCH transmit
power is set by higher layer signaling and can be changed based on network
determination on a slow basis. The reference transmit power of the P-CCPCH
is signaled on the BCH. The relative transmit powers of the S-CCPCH and
the PICH, compared to the P-CCPCH transmit power, are set by higher layer
signaling.

4. TIMING ADVANCE

A BS may adjust the MS transmission timing with timing advance technique.
The initial value for timing advance is determined in the BS by measuring the
timing ofthe uplink PRACH. When timing advance is used, the BS continuously
measures the timing of a transmission from the MS and sends the necessary
timing advance value. On receiving this value, the MS adjusts the timing of
its transmissions accordingly in steps of 4 chips, The required timing advance
is represented as a 6 bit number (0-63), being the multiple of 4 chips. Upon
receiving the timing advance command, the MS adjusts its transmission timing
according to the timing advance command at the frame number specified by
a higher layer signaling. When a TDD to TDD handover takes place, the MS
transmits in the new cell with timing advance adjusted by the relative timing
difference between the new and the old cells.

Ifuplink synchronization is used, the timing advance is made sub-chip gran-
ular with high accuracy in order to enable synchronous CDMA in the uplink.
The required timing advance is represented as a multiple of 1/4 chip. The BS
continuously measures the timing of transmission from the MS and sends the
necessary timing advance value. On receipt of this value the MS adjusts the
timing of its transmission accordingly in steps of 1/4 chip. Support of uplink
synchronization is optional for the MS.
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5. MULTIPLEXING, CHANNEL CODING, AND
MEASUREMENTS

The multiplexing and channel coding procedure of the 3GPP-TDD system is
nearly the same as that of the 3GPP-FDD uplink procedure (refer to Fig. 5.20)
[123]. A remarkable feature in the 3GPP-TDD procedure is that two options are
available for the second interleaving: The interleaving is applied either to the
bits of all TrCHs of the corresponding CCTrCH or to the bits to be transmitted
within one time slot.

The random access procedure and the measurement parameters are also simi-
lar to those of the 3GPP-FDD system. The required measurement parameters in
the 3GPP-TDD system are as follows [ 124]: In the UE, P-CCPCH RSCP, FDD-
cell CPICH RSCP, time slot ISCP, UTRA/GSM carrier RSSI, SIR, FDD-cell
CPICH Ec/No, transport channel BLER, UE transmit power, SEN-SFN/CFN
observed time difference, observed time difference to GSM cell are measured.
In the network, RSCP, time slot ISCP, RSSI, SIR, transport channel BER, phys-
ical channel BER, transmitted carrier power, transmitted code power, and Rx
timing deviation are measured. The timing deviation can be used for timing
advance calculation or location services. (For detailed description of the other
parameters, refer to Section 6 of Chapter 5.)

6. DATA MODULATION

The basic chip rate of the 3GPP-TDD system is the same as that of the
3GPP-FDD system, i.e., 3.84 Mchip/s, but a lower chip rate service of 1.28
Mchip/s is also made possible. QPSK data modulation is used for both uplink
and downlink, and the spreading factor Q for data symbols can take the values
1,2,4, 8, and 16.

Data modulation is performed by mapping two consecutive binary bits to a
complex valued data symbol. For the burst type-1 and type-2, each user burst
has two data carrying parts, termed data blocks

d®) = (@ g T =12, k=12, K, (65)

where Ny, is the number of symbols per data field for the user . In the case ofthe
burst type-3, the number of symbols in the second data block d(*+?) decreases
by 96/Qk from the first data block d®:Y), for the spreading factor of the kth
user Qk. Data block d®1) is transmitted before the midamble and data block
d.2) after the midamble. Each ofthe Nj, complex (QPSK) data symbols d'r®),
i=1,2k=1,2,---,K,n=1,2,---, N is generated from two consecutive
binary data bits (provided from the output of the physical channel mapping
procedure) b(llf,’:), bg’f,’:) e{0,1}, k=12---,K,n=1,2,--- Np,i=1,2,
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using the mapping relation given by

. (ki) (ki) (ki)
d®) = (—1)bin . (5)Pie Fhan L (6.6)

where the additions among exponents are the binary operations (i.e., exclusive-
OR operations).

7. SPREADING AND SCRAMBLING

As the spreading or channelization operation, each complex valued data

symbol d% s first multiplied by a real valued channelization code C(Qkk) of
length Qx € {1,2,4,8,16}. The resulting complex valued sequence is then

randomized by a complex valued scrambling sequence ¥ of length 16.

7.1 CHIP MODULATION

The complex-valued chip signal generated by the spreading and scrambling
process is QPSK-modulated as shown in Fig. 5.29. As in the 3GPP-FDD case,
the real and the imaginary parts of the input complex chip signal § are split and
independently pulse-shaped, up-converted by the cosine and the sine carriers,
and then combined and amplified by the power amplifier for transmission. The
employed pulse shaping filter is an RRC filter with the roll-off factor =0.22.

72  CHANNELIZATION CODES

Each element c{* ), g=12,---, Qk, of'the real-valued channelization codes
C('c (C(lk),C2 yre ,ch) k=1,2,---, K, takes the value +1 or —1. The

Cgi) is one of the OVSF codes defined based on the code tree shown in Fig. 6.9,
which allows to use plural codes with different spreading factors in the same
time slot without violating the orthogonality. The spreading factor may go up
to Qaprax = 16.

7.3 SCRAMBLING CODES

The channelized chip sequence is then randomized by a cell specific scram-
bling code oflength 16, ¥ = (91, 39, - - -, 516}, where each element @4 takes one
of the four values of +1, +4, —1, and —35. The complex scrambling code ¥ is
generated from the 128 binary cell-specific scrambling codes given in Table 6.1
[125], by using the transformation

% = () -v, 1=1,2,---,16. (6.7)
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Figure 6.9. Code-tree to generate the OVSF codes for channelization operation [125].

Table 6.1.  Cell specific binary scrambling codes [125].

Scrg(r’!(ljl;lmg Vol Val Va [ Ve Vs | Vs | Yol Ve[V | Vie]Yul V| V| Vie|Vis| Vis
Code 0 -1 11 -1 1 1 1] -11-1 1] -1 1 L] ! -1 -1
Code 1 1 1 1 1 11 -1 1] -1 1| -17]-1 1 1 ] -1 1
Code 2 1] -1 1 1 1] -1 1 1} -1 1 1 1 1 {-1]-1 1
Code 3 1 1 Pt f-1q-1]-t = 1l tf-1}-11]-1 14 -1
Code 4 1 1 11 f1p-3)-111 1 1 -t 1 1]
Code 5 -1 1 1] -1]-17]-1 1 1 1 1 1 1 1| -1 1] -1
Code 6 Sy fargyarpbrfarprperg I 1 1j-1]-1]-1
Code 7 111411 -1]-1]1-111 1 -1f-1fp-1]1 11 -1
Code 8 1 1 1j-1]-11-1 1]-1 1 11-1 1 1 1 11 -1
Code 9 1 1 1-111 1 1 11-111 1 1] -1f-1{-1]11]1]-1
Code 10 1 1] 1]1-1]1 1 1 1 1-1]-1]11 1171 1]-1
Code 124 -1 - 1 1 1 1 1 1 1 { -1 1| -1 1 1 ] -1

Code 125 1 -1 1 1] -1 11-1 1 1 1 1 1 1 [ -1] -1
Code 126 1 1 1 11t ]-1]11-1]1 L]-1]1 1 1] -1
Code 127 1] -1 L} -tf-1]-1]-11]-1 1 1-1] -1 1 1 1 1] -1

The combination of a user specific channelization code and a cell specific
scrambling code can be seen as a user and cell specific data block spreading

code S*) = (s(lk), sgk), ceny SS\IICZQ;:)’ whose element 3,(,k) is given by
k) _ (k) .

31(9) = Cli{(p—1) mod @i} ~ V1+{(p-1) mod Qmaz} (6.8)
for k = 1,2,---,K, p = 1,2,---,NpQg. Therefore, the spreading and
scrambling processing can be seen as a multiplication process between the data
blocks and the data block spreading codes.
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Table 6.2.  Code allocation for case 1 [125].

: - : Associated
Code Group Code Set Frame with SFN mod 2 = 1 Frame with SFN mod 2=0 .
0 1 C, C, C. C, C. -Cs 1
1 1 C, -Cy C, C, -C, C, 1
2 1 -C, C, C, -C, C, -C, 1,
3 1 -C, -Cy C, -C, -C, _-C, t,
4 1 iC G G iC) G C, i
5 1 G -G G ic -G Y N
6 L SC) iC (I () iC -G i
7 1 =€, -iCs Cy 46, 4G Cs b
8 1 el iCs Cy Gy ic 1 -G Yy
9 1 iC -iCs < i -G G Y
10 1 AC, iCy G G iCs -G Yo
11 ! 2Cy -iCs G =S -G, G ty
12 1 iC iCs (% iC iCs < 157
13 1 iC -Gy Lo iy o L0} < Ly
14 1 '.iC1 ic«x CL ‘jC1 ici Ql Ly
15 1 -iC; -iCs C -C; -G, < (471
16 2 S Cu Cl S Cu < Lig
17 2 Co €y Cie Cm -Ci -Gy L37)
20 [ 2 Licg Tjeo 1 e 1 jce bjeo 1 ¢ 1 g
¢ |2 lgeg e, 1 e [ jcg 1 e, | o | v
31 l 2 T '.icu l '.icu l (;m l ‘jclx l "jcu ' ﬁlo l ‘]1

8. SYNCHRONIZATION CODES

The primary synchronization code (PSC) and the secondary synchronization
codes (SSC) in the 3GPP-TDD system are generated by exactly the same pro-
cedure that is taken for the 3GPP-FDD synchronization code generation (i.e.,
generalized hierarchical Golay sequence generation and Hadamard modula-
tion methods). The difference is that the 3GPP-TDD system takes only the 12
codes {Co, Cy,Cs,C4,Cs, Cg, Cg, Crg, C12,Cl3,C14, 015} selected from the
16 SSCs that are used in the 3GPP-FDD system.

81 CODE ALLOCATION

There are two types of code allocations depending on the number of slots
assigned to the SCH in one frame - - one slot for the SCH (Case 1) and two
slots for the SCH (Case-2).

For the frame synchronization and scrambling code identification, three SSCs
are QPSK-modulated and transmitted in parallel with the PSC over the allocated
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Tuble 6.3.  Code allocation for case 2 [125].

Code | Code Frame with SFN mod 2 = | Frame with SFN mod 2 =0 Associated

group | set Slotk Slot k+8 Slot k Slotk+8 Loftser
0 1 C, C, C, C, c | G -C |-G C, | -C | -C | -C, iy
{ t C, -C, C, C, C, | -C|-C]lC C, { -C C, | -C I,
2 ! clicjoeljceliclGl-c G G | -6 |-G 1 -G i
3 ! el ric 01 G161 ic 1 G 1-¢ 1 G ] G Y
4 1 G jCs G |G | G -G | -G ] G G, 4G HG |-G U
5 ! gl o lic -6l Gl-ic]iG | 6 |HG | iG | -G 4
6 L Gliglcilicglicpcliglicl ¢ 46 1 -6 | € %
7 1 iC; 1 -G (S I (S A BV IS (e C, 46 |G -G b
8 2 Co | € 1 Cul Col Cu -Gl Col-CulCulColChl-Cp Iy
9 2 Col-ChlC 1 Col Cul-Cuf ColCuyCu)CopCpt-Cph i
10 2 iCo | JCu | Cuy | jCua | jCu | -Cus | jCio} -jCu | Cu | -jCia | HCu | -Cu Lo
I 1 2 jCIU AjCl] CN jclﬂ ‘jcl] _CN 'J.Cm J‘Cll CN “.jclo qu ‘CN [ll
12 2 jCio | JCis C;, § jCw | iCu -Cpa { -jCio ! -iCis | Ciy -iCiw | JCu | -Cy5 Lz
L) 2 [ iC 1-C. 1 €5 | iCo | -iCu ) -Ciy | -iCie | iCu | Cis | -iCi0 | iCii | -Cy L
14 2 1 LG, 1 C LiC, 1O, 1 -Cio 1CH 101 Cip 1 -CL 1 -iCu ) -Cyp Y
15 2 qu ‘jCH Clu jC,, '.jcu ‘Clﬁ icn jcu Cln ‘qu jC14 ‘Clu U
16 3 Co Cs Cp Co C | Cyl G| G |Ci] G| -C|-Cy s
23 3 JCs 1-Ca) Co § G 1-Cu ] Co | -jCs | iCu ] GCo | -G ] iCu] -G o |
A G, Gle,p e lelClCG)lGlc |-Gl-Gl-C, Gy
] ¢ lieljesfefjalbjedalialicsfeljalion] ]l w

time slots. The QPSK modulation has informations in the code group to which
the base station belongs (5 bits); the position of the frame within an interleaving
period of 20 (ms) (1 bit); and the position of the slot within the frame (1 bit,
Case 2 only).

The modulated S-SCH codes are also constructed such that their cyclic-shifts
are unique according to the comma-free construction rule. That is, a non-zero
cyclic shift less than 2 (Case 1) and 4 (Case 2) of any of the sequences is not
equivalent to any cyclic shift of any other sequences. Also, a non-zero cyclic
shift less than 2 (Case 1) and 4 (Case 2) of any of the sequences is not equivalent
to itself with any other cyclic shift less than 8. The secondary synchronization
codes are partitioned into two code sets for Case 1 and four code sets for Case 2.
The code set is used to provide the following information: For Case 1, code set
1 (i =1, 2) is associated with the 16 code groups from 16(¢ — 1) to 16¢ — 1, and
the exact code group and frame position information is provided by modulating
the secondary codes in the code set. For Case 2, code set ¢ (i= 1, 2, 3, 4) is
associated with the 8 code groups from 8(i — 1) to 8¢ — 1, and the slot boundary
and frame position information is provided by the Comma-free property of
the codeword while the code group information is provided by modulating the
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Table 6.4. Mapping scheme for cell parameters, code groups, scrambling codes, midambles
and tofset [125].

Associated codes .
arf;:t er Cxe Scrambling Longbasic Short basic Ass[o ciated
P group code midamblecode | midamblepode offsa
0 Code 0 Mpy o mgo |
1 Code 1 Mp I, ‘
7| 90 [ Codez e my | ©
3 Code 3 Mp 3 Mg 3
4 Code 4 Mg g M4
5 Code 5 Mp o mg) s
6 Group | Code 6 mpy ¢ Mg 6 b
7 Code 7 Mp g Mg 7
24 Code 124 MpL 24 Mg )26
25 Code 125 Mg} 125 Mgz ]
26 Group 31 Code 126 Mey 26 m, tn
127 Code 127 Moy Mg

secondary codes in the code set. The specific SSC allocation to each code set
is as follows:

(Case 1)
Code set 1: C,, C3, Cs.
Code set 2: C1p, C13, Cha.

(Case 2)

Code set 1; Cy, Cs, Cs.
Code set 2: Cyg, Ci3, Cha.
Code set 3: Cy, Cg, Ci2.
Code set 4: Cy, Cg, Cis.

Table 6.2 and Table 6.3 list the association of code groups, code sets, modu-
lated S-SCH code allocations, and associated timing offsets o ¢se¢ for Case 1
and Case 2, respectively (refer to Section 1.3).

82  EVALUATION OF SYNCHRONIZATION CODES

The evaluation of information transmitted in the SCH is done according
to the association list shown in Table 6.4. Each of 32 code groups contains
four specific scrambling codes, and each scrambling code is associated with a
specific short and long basic midamble code. Each code group is additionally
linked to a specific toffset, thus to a specific frame timing. By using this
scheme, the UE can derive the position of the frame boundary from the position
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Tuble 6.5.  Alignment of cell parameter cycling and SFN [125].

Initial cefl Cell parameter Cell parameter
parameter Code group used when used when
assignment SFNmod2=0 SENmod2=1
0 0 1
1 1 0
5 Group 0 2 3
3 3 2
4 4 5
S S 4
3 Group 1 3 7
7 7 6
124 24 125
125 125 124
26 Group 31 % 127
127 27 126

of the SCH code and the knowledge of ¢5¢fset. (As to the long and short basic
midamble codes mpy, and mpg, refer to Section 1.2). On the other hand,
in the actual cell parameter allocation, each cell cycles through two sets of
cell parameters in a code group with the cell parameters changing each frame.
This parameter cycling contributes to randomizing interference among base
stations and facilitating the network planning through the averaging property
[11]. Table 6.5 shows how the cell parameters are cycled according to the SFN.

9. CELL SEARCH

The initial cell search ofthe 3GPP-TDD system is accomplished in three steps
as in the 3GPP-FDD case (refer to Section 9 of Chapter 5) - - PSC acquisition,
code group identification and slot synchronization, and scrambling code and
basic midamble code identification and frame synchronization. However, the
3GPP-TDD channel structure is different from that of the 3GPP-FDD (refer to
Section 1.3), so the specific cell search method takes a different form. In the
following, we examine the three steps, assuming that there are 128 TDD cells
in a system, which is the maximum number of cells that can be distinguished
in the 3GPP-TDD system.

(Step 1) PSC Acquisition: In the first step of the cell search procedure,
the MS carries out a matched filtering on the incoming PSC, Cp, which is
common to all cells, in search for the strongest cell. For a cell with the SCH
slot configuration of Case 1, the PSC arrives once in every frame time, while for
a cell with the SCH slot configuration of Case 2, the PSC can be received twice
in every frame time with the inter-arrival time of either 7 or § slots. (Refer to
Section 1.3 for the SCH slot configurations.)
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(Step 2) Code Group Identification and Slot Synchronization: In the
second step, the MS uses the incoming three modulated SSCs to identify one
out of 32 code groups. This is typically accomplished by correlating the received
signal with the SSCs at the peak positions detected in the first step and then
accumulating the resulting SSC correlation metrics to the code group metrics
according to Table 6.2 (for Case 1 configuration) or Table 6.3 (for Case 2
configuration). The code group of the cell can then be uniquely identified by
detecting the code group index that produces the maximum accumulated metric.
The PSC provides the phase reference for coherent estimation of the incoming
SSCs. As each code group is linked to a particular #4ys4¢¢ parameter (refer to
Section 1.3) and contains only four cells, the MS can determine the slot timing
without ambiguity in this step, reducing the cell identification uncertainty down
to four. Furthermore, the modulation symbols of the SSCs enable the MS to
determine the SFN (modulo 2) of the frames which contain the acquired SCH
slots. For the configuration of Case 2, the incoming PSC can be exploited
(possibly together with the incoming SSCs) to produce a reliable metric for
discriminating the first and the last SCH slot positions within a frame.

(Step 3) Scrambling Code and Basic Midamble Code Identification, and
Frame Synchronization: In the third step, the MS determines the downlink
scrambling code, the basic midamble code, and the frame timing of the found
cell. The long basic midamble code is identified by correlating the incom-
ing P-CCPCH with the four possible long midamble codes of the code group
identified in the second step and taking the maximally correlated one. As the
P-CCPCH always uses the first midamble m()(as well as the second midamble
m(® in case of STTD) derived from the long basic midamble code mpzand

always uses the first channelization code Cg‘jlls), the P-CCPCH correlation can

be immediately performed by using the long basic midamble code uniquely as-
sociated with each cell (refer to Table 6.4). When the long basic midamble code
has been identified through the P-CCPCH correlation, all the cell parameters
including the downlink scrambling code and the short basic midamble code are
disclosed. The MS can read the system and cell specific BCH information and
acquire the frame synchronization.

The PSC and the SSCs are constructed in the same way as in the 3GPP-
FDD system, which facilitates inter-mode handover between the 3GPP-FDD
and the 3GPP-TDD, and allows for an efficient hardware reuse in the MS. The
handover or the neighboring cell search can be accomplished more easily in
the 3GPP-TDD system than in the 3GPP-FDD system, as the frame boundaries
of the neighboring cells are aligned to that of the camping cell in the 3GPP-
TDD system. After reading the neighboring cell parameters conveyed from the
camping cell, the MS can acquire the best handover cell by taking a simple
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correlation approach in a small uncertainty time window, as is typically done
in the inter-cell synchronous systems.



Chapter 7

INTER-CELL SYNCHRONOUS IS-95 AND
CDMA2000 SYSTEMS (3GPP-2)

Inter-cell synchronous DS/CDMA cellular systems have been well known
under the names IS-95 and cdma2000, and most of their core technologies are
widely available in literature [7, 9, 10, 106, 126, 127]. So we omit its overview
but, instead, directly discuss the spreading and scrambling issues briefly in
comparison with those of the W-CDMA system. As the cdma2000 system
has evolved from the IS-95 system, its spreading and scrambling techniques
contain those of the IS-95 system as a subset, more specifically, as a part of the
spreading rate-1 techniques.'

1.  TIMING ALIGNMENT THROUGH EXTERNAL
TIMING REFERENCE

One of the essential ingredients of the IS-95 and the cdma2000 systems,
which has facilitated the system operation but has accompanied several defects
in terms of system deployment as well, is the external timing reference source,
or the global positioning system (GPS). All the base stations in the 1S-95 or
the cdma2000 systems align their reference timings to that of the GPS and all
the mobile stations align their reference timing to that of the base stations with
which they are currently associated. Therefore, all the base and mobile stations
in operation are time-aligned in the inter-cell synchronous DS/CDMA systems,
and the systems cannot operate in the event when the GPS timing services are
not provided.

Fig. 7.1 depicts the system time alignment relations for signal transmission
and reception at a BS and an MS in the cdma2000 system. The start of the

"The ¢cdma2000 supports the multi-carrier mode of spreading rate-3 (or, 3x mode at 3.6864Mcps rate) as
well as the IS-95 based single-carrier mode of spreading rate-1 (or, Ix mode at 1.2288Mcps rate).

173
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system time is January 6, 1980, 00:00:00 UTC (universal coordinated time), to
which the initial states of the long code of period 242 — land the zero offset
I- and Q- PN sequences of period 2% are aligned. The initial state of the long
code is the state in which the output of the long code SRG is the first 1 following
41 consecutive Os, with the sequence generating vector (or, the binary mask)
consisting of 1 (in the MSB) followed by 41 0s. > The initial state ofeach of the
219 1- and Q-PN sequences, which are used for the downlink and the spreading
rate-1 uplink, is the state in which the output of the corresponding PN sequence
SRG is the first 1 following 15 consecutive 0s. For the spreading rate-3 uplink,
another pair of I- and Q-PN sequences of period 3 x 219 are used, which are
derived by truncating an original m-sequence of period 220-1. The initial state
of the I- PN sequence is the state in which the output ofthe corresponding SRG
of length 20 is the first 1 following 19 consecutive 0s, and the Q- PN sequence
is the I- PN sequence delayed by 2'° chips. Equivalently, the initial states of
the I- and the Q- PN sequences are the states in which the first 20 outputs of
the corresponding SRGs are 1000 0000 0001 0001 0100 and 1001 0000 0010
0100 0101, respectively. (Refer to the following sections for details of the long
code and the I- and Q- PN sequences.)

As the reference timings of all the base and mobile stations are aligned to the
external timing reference (with the deviation of signal propagation delay) and
all the stations can keep track of the absolute time provided from the external
timing source, the relative code phase differences among different stations can
be kept constant within a small deviation range. Taking advantage of this fact,
the IS-95 and the cdma2000 systems have alleviated the big burden of CDMA
code allocation and timing acquisition in the following way:

All the base stations in the system employ a pair of common I- and Q- pilot
PN sequences (or, a complex pilot PN sequence) of period 2'® for downlink
chip scrambling, but different base stations keep different sequence phases,
with the phase of the nth cell (n = 0,1,---,511)being delayed by 64 x n
chips with respect to that of the zero offset pilot PN sequence. The pilot PN
sequence period is 80/3(ms), whose start time corresponds to the sync-channel
frame boundary. The sync-channel superframe is 80(ms) long and composed
of three consecutive sync-channel frames. The start time of every 25th sync-
channel superframe associated with a zero offset pilot PN sequence aligns with
an even second time mark, which is the basic system reference epoch appear-
ing at every 2 seconds. The long code state vector of length 42 coordinated
with the GPS time is conveyed from a base station to mobile stations as an
element of the sync-channel message over the sync-channel. Mobile stations
first acquire the common pilot PN sequence of the cell where they are located.

’In thefigure, 0{m) denotes the sequence consisting of n consecutive zeros.
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Figure 7.1.  System time alignment relations [127].

The specific acquisition method is an implementation issue, but simple serial or
parallel search methods are typically applied, as the uncertainty to be resolved
is just the frame boundary timing of the common pilot sequence of period 2!°
chips. After the acquisition of the common pilot sequence, each mobile station
delineates and decodes the synch-channel message and loads the conveyed state
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vector as its long code SRG state at a pre-determined epoch. The state loading
time 1s equal to 320 (ms) - 64 x nT, after the end of the last sync-channel super-
frame containing the corresponding synchronization channel message, where
T and n respectively denote the chip interval and the PN offset index of the
current cell. Then, according to the timing relations depicted in Fig. 7.1, the
synchronized mobile stations can despread/descramble the downlink channels,
spread/scramble the uplink channels, and communicate with their base stations.
The typical frame length of the traffic channels is 20 ms and the start time of
every 100th frame aligns with an even second time mark regardless of the pilot
PN offset index ifthe FRAME-OFFSET parameter is zero. A base station may
provide the traffic channel frames with the non-zero FRAME_OFFSET param-
eter, which bejgin 1.25x FRAME_OFFSET(ms) later than the frames with zero
frame offset.

2. UPLINK SPREADING AND SCRAMBLING

The cdma2000 uplink spreading and scrambling process takes three different
forms depending on the radio configurations - - orthogonal modulation based
original IS-95 configuration, BPSK modulation based cdma2000 1x configu-
ration, and BPSK modulation based cdma2000 3x configuration. * Typical
spreading/scrambling schemes for the three configurations are respectively de-
picted in Figs. 7.2 to 7.4.

2.1 CHIP MODULATION

In the IS-95 configuration, the chip rate is 1.2288Mcps and the complex-
valued chip signal generated by the spreading and scrambling process is offset-
QPSK modulated. The imaginary part of the input complex chip signal is
delayed by a half chip with respect to the real part and each of them is inde-
pendently pulse-shaped, up-converted by the cosine and the sine carriers, and
then combined and amplified by the power amplifier for transmission. The
employed baseband filter is a 48-tap symmetric lowpass filter whose roll-off
factor a is about 0.11. The ratio of the baseband filtering rate to the chip rate
(or, oversampling ratio) is 4. The offset QPSK modulation scheme contributes
to lowering the PAR of the uplink channel. When multiple uplink channel
signals are transmitted in parallel, additional channel signals take the carrier
phases different from those readily chosen by the existing channel signals, with

*In the cdma2000 system, a short frame of length 5 ms is also employed [127].
“In fact, the cdma2000 specification defines six different uplink radio configurations depending on the
modulation scheme, chip rate, and the data rate [127].
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Figure 7.2.  Uplink spreading and scrambling for IS-95 configuration [127].

the relative phase offsets being 0, 7 /4, 7 /2, or 3w /4, whichever contributes to
lowering the PAR in the multi-code transmission.

In the cdma2000 1x configuration, the chip rate is 1.2288Mcps and the
complex-valued chip signal is QPSK modulated. The PAR is lowered in advance
by applying the HPSK spreading/scrambling technique. The same baseband
filter and oversampling ratio as in the IS-95 configuration are employed.

In the cdma2000 3x configuration, the chip rate is 3,6864Mcps and the
complex-valued chip signal is QPSK modulated. The employed baseband filter
is a 108-tap symmetric lowpass filter whose roll-off factor a is about 0.069.
The oversampling ratio is 4.

>The maximum number of parallel channels in IS-95B system is eight. Thus, some parallel channels may
take the same carrier phase when more than four channels are used simultaneously.



178 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS

Walsh cover
trbe Jot(rs - v+) Complex mulaphier

Reverse
Suppl:m:ma@—bé_,. Rtld([:ve
Channel 2 g

+*
Walsh cover ;[\

(+4+++ ---4+++----}

fiker

Reverse

Supplemental +

Channel 1, Relative
Reverse @_’ gain
Common Contsol
Channel, or
Enhanced Access Walsh cover

Channel (+-)or{++--) Q Channel
for Reverse Supplemental Channel Dau Walsh Cover
(+4--++--) (+-)
for Reverse Common Conirol Channel
and Enhanced Access Channe!)

Decimator

sin{nfg)

—_——
+ +
cralle S f S NP
Channel ¢ H’ \ filler
Reverse +
Dedicated o "‘ Relauve ot
Control Channel O gain .
Waish cover 1-Channet an &0
(+++ b+ttt -nnnnnn ) Dawa
+
Reverse ]
Fundamentall Relative )
Channel gan
+
&

by facter
of 2
I-Channed Q-Channel]
PN Sequence PN Sequence

1chip
delay

l.ong code

Long code, o generaor |
mask (1.2288 Mcps)

Figure 7.3.  Uplink spreading and scrambling for cdma2000 1x configuration [127].

22  CHANNELIZATION CODES

In the IS-95 configuration, there is no channelization code to separate differ-
ent channel signals transmitted from a mobile station. The channel separation
is made by applying different long code masks to different channel signals. The
64-ary Walsh code in Fig. 7.2 is not used for channelization but for orthogonal
modulation. However, as six input bits to the orthogonal modulator are mapped
to one of the 64 Walsh codewords of length 64, the effective signal bandwidth is
spread by 64/6 during the orthogonal modulation processing. For reference, the
generation procedures of the modulator input bits (i.e., frame quality indicator
attachment, tail bit attachment, channel encoding, symbol repetition, and block
interleaving) are also shown in Fig. 7.2.

In the cdma2000 1x and 3x configurations, the OVSF code (or, a union
of Walsh codes with various lengths) is used for channelization of the parallel
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Figure 7.4. Uplink spreading and scrambling for cdma2000 3x configuration [127].

channel signals transmitted from a mobile station. The BPSK modulated control
and traffic channels are channelized by different OVSF codewords, and then
some channels are assigned to the the I-phase while the others are to the Q-phase
according to the data assignment rule shown in Fig. 7.3 and Fig. 7.4.

23 SCRAMBLING CODES

In the IS-95 configuration, the Walsh chips of rate 307.2kcps are spread
by the long code of rate 1.2288Mcps, which results in an additional bandwidth
expansion by the factor of4. Before the long code spreading, the Walsh symbol
bursts are selectively punctured by the factor equal to the symbol repetition
factor shown in Fig. 7.2. The symbols to be punctured are determined by
the pseudorandom pattern derived from the previously generated long code
sequence values. Fig. 7.5 depicts an exemplary implementation ofthe employed
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long code generator. The long code generator is characterized by the recursion
polynom1al of p(z) = z* + 2% 4+ £33 4 31 4 227 + z26 + 20 422 4 22 4

294+ 42!+ 216 4 210 4+ 27 4 28 4 25 + 23 + 2 + 2! +1 and generates any
shifts of an m-sequence of period 242-1. Each common or user-specific long
code is generated by the modulo-2 inner product of a specific 42-bit mask (or,
generating vector) and the 42-bit state vector of the long code generator. After
the burst randomization by puncturing and the long code spreading, the chip
sequences are scrambled by the cell-specific complex PN sequence oflength 2'®
and then modulated by the offset QPSK processing. The I-phase (or, real part)
and Q-phase (or, imaginary part) PN sequences are the extended m-sequences
whose characteristic polynomials are p[(:z:) 1'15 + :1:13 +29 +28 42+ z 5 +1
and pg(z) =z'5 +2'% + z! 04 26 + 25 + o + 2% + 1, respectively. ® The
extension is made by inserting a 0 after 14 consecutive 0Os for the m-sequences
of period 215-1.

In the cdma2000 1x configuration, the channelized and summed chip signals
ofrate 1.2288Mcps ofthe I- and Q- phases are regarded as the real and imaginary
parts of a complex signal. The complex chip signal is scrambled by the complex
scrambling sequence that is constructed by a user-specific long code of period
242.1 (specified by the assigned mask) and a cell-specific complex PN sequence
of period 2'% through the HPSK construction method (refer to Section 7.4 of
Chapter 5). Note that the two independent input sequences needed for the
HPSK construction are respectively prepared by multiplying the long code and
the delayed long code (by 1 chip) to the I-phase and the Q-phase PN sequences.

The use of complex PN sequence contributes to randomizing the multiple access interference regardless of
the relative carrier phases among multiple users [7, 106].
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Figure 7.6.  Long code generator for spreading rate-3 [127].

The real and imaginary parts of the scrambled complex signal are fed to the
baseband filters for chip pulse shaping.

The scrambling method of the cdma2000 3x configuration is exactly the
same as that of the Ix configuration. However, the chip rate of the scrambling
sequence as well as the OVSF sequences is three times faster than that of the 1x
configuration (i.e., 3.6864Mcps). As the current state vector of the long code
generator has a one-to-one correspondence with the current GPS time, the long
code for the 3x configuration is generated by multiplexing three delayed versions
of the original long code operating at 1.2288Mcps. The specific generation
method of the long code for the 3x configuration is depicted in Fig. 7.6. The
resulting period of the code becomes 3 x (242 — 1). Furthermore, in order
to maintain the frame timing relations of the various channels with the even
second time mark at the chip rate of 3.6864Mcps, the I-phase and the Q-phase
PN sequences of period 3 x 2! for the 3x configuration are formed from a new
m-sequence of period 220-1 using different starting positions and truncating the
sequences after 3 x 219 chips. The starting state of the I-phase PN sequence is
the state at which the output ofthe corresponding sequence generator is the first
1 following 19 consecutive 0s. The starting state of the Q-phase PN sequence
is that of the I-phase PN sequence delayed by 2'° chips in the untruncated
m-sequence. The characteristic polynomial of the untruncated m-sequence is
p(z) =220 + 2% + 25 + 25 +1.

3. DOWNLINK SPREADING AND SCRAMBLING

The cdma2000 downlink spreading and scrambling process takes two differ-
ent forms depending on the number of carriers that are simultaneously
transmitted - - the Ix single-carrier configuration and the 3x multi-carrier con-
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figuration. * Typical spreading/scrambling schemes for the two configurations
are respectively depicted in Fig. 7.7 and Fig. 7.8.

As is shown in the figures, the QPSK data stream is regarded as the basic
input data format to the spreading/scrambling circuit. However, the BPSK data
stream for the pilot channel, the sync-channel, and the paging/traffic channels
of the original IS-95 based radio configurations is also supported by inputting
zero values to the Q-phase branches. On the other hand, in the case of 1x
single-carrier configuration, orthogonal transmit diversity (OTD) or space time
spreading (STS, or STTD) may be applied to obtain diversity gain. Here, dual
downlink antennas transmit the properly repeated copies of the data symbols in
parallel after applying to each copy the same spreading and scrambling opera-
tion shown in Fig. 7.7.

3.1 CHIP MODULATION

In the downlink, the chip rate is 1.2288Mcps for both 1x and 3x config-
urations and the complex-valued chip signal generated by the spreading and
scrambling process is QPSK modulated. The I-phase and Q-phase chip sig-
nals are independently pulse-shaped, up-converted by the cosine and the sine

"In fact, the cdma2000 specification defines nine different downlink radio configurations (127]. However,
the difference is small as far as the spreading and scrambling process is concerned.
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carriers, and then combined and amplified by the power amplifier for trans-
mission. The employed baseband filter is a 48-tap symmetric lowpass filter
whose roll-off factor @ is about 0.11, and the oversampling ratio is 4. In the
3x configuration, a three times higher rate data stream is first demultiplexed to
three low rate parallel streams, each of which is spread and scrambled by the
same channelization code and the cell-specific complex PN sequence of length
213, and then independently pulse-shaped and up-converted onto three different
carrier frequency bands for transmission.

3.2 CHANNELIZATION CODES

The basic channelization code is the OVSFcode composed of variable length
Walsh functions. The minimum Walsh length is 4 and the maximum Walsh
length is 128 forthe 1 x configuration, 256 for the 3x configuration, and 512 when
the auxiliary pilot channels are employed. Among the nth Walsh functions
of length N, WN, W is used for the downlink pilot channel, W$§ for the
sync-channel, and W to W#* for the paging channels if they exist. If the
transmit diversity pilot channel is present, W28 is assigned to it. If quick
paging channels are present for the 1x configuration, W28, W}28, and W2
are assigned to them. The function W¢28is not used in the 1 x configuration, and
thefunctions W¢i®, WS, Wig, and W9 are not used in the 3x configuration.
Other Walsh functions are usable for other channels provided that they are

chosen to be orthogonal or quasi-orthogonal to all other code channels in use.

The quasi-orthogonal functions (QOF) have been introduced to cope with
the case when the available OVSF codewords are exhausted. For the creation
of a QOF, the repeated sequence of an appropriate Walsh function is first mul-
tiplied by the repeated sequence with symbol +1 or -1 which correspond to the
sign multiplier QOF mask (QOFgjgn) values of 0 or 1. Then the sequence is
multiplied by the repeated sequence with symbols 1 (or, 0 rotation) or j (or,
m/2 rotation) which correspond to the rotate enable Walshfunction (Walshyet)
values of 0 or 1. The resulting quasi-orthogonal functions are not orthogo-
nal to the Walsh functions, but careful choices of the QOFgign and Walsh,gy
sequences can make the QOFs nearly orthogonal to the Walsh functions (and
among themselves). The QOFsig, and Walshye sequences that are available
for the cdma2000 downlink are as listed in Table 7.1. The corresponding chan-
nelization process with QOF is illustrated in Figs. 7.7 and 7.8. If the QOF is
not employed, QOFgig, and Walsh,q always take bit 0.

3.3 SCRAMBLING CODES

The long code generator and the I-phase and Q-phase PN sequence gener-
ators that are employed in the uplink are also employed in the downlink. A
difference is that the long code is not used for chip scrambling in the downlink
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Table 7.1. Masking function for quas-orthogonal functions with length 256 [127].

Function Masking function

Hexadecimal representation of QOE;,, Walsh, |

0 00000000000000000000000000000000 W26
00000000000000000000000000000000 0

1 7228d7724eebebblebdeblebd78d8d28 W, 256
278282d81b41be1b411b1bbe7dd8277d 130

2 114bled4444e14beceedbelddbbelbdee W, 256
dd872d77882d78dd2287d277772d87dd 73

3 1724bd71H28118d48ebddb172b187eb2 W25
¢7d4b27ebd8ee82481b22be7dbe871bd i

but for data scrambling and randomization of power control bit positions after
being decimated to a lower rate sequence. Thus the long code operation is not
shown in the chip spreading/scrambling blocks of Figs. 7.7 and 7.8. The MS
receiver employs the same decimated long code to descramble the data symbols
and extract the power control bits. The channelized complex chip signal of rate

1.2288Mcps is scrambled by the cell-specific complex PN sequence of length

218 at the same rate. In the case of multi-carrier transmission (or, 3x configu-
ration) or transmit diversity, the same copies of the cell-specific complex PN

sequence are used for scrambling of all parallel carriers.
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Chapter 8

DISTRIBUTED SAMPLE ACQUISITION (DSA)
TECHNIQUES

Among the various rapid acquisition schemes introduced in the previous
chapter, the distributed sample acquisition (DSA) distinguishes itself from oth-
ers by conveying the state information of the transmitter SRG to the receiver
reliably and noncoherently. In support of this, the DSA employs the novel
concept of igniter sequence and applies the state synchronization method of the
distributed sample scrambling (DSS) techniques [69, 70, 77, 78, 128], thereby
achieving the code acquisition in very short time even in the DS/CDMA en-
vironment with a long-period PN code (or m-sequence). This new approach
resolves the coherent acquisition problem which used to be unavoidable in the
conventional sequential estimation trials.

In this chapter, we describe the DSA scheme in detail, introducing other
members of the DSA family as well, namely, parallel DSA (PDSA), batch DSA
(BDSA), and differential DSA (D?SA). As the DSA technique is relatively
new and not yet widely referenced, we provide a thorough description on its
theoretical background and performance analyses.

1. PRINCIPLES OF THE DSA

A pair of SRGs of identical structure, in principle, can be synchronized by
loading the same state values (i.e., the L values stored in the SRG of length L)
to each SRG at the same time, This implies that, if some conveyance means
are available it is much faster to acquire synchronization of the receiver SRG
by conveying the transmitter SRG state values to the receiver SRG than by
searching for the phase of peak correlation value. In order to achieve such SRG
state based synchronization in the CDMA environment, however, it is critical to
resolve the following two problems: How to convey the state samples reliably

189
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in practical low-SNR CDMA channels, and how to manipulate the conveyed
state samples to acquire synchronization.

The DSA technique is designed to resolve those above two problems by
employing the igniter sequence concept and the DSS technique respectively to
handle the sample conveyance problem and the SRG synchronization problem.
The igniter sequence refers to an auxiliary sequence which is newly introduced
in the DSA scheme to aid the synchronization of the main sequence. Its major
function is to reliably convey the state values of the main SRG, but it also pro-
vides a timing reference for sampling the SRG state values and correcting the
receiver SRG state. On the other hand, the DSS is a scrambling technique which
was recently introduced for use in the asynchronous transfer mode (ATM) trans-
mission of digital signals [69]. It has the distinctive feature that the transmitter
main SRG state samples are conveyed to the receiver SRG in a distributed form,
based on which the synchronization can be done in a progressive manner. This
technique is conceptually similar to the sequential estimation techniques dis-
cussed in the previous chapter in that it acquires synchronization by directly
controlling the receiver SRG using the conveyed state information, but is dif-
ferent in that it works on distributed state samples, not consecutive samples
(chip values). Each distributed state sample contributes to the synchronization
by triggering a correction process that corrects the receiver SRG state. !

1.1 DSA SYSTEM ORGANIZATION AND OPERATION

Fig. 8.1 depicts the functional block diagram of the acquisition-related part
of the DS/CDMA system that employs the DSA scheme. The transmitter part
consists of a DS A-spreader and a sample-spreader, and the receiver part contains
their despreading counterparts, that is, DSA-despreader and sample-despreader.
The DSA-spreader/despreader pair take the synchronization function while the
sample-spreader/despreader pair take the sample conveyance function. Those
two functions are supported by two different SRGs - - the main SRG residing
in the DSA-spreader and the igniter SRG residing in the sample-spreader.

The main SRG generates the main sequence, that is, the long-period PN
sequence employed for the data spreading, whose fast synchronization is our
ultimate goal. Each user data is separated by the channelization sequence (i.e.,
one of the orthogonal Walsh sequences) and then spread by the common main
sequence. Note that once the main sequence is acquired the channelization
sequence boundary (i.e., the data symbol boundary) can be determined imme-
diately [10].

1For the details of the DSS technique, refer to [69, 70, 77, 78, 128). Reference [69] provides the most
comprehensive description of the DSS.
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Figure 8.1. Functional block diagram of the acquisition-related part of the DS/ CDMA system
employing the DSA scheme: (a) Base-station (transmitter), (b) mobile-station (receiver).

The igniter SRG generates the igniter sequence which conveys the state
samples of the main SRG for acquisition of the main sequence. The period of
the igniter sequence, N, is designed to be much shorter than the main sequence
period, Nas(=2F —1). The time-advanced sampling block takes the state sample
z; of the main SRG in advance : More specifically, it takes the sample z; at time
(r+17—1)N7 which is yet to be generated at time (r+¢)N, for areference value
r. Then the symbol generation block maps the sample 2; to the corresponding
binary orthogonal symbol and spreads it using the igniter SRG.

In the receiver, the sample-despreader despreads the received state signal and
matches it with each binary orthogonal symbol to detect the conveyed sample
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Zi, passing it to the DSA-despreader. The DSA-despreader generates its own
SRG state sample 2; and compares it with the conveyed sample z;and initiates
a correction process as a normal DSS descrambler does. The state sampling
and correction processes are triggered by the sampling and correction pulses
issued by the igniter SRG.

1.1.1  DSA-BASED ACQUISITION PROCEDURE

Now we consider the DSA-based acquisition procedure in the broadcasting
DS/CDMA communication system like the cellular system employing the pilot
channel for synchronization and channel estimation [10], Differently from
the conventional serial-search acquisition scheme employing the unmodulated
long-peiod main sequence as the pilot channel sequence, the DSA base station
transmits the modulated igniter sequence instead of the main sequence itself,
while the traffic channel data are still spread by the channelizing orthogonal
sequence and the main sequence. So, in the receiver, or a mobile station (MS),
the acquisition is done in two stages - - the igniter sequence acquisition stage
and the main sequence acquisition stage.

In the first stage, the MS acquires the igniter sequence through serial search,
* which is composed of igniter sequence acquisition and verification process. It

The serial search scheme employed for the igniter sequence acquisition is a modified version of the con-
ventional one in that it utilizes two sufficient statistics. Refer to the next subsection of this section for more
details.
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can be done very fast because the period of the igniter sequence is made much
shorter than that of the main sequence. Once the igniter sequence acquisition is
completed, the second stage begins: The sample-despreader restores the con-
veyed state symbols by despreading the state signal for each igniter sequence
period N, and detects the conveyed state sample z; by applying aconventional
noncoherent detection method. Then the DSA-despreader compares the con-
veyed state sample z;, which is determined at the end of each igniter-sequence
period Ny, with the receiver-generated state sample Z;, which is generated by
the receiver SRG at the beginning of the next igniter sequence period. Since the
DS A-spreader is designed to take the state sample z; ofthe transmitter SRG one
igniter-sequence period earlier, whereas it takes one igniter-sequence period to
detect the conveyed state sample, the sampling time of 2;coincides with that
of z;. Ifthe two state samples differ, a correction process is triggered to correct
the main SRG state at a certain time within one igniter-sequence period, while
no action is taken if they coincide. The principles how and when to correct
the SRG state will be detailed in the following sections. The sampling and
correction timing pulses are provided by the igniter SRG. The related timing
diagrams is shown in Fig. 8.2.

Once L comparison-correction operations are made, the main SRG of length
L is supposed to reach the synchronization state. * In case any of those L con-
veyed samples are corrupted by error during transmission, however, it leads to
false-synchronization. Therefore, we need to carry out a verification process af-
ter the synchronization process to check ifthe synchronization is correctly done.
While there could be various sophisticated ways to verify the synchronization,
we take a simple verification process in this chapter that checks whether or not
the conveyed and receiver-generated samples coincide » more times after the
L comparison-correction operations. Ifall the V" sample-sets coincide, then the
mobile station declares completion of synchronization of the main sequence,
beginning to track and estimate the channel characteristic and carrier phase.’
Note that once the main sequence as well as the igniter sequence is acquired,
the modulated igniter sequence can be independently generated in the MS. This
implies that once the synchronization process is completed the incoming modu-
lated igniter sequence is eligible for the estimation of the channel characteristic

*In fact, the receiver SRG state should be synchronized to the delayed version of the transmitter SRG state
for the propagation delay between the two systems, but, since the receiver SRG synchronization is done
based only on the waveform arriving at the front end of the receiver, the propagation delay does not affect
the synchronization process. So we do not set forth the propagation delay factor explicitly in the figure.
4The comparison-correction operations may be completed in less than L state symbol transmissions by
conveying several state samples per symbol and applying the BDSA or the PDSA technique to be introduced
in Sections 3 and 4.

*Once the igniter sequence is acquired the chip-timing alignment and clock frequency tracking can be done
even before the main sequence acquisition, thus providing more reliable state symbol stream for the state
sample detection block.
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and carrier phase. After the synchronization process, the main data is decoded
by multiplying the main sequence and the channelizing orthogonal sequence to
the incoming data signal. If there happens any discrepancy in ¥ sample-sets,
the MS repeats the sample detection and main SRG correction procedure. (Op-
tionally, the MS can be made to resume the initial igniter sequence search mode
and repeats the acquisition procedure.) Fig. 8.3 depicts the overall acquisition
process (the solid line part).

Despite the above verification process, there still exists room for false syn-
chronization (or false alarm), that is, it is still probable, no matter how small
the probability may be, that the ¥ sample sets coincide without having true
SRG synchronization. So we need to confirm, while decoding the main data
signal, whether the acquired synchronization state is true or false. Noting that
the data decoding performance such as the BER performance drops below the
desired level in the case of false synchronization, we monitor the data decoding
performance for certain period of time, for example, about K times (K >> 1)
the searching stage dwell time 7p. In case the acquisition is determined to be
true we continue decoding the main data without interruption, but, otherwise,
we recall the completion declaration and resume the initial igniter sequence
searching stage at the cost of false alarm penalty time of Ktp.The dotted part
of Fig. 8.3 depicts this synch-confirmation process.

1.1.2  IGNITER SEQUENCE ACQUISITION AND STATE SAMPLE
DETECTION

Now we detail the operation of the sample-despreader which performs two
different processes - - igniter sequence acquisition and state sample detection
- - to supply reliable state samples to the DSA-despreader. In support of this
discussion we redraw the sample-despreader in Fig. 8.1 (b) in the form of Fig. 8.4
(a), focusing on the physical layer operations. The received state signal r(f) is
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Figure 8.4. Detailed operational structure of the sample despreader: (a) Operational structure;
(b) decision logic in the igniter sequence acquisition mode; (c) decision logic in the sample
detection mode.

first down-converted by the in-phase and quadrature carriers generated in the
receiver, and the resulting in-phase and quadrature components are multiplied
by the local igniter sequence (i.e., ¢;(f)) and matched to each orthogonal symbol
(i.c., s0(t), s1(t)). The matched outputs (i.e., Yo, Yo 6, Y1, ¥1,6) are then
squared, summed, and square-rooted to generate the matched-signal energy
(i.e., Yo, Y1), which are used for deciding the igniter sequence and the conveyed
state sample. In the igniter sequence acquisition mode, the phase of each
modulated igniter sequence (i.e., mg(t), my(t)) advances serially by chip unit
until the igniter sequence in-phase state is acquired. Once the igniter sequence
acquisition is declared, the sample-despreader shifts to the sample detection
mode.

The decision logics for the final process in the DSA sample despreading are
as given in Fig. 84 (b) and (c), respectively for igniter sequence acquisition
and the sample detection. In igniter sequence acquisition, the matched-signal
energies Yy and Y; are both small if the phase of the local sequence does not
coincide with that of the incoming sequence, while one of them becomes large
if the phase coincides. So we arrange the decision logic such that it declares
acquisition state (Hy) if the larger of ¥pand Y1 exceeds a properly set threshold
(Ro), and declares out-of-phase state (Hy) otherwise. In sample detection, we
arrange the decision logic such that it declares detection of symbol s if Yo
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is larger than Y7, and symbol s; otherwise. Note that we need two sufficient
statistics Yp and Y] even in the igniter sequence acquisition mode as the igniter
sequence is modulated by one of the two orthogonal symbols. This contrasts
to the conventional serial search scheme in which only one sufficient statistic
(Yo) suffices because the pilot sequence is unmodulated. The resulting false
alarm probability per cell of this modified (i.e., two-branched) serial search
acquisition scheme could be somewhat higher than that of the conventional
serial search scheme for a given threshold, as the “in-phase" could be falsely
declared even in the “out-of-phase" state if either of the two statistics happens
to exceed the threshold due to the channel noise.

1.2 DSA SYNCHRONIZATION PARAMETER DESIGN

Now that the sample spreader/despreader pair, both supported by the ig-
niter sequence, provides a reliable means for sample conveyance, we concen-
trate on the synchronization problem of the main SRGs residing in the DSA
spreader/despreader pair. For this purpose, we reorganize Fig. 8.1 into the sim-
plified form in Fig. 8.5 (a) and (b), in which the sample spreader/despreader
pair are put together in a sample conveyance block. This dotted block has the
overall processing delay of Ny, while, in contrast, the time-advanced sampling
block has the same amount of negative delay. Therefore if we combine those
two blocks we obtain a pure sampling block which has the effect of sampling
z; at the virtual sampling time (r + 4)Ny. Fig. 85 (a) depicts the resulting
equivalent block diagram of the DSA spreader, and Fig. 8.5 (b) remains to be
its counterpart despreader.

For the Ith user despreader symbol stream { b,(:) + 8k + 8 }in the DSA
despreader to be identical to the original symbol stream { b,(:) },the despreader
main sequence { 3 } should be identical to the spreader main sequence {
sk } at all time, and this becomes possible only when the despreader SRG is
synchronized to the spreader SRG. In order to achieve this synchronization, we
compare the sample z;, which is taken out of the main SRG sequence { sx }
at the virtual sampling time (r + )Ny, with the sample Z; taken out of { & }
at the same sampling time, and reflect their discrepancy to correcting the state
of the despreader SRG. This synchronization mechanism is known as the DSS
synchronization technique, and according to the DSS theories fully developed
in [69], a sum of L comparison-correction processes are required to synchronize
an SRG of length L.

In the following, we will investigate when to sample, how to do time-
advanced sampling, and how to correct the SRG state, based on a rigorous
mathematical modeling of the DSA spreader/despreader pair.
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Figure 8.5. DSA spreader and despreader : (a) Spreader, (b) despreader.

1.3 MATHEMATICAL MODELING FOR DSA
SYNCHRONIZATION

Let di, and dy denote the state vectors of the spreader and despreader SRGs
at time k, respectively, and let T denote the state transition matrix that relates
two successive vectors such that®

dk+1 = T'dk, (8.1&)
diyr = T-dg. (8.1b)

In addition, let h denote the generating vector that generates the sequence value
sy, (or §x) out of the state vector dy, (or dg) through the relation

sy = ht.dy, (8.2a)

5The relation a;,“ =T &k holds for the despreader SRG when the correction process is not applied.
With the correction applied, this relation changes to the form in Eq.(8.5).
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Figure 8.6.  Sampling and correction timing diagram for DSA.

8 = ht.dy, (8.2b)

and let cg denote the correction vector that corrects the old state vector doa to
a new state vector dyeq through the relation

dnew = datd + (2 + %i)cy. (8.3)

According to the discussions in the previous section, samples z;and 2;,¢=0,
1, .-+, L — 1, are both taken at the same sampling time (r + ) Ny, respectively
from the (virtual) spreader in Fig. 8.5 (a) and the despreader in Fig. 8.5 (b), and
the related correction is made, as necessary, at the correction time (r+i) Ny +D,
fora delay D, in 0 < D, < Ny. 7 Fig. 8.6 depicts this timing relationship. So,
the samples z; and Z; are related to the state vectors by the relations

zi = Spyn, = h'-deting, (8.4a)
5 = §(r+i)N1 = ht. d(r+i)N11 i=0,1,---,L—-1, (8.4b)

and the state vectors at the correction time takes the expressions
diryiyn,+0. = T dryi)Ny +De-15 (8.52)
dr4i)Ny+D, = T - diryiywy 4D ~1 + (2i + i), (8.5b)

i=0,1,---,L— L.

Now, noting that the spreader and despreader SRGs get synchronized if the
state vectors dg and dj become identical, we define the state distance vector

"The reference time rN, denotes the time when the igniter sequence acquisition is completed and the sample
detection is initiated.
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dr to be the L-vector representing the difference of them, that is,
O =di + &k 8.6)

If we combine Eq.(8.1), Eq.(8.4) and Eq.(8.5) at the correction time and insert
the result to Eq.(8.6), then we can easily get the recursive relation

(TP + ¢y - ht) - 4w,
5 _ i =0,
(r+)NitDe = 3 (TN 4 eg-ht- TN =Pe) . 5 ii 1y 1 Des
i=1,2,-+,L-1.

®.7

By applying this relation repeatedly for L times of corrections, we obtain
the finally corrected state distance vector

Sr+L-1)N,+D. = A - drny (8.8)
forthe L x L correction matrix
A= (TNI +cp- ht . TNI—DC)L—l . (TDC +cp- ht) (8.9)

In order to achieve the synchronization by L corrections, it is necessary to
make the final state distance vector &,z 1)n,+ D, @ zero vector regardless of
the initial state distance vector d,n,,which can be done only by making the cor-
rection matrix A a zero matrix. Therefore, for a given DSA spreader/despreader
pair whose constituent SRGs are structured by T and h," the synchronization
problem turns to a problem of determining appropriate values of Ny, D, and
cp that make the correction matrix null.

14  SAMPLING AND CORRECTION CONDITIONS

For an SRG of length L structured by the state transition matrix T and the
generating vector h, we define the discrimination matrix Ay to be the L x L
matrix

AT,h = [h (TNl)t -h (T2N1)t .h.-. (T(L—I)NJ )t . h]t, (8.10)

where N7 denotes the sampling interval °. Then we can determine N7 based
on the following theorem.

¥The structure of an SRG is determined by the state transition matrix T, and the sampling structure of an
SRG is determined by the generating vector h. Therefore the overall SRG structure is fully determined by
T and h, and hence we use the wording “an SRG structured by T and h".

Note that this sampling interval corresponds to the igniter sequence period.
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THEOREM 8.1 (SAMPLING TIME CONDITION) For a nonsingular state
transition matrix T, the correction matrix A in Eq.(8.9) can be zero only ifthe
igniter sequence period Nyis chosen such that the the discrimination matrix
Ay in Eq.(8.10) becomes nonsingular.

Proof: We prove that if Ny is chosen such that Ag , in Eq. (8.10) becomes
singular, the correction matrix Acannot be zero. To prove this by contradiction,
we suppose A becomes zero for some choice of Dsand ¢g,and choose a nonzero
vector & such that Ay, - 6 = 0. Then by Eq.(8.10) we have ht- TV . § =0

fori = 0,1,---,L — 1. Applying this relation repeatedly to A - é for the
correction matrix A1n Eq.(8.9), we obtain the equality A- § = TE-UYNi+De  §
or, equivalently, § = T-(L=UNi=Dc . A . § This _implies that 4 = 0 since A is
a zero matrix, which contradicts the assumption 4 # 0. u

This theorem provides a necessary condition on choosing Nynecessitated to
make the despreader SRG synchronizable to the spreader SRG. According to
the theorem, the period of the igniter sequence should be chosen such that the
relevant discrimination matrix becomes nonsingular.

Once the period of the igniter sequence is chosen such that the discrimina-
tion matrix is nonsingular, we can determine the correction delay Dcand the
correction vector cg as follows :

THEOREM 8.2 (CORRECTION TIME AND VECTOR CONDITION) For a
non-singular state transition matrix T, let the sampling interval Ny be chosen
such that the discrimination matrix Ay, in Eq.(8.10) is nonsingular. Then,
the correction matrix A in Eq.(8.9) becomes zero ifand only ifthe correction
vector €g takes, for an arbitrary correction delay D¢ in 0 < D, < Nj, the
expression

= TE-VN+De L AZL Lep 8.11)

where the L-vectore;, i =0,1,++-, L—1, denotes the ith standard basis vector
whose ith element is 1 and the others are 0.

Proof: To begin with, we expand the equation A - A.}’lh =1 for A
in Eq.(8.10), to get the relations

ht . TV AZY =eli=0,1,--,L— 1 (8.12)

We first prove the “if part of the theorem. Since T is nonsingular, we can
rewrite Eq.(8.9) as A= AE-TPe=Nr for A, = TN 4¢¢-ht- TV~ D¢, Dyeto

"1n this section we use indices Othrough I, — 1, instead of 1 through L, to indicate the entry positions in
L-vectors or L x L matrices.
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Eq.(8.11), this A. can be rewritten as A, = T(L-1)Nr+De -Apy - Ag- Ay
T-(=DNi=De for Ap = App- TN - Ay +ep_y-ht- TEN ALY If the
relations in Eq.(8.12) are applied to this, it reduces to A, =[0ep €; - -- ef_2]
, which is a nilpotent matrix of nilpotency L. Therefore, AL =0and AL =0,
and hence A = 0.

For the proof of the “only if" part, we evaluate A - A,}}h - er,_1 byapplying
Eq.(8.9) and Eq.(8.12) repeatedly. Then, we finally obtain the relation A -
A.}’lh -er_; = TE-DNI+De A?I?’Ih -er_i +¢y. Therefore, if A =0, then cq
= T(E—1)Nr+Dc . A’I‘,lh -er_1. [ ]

Note that the theorem does not impose any restrictions on the choice of cor-
rection time, which implies that the correction time may be arbitrarily chosen.

The above two theorems enable to formulate the following corollary :

COROLLARY 8.1 For an m-sequence(PRBS) of period 2% — 1, {5y}, generated
by the spreader SRG having the transition matrix T and the generating vector
h, ifwe take an arbitrary sequence whose period, Ny, is relatively prime to
the period ofthe m-sequence as the igniter sequence, then we can synchronize
the despreader SRG using the DSA scheme equipped with the single correction
vector ¢y in Eq.(8.11).

Proof: Let {tx} be an igniter sequence of period Nt and let Ny berelatively
primeto 2F —1. Then the sequence generated by sampling the given m-sequence
{sk} at each start of the igniter sequence period is an Ny-decimated sequence
of the original m-sequence, and thus becomes an m-sequence of period 2% — 1
(refer to Theorems 7.2 and 7.29 in [69]). If we denote this new sequence by
{31}, then {8y} has the transition matrix T=T™’ and the generating vector h.

Suppose that App is singular. Then, there exists a lowest degree non-
constant polynomial ¥ 1, () whose degree is lower than L, and h'. \Il.i,’h('i‘)
=0. Since {8} is a binary m-sequence of period 2& — 1, the characteristic
polynomial ofthe L x L matrix T, C4(x), is a primitive polynomial of degree L
over GF(2) [4, 69]. Dividing C;(z) by \Il.i.,h(:z:), we get the relation Ci () =
g () Q(z)+ R(z), where the degree of R(x) is lower than that of ¥ ,,(2).
Inserting =T, then multiplying h? to the left of each sides of the relation, and
finally applying the relation CT(T) 0, we obtain ht - R(T) = 0. Then, since
the degree of R(x) is lower than that of ¥ y,(z), R{z}should be zero by the
definition of W (), s0 ¥y, (z) divides Cz(z). But it is a contradiction
because no non-constant polynomial whose degree is lower than L can divide
a primitive polynomial of degree L. This proves that A is nonsingular.

Therefore, by Theorem 8.1, the despreader SRG is synchronizable for the
igniter sequence {tx} of period Ny, and, by Theorem 8.2, the synchronization
can be done using the single correction vector ¢g specified in Eq.(8.11). ®
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According to the corollary, we may use any of the extended m-sequences as
the igniter sequence, since the period of each extended m-sequence is relatively
prime to those of the m-sequences. The resulting DSA despreader has simple
circuitry as the single correction vector ¢g can work on it.

We finally consider how to realize the time-advanced sampling, which can be
done by employing a new sampling vector as specified in the following theorem:

THEOREM 8.3 (TIME-ADVANCED SAMPLING VECTOR) Let (r+%)Nr be
the sampling time when a sample 2; is takenfrom an SRG structured by the state
transition matrix T and the generating vectorh. Then, the sample z;is identical
to the sample taken at time (r + i — 1)Ny using the sampling vector

vo = (TV) . h. (8.13)

Proof: By Eq.(8.1) and Eq.(8.2), the sequence data generated at time
(r +4) Ny can be represented by 8(r14)n, = h*- TN . dg = ((TN7)¢-h)*-
T+H-DN . gy = ((TN)t - h)t < d(ryi—1)n;. This implies that s¢1i)n, =
v - diyi-nyn, for vo = (TN1)" . h, that is, if we take the sample at time
(r + i — 1)Ny using the sampling vector (T¥7)? - h, then the sampled data is
identical to the sequence data generated at time (r + ) Ny. u

Based on the theories and corollary we have discussed so far, we can design
the DSA synchronization parameters in the following procedure: Given an SRG
structured by the state transition matrix T and the generating vector h, we first
take the igniter sequence period Ny to be an integer relatively prime to the
period 2L — 1 of the main SRG sequence. Then, we take an arbitrary value of
correction delay Dewithin 0 < D, € Ny, 1! Finally, we take the correction
vector ¢g and the time-advanced sampling vector vy as specified in Eq.(8.11)
and Eq.(8.13), respectively.

Exavpie 8.1 We assume that the main SRG sequence is an m-sequence whose
characteristic polynomial is ¥(z)=z'3+z!3+z%+x® +27+25+1, with the tran-
sition matrix T and the sequence generating vector h of the main SRG given

by
T

Il

0 Iisx14
1 t

[100000000000000]t. (8.14b)

], t=[{00001011100010], (8.14a)

i

' While any arbitrary value may be chosen for D, it is desirable to take D=1 as it enables us to employ
the same timing pulse for the sampling and correction process, and enables to achieve the fastest possible
synchronization. The correction employing the correction delay De=11is called immediate correction (refer
to Chapter 12 of [69]).
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Figure 8.7. DSA spreader(a) and despreader(b) circuits designed in Example 8.1.

Note thatthe SRG length L is 15. We take the igniter sequence to be an extended
m-sequence of period 128(=27), whose start is marked up, for example, by the
symbol “1" in the 8-bit string “00000001". Then the sampling interval Nr
becomes 128 and the sampling matrix A, g in Eq.(8.10) becomes nonsingular.
We take the correction delay D, of 1 . Then, by Eq.(8.10), Eq.(8.11) and
Eq.(8.13), we get the following correction and time-advanced sampling vectors:

cp=[110111001111001]J, (8.15a)
=(101101110000010]% (8.15b)

Fig. 8.7 (a) and (b) depict the resulting DSA spreader and despreader circuits
that incorporate the designed sampling and correction functions. The two cir-
cuits exactly match with the DSA spreader and despreader blocks in Fig. 8.1
(a)and (b).

2.  PERFORMANCE ANALYSIS OF THE DSA

It is a complex and challenging work to analyzethe performance of the DSA
scheme rigorously. It is because the synchronization mechanism of the DSA
scheme is composed of several different types of processes - - namely, the igniter
sequence acquisition employing the serial search and the threshold detection,
the main SRG correction employing the orthogonal binary symbol detection,
the synch-verification employing the counter detection, and the resetting of the
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whole synchronization processes that can occasionally happen. Throughout
these series of processes there are involved numerous unexpected chances of
false synchronization and resettings thatinfluence the performance ofthe overall
system.

In this section, we carry out a rigorous performance analysis of the DSA
scheme in support of its operation introduced in the previous sections.

21  STATE TRANSITION DIAGRAMS FOR DSA
ACQUISITION

In support ofa complete analysis ofthe DSA performances, we employ state
transition diagrams and take the transform domain approach (or, the moment
generating function approach) [14].

211 ACQUISITION RELATED PARAMETERS

We define by acquisition time the total time spent in the synchronization
process, from the instant when the igniter sequence conveying the main SRG
state symbol begins to the instant when the transmission of the true synchro-
nization is confirmed. It includes the time for igniter sequence acquisition,
main SRG correction, and synch-verification, additionally including the false
alarm penalty time in the case of false acquisition (see Fig. 8.3).

If we denote by p(n) the probability to reach the main sequence acquisition
state in n time units (i.e., n X Tp), its moment generating function Pacq(z)
is givenby Pacq(2) = Xonlop(n)2™.Once P4cq(2)is given, the mean the
acquisitiontime, Tyeq, 18 determined by therelation E{Tgeq} = ng_dc_zq_gﬂl 2=1%
TD.

For the performance analysis, we assume that it takes the same fixed time
Tp for each of the following processes: One phase comparison in the igniter
sequence searching stage, one state sample detection in the main SRG correction
stage, and one verification in the main sequence synch-verification stage.

Concerning the igniter sequence synchronization, we define by detection
probability per run, Pyy, the probability that the detector declares a true “in-
phase" state per run (i.e., one round of shift of the igniter sequence), and by

false acquisition probability per cell, Pgq ., the probability that the detector
declares a false “in-phase" state per phase (or “cell"). After the igniter sequence
acquisition, the conveyed state sample is detected out of the acquired igniter
sequence regardless of the truencss of the acquisition. Noting that the detected
state samples may be probably corrupted by channel noise, we define in-phase

1We assume that the local phase advances by the step size of 1-chip. Under this assumption, in fact, there
exist two states in the in-phase region, which can be approximated by the single in-phase state model with
properly modified probability parameters. Refer to [15].
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Figure 8.8.  Flowgraph for the verification process in Fig. 8.3.

coincidence probability, Py, and out-of-phase coincidence probability, P,
such that the former refers to the probability that the SRG sample detected
in the state sample detector coincides with the transmitted main SRG sample
when the igniter sequence is truly acquired, while the latter refers to the same
probability when the igniter sequence is falsely acquired. As to the synch-
verification process that follows the L comparison-correction steps, we define
in-phase false verification probability, Piy, and out-of-phase false verification
probability, Py, such that the former refers to the probability that the SRG
sample determined in the detector coincides with the receiver main SRG sample
when the receiver main SRG is not synchronized to the transmitter main SRG
and the igniter sequence acquisition is #ruly acquired, while the latter refers
to the same probability except that the igniter sequence is falsely acquired. If
we denote by P, the average decision error probability caused by the channel
noise when the igniter sequence is synchronized, then the above probabilities
are interrelated by Py =1 — Pp = P and Pot = Py = P,y = 5 = Py,

Fig. 8.8 depicts the flow of the verification logic in the DSA system operation,
which indicates that the synch-verification becomes successful only when V
consecutive coincidence tests pass. If we denote by Py g(P, n) the probability
to reach the acquisition success state (i.e., the acquisition completion state) in
n steps, and by Py (P, n) the probability to reach the acquisition-failure state
in n steps, then the moment generating functions of Pys(P,n)and Py r(P,n)
respectively become Hyg(P,z) = PY2" and Hy (P, 2) = ulgl—%lk
where P denotes the one-step success probability (i.e., the probability that one
coincidence test passes).
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(a) (b) (c)

Figure 8.9. State transition diagrams for (a) state i=1, 2, - - -, N;-1 and (c) state 1=0 (true “in-
phase" state) in the DSA acquisition. The state diagram in (b) is a simplified version of that in
(a).

212 FORMULATION OF STATE TRANSITION DIAGRAMS

In order to analyze the acquisition process of the DSA scheme, we need to
determine the state transition diagram of the DSA-based acquisition process.
For this we define state j to be the state ofthe receiver-generated igniter sequence
whose phase advances the received igniter sequence byj mod Nr chips. Among
the Ny possible states, 0 through Ny-1, state 0 corresponds to the true “in-phase”
state. We define four more states FA;, ACQy, FA,,, and ACQ to indicate
the igniter sequence false alarm, igniter sequence acquisition, main sequence

false alarm, and main sequence acquisition states, respectively.

Fig. 89 depicts the state transitions among two adjacent states j and j+1
respectively for j=1, 2, - -+, Ny-1 (a and b) and for §=0 (c), which is the true
“in-phase" state. The weight for each transition in the diagram denotes the
transfer function of the particular transition, which is defined to be the moment-
generating function of the corresponding n-step state transition probability.

In Fig. 8.9 (a), which is for the case when the phase difference between the
local igniter sequence and the incoming sequence is jmod Nrchips, there are
two different possible transitions: One is the transition to state j+1,the next
igniter sequence phase comparison state (i.e., igniter sequence non-false alarm),
and the other is the transition to the state F A;, the igniter sequence acquisition
declaration state (i.e., igniter sequence false alarm). The transfer functions of
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the igniter sequence non-false alarm, Hyxrar(2), and of the igniter sequence
false alarm, HF4r(2), are respectively given by Hyrar(z) = (1 — Pac)z
and Hrar(2) = Ppo 2.

Once the state transition is made to state F'A;, the L comparison-correction
process follows and then the synch-verification process begins. If any of the
L detected state samples 1s different from the corresponding transmitter main
SRG sample, (Wthh is highly probable as the detected samples are yet not
reliable), the receiver main SRG will not get synchronized to the transmitter
one, so the transition is made to the false correction state FC. In contrast, ifall
the L detected samples “luckily”" coincide with the corresponding transmitter
main SRG samples, transition is made to the frue correction state TC.

In the FC state, state transition is made to state j+1ifthe verification process
fails (highly probable), and to state F A, otherwise. On the other hand, in the
TC state, state transition is made to state j+1 if the verification process fails
(highly probable), and to state ACQ, otherwise. Note that the probability
to reach the state ACQ is negligibly small, as it can happen only when two
successive unprobable events (that is, L correct comparison-corrections and V'
consecutive coincidence in the verification stage) occur.

In state FA,,,state transition is made to state j+1 after the recall process of
the synch-confirmation logic, which is modeled by the penalty time of K7p as
in[14].

Fig. 89 (b) is a simplified version of Fig. 89 (a), in which the intermedi-
ate states FC and TC are eliminated. The transfer functions defined on this
simplified state transition diagram can be easily determined to be * Hy (z) =
PotzL -Hyp(Pot,2)+ (1 - ) L -Hyp(Pyr,2), Hram(2) = (1 - Polz‘)zl’ .
Hys(Pors 2), Hpmi(2) = PLzk - Hys(Py,2), and Hol(z) = 2K

Now we consider Fig. 8.9 (c), which depicts the state transition tor the case
when the local igniter sequence is initially “in-phase" to the incoming igniter
sequence. It is a simplified diagram obtained through a simplification process
similar to that applied in obtaining Fig. 8.9 (b). Note that state F'A; in Fig. 8.9 (b)
is replaced with ACQ;, the true igniter sequence acquisition state. Differently
from the “out-of-phase" case, the transition to the ACQ); state in this case is
highly probable. The transfer functions from state 0 to state ACQ; (i.e., igniter
sequence detection) and to state 1 (i.e., igniter sequence miss) are respectively
givenby Hpr(z) = Pyrz and Hpyp(z) = (1 — Py,)2. In state ACQ;, there

BNote that, in this case, the corresponding transmitter main SRG sample indicates the transmitter main
sequence value which was generated j chip units earlier than the conveyed state sample.

"“In determining these transfer functions, the out-of-phase coincidence probability P‘Sf ) should be employed
for j=1,2, + -, Ny -1, which refers to the probability that the SRG sample detected in the state sample detector
coincides with the transmitter main SRG sample that was generated j chip units earlier than the conveyed
sample. In reality, however, J“"‘(J ) is the same for all J» so we drop off the superscript j, which yields the
common transfer functions for all N; — L states.
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are three possible transitions as for the “out-of-phase" case - - to state 1, to state
F Ay, and to state ACQ - -, which respectively result from verification failure,

false correction (FC) followed by verification success, and true correction
(TC) followed by verification success. Their relevant transfer functions are

Hyy(z) = Piz" - Hyrp(Pit, z) + (1 — P})2" - Hyp(Pir, 2), Hramu(z) =
(L = PLYzY - Hys(Py, 2), and Hpam(z) = P2l - Hys(Py, 2). The transfer
function from F Ay, to state 1 is given by H¢(2) as before.

If we construct the state transition diagram of the overall acquisition process
based on Fig. 8.9, we obtain the circular diagram shown in Fig. 8.10. The
prior probabilities are not exhibited in the figure, for which we will consider
the uniform distribution and the worst-case distribution as in [14]. Notice that
states ACQ); and F'A; are put twice for each segment to make the graph planar.

22  MEAN ACQUISITION TIME ANALYSIS

Now we carry out the performance analysis based on the state transition
diagrams established in the previous section. We focus on the mean acquisition
time in the performance analysis, briefly considering the implementation issue
in the next section.

22.1  ANALYSIS BASED ON STATE TRANSITION DIAGRAM

Referring to the state transition diagram in Fig. 8.10, we define four basic
transfer functions Hp(z), Hap(z), Ho(z), and Hpp(z) as follows:

Hp(z) = Hp(z)Hpum(2), (8.162)
Huy(2) = Hyp(2) + Hpr(2)(Hyy(2) + Hramu(2)He(2)), (8.16b)
Hy(z) = Hvrar(z) + Hrpar(z)(Hy (2) + Hram(2)He(2)), (8.16¢)
)=

Hpp(z) = Hra1(2)HpumL(2)- (8.16d)

Then, by applying the loop-reduction method, we can obtain the overall transfer
functions of the following forms

Hp(2)Hy"' "} (2)
1—HM(z)Ho”’ L2)
Hrp(2)(1 - Hy' ™' (2))
(1= Hy(2)Hy' ™ (2))(1 — Ho(2))’

Plio(z) =

(8.17a)

These relations are derived based on the assumption that the PN sequence is perfectly random, that is,
each sequence value is independent. In case V is larger than L, the latter V-L sequence values are uniquely
determined by the preceding L values, so the independence assumption may be violated. However, even in
this case, the corresponding complex transfer functions can be approximated by the same relations.
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Figure 8.10.  State transition diagram for the overall DSA acquisition process (reconfigured in
planar form).

pY (z):_l_ HD(z)(l—Hév'(z))
ACQY T N (1= Hu(2)HY ~(2))(1 = Ho(2))
+HFD(Z){ Nr—1
N] I—HQ(Z)
(Hu(z) = Ho(2))(1 = H)"™'(2)) }
(1— Hy(2)Hy" ™' (2))(1 ~ Ho(2))? |’

(8.17b)

where ‘W’ and ‘U’ denote the worst-case and uniform prior probability distri-
butions for the initial state.

While it is straightforward to evaluate the mean acquisition time using the
state transition diagram in Fig. 8.10, the resulting expressions are exceedingly
bulky. In order to generate meaningful practical expressions, therefore, we
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modlfy the moment generating functions by applymg the fact that L and V are
set, in practice, large enough to make Pf = 0. Then, from Eq.(8.16), we

p
obtain Hu(2) (1= Prac)a-+ Praczl(l = Pp) o st + Y17V K]

and Hrp(z) ~ 0. '® This modification then simplifies the expressions in
Eq.(8.17a) and Eq.(8.17b) as follows:

Hp(2)HY" " '(2)
1 - Hy(2)H)" '(2)’

1 Hp((U-H'()
Ni (1 - Hu(2)Hy' ™' (2))(1 — Ho(2))

Pitolz) = (8.18a)

Plog(2) (8.18b)

Since these simplified equations coincide with those in [14, Eq.(5) and (6)], we
can apply equations [14, Eq.(8) and (9)] in evaluating the mean acquisition time
of the DSA scheme. Consequently, putting Py = 1/2, we can get the following
mean acquisition times of the DSA scheme

F. - P

1
W,DSA L L
E{Tacq F;P—(:I""—V[1+Pd’r{L+3—PC ]_—P P
(K -2)(1-F)
S )
K -2
+(NI_1){1+Pfa,c(L+2+~2V_)} “TD, (8.19a)
B{TUPSA) = 1 L4+ P AL+3—PLyFe= PVPL
{ F,PW + Py AL+3-F; T—P,
(K -2)(1-PF)
AT
K — P pL+V
+(NI—1){1+Pfa,c(L+2+ oV )}(l_d,r—;_)]'TDa

(8.19b)

for the worst-case (W) and uniform (U) prior probability distributions, respec-
tively.

"This modification has the effect of interpreting the “lucky" main sequence acquisition which jumps into
the ACQ state from the igniter sequence false alarm state (i.e., state 1,2, - -, Ny-1) as the main sequence
false acquisition, even though it is a true acquisition. Since this modification ignores some of those true

acquisition paths really existent, the evaluated DSA acquisition time will become longer than the actual

one, but the probability of the “lucky" main sequence acquisition is small enough to make the difference

negligible.
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On the other hand, the mean acquisition time ofthe conventional serial search
acquisition 7 (SSA, in short) scheme employing the unmodulated main se-
quence itself as the pilot channel sequence can be easily determined by applying
[14, Eq.(8), (9), and Fig.3], and the results are

W,SS5A PIYT
E{Taa} }— ~V+1[1+Pdr

Pdr 1 - PdT
L 1-PL.
+(Np — D{L + Ppoe(——5 " + KPp )} - 7D, (8.20a)
1 - Pfa,c
1 , 1-BY
E{TUSSA} S [1 +Pd,r _&r
I A 1- Py,
214 AV +1
s 1—Pfa'1c HV
+(NM_1){1+Pfa,c(IT+KPfa,c)}(l— )]'TD,

fac
(8.20b)

where f’d, and Pfa,c respectively denotes the detection probability per run and
the false acquisition probability per cell when the unmodulated pilot sequence
is employed. This reduces to equation Eq.(8.20) in [14] when V'=0. Note that
the number of candidate cells in the searching mode, Nz, is 2% — 1 when the
SRG length is L.

222 DETERMINATION OF PROBABILITY PARAMETERS

In the following, we elaborate how to determine the acquisition-related
probability parameters. Let m;(t), j = 0,1, denote the normalized state sym-
bol 8; (t) spread by the igniter sequence c¢r(t), i.e., m;(t) = s;(t)es(t),

NiTe |my(t)12dt = 1. Then JgV'" mo(tymi(t)dt = 0, since the symbols
so(t) and s) (¢) are orthogonal, where T, denotes the chip interval. We assume,
without loss of generality, that the symbol 8 (i.e.,state sample “0") is transmit-
ted at time 0. Then the received signal takes the expression r(t) = v2Pm(t +
IT: + nT.) cos(wot + 8) + n(t), where m(t)= 132 o mjx)(t — ENIT.),
7(k) € {0,1}, 5(0) = 0, and P denotes the state signal power and n(t) the
white gaussian noise with the two-side spectral density No/2. '® In addition, /

""We assume for the serial search verification logic that, after declaring the “in-phase” state, the acquisition
completion is declared if V' consecutive threshold overtakings happen, and the search mode is resumed
otherwise. Also we assume, for simplicity, that the dwell time in the verification mode is the same as that in
the search mode, which is equal to the dwell time of the DSA, Tp(=N;Te).

"®This noise term n(z) includes both the channel noise and the multiple access interference (MAI). When
the long-period PN sequence is employed for the multiple access, the MAI may be approximated by the
white gaussian noise [7].
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and 5 respectively denote the integer and fractional part of the phase difference
between the incoming and receiver-generated sequences normalized by T, and
6 is an unknown carrier phase.

Referring to Fig. 8.4, we can represent each of matched components Yj ¢
and Y, (j=0,1) by ¥ = Xjcos8 + Nj. = X;cos0 + (X] cosf + Nj)
and Y, = X;sind + Nj, = X;sinf + (X7 sind + N;,), where X; =
\/FfoN’Tc m(t + 1T, + qT,)m;(t)dt, Njc = V2 ON’Tc n(t)m;(t) cos wotdt,
and Nj,s = v2 J3"'™ n(t)m;(t) sinwotdt, and.X; and X (j=0,1) respectively
represent the deterministic and random parts of the correlation value Xj. Since
X7, Nje, and Nj 4 are all random variables, we integrate these terms into two

composite noise terms Nj,. and Nj s, such that Nj, = X7 cosf + Njcand

Njs = X7sin@ + Nj,. Then, according to [15], we can approximate them
very closely to zero-mean independent gaussian random variables, getting the
deterministic parts

x VPN[T.(1 - |n|), if H,(in-phase),
0 0, if Hg(out-of-phase),

X 1 = 0,
and the sums of the composite noise variances

Var{No.} + Var{Nos}

= Var{Nl,c} + Va’f'{Nl,s}
_ { NoNIT 1 +'Yc|"7|2]) if H,(in-phasc),
NoNiT,[1 +7:(1 = 2|n| +2|n|?)], if He(out-of-phase),

where v, = PT,/Ny denotes the chip-SNR.

Now from the relation Y; = /Y2, + Y7, as well as the gaussian approx-
imation of the composite random variables, we can determine the probabil-
ities that Y; exceeds the given threshold Ro, Pjx = Pr{Y; > Ro|Hx} =
Jro Pv; 11, (5| Hy)dy;, 3,k = 0,1, getting the results

c

2[1 + (L — 2|n| + 2|n|?)]
C

A+ el = 2l F 2P

Pyo(lnl) = exp{- }h (8.21a)

Py(jnl) = exp{- (8.21b)

INMYA1 = |n|)2
Pa(nl) = Q(\/ {1(%'"";") "/1+;clnl"’ ), (82l¢)
Pu(n)) = exp{—m}, (8.21d)
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where ¢ and Q{e, B) respectively denote the normalized threshold and the Mar-
2
cum’s Q-function [23] defined by ¢ = -,\,f—ﬁfﬁ and Q(e,8) = [5° 2 exp{—4(z2+
a?)}y(az)dz for the Oth-order modified Bessel function Ig(z).
Since the igniter sequence false acquisition happens when either Ygor Y;

exceeds 2 under Hg, we can determine, by applying Eq.(8.21a) and Eq.(8.21b),
the false acquisition probability per cell

Prac(lnf) = 1= (L — Poo(In{))(L — Pro(Inl)). (822)

Thus, when the desired false acquisition probability is given (as in the Neyman-
Pearson Criterion [23]), the threshold ¢ is determined by

e =21 +7(1 —2nl + 20" log(l — /1 = Proc(lnl)).  (823)

On the other hand, applying Eq.(8.21c) and Eq.(8.21d), we get the detec-
tion probability for a cell with the phase difference ||, Qa(nl) =1~ (1 —
Por(n))(1 = Pu1(|nl)). Since we assume that the local phase advances by the
step size T, there exist two cells in the in-phase region whose phase differences
are |n| and 1 — |n| , respectively. Therefore, the detection probability per run
is determined by

Fir(Inl) = Qa(ln)) + (1 — Qa(jn]))Qa(1 — |n)- (8.24)

Finally, assuming that the symbol decision is made with the smaller phase
difference out of || and 1 — || ifboth cells in the in-phase region are detected
’. we can determine the probability of correct sample decision (under H )

) ~ Qa(|n)(1 = Qa(1 — ) (A ~ Pe(|nl))
¢ Qa(|nl) +Qa(1 = |n]) — Qa(In))Qa(L — nl)

+ 1= Qa(n))Qa(1 — [n)(1 = Fe(1 — |n[))
Qa((nl) + Qa(1 ~ [nl) — Qa(In))Qa(1 — [n)
Qa(|n))Qa( — [n)(1 — min{ Pe(|nl), Pe(1 — [n)})

Qa(lnl) + Qa(l = Inl) — Qu(In)Qa(L —|n)) ’

where P,(|n|) denotes the decision error probability that the symbol sy is se-
lected when the symbol 8¢ is transmitted, which is easily determined to be 20

(8.25)

19This assumption implies that we need to compare the correlation value of the current cell with that of
the next cell for one or a few more symbol intervals whenever the igniter sequence acquisition is declared.
This results in the increase of the mean acquisition times of Eq.(8.19), which, however, is negligible in the
practical CDMA environment where Ny 4 L + V is large enough.

D is computed by the relation P, = fow f:: Py 1, (W1 H )Py 1, (ol HiYdyidyo.
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P.(n]) = L exp{- N—’Yfﬁ%’%} On the other hand, for the SSA scheme em-
ploymg the unmodulated main sequence itself as the pilot channel sequence,
the false acquisition probability per cell Pfa,c and the detection probability per

run Pd,, are respectively given by

Prac(Inl) = Poo(Inl), (8.26)
Pi(n) = Po(nl) + (L = Pu(Inl))Puu(1 = |n)). (82D

Thus, the threshold ¢ for a given false alarm probability is determined by
e = =2[1 +7,(1 — 2ln| + 2ln|*)] log(Pra,c(Inl)). (8.28)

23  PERFORMACE EVALUATIONS

Now we evaluate the performance of the proposed DSA scheme by applying
the two most important performance factors - - mean acquisition time and
implementation complexity - - that have been widely adopted in most related
literatures [4, 14, 15, 27].

23.1  MEAN ACQUISITION TIME EVALUATION

For a numerical evaluation of the mean acquisition time, we take the com-
munication environment previously set in Example 8.1.

Evwrir 8.2 (Example 8.1 continued) : Based on Eq.(8.19) and Eq.(8.20), along

with the the probability parameter analysis results, we compare the acquisition
performances of the proposed DSA scheme and the conventional SSA scheme.
We continue Example 8.1 in Section 1, under the assumption that the false alarm
penalty factor is 1000 and the fractional chip misalignment n = 0.25, applying
the gaussian approximation for the multiple access interference and the channel
noise. For the results of Fig. 8.11 and Fig. 8.12, we assume that the chip-SNR
is -10dB ', and the threshold ¢ is set such that the false acquisition probability
Py, . becomes 0.01 for DSA and f’fa,c becomes (.25 for SSA, respectively. 2

The resulting Py, P, andi’d,,. are 0.732, 0.981, and 0.994.

Fig. 8.11 compares the two schemes in terms of mean acquisition times and
their ratio, for varing verification step sizes of 0 through L-1. We can observe
dramatic improvements in acquisition time for the proposed DSA scheme. That
is, the mean acquisition time of the DSA scheme becomes about 100 times
shorter than that of the conventional SSA scheme.

IThough we operate the system in a lower SNR environment, for example, in - 13dB chip-SNR environment,
we can still maintain the fast acquisition performance of the DSA system by increasing Ny to 256 or by
transmitting each state symbol twice.

“These false acquisition probabilities produce the mean acquisition performance close to optimal over wide
SNR ranges. See Fig. 8.14 (a).
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Figure8.11. Comparison of mean acquisition times of the DSA and conventional serial search
acquisition (SSA) schemes for the worst case and uniform prior probability distributions (y.=-
10dB, n = 0.25, Pgsc = 0.01 for DSA, P,a,c = 0.25 for SSA, L = 15, N; = 128,
K = 1000): (a) Mean acquisition times, (b) mean acquisition time ratio.

Fig. 8.12 (a) and (b) plot the acquisition time ratio ofthe DSA scheme over the
conventional SSA scheme in terms of false alarm penalty factor K (for L=15)
and main sequence SRG length L (for K=1,000) respectively: Fig. 8.12 (a)
shows that the ratio increases as the penalty time increases, but within the same
order of magnitude. Fig. 8.12 (b) shows that the acquisition time ratio decreases
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Figure8.12.  Mean acquisition time ratio vs. false alarm penalty factor K (a), and vs. main SRG
length L (b) (y.=-10dB, = 0.25, P4, = 0.01 for DSA, FPya,c = 0.25 for SSA, Nr = 128,
uniform prior probability).

exponentially as the SRG length increases. This indicates that the advantage of
the proposed DSA scheme becomes substantial for long PN sequences. >

Fig. 8.13 compares the acquisition times for varying threshold values when
the chip-SNR is -10dB. The result shows that the acquisition time performance
of the DSA scheme is less sensitive to the threshold value than that of the
SSA scheme. In the acquisition stage, we can’t estimate the system SNR that
is needed to determine the optimal threshold, thus it is desirable to make the
acquisition operation robust to poor threshold settings.

BIn plotting Figs. 8.12 and 8.13, optimal verification step sizes are assumed.
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Figure 8.13. Mean acquisition time vs. the normalized threshold ¢ (y.=-10dB, = 0.25,
L=15, N; = 128, K=1000, uniform prior probability).

Fig. 8.14 plots the acquisition times and their ratios for varying chip-SNR:
Fig. 8.14 (a) and (b) plot the mean acquisition times for the chip misalignment
n = 0.25 and = 0 respectively, with the threshold set such that the false
acquisition probability becomes 0.5, 0.25, 0.1, and 0.01. Fig. 8.14 (c) plots
ratio of mean acquisition times for = 0.25 and 7 = O when Pfa,c = 0.25and
Pgac = 0.01 (i.e., when the best threshold is set for each scheme.).

We see in the figures that the acquisition time reduction ratio is maintained
to be larger than 100 when the chip-SNR is larger than -I0dB for 5 = 0.25. But
the DSA acquisition time increases rapidly as the chip-SNR becomes very low,
which happens because P, becomes too small, that is, the state symbol SNR
becomes too low to transfer the transmitter SRG information reliably. However,
we can maintain the small acquisition time even in the very low SNR ranges by
executing the chip timing alignment processing (i.e., by making # approach 0)
before the main SRG correction. (See Fig. 8.14 (c).)

232 IMPLEMENTATION COMPLEXITY OF DSA SCHEME

Finally we consider the implementation complexity aspect of the proposed
DSA scheme. In implementing the proposed DSA scheme in the transmitter
and receiver blocks, we additionally need an igniter sequence generation block
including a short length SRG, state symbol generation and detection block, a
time-advanced sampling circuit in the transmitter, and a correction circuit and a
verification circuit in the receiver (see Fig. 8.1). However, with all these func-
tional increase, the required hardware increase is very little, as is well demon-
strated in Fig. 8.7. In contrast, the parallel search scheme, which is the only
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Table 8.1. Performance comparison among SSA, PSA, and DSA schemes. (M denotes the
degree of parallelism. All values in the table are referenced to the case of the SSA. « is a small
value less than 1.)

SSA | PSA DSA
A. Acquisition time 1 1M (L+NY/I(2-1)
B. System complexity 1 M 1+a
C. Product of A and B 1 1 (1+)(L+N)/(2-1)

scheme comparable to the DSA scheme in terms of acquisition time, requires
as much hardware penalty as the acquisition time gain, because the reduction
in acquisition time is directly proportional to the number of duplications of par-
allel branches [27]. Consequently the required hardware complexity is much
higher for the parallel search scheme than that of the DSA scheme. This may be
well illustrated by Example 8.1: In order to achieve the acquisition time ratio
of 0.01, the parallel search scheme requires about 100 parallel branch circuits
each of which contains an SRG having its own initial state values and detec-
tion circuits. Table. 8.1 summarizes the performance distinctions among the
three acquisition schemes, i.e., serial search acquisition (SSA), parallel search
acquisition (PSA), and distributed sample acquisition (DSA), in more detail.

3.  BATCH DSA (BDSA)

There are many DS/CDMA systems that adopt multi-bit transmission such as
Me-ary orthogonal signaling, QPSK signaling, multi-carrier signaling, and so on
[9,10,53,129,130,131]. In these cases the optimal number of synchronization
information bits, i.e., state samples, to be simultaneously transmitted may be
larger than one depending on the allocated power budget, number of parallel
channels, and igniter sequence period. Therefore, itis desirable to devise a more
generalized DSA scheme that can handle the SRG synchronization process
for multi-bit transmission. Such a generalized signaling DSA scheme may
also enable us to use error control coding techniques of proper code rates to
convey the state samples more efficiently. In order to synchronize the SRG
by employing a multi-bit based DSA scheme, we basically need to extend the
underlying single sampling - single correction technique to a multiple sampling
- multiple correction based one. The resulting variation of the DSA are the batch
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DSA (BDSA) and the parallel DSA (PDSA). ** In this section, we discuss the
resulting BDSA, with the discussion of the PDSA deferred to the next section.

3.1  BDSA SYSTEM OPERATION

Fig. 8.15 depicts the functional block diagram of the acquisition-related part
of the DS/CDMA system that employs the BDSA scheme. The transmitter
part consists of a BDSA-spreader, a serial input parallel output (SIPO) con-
nector and a parallel sample(PS)-spreader, and the receiver part contains their
despreading counterparts, that is, a BDSA-despreader, a parallel input serial
output (PISO) connector and a PS-despreader. The BDSA-spreader/ despreader
pair take the synchronization function while the PS-spreader/despreader pair
take the parallel-sample conveyance function.

The time-advanced sampling block in the BDSA-spreader takes the state
sample: zij, j = 0,1, -+, b—1,0f the main SRG in advance : More specifically,
it takes the sample z;; at time (R+4 —2)N;j+ 05,0 < ap < o1 < -+- <
op_; < Nj, for a reference value R, which is the main SRG sequence to
be generated at time (R + 4)Nr + a;. The b samples taken in the interval
[(R+%—2)Ny, (R+1— L)Ny) are stored in the SIPO connector block. Then
the symbol generation block maps those b samples to the corresponding M-ary
orthogonal symbol x; at time (R + ¢ — 1)Ny and spreads it using the igniter
SRG. We assume M = 2% that is, the symbol generation block in the PS-
spreader generates one symbol out of 2° cadidates in every N interval, from
the b binary samples zio, 2i1,* - * , 2i(p—1) provided by the SIPO connector. In
the case of multi-carrier DS/CDMA systems [9], the b samples are converted
to b binary symbols instead of being mapped to a 2b-ary symbol, spread by the
igniter sequence, and then transmitted in parallel over each sub-carrier.

The PS-despreader despreads the received state signal and matches it with
each M-ary orthogonal symbol (or each binary symbol in the case of multi-
carrier systems) to detect the conveyed samples z;;’s, passing them to the PISO
block attime (R + )Ny. Then the PISO connector conveys the samples to the
BDSA-despreader in a sequential manner such that the sample 2;; is provided
at time (R +4)Nr + j, 7 = 0,1,---,b — 1. On the other hand, the BDSA-
despreader generates its own SRG state sample %;attime (R+{)Nr+aj,j =
0,1,---,b—1, which corresponds to the main SRG sequence value $(r4i)N; +a;s
and compares it with the conveyed sample z;;. If 2;; coincides with 2;;,n0 action
takes place, but otherwise the jth correction circuit is triggered to correct the
main SRG state attime (R + %) Ny + B;,with 8; chosen such that the correction
can be made before the next sample comparison (i.c., o < B; < aj41 for
7=0,1,---,b—2,and ay_1 < fy-1 < Ny + ayp).

%In view of the BDSA and the PDSA, the original DSA corresponds to a special case with M = 2.
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Figure8.15. Functional block diagram of the acquisition-related part of the DS/ CDMA system
employing the BDSA scheme : (a) Transmitter, (b) receiver.

The state sampling and correction processes are timed by the sampling and
correction pulses issued by the igniter SRG. The related timing diagrams are

depicted in Fig. 8.16.
The acquisition and verification procedure of the BDSA is the same as that
of the DSA of Section 1, except that the b state samples are manipulated simul-

taneously.

3.2 BDSA SYNCHRONIZATION PARAMETER
DESIGN

Now that the PS spreader/despreader pair, both supported by the igniter se-
quence, provides areliable means for sample conveyance, we concentrate on the
synchronization problem of the main SRGs residing in the BDSA spreader/
despreader pair.
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Figure 8.16.  System timing diagram (illustrating the case b=2, N;=8).

In order to achieve the synchronization, we compare the sample z;;, which
is taken out of the main SRG sequence {sy} at the (virtual) sampling time
(R + i)N1 + «;, with the sample 2;; taken out of {3} at the same sampling
time, and reflect their discrepancy to correcting the state of the despreader SRG.
In the following, we will investigate when to sample, how to do time-advanced
sampling, and how to correct the SRG state, based on a rigorous mathematical
modeling of the BDSA spreader/despreader pair.

3.2.1 MATHEMATICAL MODELING FOR SYNCHRONIZATION

Let di and dy denote the state vectors of the spreader and despreader SRGs
at time k, respectively, and let T denote the state transition matrix that relates
two successive state vectors such that dg4y = T - dg, &k+1 =T -dig. ¥In
addition, let h denote the generating vector that generates the sequence value
sy, out of the state vector dy, through the relation s = ht - dg, §x = ht - dg
and let ¢j, § = 0,1,---,b — 1,denote the jth correction vector that corrects
the old state vector dozq to a new state vector dpeq through the relation dnew =

dog + (25 + Zi5)c; .

®The relation &k+1 =T- a_k holds for the despreader SRG without correction process. If correction
process is added, this relation changes to the form in Eq.(8.30Db).
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Figure 8.17.  Sampling and correction timing diagram for BDSA.

In compliance with this batch-type correction processing, we rearrange the
L state samples in ¥ batches of b samples. Then we get the relation L — 1 =
(W —1)+(r—1), 1 <r < b Here we consider the case L > b, or
equivalently, W > 2, as otherwise batch processing is meaningless and the
synchronization process can be well handled by the existing DSA scheme.
The SIPO and PISO connectors in Fig. 8.15 convert the Wb samples z;, ¢ =
0,1,--- ,Wb—1t0 24,2=0,1,---, W—-1,5=0,1,---, b—~1 in support of
this batch processing. In case L < Wb (or equivalently r # 6), only the first
L out of Wb batch-processed samples are used for correcting the receiver SRG
state, with the remaining Wb — L samples being used, in conjunction with the
subsequent batch-samples, for verification. The samples z;;jand. Z;jare taken
virtually at the same sampling time (R + ¢) Ny + «;, and the related correction
is made, as necessary, at the correction time: (R + ) Ny + B;. Fig. 8.17 depicts
this timing relationship. So, the samples 2;; and 2;; are related to the state
vectors by the relations

2 = SriiNi+a; = B A(R4N 4oy (8.292)
5 = 3Rii)Nrra; = B -d(Rri)N,rap (8.29b)
1= 0717”'1W-1’j:O$]‘l'..1b_1)

and the state vectors at the correction time takes the expressions

dr+iv 48, = T d(R+i)N; 4551 (8.30a)
diriiny 48 = T d(rein 18,1 + (235 + 2i5)¢5, (8.30b)
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1 =0, 17"'aW—21 .7 = 01 1,"'1b_11
Pi= W1, j=015",r—1

We define the state distance vector 8y, tobe dg 2 dy+dy. Then by combining
Eq.(8.29) and Eq.(8.30) we can easily get the recursive relation

S(R+i)N,+8; =
( (TP +co - h?-T). dpy,,
L =0,5 =0,
(TNitho=Bo-1 4 ¢y -t - TNIT0—ho-1). S(R+i—1)N; +Bp_ 17
4 i=1,2--, W-1,5 =0, (8.31)

(TPi~Pi-t 4 ¢; -t - T P-1) - §piiyN, 18,10
i=01,---, W—=2j=1,2---b—1,b>2,
\ ] wW-1,4=12,---,r=1,r>2.

By applying this relation repeatedly for L(= b(W —1)+r)times of corrections,
we obtain the finally corrected state distance vector d(r4w—1)N;+8,-,
= A - dgpn, forthe L x L correction matrix

1l

A2 A A2, (8.32a)
where

AT é [(Tﬂr—l—ﬂr—2 +c_y- ht . Tar—l“ﬁr—2) e

(Tﬂl—ﬂo +cp- ht - Tm*ﬂo) x (TN1+ﬂo—/5b.-1 +co- ht. TN1+ao—ﬂb-1)],
(8.32b)

Ay A [(Tﬂb-x—ﬂb-z +¢p_y - ht - TW-17F-2).. .

(Tﬂl—ﬂo +ey- ht. Tm—ﬂo) % (TN1+ﬂo—ﬂb..1 +¢g- ht. TNI‘H!O"ﬂb—l)],
(8.32¢)

A, 2 [(Tﬂb—l—ﬁb—z +cp-1-ht- Tab—n—ﬂb-z) e

(TA1=Fo 4 ¢y - ht - T4~ F0) x (TP 4 ¢g - bt - T)).
(8.32d)

In order to achieve the synchronization by applying L corrections, it is nec-
essary to make the final state distance vector 6 ryw —1)N;+8,-, @ Zero vector
regardless of the initial state distance vector érn,, Which can be done only by
making the correction matrix A a zero matrix. Therefore, for a given BDSA
spreader/despreader pair whose constituent SRGs are structured by T and h,
the synchronization problem turns to a problem of determining appropriate Ny,
aj, Bj,and ¢; ( = 0,1,---,b — 1) that make the correction matrix null.
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3.2.2 SAMPLING AND CORRECTION CONDITIONS

For an SRG of length L structured by the state transition matrix T and the
generating vector h, we define the discrimination matrix A to be the L x L
matrix

A

A [(TaO)t.h (Tab-n)t.h (TNz+ao)t.h

(TN,+cx,,_1)t ‘h--- (T(W'l)Nl+a0)t -h---
(T(W—l)Nz+ar—1)t -h]. (8.33)

Then we can determine the igniter sequence period Nrand sampling times, cy,
ay, - -, ap_1, based on the following theorem.

THEOREM 8.4 (BDSA SAMPLING TIME CONDITION) For a nonsingu-
lar state transition matrix T, ifthe igniter sequence period, Ny, and the sam-
pling times, aj, j = 0,1,---,b—1, are chosen such that the the discrimination
matrix A in Eq.(8.33) becomes singular, then for any choice of correction times,
Bi, 3 =0,1,---,b—1, and correction vectors, ¢, j = 0,1,--+,b~ 1, the
correction matrix A in Eq.(8.32a) cannot be zero.

Proof : We prove this by contradiction. Let aj, 5 = 0,1,---,b — 1,
and Ny be chosen such that,A in Eq.(8.33) becomes singular. We suppose
that the correction matrix A becomes a zero matrix for some choice of Bjand
¢;,j=0,1,---,b—1. We choose a nonzero vector 8 such that A =0
Then by Eq.(8.33) we have ht . Ti¥1+ei . § = 0for i = 0,1,---,W — 2,
§=0,1,---,b—1,andi =W —1,5 =0,1,---,r — 1. Applying this relation
repeatedly to A - & for the correction matrix A in Eq.(8.32a), we obtain the
equahty,\.g = A,--AZV""-AO-J = Ar.AZV—Z.Tﬂb—l 8 = Ap-TW-2Nr 4841
§ = TW-DNi+br-1. § or, equivalently, § = T-(W-UNi=fr-1. A . §. This
implies that ¢ = 0 since A is a zero matrix, which contradicts the assurnpti02
0#0.

Once the period of the igniter sequence and sampling times are chosen such
that the discrimination matrix is nonsingular, we can determine the correction
times, f;, and the correction vector, €5, j = 0,1,---,b— 1,as follows:

THEOREM 8.5 (BDSA CORRECTION TIME & VECTOR CONDITION)

For a non-singular state transition matrix T, let the igniter sequence period
Nrp and the sampling times, o, 3 = 0,1,--+,b — 1, be chosen such that the
discrimination matrix Ain Eq.(8.33) is nonsingular. Then, the correction ma-
trix A in Eq.(8.32a) becomes a zero matrix if and only if the correction vectors,
¢, j=0,1,---,b—1, take, for an arbitrary set of correction times B;'s that
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satisfy a5 < B; < aj41 (0 < § <b—2) and ap—1 < Bo-1 < Nr + o, the
expressions

C; =

) | (W=1)b+(r—1
( T(W-UNi+6; . A-1 (ew-1)p45 + 2 vé) T)(I;rall Ujkek),
j = 0 1 T — 2

) T(W—l)NI+ﬂr—l . A_l . e(W—-l)b+(T—L)’
j=r—1,

W-1)b
TW-2)N;+6; . A-1 (e W-2)b+j T Ei Wi ;F)(bljl_g_l u],kek)
{ j=rr+1,---,b—1,

8.34)

where the L-vectore;, it =0, 1, - - -, L—1, denotes the ith standard basis vector
whose ith element is I and the others are (), and u; x is a binary number that can
be arbitrarily set to either 0 or 1 forj =0,1,---,b—1 andk =0,1,---,L—1.
26

—
M

Proof : First, we prove the caseb = 1. In this case, we haver =
W = L, so the definitions in Eq.(8.32b—d) yield the relations A, = Ay
TN +Po—Be-1 4 co - ht . TNitao—-Be-1 = TN 4 co - ht . TNi—De A,
TAo4¢y-ht- T = (TP:4¢4-ht)- T2 for the correction delay D, 0 < D,
Bo — ag < Ny. Therefore, the correction matrix A in Eq.(8.32a) reduces to
A = Apgs4-T? for Apsa=(TN +cg-ht- TN~ Pe)L=1.(TPe 4 ¢;.ht), which
is the correction matrix of the original DSA system (see Eq.(8.9)). Furthermore,
the discriminationmatrix A of Eq.(8.33) also becomes Apga - T*for Apga
=[h (TM)t.h (T2V1)t.n ... (TEL-DNE L, the discrimination matrix
of the DSA system (see Eq.(8.10)). Since Aand T are nonsingular matrices,
Apga is also nonsingular, and A becomes zero if and only if Apg4 becomes
zero. By Theorem 8.2, this is equivalent to that the correction vector of the
system is & = TE-DNi+De L AT v e _y. Therefore, it suffices to show that
the correction vector cq defined in Eq.(8.34) corresponds to this €. But from
therelation L — 1 = (W — 1) + (r — 1), 1 < r < b, and Eq.(8.34), we
have the relation ¢g = TL-DN1+Bo. A=L.e;_,. So if we insert the relations
D, = fy—ap and Apsa = A-T~2 to this, we finally get the desired relation
co = TE-UNi+De (A T-20)"t.g; | = TE=ON1+De AT 1A er_1 = &.

oo

Then, we prove the case b > 2. We first prove the “if" part of the theorem.
For this we show by induction that A - A~} . e, =0,k =0,1,--- L — 1 for
the ¢;’s in Eq.(8.34). The induction process is given in Appendix A.L.

*Note that we use indices 0 through L — linstead of 1 through L, to indicate the entry positions in L-vectors
or L x L matrices.
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Next we prove the “only if" part of the theorem. Since T and A are both
nonsingular, a vector ¢; can be uniquely expressed as

(W-1)b+r—1
Cj — T(W_I)Nl+ﬂj . A_l . Z uj,keka
k=0
j=0,1,--- (r-1), (8.353)
(W-1)b+r-1
c; = TW-2)N+8; , A-L, Z Vi k€ks
k=0
j=rr+1--- (b-1), (8.35b)

forthebasis vector e and the binary numbers u; xand v;j x. Note that Eq.(8.35b)
is needed only when r < b — 1. To prove the theorem, it suffices to show,
under the assumption that A is a zero matrix, that p; w_1yp4; = 1, 5% =0
for k = 0,1,---,(W — 1)b+ § — 1, and, additionally, in case r < b — 1,
Vi(W=-2)b+j = 1, and Vik = 0 for k = 0,1,' "y (W - 2)b + ] — 1, The
detailed proof is given in Appendix A.2. u

Note that the theorem does not impose any restrictions on the choice of the
correction time, which implies that the correction time may be arbitrarily chosen
as long as it appears before the next sampling time.

COROLLARY 8.2 Ifb divides Nry.and if Ais nonsingular for the choice of
uniform sampling time e = jNyp /b, j = 0,1,---,b — 1, then for a constant
correction delay De(0 < D, < Np/b) the b correction vectors can be chosen
to be identical, and

C)=C|L=-""=Cp_1 = TL~VN1/b+De | A-1, er—1 é CDSA- (8.36)

This uniform sampling case corresponds to the DSA in Section 1 with a
single correction made in the contracted interval Ny/b. We can easily show,
by applying the relations L — 1 = b(W — 1) + (r — 1) (1 < r < b)and
aj = jN1/b, B = aj + D¢, § = 0,1,---,b — 1 for a correction delay D, in
0 < D, < Np/b, that the above single correction vector €pg 4 is identical to
cr—1 in Eq.(8.34).

For example, we consider the case of employing the extended m-sequence as
the igniter sequence. As well known [132], each extended m-sequence has the
period of Ny = 2%, for an integer s, which is always relatively prime to those
of the PN-sequences (i.e., m-sequences). So if we take b = 2%, for k < s, then
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we can realize a single correction vector-based BDSA system. Note, in this
case, that the samplinginterval Ny/b=2°"Fis relatively prime to the period of
the PN-sequence, and, according to Corollary 8.1, this relative-prime relation
guarantees the non-singularity of A.

Finally, the time-advanced sampling can be accomplished by employing a
new sampling vector as specified in the following theorem:

THEOREM 8.6 (BDSA TIME-ADVANCED SAMPLING VECTOR) Let

(R +%) N1 + «; be the sampling time when a sample zij(i =0,1,--+ , W — 1,
j=0,1,---,b— 1) is taken from an SRG structured by the state transition
matrix T and the generating vector h. Then, the sample z;; is identical to the
sample taken at time (R + i — 2)Ny + a; using the sampling vector

v = (T?Vr)t. p, (8.37)

Proof : The theorem can be proved in a similar way to that of Theorem
8.3. u

Based on the three theorems we have discussed so far, we can design the
BDSA synchronization parameters in the following procedure: Given an SRG
structured by the state transition matrix T and the generating vector h, we first
take the igniter sequence period N and the sampling times ¢, § = 0,1,-++,b—
1, such that the discrimination matrix of Eq.(8.33) becomes nonsingular. Then,
we take arbitrary correction times B, j = 0,1,-++,b =1, that satisfy a; <
Bi <ajy for0 <i<b-2anday_y < Bp-1 < Nr+ap. ¥ Finally, we take
the correction vectors €5, j = 0,1,--- ,b—1,and the time-advanced sampling
vector v as specified in Eq.(8.34) and Eq.(8.37), respectively.

33 BDSA SPREADER DESIGN EXAMPLE

We assume that the main SRG sequence is an m-sequence whose characteris-
tic polynomial is ¥ (z)=z'5+z'3+z%+28 +27+25+1, with the transition matrix
T and the sequence generating vector h of the main SRG given by *

T=[011M’t<14},t=[00001011100010], (8.382)
h =[100000000000000]". (8.38b)

27 While any arbitrary value may be chosen for 8;,it is desirable to take 8; = aj +1,7 = 0,1, ++,b—1,as
it enables us to employ the same timing pulse for the sampling and correction process, and enables to achieve
the fastest possible synchronization. This type of correction is called immediate correction [69, 128].
%Note that this SRG is the same one as was introduced in Section 1. This corresponds to the SRG for
generating the in-phase pilot PN sequence of IS-95 [10],
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Figure 8.18. BDSA spreader (a) and despreader (b) circuits designed in Example 8.3.

We take an extended m-sequence of period 128(=27) whose start is marked up,
for example, by the symbol “1" in the 8-bit string “00000001", as the igniter
sequence.

ExampPLE 8.3 We consider the case when fwo bits are conveyed per symbol (i.e.,
the 4-ary signaling system). Since b = 2 divides the igniter sequence period
N; = 128, we try to realize the BDSA system based on a single correction
vector. If we insert @p = 0, @y = Np/b = 64 and Ny = 128, along with
those T and h in Eq.(8.38), into Eq.(8.33), the resulting sampling matrix A
becomes nonsingular. Hence, we can employ a single correction vector €psa
in Eq.(8.36) for the synchronization. In addition, wetake #; = a;+1,7 =0, 1,
for immediate correction [69], and insert Ny = 128, L = 15,b =2 andD,; = 1
to Eq.(8.36). Then we obtain the single correction vector

cpsa=[111011001001011]". (8.39)

On the other hand, by Eq.(8.37), we get the time-advanced sampling vector
v = [010001000000100]*. (8.40)
Fig. 8.18 (a) and (b) depict the resulting BDSA spreader and despreader

circuits that incorporate the designed sampling and correction functions.

ExAMPLE 8.4 (Example 8.3 continued) For the same SRG, we consider another
signaling system in which three bits are conveyed per symbol (i.e., the 8-ary
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Figure 8.19. BDSA spreader(a) and despreader(b) circuits designed in Example 8.4.

signaling system). Apparently this system cannot be realized in a single cor-
rection vector-based BDSA system, because b = 3does not divide Ny = 128.
From the relation L = (W —1)b+r (1 <r <b), wehave W =band r = 3.
If we take @; = j and B; = a; + Lfor j = 0, 1, 2, the resulting sampling ma-
trix A becomes nonsingular. Then, according to Theorem 8.5, we can obtain a
maximum of eight correction vector sets by assigning different binary numbers
for ug,13, 40,14, and uy,14. When we set up,13 = ug,14 = u1,14 = 0,we obtain
the set

co=[001010100011001], (8.41a)
¢, =[010100000011001], (8.41b)
c;=[000011001111100]t. (8.41c)

For the time-advanced sampling vector we take the one in Eq.(8.40). Note,
however, that the sampling and correction times differ from those of Example
8.3. Fig. 8.19 depicts the resulting BDSA spreader and despreader circuits,
along with the related timing diagrams.
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4. PARALLEL DSA (PDSA)

Now we introduce the PDSA - - another multi-bit based DSA scheme. If com-
pared to the BDSA scheme, the PDSA scheme is the simpler as the serial-input
parallel-output (S1IPO) and parallel-input serial-output (PISO) connectors are
not needed and the related timing circuitry is much simplified. This simplifica-
tion costs complexity increase in implementing the parallel and time-advanced
parallel sampling circuits, which however is merely a minor logic-level increase.

41  PDSA SYSTEM OPERATION

Fig. 8.20 depicts the functional block diagram of the acquisition-related part
of the DS/CDMA system that employs the PDSA scheme. The transmitter part
consists of a PDSA-spreader and a parallel sample(PS)-spreader, and the re-
ceiver part contains their despreading counterparts, that is, a PDSA-despreader
and a PS-despreader. The PDSA-spreader/despreader pair take the synchro-
nization function while the PS-spreader/despreader pair take the parallel-sample
conveyance function.

The time-advanced parallel sampling block in the PDSA-spreader takes the
b state samples 25,7 = 0,1,---,b—1, of the main SRG simultaneously at time
(R 41 — 1)Ny, for a reference value R, which are the » main SRG sequence
values to be generated at times (R+{)Nr+a;,5 = 0,1,---,b—1, respectively,
for 0 < ap < oy < *++ < op-1 < Np. Then the symbol generation block
maps those b samples to the corresponding M -ary (M = 2®)orthogonal symbol
x; (or to b binary symbols in the case of multi-carrier DS/CDMA systems) and
spreads it using the igniter SRG.

The PS-despreader despreads the received state signal and matches it with
each M-ary orthogonal symbol (or each binary symbol in the case of multi-
carrier systems) to detect the conveyed samples z;5, 5 =0, 1,--+,b—1,passing
them to the PDSA-despreader at time (R+¢)Ny. On the other hand, the PDSA-
despreader generates its own b SRG state samples Z;;’s simultaneously at time
(R + i) Ny, with the jth sample 2;; corresponding to the main SRG sequence
value 8(Rii)N; +a;» and then compares them with the conveyed counterpart
2i;’s. For each j=0,1,---,b—1, if %;; coincides with 2;;, no action takes place,
but otherwise the jth correction circuit is triggered to correct the main SRG
state at time (R + ¢)Ny + D,,with D, chosen such that 0 < D, < Nj.

The state sampling and correction processes are timed by the sampling and
correction pulses issued by the igniter SRG. The related timing diagrams are
depicted in Fig. 8.21. The acquisition and verification procedure of the PDSA
is similar to that of the DSA of Section 1, except that the b state samples are
manipulated simultaneously.
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Figure 8.20. Functional block diagram of the acquisition-related part of the DS/ CDMA system
employing the PDSA scheme : (a) Transmitter, (b) receiver. (Interference and thermal noise are
not exhibited in the received signals.)

42  PDSA SYNCHRONIZATION PARAMETER
DESIGN

For a given PDSA system, let dy and &k denote the state vectors (L-vectors)
of the spreader and despreader SRGs at time £, respectively, T the state tran-
sition matrix (an L x L matrix), h the generating vector (an L-vector) that
generates the sequence value sk out of the state vector dy, through the relation
sk = ht-dg, 8 = h'-dg, and ¢j, 5 =0,1,---,b~ 1, the jth correction
vector that corrects the old state vector dgqto a new state vector dpeywthrough
therelation<dnew = dotg + (2io + Zi0)co + -+ + (z,'(b_ )+ 2i(b_1))cb_;.

In compliance with the PDSA processing, we rearrange the L state samples in
W (=[L/b]) bundles of b samples, i.e., L—1=b(W-1)+(r—1), 1 <r <,
W > 2. We take samples z;; and %;; at virtually the same sampling time
(R +i)N7, and make corrections at the correction time (R + )Ny + D,. Note
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Figure 8.21. System timing diagram (illustrating the case b=2, N;=8). (vo, v1, Vo, ¥ are
sampling vectors and cg, ¢; are correction vectors.)

that the samples z;; and 2;; are the sequence values that are supposed to be
generated at (R+2)Nr+ 0,0 < ap < a1 < -+ < ap_1 < Ny,respectively,
from the transmitter main SRG and receiver main SRG. So, the samples zi;
and %;; are related to the state vectors by the relations zij = S(Ryi)N;+a; =
W -d(R1i)N; +a;» Bij = S(R+i)N;+a; = D' d(R4)N, 40,8 =0,1,--- , W1,
j=0,1,---,b—1, and the state vectors at the correction are d(p4iyn; +D, =
T d(R4i)Ny+ De—1- AR4i)N; + D = T d(Rein, +D,—1 + Tjo(&ij + &ij)c;,
i=0,1,--- ,W -1,
Then we can easily derive that the state distance vector &y, £ dy, + d; has

the relation §gpyw—1)n,+p, = A - drN, forthe L x L correction matrix

b-1 b-1
K2 (TV+3 ¢ -ht-To+Ni=Pe)W-1x (TPe 1 3 ;- ht-T%). (842)
=0 =0

In order to achieve the synchronization by applying W parallel corrections,
it is necessary to make A a zero matrix. Therefore, for a given PDSA spreader/
despreader pair, the synchronization problem turns to a problem of determining
appropriate values of the parameters N7, @j, De, and ¢; (7 = 0,1,---,6—1)
that make the correction matrix null.
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For a PDSA system characterized by b, T, h, we define the discrimination
matrix A to be the bW x L matrix

A B(T) oo (T b (TVH0) o (TR
(T(W"l)N1+a0)t ‘h--- (T(W—l)N1+ab—x )t . h]t. (8.43)

Then we can determine the igniter sequence period Nrand sampling times, ag,
aq, -+, ap_y, based on the following theorem.

THEOREM 8.7 (PARALLEL SAMPLING CONDITION) For a nonaingular

state transition matrix T, the correction matrix A in Eq.(8.42) can be zero only
if the igniter sequence period Nrand the sampling times aj, j = 0,1,---,b—1,
are chosen such that the rank of the discrimination matrix A in Eq.(8.43) is L.

Proof: We prove that for a;j, = 0,1,---,b—1, and Ny chosen such that
the rank of A in Eq.(8.43) is less than L, the correctionmatrix. A cannot be zero.
To prove this by contradiction, we suppose A becomes zero for some choice of
D.andej,j =0,1,---,b—1,and choose a nonzero vector é such that A-§ = 0.
Then by Eq.(8.43) we have ht - TNt . § = 0 for i=01,---,W -1,
3 =0,1,---,b—1. Applying this relation repeatedly to A - d for the correction
matrix A in Eq.(8.42), we obtain the equality A - ¢ = T(W-1)N;+Dc - 0 or,
equivalently, § = T~(W-UNi=Dc . § . §, This implies that § = Osince Aisa
zero matrix, which contradicts the assumption 4 # 0. u

According to the theorem, we are supposed to choose the igniter sequence
period and the sampling times such that the rank of the relevant discrimination
matrix becomes L. This is an expected result because L independent sam-
ples are needed to achieve the synchronization and because the sample vector
Z = |200,* " "5 20(b—1), """ ZW-1)0s * * *» Zw—1)(b—1)]" 18 Telated to the discrim-
ination matrix A by the equation z = A - dgn,. Consequently, the PDSA
system becomes synchronizable only when the discrimination matrix includes
L independent row vectors.

There are ("ZV) possible combinations in selecting the L independent sam-
ples out of bW received ones and as many possibly different synchronization
schemes can exist. Among them we select the igniter sequence period Ny and
the sampling times co, @1, - - - ap_1 that make the PDSA matrix Ajithe L x L
submatrix of A composed of the last L rows, i.e.,

A A [(Tﬂb—r)t ‘h--. (Taa—n)t -h (TNI+00)t -h--- (TN,+ab_1)t ‘he--
(T(W—l)N:+ao)t e (TW-UN et h}t (8.44)

nonsingular. Then we can determine the correction delay D.,and the correction
vectors €5, § = 0,1,---,b— 1, as follows:
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THEOREM 8.8 (PDSA CORRECTION DELAY & CORRECTION VECTOR)
For a nomingular state transition matrix T, let the igniter sequence period Ny
and the sampling times aj, j = 0,1,---,b—1,be chosen such that the PDSA4
matrix A is nonsingular. Then the correction matrix Ain Eq.(8.42) becomes a

zero matrix ifthe correction vectors €, j = 0,1,+--,b—1,take the expressions
T(W_I)NI+DC . A“l . e(W—l)b+j)
if r=9,
c; = _ ~_ (8.45a)
? TW=UNi+De . A-1- e _g)piris + ¥ih
if 0<r<b,

min(r-—-1,b—r—1)

A X —
yi= > ug(h? - T - A~ - ey _g)ptrij)ehs
k=0
j:071a""b—11 (845b)

for an arbitrary correction delay Dg in the interval 0 < D, < Ny, where the
L-vectore;, i =0, 1, ---, L — 1,denotes the ith standard basis vector whose
ith element is I and the others are 0, and wy is a binary number that can be
arbitrarily set to either 0 or I fork =0,1,---,r —1.

Proof : We can rewrite the correction matrix of Eq.(8.42) ash = AW .
TDe~N1 for A, 2 TN 4 2§ e - ht. T +Ni1=De_n addition, we expand
the equation A - A~! =1 to get the relations

t, ma;+IN A1 .t
h* - T% AT = e_t)4r4)

{ 1=0; j=b—r,--,b—1,

1=1,2,---,W-1;, =0,1,---,b— 1. (8.46)

We first prove the theorem for the case r = b. For the ¢;in the upper line of
Eq.(8.45a), A, takes theexpression A, = TW-DNr+De. A . T~ (W-DN/=De
where Ag 2 A-TM AT 40l e o) - hE- T HWNLL AL Applying
the relations in Eq.(8.46) we get Ag = [ Owbxb €0 €1 --- €w—1)p—1 ]-which
is a nilpotent matrix of nilpotency W. Therefore, AV =0and AY =0,and
hence A = 0.

Next, we consider the case 0 < » < b. Due to the lower line of Eq.(8.45a),
A, takes the expression A, = TMW-DNi+De (A} 4+ B)). T-(W-DN-De

for Ay 2 A-TN . A-1 +2§;(1) ew—2)p4r4j-ht-TUTWN . A~land B, 2
zl;;(l) z;c“;r(l)(r—l,b—r—l) ukek'(ht-T"" 'A_l’e(W—2)b+r+j)ht‘Taj +WNr A1
Applying the relations in Eq.(8.46), we get Aj = [ Oyw_1)p+r}xb €0 €1 -
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ew-2)b+r—1 )- On the other hand, by Lemma A.5 in Appendix A, we find
that the (k, n) element of By is zero fork = 0,1, ,min(r - 1, —r — 1),
n=0,1,---,r—1,and fork = min(r—1,b—r—1)+1,.-- , (W -1)b+r-1,
n=01,--,(W-1Db+r—-1

Then, noting that min(r,b — r) < r < b, we can easily get the relations
B?=0and A; - B; = 0, which together yield the relation

(A;+B)Y =A +B,- AL (8.47)

Furthermore, by raising A; to the (W — 1)th and the Wthpowers, we get

Or s (w-1)b | Irxr

the relations AY¥ -1 = and AY = 0.

0w —1)ex(W-1)6 | Ow—1)pxr
Therefore, by Eq.(8.47), we obtain (A1 +B1)" = 0, which means that AV =0.
Therefore A=0, and the proof is complete. u

We finally consider how to realize the parallel sampling and time-advanced
parallel sampling, which can be done by employing new sampling vectors as
specified in the following theorem:

THEOREM 8.9 (PARALLEL SAMPLING VECTOR) . The sample z;; gener-
ated at time (R + i) Ny + a; is identical to the time-advanced sample taken at
time (R + i — 1)Nr using the sampling vector vj = (TNt+@i)t ., or to the
sample taken at time (R + i) Ny using the sampling vector ¥ = (T%)* - h, for
j=0111"'1b—1'

Proof : The theorem can be proved in a similar way to that of Theorem 8.3.
]

Based on the theorems we have discussed so far, we can design the PDSA
synchronization parameters in the following procedure: Given an SRG struc-
tured by the state transition matrix T and the generating vector h, wefirst take
the igniter sequence period Ny and the sampling times aj, j = 0,1,---,b—1,
such that the PDSA matrix A, becomes nonsingular. Then, after taking an ar-
bitrary correction delay D, that satisfies 0 < D, < Ny, we determine the
correction vector ¢;, the time-advanced parallel sampling vector vj, and the
parallel sampling vector ¥;, for j = 0,1,---,b — 1,as specified in Theorem
8.8 and Theorem 8.9, respectively.

4.3 PDSA SPREADER DESIGN EXAMPLE

ExaMPLE 8.5 Forthe same SRG as in Example 8.3, we consider the PDSA system
for b=2 (i.e., the quaternary signaling PDSA system). If we insert g = 0,
a1 = Ny/b = 64 and Ny = 128, along with those T and h in Eq.(8.38) into
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Eq.(8.44), the resulting matrix A becomes nonsingular. In addition, we take
D, =1 for immediate correction [69], and insert Ny = 128, W = 8,b = 2,
r =1and D, = 1 to Eq.(8.45). Then we obtain the following two correction
vector sets by assigning ug = 0and ug = 1,respectively:

co=[111011001001011},
{cl:[111100010001011P, (B.482)

co=[111011001001011]%,
{c1=[111010010011010R (8.48b)

On the other hand, by Theorem 8.9, we get the time-advanced parallel sampling
vectors and parallel sampling vectors as follows:

vo=[101101110000010]°, (8.49)
vi=[000111111110000]¢, '
¥ =[100000000000000}", (8.50)
¥1=[100011011110001} '

Fig. 8.22 (a) depicts the resulting PDSA spreader circuit that employs the sam-
pling vectors in Eq.(8.49); and Fig. 8.22 (b) depicts its counterpart PDSA de-
spreader circuitemploying the correction vectors in Eq.(8.48a) and the sampling
vectors in Eq.(8.50).

ExampLE 8.6 (Example 8.5 continued) For the same SRG, we consider another
signaling system in which three bits are conveyed per symbol (i.e., the 8-ary
signaling system). Since b = 3divides L = 15, we have only one set of correc-
tion vectors which can be designed according to the upper line of Eq.(8.45a).
From the relation L = (W —1)b+r (1 <r < b), wehave W =5 and r = 3.
If we take a; = j for j = 0,1,2 and.D, = 1, the resulting 15 x 15 matrix A
becomes nonsingular. Then, by inserting Ny = 128, W =5, b =3, r = 3and
D, =1 to Eq.(8.45a), we can obtain the correction vectors

Co [001010100011001]‘,
Cy
C2

[101010000001100]¢, 8.51)
[010000110011111]t.

For the time-advanced parallel sampling vectors and the parallel sampling vec-

tors, we get

I

vi=[0101101110000011}, (8.52)
v2=[101010000000010]t,

Vo
Vi
Va

{ vo=[101101110000010}%,

[100000000000000]",
(010000000000000], (8.53)
[001000000000000],

(1T
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Figure 8.22. PDSA spreader(a) and despreader(b) circuits designed in Example 8.5.

respectively. Fig. 8.23 depicts the resulting PDSA spreader and desreader
circuit set.

5.  DIFFERENTIAL DSA (D?SA)

The original DSA scheme was designed to convey only one state sample in an
igniter sequence period, but this restriction was lifted afterwards in the BDSA
and the PDSA schemes, where multiple samples are conveyed in the form
of state symbol. Such symbol based multiple sample conveyances enabled
a flexible design of signaling schemes suitable for the pilot power budget in
the noisy environment, and also enabled the reuse of the modem equipment
readily deployed for data transmission for sample transmission as well (in ad
hoc networks), but it accompanied inefficiency in the despreading process. Fora
mobile station to acquire the orthogonally modulated igniter sequence in the first
stage of the synchronization process, 2¥noncoherent correlator branches are to
be equipped in the synchronization block, as b state samples are simultaneously
conveyed in the form of an orthogonal symbol. In this section we introduce the
DPSK signaling scheme as the state sample conveyance means to resolve the
above multiple correlator problems. The DPSK based state sample conveyance,
however, accompanies a critical problem of phase ambiguity [71] in the channel
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Figure 8.23. PDSA spreader(a) and despreader(b) circuits designed in Example 8.6.

estimation respect, for which we are going to introduce the concept of the pre-
rotation of data constellation in this section.

51  PRINCIPLES OF THE D?SA

In the DSA family introduced in Sections 1, 3, and 4, b(> 1) state sam-
ples are simultaneously conveyed in the form of 2°-ary orthogonal symbols
spread by the igniter sequence whose period is equal to the symbol period.
The orthogonal modulation of the igniter sequence, however, has the problem
of exponentially increasing noncoherent correlators: In order to acquire the
igniter sequence modulated by 2%-ary orthogonal symbols, the DSA receiver
(mobile station) must be equipped with 2% noncoherent correlators and a de-
cision logic that compares the 2° correlator outputs with a threshold value,
as shown in Fig. 8.24. This multiple correlator-based acquisition scheme im-
poses a big burden on the mobile station in terms of hardware complexity, and
also degrades the acquisition time performance, increasing the false acquisition
probability. In order to resolve these problems, we introduce the D?SA scheme
in the following:
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Figure 8.24. Structure of parallel sample despreader of the orthogonal signaling PDSA or
BDSA system: (a) Operational structure; (b) decision logic in the igniter sequence acquisition
mode; (c) decision logic in the sample detection mode.

5141 D2SA SYSTEM ORGANIZATION AND OPERATION

Fig. 8.25 depicts the functional block diagram of the acquisition-related part
of the DS/CDMA system that employs the D2SA scheme. The basic struc-
ture of the D2SA scheme which consists of PDSA-spreader/despreader and
PS-spreader/despreader is similar to those of the existing orthogonal-signaling
DSA schemes, except that the PS-spreader/despreader employs DPSK for state
sample conveyance and the DPSK state symbols of the pilot channel are pro-
vided to all traffic channels (see the dashed lines), which is to pre-rotate the
constellation of the data symbols. %’

Now the main SRG in the BS (or, BS main SRG) generates the main sequence
{8m} of period Ny = 2% — 1, which is used for data scrambling and whose fast
acquisition is our ultimate goal. On the other hand, the igniter SRG in the BS
(or, BS igniter SRG) generates the igniter sequence {cp} of short period Ny.
We assume that {sm } and {cm } are the normalized complex sequences taking
the value (%1 + 5)/v'2 and that one-to-one correspondence exists between the
in-phase (I-) and quadrature (Q-) SRG states [10,106]. Then, once the in-phase

®The pre-rotation technique of the data constellation will be investigated in detail in relation to the channel
estimation function of the state signal in the next section.
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Figure 8.25. Functional block diagram of the the D?SA-based DS/CDMA system: (a) Base
station, (b) mobile station.

SRGs are synchronized, the quadrature SRGs can be immediately synchronized
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according to this one-to-one relation. *° The time-advanced parallel sampling
block takes the b state samples 2;;, 5 = 0,1,---,b — 1, of the I-main SRG
attime (R + ¢ — 1)Ny, for a reference value R, and provides them to the 2°-
ary DPSK modulator. *' The DPSK modulator maps the b state samples to
the corresponding PSK state symbol x; and produces the DPSK pilot symbol
fi by adding the phase of z; to the phase accumulated up to the previous time
slot. The resulting pilot symbol is spread by a period of the igniter sequence and
transmitted through the pilot channel in the interval [(R+i—1)Nr, (R+1%)Ny).
On the other hand, each user’s M-ary PSK data a,(l) is multiplied by the 2%-ary

pilot symbol f;, spread by one of the orthogonal Walsh sequences {w#}} and
scrambled by the common main sequence {Sy,}, and then transmitted in the
interval [(R+ i~ 1)Nr, (R + 1)Ny). 3 Note that once the main sequence is
acquired the Walsh sequence boundary (i.e., the data symbol boundary) can be
determined immediately [10]. The state signal (or, pilot signal) and the data
signals go through the same multipath fading channel to arrive at the mobile
station.

The MS first acquires the DPSK modulated igniter sequence employing the
simple noncoherent threshold detector shown in Fig. 8.26 (a) [7, 45]. We as-
sume that the simple serial search method is applied to the igniter sequence
acquisition. Then, the noncoherent delay-locked loop shown in Fig. 8.26 (b),
whose use is optional, tracks the accurate chip timing [4,45], After the timing
synchronization of the igniter sequence, the MS despreads the received state
signal and differentially detect the conveyed samples z;5, 7 = 0,1,---,b—1,
which are passed to the PDSA-despreader at time (R + ¢)Ny. On the other
hand, the PDSA-despreader generates its own b SRG state samples 2;;°ssimul-
taneously at time (R + ¢)Ny from the [-main SRG, and compares them with the
conveyed counterparts zi;’s. For each j =0,1,-++,b— 1, if Z;; coincides with
Zij, no action takes place, but otherwise the jth correction circuit is triggered to
correct the I-main SRG state attime (R+¢)Nr+ D.,with D.chosen such that
0 < D, < Nj. If we employ the sampling and correction circuits designed ac-
cording to the theorems in Section 4, the MS I-main SRG gets synchronized to

**We assume complex sequences for their popularity in commercial systems [8, 9, 10]. However, all the
discussions in the paper can equally be applied to real sequence-based systems with a trivial modification of
the system structure and some relevant approximations related to system performance analysis.

*'In this section, we describe the system on a discrete time basis, setting the unit time to be the chip duration
Te.

’The data symbol period may take any divisor of the state symbol period Nj. We assume that the data
symbol period is equal to the state symbol period for notational convenience. The data symbol set size M
need not be equal to 2%.
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Figure 8.26. Structure of the igniter sequence synchronization block: (a) Acquisition detector,
(b) noncoherent DLL for sequence tracking (optional).

the BS I-main SRG after W 2 [L/b] comparison-correction operations when
no detection error occurs, where L denotes the length of the main SRG. *

For safety purpose against detection error, we install a verification process
that checks whether or not the conveyed and receiver-generated symbols coin-
cide V' more times after the /¥ comparison-correction operations. While verify-
ing the synchronization of the I-main SRGs for the interval [(R+ W )Ny, (R+
W +V — 1) Ny, we also investigate the mapping table to get the corresponding
Q-main SRG state at the end of the interval. Ifall the V' symbol sets (or, the

*3In this section, we take the PDSA approach in relation to the main SRG synchronization function. But the
BDSA approach is equally applicable.
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bV sample sets) coincide, then the MS loads the obtained Q-main SRG states
and declares completion of synchronization of the main sequence, beginning
to track and estimate the channel gain and carrier phase. If there happens any
discrepancy in ¥ symbol sets, the mobile station resumes the initial igniter se-
quence search mode and repeats the acquisition procedure. (Refer to Fig. 8.3.)
Despite the above verification process, there still exists a possibility of false
acquisition, no matter how small it may be. Ifa false acquisition is really de-
tected in this stage, the MS recalls the declaration of the synch-completion and
restarts the initial igniter sequence searching process, which may be modeled
by a delay of KNy time units for a very large number K.

After the synchronization process, the MS despreads the data signal by multi-
plying the conjugate of the synchronized main sequence and the corresponding
Walsh sequence, then coherently demodulates the despread data by using the
channel estimation technique to be described below.

512 D?SA CHANNEL ESTIMATION

Most DS/CDMA receivers maximize the signal-to-noise ratio by taking the
RAKE structure that combines each multipath data signal coherently. The pi-
lot channel signal which usually takes the form of unmodulated PN sequence
helps the MS estimate the channel characteristics of each path, based on which
the RAKE receiver accomplishes the maximal-ratio combining (MRC) of the
incoming data signals [7]. In the case of the DSA family including the D?SA,
the state signal, that is, the modulated igniter sequence, should render the chan-
nel estimation reference as well as the timing acquisition/tracking reference
as it is the only pilot channel signal of the system. Note that, in the existing
DSA schemes, once the main sequence as well as the igniter sequence is syn-
chronized, the orthogonally modulated igniter sequence can be autonomously
regenerated in the MS. This implies that once the synchronization process is
completed the incoming orthogonally modulated igniter sequence is eligible for
being the channel estimation reference. However, the DPSK-modulated igniter
sequence in the D2SA scheme cannot take this role due to the phase ambiguity
problem inherent in the DPSK signaling [71]. We investigate this problem more
specifically referring to the D2SA channel estimator shown in Figs. 8.25 and
8.27.

In the nth symbol interval, the BS pilot symbol f, and its input symbol zy,
take the complex values

fa = exp(jbn) =exp{j(6 + ) _ AG)}, (8.54)
=1
Ty, = exp(jA6,), (8.55)
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Figure 827.  Structure of the D2SA channel estimator.

where 8 denotes the initial phase of the BS DPSK modulator and A8, is
determined by the b main SRG state samples zqj, j = 0,1,---,b— 1. The state
signal constructed by spreading and power-adjusting the pilot symbol goes
through the unknown channel and arrives at the receiver. The nth received state
signal takes the expression

r(M(t) = Hyeln\/P,eilo+ i, A8)
Ni—1
X Y empr.(t = [m+ (n — 1)N{)TC) + No(2), (8.56)

m=0

where Hy,e/®» denotes the channel gain during the transmission of the nth state
signal, Py the pilot channel power, and pr. (t) the chip pulse shaping filter whose
amplitude is 1 in the interval [0, Tc]and 0, elsewhere. The pilot channel noise
N,(t) contains the traffic channel inteference, multipath interference, other
cell interference and the thermal noise, and thus is assumed to be a complex
white gaussian random process whose inphase and quadrature components have
the power spectral density of Np/2, respectively. 3 The MS despreads the
incoming state signal with the synchronized igniter sequence and integrate it for
the symbol period [(n — 1)NiTc, nNyTc]to produce the nth sufficient statistic

N T, ( | Ny-1
= "t * t—{m+ (n—-1)N;|T.)dt
9s,n \/]V]—T DN, T, ( ) ,fv-::o CmpTc( [m (TL ) I] c)

**Since the spread spectrum rake receivers process each multipath channel independently in relation to the
synchronization and the channel estimation, we regard the other multipath signals except the one we are
focusing on simply as a component of the pilot channel noise, and deal with the received signal as if it had
gone through a single path channel [7], which is reflected in Eq.(8.56).
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= VE,Hyelbred Gt 80 4 N, 8.57)

where E, 2 P,N{T, and Ny, is the zero mean circularly-symmetric complex

gaussian noise [100, 133] with E{[Re{N;n}|2} = E{{Im{N,}]?} = No/2.
By multiplyinggsn bygs -1, we get the nth conveyed state symbol (corrupted
by the channel noise)

Yn = EanHn—lei(Ad’"-’—Aa") + Ns,na (8.58)

where Agy, £ ¢n — ¢dn—1 and the differential demodulator output noise takes

the expression Ny p = NoaN;, 1+ \/EHnej(‘i’"“’“)N;,n”l +VE, Ho_;
e ba-1tbn_1) y gn. In the slowly fading channels, the channel characteristic
remains nearly constant for several symbol periods, and thus we have A¢, =0
in Eq.(8.58). Finally, after the magnitude normalization, the 2°-ary PSK slicer
restores 6 state samples 2,;, j = 0,1,--+,b — 1,from y,, which are used to
synchronize the MS I-main SRG to the BS I-main SRG in the DSA-despreader.
Once the synchronization of the igniter SRG and the I-main SRG is completed,

the MS starts to regenerate the DPSK-modulated pilot symbol by sampling the
MS I-main sequence, which is represented by

no4n
Fro+n = €xp(fbng4n) = exp{(fn, + Z AG))}, (8.59)
{=no+1
where 79 denotes the time when the MS starts to regenerate the pilot symbols
after completing the I-main SRG synchronization, and éno denotes the initial
phase of the MS DPSK-modulator. Note that the BS and the MS generate the
same differential-phase symbols after the synchronization of the [-main SRGs,
but that they cannot have the same initial phase. That is,

AG, = A l=no+1,n9+2 -, (8.60a)
bng # Ongs (8.60b)
in general. Due to the discrepancy of these initial phases, we cannot apply

the general low pass filtering approach to get the channel estimate, which, for
example, takes the expression (n > M) [7]

1 n+M X
Vnotn = ar VAL 2o Jemott fron 8.61a)
3 i=n-M
1 n+M . . y ot v
= m Z Hno+le'7¢"0+le]{0"° 0"°+Zm=no+1(A0m Abm)}
l=n-M

+N; g in (8.61b)
~  Hpgyne!Onotntlno=bnodt 4 K 0 (8.61c)
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where 2M + 1 denotes the number of averaging symbol periods during which

the channel characteristic is assumed to remain nearly constant. The averaged

. . Y A 1 M ‘A
complex gaussian noise Nynotn = 5777 Stemens Noino+1 €XD(—50no+1)

is also zero-mean, circularly symmetric, and E{[ Re{Nyno+n}?} =
5 No/
E{[Im{Ns,no+n}]2} =03 o+21 .3
On the other hand, the data signal arrives at the receiver and is despread by the
main sequence and the corresponding Walsh sequence. It is then integrated for

the period [(ng + n — 1)Ny, (ng + n)Ny] , producing the (ng + n)th sufficient
statistic

ddng4n = V EdHno+nej¢"°+nano+n + Nd,no+na (8.62)

where Ey = PyNT., Py the corresponding data channel power, and Ngng+n
the data channel noise. From Eq.(8.61c) and Eq.(8.62), we obtain the MRC
input component for the current path

Unotn = Gdno+n Yngin (8.63a)
~ VEGHE et =0)an 0+ Nypoin,  (8.63b)

which will generally cause a wrong detection of the MPSK data symbol anq4n
due to the initial phase discrepancy €y ~ no» even when the noise compo-
nent Nanotn = Nang+nNingsn + Nangtn Hnosne I Bnotntno=0nol} 4
N} poin VEd Hypyin €997+ ap, 4, becomes very small.

513 PRE-ROTATION OF DATA CONSTELLATION

The invalidity of the simple low pass filtering-based channel estimation in
the D2SA originates from the fundamental difference of the signaling (or,
modulation / demodulation) methods between the pilot channel and the traffic
channel. Since the pilot channel synchronization must be completed before
the channel estimation, we cannot but take a noncoherent signaling to convey
the synchronization information (or, the state samples) over the pilot channel,
while we prefer a coherent signaling for the traffic channel data in favor ofbetter
error performance. As an embodiment of this noncoherent pilot signaling and
coherent traffic signaling, the D2SA employs the noncoherent DPSK scheme
for the pilot channel and the coherent MPSK scheme for the traffic channel.
The noncoherent DPSK was chosen in consideration of its advantage over the
noncoherent orthogonal signaling in terms of system complexity and acquisition

3This is for the case of a simple moving average of the channel characteristic. More refined low pass
filtering is also applicable for the estimation [134].
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time performance, which unfortunately brought about the critical problem of
initial phase discrepancy between the BS and the MS DPSK modulators.

In order to resolve the phase discrepancéy problem, we employ the tech-
nique of pre-rotation of data constellation. ** From Eq.(8.59), Eq.(8.60a), and
Eq.(8.61c), we see that the MS can easily generate the (normalized) pilot signal
distorted by the channel, which is represented by

"7no+n
= Vngtnfotn (8.64a)
~ Hygin ej(¢no+n+0no+2?£:;+l an) | Ny non _ej(éno+z,"§,f0"+l Ay
(8.64b)
= Hpgpyne!FrorntOnotn) L N, oo eifhotn, (8.64¢)

Now, comparing Eq.(8.62) and Eq.(8.64c), we can deduce the fact that the
desired channel compensation is realized if the transmitted data symbol @ng4n
is pre-rotated by Bpq+r (or, equivalently, pre-multiplied by e/?»o+n)in the BS.
More specifically, ifthe MS despreads and integrates the (n20 + n)th pre-rotated
data signal, producing the sufficient statistic

gd,no-i-n =V EdHno+nej(¢"°+"+0"°+")ano+n + Nd,no+na (8-65)
then the corresponding MRC input component becomes

'&n0+ﬂ = gd,no+n ﬁ:to+n (866a)
Y, EdH7210+nano+n + Nd,no-H’H (8.66b)

where the noise component is given by Nypo4n =€ %0+ { Nypoin N s no+n
+Ngnotn Hngin e~ {(bno4n+(Bno—0ng)} 4 N;,no+n VEgHngin g7 (#ng+n+0ngn)
‘@pg+n}, Notethat Nd,no+n has the same statistical characteristic as Nd,no+n in
Eq.(8.63b). This means that the D2SA system incorporated with the pre-rotation
and modified channel estimation achieves the same data error performance as
the conventional coherent MPSK receiver having no intial phase discrepancy
problem. The pre-rotation operation in the BS and the generation of the mod-
ified estimate @py4+n in the MS are incorporated in Figs. 825 (a) and 8.27,
respectively. (See the dashed lines in the figures.)

52  MEAN ACQUISITION TIME ANALYSIS

Now we analyze the mean acquisition time ofthe D2SAscheme referring to
the analysis of that of the DSA in Section 1. In relation to the mean acquisition

36The approach of modifying the transmitted symbol constellation can also be found in the Tomlison-
Harashima preceding scheme for the channel pre-equalization [135, 136] or in the derivation ofthe carrierless
AM/PM (CAP) scheme [137].
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time analysis, we assume that the channel characteristic remains stationary
throughout the acquisition process [7, 14, 15], that is, H,,e?%» = Hel?,forany
n. Though the analysis under this AWGN channel assumption may be somewhat
different from what we get under correlated Rayleigh or Rician fading channels,
it should be sufficient to clarify the advantage of the D2SA over the orthogonal
signaling DSA or the conventional serial search acquisition methods.

We first derive the mean acquisition time formula of the 2b-ary DSA familiy
when the detection probabilityper run Py »,thefalse acquisition probability per
cell Pgq ¢, and the probability of correct symbol decision P are given. (Refer
to Section 1 for the definition of these probability parameters in the binary
signaling case.) The derivation procedure is just the same as that of Eq.(8.19),
except that the number of comparison-correction operations is W(= [L/b]),
not Z, and Py=1/2%, not 1/2. The resulting formula is *’

1 1-P¥ P, -PY

E{Tyy} = W[1+Pd"{w+2+ »-T YR PY
N [ o4
(K — 7201 - P¥) 2
+ oV } + (N] — 1){1 +Pfa,c(W + 2_b'__1—
K - _52{_ P PW+V
L = )], (8.67)

where 7p denotes the symbol integration period N;T, and the uniform prior
probability distribution is assumed for the initial code time-shift difference be-
tween the MS and the BS SRGs [57]. Note that Eq.(8.67) reduces to Eq.(8.19b)
when b = 1.

To complete the analysis, we focus on determining various probability pa-
rameters involved in the above formula for both the orthogonal signaling parallel
DSA scheme and the D2SA.

521  PROBABILITY PARAMETERS: ORTHOGONAL

SIGNALING
Letm;(t), j = 0,1,---,25 —1denote the orthogonal state symbol waveform
84(t) spread by the igniter sequence ¢(t) 2 Z,’:’,’:—Ol cmpr. (t — mT,),that is,
m;(t) = s;(t)c(t), (8.68)

N VT (tymy(t)dt = 8k, § k=0,1,---,2° =1, (8.69)

3"We assume for simplicity that the chip-timing fine-alignment (tracking) operation does not exist between
the igniter sequence acquisition and the state symbol detection. The overall synchronization performance

will improve if the tracking procedure is placed before the state symbol detection when implementing the
D2SA system.
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where d;5=11f j = k and 0 otherwise. We assume, without loss of generality,
that mg(t) is transmitted in the nth interval. Then the received signal takes the
baseband expression

rO(t) = m(t + 1T, + nT.) + N,(t), (8.70)

where, m(t) £ Y82 _o, VP He m g (¢~ [k—1]N1T.), j(k) € {0,1,---,2°
-1}, j(n) = 0, and P, denotes the pilot channel power and N,(t) the complex
white gaussian noise whose in-phase and quadrature components both have
the power spectral density Ng/2. Parameters [ and 5 respectively denote the
integer and fractional part of the phase difference between the incoming and
receiver-generated igniter sequences normalized by T.

Referring to Fig. 824, we can represent nth matched components Yj,

(§=0,1,- - -, 2°-])by

1 nN; T,
Y, ——/ rO(ym*(t — [n — 1IN;T)dt (8.71a
n \/m (n—)N,T, 3() _7( [n INiT,)dt ( )
Xjn+ Njn (8.71b)
= Xjn+ (X]n+ Njn), (8.71¢)
where

X A 1 nN;Tc . d

in = N Jnvywy, m(t + 1T + qTe)mj(t — [n — YN Te)dt,
(8.72a)

o A [ VEHe®(1 — |n))dgj, if Su(in-phase),

Xin = {0, if Qg(out-of-phase), (8.72b)
X.;,ﬂ = Xj,n‘xj,m (8.72¢)

for E, 2 P;N|T,, and N, is the zero mean circularly-symmetric complex
gaussian noise [100,1331with E{[Re{N; n}]*} = E{[Im{N;n}]?} = No/2.
Note that X, and XT,, respectively represent the deterministic and random
parts [15] of the correlation value X;p, multiplied by the channel characteristic
Hel?. Since X 7nand Ny, are both random variables, we integrate these

terms into a composite noise term Nf, £x FntNjn. Then, approximating

X3 =0,1,--- , 2% — 1, to the zero mean circularly-symmetric uncorrelated

complex gaussian random variables, we may regard N7,,j = 0,1,---, 2b 1,

as the zero mean circularly-symmetric complex gaussian random noises having

the second-order statistic

E{Np cxy _ { 1\/0[1 + 76,7"2]6]'101 , lf Ql(in'phase)a

g tkn No[l +7¢(1 = 2in| + 2n|*)8;x, if Dp(out-of-phase),

(8.73)
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for j, k=0,1,---,2% — 1, where 7, 2 P,H?T, /Ny denotes the pilot channel
chip-SNR at the MS.

Now noting that the magnitude of the zero-mean circularly-symmetric com-
plex gaussian random variable has a Rayleigh distribution and becomes Rician
distributed when a non-zero value is added, we can determine the probabili-

ties that |¥},| exceeds the given threshold Rg under the hypothesis €2;, Pj; =
Pr{|Y;n| > Ro| 4}, =0,1,--+,2° = 1,i = 0,1, as follows:

2N ve(1-1n])? 4 =0 4=
Tyl \ e ) = P 7=0,1=1,
Fii(lnl) =\ exp{~ gz} £ P, j=1,2,---,2—1,i=1,
A . b .,
exp{ = sre=emranmy} = £ 3 =0,1,-+,2° - 1,i=0,

(8.74)
where ¢ and Q(a, B) respectively denote the normalized threshold and the
Marcum’s Q-function [23] defined by ¢ = %‘21 and Q(o, B) = ffwexp{—%
(22 + o®)}p(az)dz for the Oth-order modified Bessel function Ip(z).

Since the igniter sequence false acquisition happens when any of [Yjq|'s

exceeds Ry under Hp, we can determine the false acquisition probability per
cell, Pgq ¢(|n]), as follows:

2v 1

Prae(lnl) = 1~ [] (1 - Pjo(in)) (8.75a)
j=0

= el e

Thus, given the desired false acquisition probability, the threshold ¢ should be
set to

¢ = —2[1 + (1 — 2ln| + 2in|*)]log(1  [1 = Prac(lnf)]'/*).  (8.76)

On the other hand, the detection probability for a cell with the phase differ-
ence |n| under £2; is given by,

2v—1

Qalln) =1— T @ = Pu(nl)) (8.77a)
3=0

—1_ _ 2N17c(1—lnl)2 c
= [1 W Tqme | THane )]

_ c 251
x [1_e z—Tu+-rclnll] . (8.77b)
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Since we assume that the local phase advances by the step size T¢, there exist
two cells in the in-phase region whose phase differences are || and 1 — |5} ,
respectively. Therefore, the detection probability per run, Py.(|n)), is deter-
mined by

Pyr(inl) = Qa(lnl) + (1 = Qa(n))Qa(1 — |nl). (8.78)

Finally, assuming that the symbol decision is made with the smaller phase
difference out of || and 1 — |n| ifboth cells in the in-phase region are detected,
we can determine the probability of correct symbol decision (under §21)

Qa(In)(1 — Qa(1 ~ [n]))Pe(Inl)
d(Im)) + Qa(1 — |n1) — Qa(|n))Qa(1 — [nl)
4+ 1= Qal{n))Qa(t — ) Pe(1 — [n})
Qalln]) + Qa(1 — [n]) — Qa(In))Qa(1 — |n])
Qulln)Qa(t = In) - max(Pe(n) Pl =D} g o
Qalinl) + Qa1 = |nl) — Qa(in))Qa(l - |n})
where P,(|n|) denotes the correct symbol detection probability (under |n|) that

the symbol s; is detected when the state symbol s; is actually transmitted and
the fractional chip phase difference is ||, which is determined in Appendix B. 1

to be
p 1 b 2
2’ -1 _n Npye(l-n})
I D"ﬂE:O n+1( n )exp{ n+1 (1+|n?) } (8.80)

Pe(lnl) ~ 0

522  PROBABILITY PARAMETERS: DPSK SIGNALING

When we employ 28-ary DPSK signaling instead of the orthogonal signaling,
the received signal can be represented by

oo .
rP) = S VPHSU R (t + |1 +9)T. - [k— 1IN T) + No(t), (8.81)
k=—o00
where 0y € {2;"" m=0,1,---,2b - 1}.
Referring to Fig. 826 (a), we can represent the nth matched components
YD,n by

Y, L T N;T.)dt (8.82
= t—fn—1 t a
Din \/W R )N T, s ( [n ] I c) ( )
= Xpn+ ND,n (8.82b)
Xpn+ (Xp,+Npn) (8.82¢)
————————

= Xpn, + Np,, (8.82)
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where Xpyn and Np respectively denote the matched signal and AWGN
components, and the signal component is composed of the deterministic part

& | VEH (1 —|n), if Q(in-phase),
Xpn = {0, if Qo (out-of-phase), (8.83)

and the random part X7, Sx D — X p o With the variance
E{) XD, I’} = BHTeJn>. (8.84)

The composite noise N, ,, is defined in the same way as in Section 5.2.1, that is,
the sum of X, , and Np . Then, we may approximate N ,, to the zero mean
circularly-symmetric complex gaussian random noise having the second-order
statistic

E{| N%. 2} :{ Nol[l +7¢|nl?], if € (in-phase),
D.n No[l +7.(1 = 2|n| +2|n|?)], if $2p(out-of-phase).
(8.85)
Now taking the same procedure as was done in Section 5.2.1, and noting
that the igniter sequence false acquisition happens when |Yp | exceeds the
threshold fp under Hg, we can determine

[

Mol =2 + 2]

Thus, for the desired false acquisition probability, the threshold ¢ should be set
to

(8.86)

Pfa,c(l"?D = P3 = exp{~-

¢ = =2[1+ve(1 = 2ln| + 2In*)] log(Pya.c(Inl)). (8.87)

On the other hand, the detection probability for a cell with the phase differ-
ence |n| under €, is given by

Nl = 1))
Qd(lnl)=P1=Q(\/ {1(,Yc|n|';") N +':c|7’|2 ), (8.88)

and the detection probability per run, P4, (|n|), can be determined by inserting
Eq.(8.88) to Eq.(8.78).

The final step is to determine the correct detection probability that the symbol
/A0 s detected when the state symbol /48~ is actually transmitted. To solve
this problem, we depicted the relations between the (n — 1)th matched filter
output ¥pn-1 and the nth output ¥p, in Fig. 828. Note that the matched
signal components Xpn—1 and Xp , have the same magnitude v'E' and the
angle difference between them is just the transmitted information angle A6y,
which is true because the igniter sequence repeats in every state symbol period.
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Figure 8.28. Relations between the (n — 1)th and the nth igniter-matched filter output symbols.

Then, by Appendix B.2, we can obtain the correct symbol detection probability
(under |n|)

Nyve(1=|n)*(1—cos (m/2°) cos 8)

P (Inl) = 1_31117 /2 exp{— 1+v:[n1?(1—cos (7/25) cos §) }
el 21 J_x2 (L — cos 5 cos )[1 + c[n|?(1 — cos T cos §)]

(8.89)
and the eventual probability of correct symbol decision (under ) P, can be
determined by inserting Eq.(8.89) to Eq.(8.79).

53  PERFORMANCE EVALUATION

Now based on the analysis results in the last section, we evaluate the acqui-
sition time performance of the D2SA. We consider an m-sequence of period
215 _ 1 (L=15) as the main sequence and an extended sequence (e.g., extended
m-sequence, or extended Gold-sequence) of period 256 (Ny=256)as the ig-
niter sequence. The false alarm penalty factor is 1,000 and the fractional chip
misalignment n is assumed to be 0.25 (except for Fig. 8.31). The gaussian
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approximation is applied to the multiple access interference and the channel
noise.

Fig. 8.29 shows the detection probability perrun Py, and the correct symbol
decision probability (under §2;) P under the threshold settings that produce
the false acquisition probability per cell of 0.1. Figs. 8.29 (a){(c) exhibit the
probabilities for the chip SNR of -20dB through 0dB when b is 1, 2, and 3 (or,
2-ary, 4-ary, and 8-ary signaling cases). Solid and dashed lines respectively
represent the D2SA and the DSA performances. We observe that when b=1 the
D2SA has an SNR gain of about 2.5dB for P, and larger than IdB for Py, over
the DSA in low SNR ranges. When 4=2, the gain for P, reduces to smaller
than 1dB while the gain for Py, increases. However, the performance of the
DZSA is much inferior to that of the DSA for P, when b=3. This phenomenon
can be interpreted as follows: As the number of bits per symbol increases,
the minimum Euclidean distance among the signal symbols decreases in the
case of DPSK while it remains the same in the orthogonal signaling case. The
minimum Euclidean distance of the 4-ary DPSK symbols is the same as that of
the orthogonal signaling symbols having the same energy. On the contrary, Py r
of the orthogonal signaling DSA degrades as b increases, because the igniter
sequence is modulated by the increased number of candidate symbols, which
makes it difficult to acquire the sequence itself.

Fig. 8.30 exhibits the mean acquisition time performance of the conventional
serial search acquisition (SSA) [14], DSA, and D?SA schemes for varying
threshold value ¢. The chip-SNR is set to -15dB and the number of verification
steps for each scheme is set to a value that produces the smallest acquisition
time. The mean acquisition time of the SSA scheme is evaluated on the basis
of the analysis result of Eq.(8.20b). Fig. 8.30 (a) and (b) respectively show the
results for b=1 and /=2. In the binary signaling case, the D2SA completes the
acquisition about 5 times faster than the DSA and about 70 times faster than the
SSA. In the quaternary signaling case, however, such superiority of acquisition
time performance of the D2SA over the DSA diminishes significantly, while it
still outperforms the SSA by about 15 times faster. We observed that in the case
of the 8-ary or higher-order D2SA schemes the acquisition time performance is
poorer than the DSA counterpart. * Nevertheless this is no problem because
in practical cellular systems the BS will not employ the 8-ary or higher order
signaling schemes to broadcast the control information. From the perspective
of system complexity, on the other hand, the D?SA scheme always requires
only one correlator for the igniter sequence acquisition, while the DSA requires
2 correlators.

*In fact, we may improve the D2SA acquisition time performances much better than those exhibited in
Figs. 8.30 and 8.31 by modifying the overall acquisition procedure more elaborately. Refer to [66].
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Figure 8.29.  Probability parameters vs. chip-SNR (7.) (Py,,: detection probability per run,
F: correct symbol decision probability (under ), Py .: false acquisition probability per cell
(=0.1), N;=256, n=0.25.): (a) When b=1, (b) when b=2, (c) when b=3. Solid lines: D?SA,
dashed lines: (orthogonal signaling) DSA.
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Figure 8.30. Mean acquisition time vs. normalized threshold ¢. (y.=-15dB, L = 15, N; =
256, K = 1000, =0.25, uniform prior probability): (a) When b=1 (verification step size = 9),
(b) when b=2 (verification step size = 4).

Fig. 831 plots the acquisition times for varying chip-SNR: Figs. 8.31 (a)-
(b) and Figs. 8.31 (c)H{d) plot the mean acquisition times for »=1 and /=2
respectively, with the threshold set such that the false acquisition probability
becomes 0.25, 0.1 and 0.01. The D?SA and the DSA both exhibit their best
performances when the threshold is set such that Pge . = 0.01 while the SSA
has different optimal thresholds depending on the SNR. Figs. 8.31 (a) and (c)
plot them when the chip misalignment % is 0.25, and Figs. 8.31 (b) and (d)
when i is 0. The verification step size for each scheme is set to a value that
produces the smallest acquisition time. We see in Figs. 8.31 (a) and (b) that the
acquisition times ofthe D2SA and the DSA both reduce to about a hundredth of
the SSA acquisition time if the chip-SNR is larger than -11dB when 7 = 0.25
and larger than -14dB when 5 = 0. The D2SA can keep this reduction ratio
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Figure 8.31.

Mean acquisition time vs. chip-SNR (v.) (L = 15, N = 256, K = 1000,

uniform prior probability): (a) When b=1, n=0.25; (b) when b=1, n=0; (c) when b=2, n=0.25;
(d) when b=2, n=0. Solid lines: P4 ,=0.01, dotted lines: Pjq,0=0.1, dashed lines: Pgq =0.25.

up to about -14dB when 5 = 0.25 and -17dB when 5 = 0, while the DSA
exhibits rapid performance degradation if the chip-SNR is smaller than -11dB
when # = 0.25 and -14dB when # = 0, In the low SNR ranges, the binary
D2SA has the SNR gain of about 2.5dB over the binary DSA.

In the quaternary signaling cases (Fig. 8.31 (c) and (d)), the D?SA has only a
small gain over the DSA, and the performances of both systems degrade rapidly
when the chip-SNR becomes smaller than -11dB when 5 = 0.25 and smaller
than -14dB when 7 = 0. For performance improvement, the D#SA can easily
reduce the chip misalignment  to a small value by incorporating a simple
delay-locked tracking loop (see Fig. 8.26 (b)) before the state symbol decision.

Team-F lij v
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However, the DSA has to design somewhat complex tracking system [7] in
order to overcome the orthogonal modulation effect of the igniter sequence and
expedite the tracking process.
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Chapter 9

CORRELATION-AIDED DSA (CDSA)
TECHNIQUES

The DSA techniques acquire code synchronization relying on the state sam-
ples that are conveyed over the igniter sequence, or the pilot channel. The
conveyed state samples are compared with the receiver-generated state samples
and the resulting discrepancy is used in correcting the state of the main SRG
in the receiver. When the channel condition is good, the synchronization can
be done extremely fast, as the correct conveyance of L samples suffices to ac-
quire the synchronization. In very poor channel condition, however, it is highly
probable that the state samples geterrored during the conveyance, consequently
delaying the code synchronization substantially. Therefore, it is very much de-
manding to devise some means of improving the acquisition performance in
such poor channel condition.

In this chapter, we introduce the correlation-aided DSA (CDSA) technique
that has been presented as a solution to the above problem. We first discuss the
principles of the CDSA and analyze its acquisition time performance. Then
we consider the applications of the CDSA to the inter-cell synchronous and
asynchronous DS/CDMA systems respectively. Similar to the DSA case, the
CDSA technique is new and not yet widely referenced, so we provide in-depth
discussions on the theoretical background and applications.

1.  PRINCIPLES OF THE CDSA

The acquisition performance improvement of the DSA scheme over the con-
ventional serial search acquisition (SSA) or the parallel search acquisition
(PSA) scheme is significant in high or moderately low SNR environment. How-
ever, there often exists a BS-to-MS radio link that is in extremely poor channel
state, which occurs when the MS is located in a shadowed or deep fading area,
or when a considerable frequency offset exists between the BS and the MS
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oscillators [13J. Unfortunately, the DSA-based acquisition scheme cannot op-
erate successfully in such poor channel environments. When the SNR becomes
very low due to poor channel state, the probability to get correct detection in
L + V successive samples drops very low, thus making DSA-based receiver

spend tremendously long time in acquiring the PN sequence. !

In order to keep the short acquisition time even in this worst-case environ-
ment, we discuss in this section how to incorporate a state symbol correlation-
based acquisition process in the existing DSA scheme. Since the received state
symbol streams are a kind of pseudo-random sequences having good correla-
tion property [69], the correlation of the despread state symbol sequence and
the symbol sequence previously stored in the MS memory can aid the syn-
chronization process. As the state symbol-SNR is relatively high, the state
symbol correlation process enables reliable synchronization even in very low
chip-SNR environment. As it will become clear in later sections, the resulting
CDSA scheme maintains good performance even in the fading channels with
large frequency offset.

1.1  CDSA SYSTEM ORGANIZATION AND
OPERATION

The CDSA is a variation of the DSA that modifies the acquisition procedure
in the receiver only. Fig. 9.1 depicts the functional block diagrams of the
acquisition-related part of a receiver (MS). The DSA system in Fig. 9.1 (a)
is a simplified version of that shown in Fig. 8.1. We observe that the CDSA
system in Fig. 9.1 (b) is an outgrowth of the DSA system in Fig. 9,1 (a). It
contains two SRGs - - the igniter SRG of length § and the main SRG of length
L - - as the basic building blocks and also contains the comparison-correction
based acquisition blocks. The added blocks, shown in shade, are only those
for storing and correlating the “soft" state symbols. From this block diagram,
we can easily imagine that the CDSA is basically the same as the DSA but is
additionally equipped with the function of storing and correlating the “soft"
state symbols in compensation for the performance degradation.

The functional block diagram is a generic one that can take different forms
depending on the signalling scheme. For example, in case the DPSK-signalling
is employed, the SRG may be composed of two parts - - in-phase SRG and
quadrature SRG - - for both the igniter and the main SRGs. This change
accompanies additional functional blocks for pre-rotating processing of data
constellation. (Refer to Section 5 of Chapter §.)

The Operation of the CDSA begins with the igniter sequence acquisition.
This first stage processing is basically identical to that of the DSA, except that

'Note that L and ¥ respectively denote the SRG length and the verification step size.
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Figure 9.1. Functional block diagram of the acquisition-related part of the receiver (MS): (a)
DSA system, (b) CDSA system.

the igniter SRG may be divided into in-phase and quadrature SRGs if DPSK-
signalling is used. In terms of the igniter sequence period Ny and the chip time
Te, we may assume that is takes Sy NyT for the igniter acquisition and VyNrT,
for its verification.

Once the igniter sequence acquisition is completed, the main SRG acqui-
sition begins. This second stage processing now consists of two steps - - the

comparison-correction based first step and the correlation based second step.
The first step is essentially identical to the DSA case: The receiver-generated
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state samples are compared with the igniter-conveyed state samples, and the
comparison result is fedback to the main SRG for state correction. Assuming

2%-ary signalling, it takes W 2 [L/b] symbol conveyances for the main se-
quence acquisition and ¥ symbol comparisons for its verification. Therefore,
in terms ofthe N7 unit, the overall comparison-correction based acquisition
time becomes (W + V)NiT..

The second step processing of the main SRG acquisition is a supplemen-
tary processing that is triggered only when the first step processing does not
terminate within the pre-specified limit. In preparation for this, the MS stores
the “soft" state symbols in the received signal during comparison-correction
processing. By the “soft" state symbol we mean the received raw data out of
which a “hard" state symbol is to be determined. In addition, the MS keeps
a pre-determined set of “hard" state symbols that encompasses all the 2°-ary
PSK symbols uniquely determined by the b binary numbers. If the first step
processing does not terminate within F units of (W + V') N;T,, the MS begins
to cross-correlate the “soft" state symbols with the “hard" state symbols, deter-
mining the “hard" state symbol that produces the maximum value. Once the
“hard" state symbol is loaded to the main SRG, the second stage processing, as
well as the second step processing, terminates. We may assume that this second
step process takes Degr units of NyTe.

The auxiliary processing of confirming the possibility of false synchroniza-
tion or false alarm is maintained in the same way as in the DSA. We set the
false alarm penalty time of K. N;T, as before, for a large number K.

Fig. 9.2 depicts the flow diagram that outlines the CDSA process we have
discussed so far. Fig. 9.3 is the synchronization timing diagram that illustrates
the time-requirements for each of the two stages.

12 MEAN ACQUISITION TIME ANALYSIS

We analyze the mean acquisition time ofthe CDS A-based cellular DS/CDMA
system referring to Section 2 of Chapter 8. In the analysis we assume the AWGN
channel for simplicity [7, 15]. The mean acquisition time performance in the
Rayleigh fading channel will be exhibited through computer simulation, in the
subsequent sections.

121  SIMPLIFIED FLOW DIAGRAM

The acquisition process may be arranged into two stages: The lst stage
includes all the processing from the start of the search to the completion of the
igniter code and timing acquisition, and the 2nd stage includes all the processing
from the start of the main SRG correction to the completion of the main sequence
timing acquisition. In order to analyze the mean acquisition time in line with
this arrangement, we rearrange the overall flow diagram in Fig. 9.2 accordingly.
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In this rearrangement we simplify the overall flow diagram by assuming that
the igniter search procedure restarts with a randomly distributed igniter code
and the timing difference between the BS and MS if the main sequence false
acquisition occurs under the igniter true acquisition. > Under this assumption,

we may deal with the igniter sequence acquisition process separately from the
remaining main sequence acquisition process, deriving the equivalent igniter
false acquisition penalty time. This penalty time is obtained by calculating the
mean time that the MS wastes after its false declaration of the igniter acquisition
until it returns to the next igniter phase search step, which is determined to be
KNiT,. * Based on this equivalent igniter false acquisition time, we can
redraw the flow diagram in Fig. 9.2 into the simplified one in Fig. 9.4 (a). In the
new flow diagram, the 2nd stage begins only after the igniter sequence is truly
acquired, and the whole process restarts when the main sequence acquisition

*The assumption for simplification results in an overestimation ofthe overall CDS A acquisition time because
the 1st stage acquisition process would resume in the igniter in-phase state ifthe igniter true acquisition were
kept, which means that the Ist stage process could be completed immediately after returning from the false
acquisition. However, as the tracking loop may not keep the original chip timing during the main sequence
false acquisition state, we may simply assume a random shift of the igniter code phase.

’In the case of the inter-cell synchronous DS/CDMA systems (such as IS-95 and cdma2000) having the
minimum PN sequence offset 2P we can determine

F—1

Z(" + (W + V)Ppyys,r(l — Puvse)®

n=0

+ {(W+V)F + Deor {1 — Puvs,p)* + K

(W4 V){L = (1 = 1/20V+D)Fy
1/2&V+D

K

pd

+ Deor(l — 1/28V+DYF 4 g

Ja¥ . .
where Ppy s, p = (I/Qb)v . 1/2D is the false main verification success probability that the state validity
check and the coincidence test turn out the success result when the main sequence is not truly acquired.
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declaration turns out false. This simplified flow diagram enables us to determine
the overall acquisition time after analyzing the 1st and the 2nd stage acquisition
times, separately.

Now in order to obtain the overall mean acquisition time by taking the mo-
ment generating function approach of [14], we denote by Hr(z) the transfer
function from the /st stage beginning state to the 2nd stage beginning state,
which is related to the mean igniter sequence acquisition time E[T7] through
the relation E[Tr) = H;(1) (see Section 2 of Chapter 8.). * Then, we divide
the acquisition completion declaration state to two sub-states - - one through
comparison-correction and the other through symbol correlation, and denote by
Hce(z) and Hsc(z) the transfer functions from the 2nd stage begin state to
these two sub-states, respectively. This division is necessary for the analysis,
as the probabilities to declare acquisition completion for the two cases, namely,
Prcc and Prse, are different in general.

The function Hpe(z) is determined to be

F-1
Heo(z) = 3 (1= Pyys)'Pyys - 2"FHVHY)
n=0
—(1- F ., (W+V)F
= Puys- W+ 12U Pivs) oz ©.1)

1— (1= Pyys)-2W+V 7

where Ppy s is the main verification success probability that the state validity
check and the coincidence test turn out successful result. > On the other hand,
the function Hgc(2z) can be easily determined to be

Hsc(z) = (1 — Pyys)F - 2WHV)F+Deor, 9.2)

The probability Proc and Prse vary depending on the fractional chip align-
ment offset 7 and the mini mum PN sequence off set 2”. In the case ofthe Prec,
we can easily get

B PypPe(nh)"tV
Pree(nl) = (1/22V+D){1 — PnpP(n)"} + PxaP.(In)7 "’

9.3)

A
“The transfer function H;;(z) from state-i to state- is defined as Hy;(z) = E:‘;o pi;j(n)z™ for the

probability pi; (n), which is the probability that the system leaves state-i and reach state-j in n time units
(see Section 2 of Chapter 8.). The time unit isN;T¢ throughout this section, and H;j(l) = %Hﬁ (2)|2=1-
3In the case of the inter-cell synchronous DS/CDMA systems having the minimum PN sequence offset of
20, Pyry s is given by

Pyvs(inl) = (1/2°Y*P) {1 = Py Pe(n))¥ } + Pnp Pe(In)W Y,
for the fractional chip alignment offset . In the above equation Py g _ﬁ 1 — W/2[' =5 denotes the

probability that the frame boundary does not hit during the main SRG correction stage [66J, and F denotes
the correct slate symbol detection probability. (See Eq.(8.98) in Section 5 of Chapter 8.)
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where Pyp 2 1-w/ 2L=5 Derivation is rather complex in the case of Prgc.
According to the derivation given in Appendix B.3, we get

Prsc(|nl) =

( nBN2y2
y2b Pl qyn (2P 1)(””’%) P~ W G )
n | VN2 +2nNve /Bn

X
V(14 Nve)2+n(4—2/ B)Nyve+n’
nB'y }

\ §2 Pl gy (2701 foo (4ey)? exp{— G et 37B ey
n=0 n 0 V{l+rey)2+2n1cy/B+n}
1 p{_Nl 1-|g 2-H/}
!nlz\/(lﬂcy +n(4- 2/B)7cy+n n

k x T2t N7 y) dy, inl #9,
(9.4a)

where Jy{z) is the Oth order modified Bessel function and -y, denotes the pilot
chip-SNR. This applies to all values of b, providing an approximate value for
the case b = 1. When b = 1, the exact Prgc¢ islower-bounded by

Prsc(lnl) >

In| =

( 22[' by ( (2L “{NI7e)2 4+ (14 N17e) %)
=0 \/(Nnc)’+(1+Nﬂ/c) +2nNr7e/B+n
"BN)'YC
exp{~ (N77c)2+(1+Npve)2+n(4- 2/B)N17c+n} Inl =
V(N17) 2+ (LN 7e) 2 +n(4-2/ B)N ye+n
) s2eop-t oo (=D ) e+ (14969)?)
0 \/(7cy)2+(1+'rcu)’2+2n'rcy/3+n
x exP{_gﬂ)hgwknyLFl :(4-2gu)1ﬂ+n} N,[l——q )2+y
12/ (e )2+ (1 +vc ) 2n{d— 2/3)1cy+n |l
{ x Io( Lr.};)ll\,]vl y) dy, In} # 0,

(9.4b)

which will provide an upper bound of the mean acquisition time of the binary
signaling CDSA system. Based on these transfer function parameters, we can
redraw Fig. 9.4 (a) into the state transition diagram shown Fig. 9.4 (b). The
mean acquisition time can be obtained by analyzing the overall transfer function
from the Ist state beginning state to acquisition completion state in Fig. 9.4 (b).

1.2.2 MEAN ACQUISITION TIME
The overall transfer function H(z) in Fig. 94 (b) is easily determined to be
H(z) = PrccHec(z) + PrscHsc(2)
1/H;(z) — 2X{(1 — Prcc)Hee(2) + (1~ PTSC)HSC(Z)}(;
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and the overall mean acquisition time E[T¢psa]can be obtained through the
relation E[Tcpsal = H (1). Therefore, by using Eq.(9.1), Eq.(9.2), Eq.(9.5),
and the facts Hy(1) = 1 and H;(1) = E[T}], we get the mean acquisition time

E[Tcpsa)l = (Ncpsa/Depsa) x NiTe, (9.6a)
for
Nepsa = [Prec(W + V{1 - (1+ FPuys)(1 — Pyvs)"}/Puvs
+ Prsc{(W +V)F + Deor {1 — Prvs)” |
+ (Prsc — Prcc) x [(1 = Puvs)F (W + V)
x {1—(L+ FPyys)(1 — Puvs)'}/ Puvs
~— {1= (1= Puvs)"H(W + V)F + Deor H{1 — Prrvs)F ]
+ [ Pree{l = (L= Pyvs)T} + Prsc(1 = Pyvs)F]
x [E[T]+ K x [(1 - Pree){1 - (1 — Pyys)F}
+ (1= Prsc)(1 - Puvs)T]],
(9.6b)
Dcpsa = [1-(1-Prcc){l - (1 - Puys)T}
— (1= Prsc)(1 - Puvs)" I (9.6¢)

The remaining work to complete Eq.(9.6) is the determination of the mean
igniter sequence acquisition time E[Tr]. In analyzing the mean acquisition
time, we consider the two extremal cases only - - when the fractional chip
alignment offsetis 0.25T (i.e., the worst-case scenario) and 0 (i.e., the best-
case scenario) [41], assuming that the chip advancement step in the acquisition
stage 18 0.5T,. For simple analysis, we assume that all cells in the in-phase
(H1) state [14] have a chip alignment offset smaller than 0.5T;,while all cells
in the out-of-phase (Hg) state have an offset larger than T, {41]. Under this
assumption, the cells of actual offset 0.75T, and 0.5T are regarded as having
an offset larger than T, and there are two H state cells of offset 0.257, for
the worst-case scenario and a single H; state cell of offset 0 for the best-case
scenario, respectively. Finally, as the fractional chip alignment offset of the
Hj state cells affect little the acquisition performance in the practical low-SNR
environment, we simply regard that all Hj state cells have the same fractional
offset of |n|Te. ©

Under the above assumption, we can easily determine the mean igniter se-
quence acquisition time by employing the state transition diagram shown in

SAs the chip advancement step is 0.5T, a half ofthe Hy state cells actually have the fractional chip alignment
offset of |17|Te while the other half have the offset of (% - ) Te.
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[14, Fig.3] and the resulting mean acquisition time formula [14, Eq.(9)]

BITY) = 1 s (Ho(1) + Hiy(1) + (v = DA - 22, 0

where v denotes the number of cells in the uncertainty region (= 2Ny),and
Ho(z), Hp(z), and Hp(z) are the branch gains defined in [14, Fig.3]. Ac-
cording to the derivation given in Appendix B.4, the three branch gain functions
take the following forms in the DPSK signalling environment:

Ho(z) = (1- Pg)z+ Ppo(l — Pyspm)z' V!

+PfoPygr oz Vit EL (9.82)
PdPGzl+Vl3 |ﬂ|:0,
Hp(z) = < PiPgz'tVi[1+ (1 - Pyz+ Py(1 — Pg)z'tVr
+ Py(Pysr,u, — Pg)z!tVitKi] [n]=0.25,
(9.8b)
(1 — Py)z + Py(1 — PVSI,HIILZS_:‘Z
P, — Pglez TViTh 7|=0
) = {0 R e
+ Pa(Pysr,n, — Pa)z' tVitki 2, (n|=0.25,
(9.8¢c)

where Py denotes the detection probability per Hj state cell, Py, the false ac-
quisition probability per Hp state cell, Py gy, i, the igniter verification success
probability under H; state, Py sr, i, the igniter verification success probability
under Hy state, and Pg the probability that the correlator branch corresponding
to the igniter code of the current cell actually produces the maximum accu-
mulated energy in the igniter verification stage and the square-root of the value
exceeds the threshold under H state. Inserting these relations back to Eq.(9.7),
we get the mean igniter acquisition time (normalized by NyT,)

1
E[Ti| = 5—=-[1+ ViPy+ K(Py(Pysi,u, — Pg)

P,Pg
+(2N) — {1 + Pro(V + KIPVSI,HO)}(Fid -y, 99

where Fy=1 if |n|=0, and F4=2 — Py Pg if |n}=0.25. Finally, inserting Eq.(9.9)
into Eq.(9.6), we obtain the mean acquisition time of the CDSA scheme. ’

"The mean acquisition time of the inter-cell synchronous DS/CDMA systems employing 2%-ary DPSK
signalling and active correlator (but not the CDSA) is derived in Appendix B.5.
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2.  APPLICATION TO INTER-CELL SYNCHRONOUS
SYSTEMS

The CDSA technique introduced in the previous section is a generic one
that can be applied to the inter-cell synchronous as well as the inter-cell asyn-
chronous DS/CDMA systems. In this section, we consider how the CDSA tech-
niques can be used in the code synchronization in the inter-cell synchronous
environment, such as the IS-95 and cdma2000 systems. As it will become clear
through performance evaluations, the CDSA based code acquisition substan-
tially outperforms the DSA based code acquisition in the low-SNR and fading
channel environment.

21  CDSA-BASED SYSTEM ORGANIZATION

Fig. 9.5 depicts the functional block diagram of the DPSK-modulated CDSA
scheme containing the state symbol sequence correlation block. The main shift
register generators, I-main SRG and Q-main SRG, both of length L, generate
the complex m-sequence of period 2% — 1and extend it, by zero insertion, to the
complex extended m-sequence {3[0]} = {5[0] + 13[0] } of period Nps = 2F
[9, 10]. For the minimum PN phase offset ZD the BS of the kth cell uses one
of 2L~ Pghifted versions of the extended sequence

A .
{slk] . glk] = Sm+k2P = Sy myk20 t J8Qmik2Ds
m = ---,0) 1)""2L - 17"'}’ k=071’.-.’2L—D - 1,(9.10)

as its data scrambling sequence [9, 10]. The fast acquisition of the scrambling
sequence (or, main sequence) of the corresponding cell is our ultimate goal.
The inserted 0470 bit is defined as the start bit of the main sequence regardless
of the amount of shifts. Note that one-to-one correspondence exists between
the states of the I-main SRG and the Q-main SRG [9, 10], which enables us to
acquire the entire complex sequence once we acquire the [-main sequence.

On the other hand, the igniter shift register generators, Igniter SRG-1 and
Igniter SRG-2, both of length S, can possibly generate the complex igniter se-

quenches {c1} = {c' +jcém} [=0,1,---,25"1—1, of period Ny = 25.We

assume that Ny is larger than orequal to 22, The {cm }and{cm } are a pair of
orthogonal Gold sequences formed by the binary addition of two m- sequences
generated from the igniter SRG-1 and the igniter SRG-2 along with the 0 in-
sertion to extend the resulting sequence period to 2%. The number of possible
orthogonal Gold sequences generated from the two igniter SRGs of length § is
25, but the cellular system uses just 2R sequences (or, R complex sequences)
for R = [R/25-P), where R denotes the igniter sequence reuse factor [6]
of the cellular system. Using R shifted sequences out of R25-Payailable se-
quences, which are composed of R complex orthogonal Gold sequences and



Correlation-aided DSA (CDSA) techniques 273

DSA - Spreader Sample - Spreader

v} {201} Spreadi
Tmain SRG ._1.1 Time-advanced] u.h PS X0 fi-o ;;ren "8 Siate
= - Parallel Symbol 0 signal
[Q-main SRG | Sampling Mappin : Chl (CPICH)
A M NiTe = [Tgniter SRG-1
"""""""" Sampling Timing Igniter SRG-2
(wi') :-Qllsm[‘”l
a‘IlI_ 5 & » Dala
signal(1)
(Wi = [5,/0)
lll-..._.&_l » Data
& " signal(2)
: (Wi} (%)) ‘
P M Data
4 - : ~ signal(J)
Spreading
(a)
‘Store State Symbols SmwSymboI Correlation Based | _ _ o
for B S_ymbql Periods Frame Boundary Search
I
1
Sample Despreader= DSA -Despreader
(0]
State OPSK {? I
signaly , Symbol | Pnrall:l
+Noise iU, Detection
"""""" Correction Timing |
"""""""" Sampling Timing ||
) wil
Data {SIIII' [ (il
signal(u) :@_.a..l' j'“qu o =l
AN Despreading % O-INT

Figure 9.5. Functional block diagram of the acquisition-related part of the inter-cell syn-

chronous DS/CDMA system employing the CDSA scheme: (a) Oth base-station (transmilter),
(b) mobile-station (receiver).

their 25— P shifted versions {CES.-}—qZD}’l =0,1,---,R ¢=0,1...,25-D_1,
we can implement the inter-cell synchronous cellular system with the igniter
sequence reuse factor R. The start bit of the igniter sequence is defined to be
the inserted 0+j0 bit regardless of the amount of shifts as in the definition of

the main sequence start bit. Each cell of the cellular system belongs to one of
the R groups and each group uses one of the R shifted igniter sequences. The
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cells using the same shifted igniter sequence are spatially separated to minimize
co-igniter code interference.
We assume that the Oth cell of the system uses the zero-offset main sequence

{sE?.]} as its main sequence and the Oth zero-offset igniter sequence {cg),]}as its
igniter sequence. The start bits of the zero-offset main sequence are generated
at times 0, 2, 2 - 2L, 3. 2L ... while those of the /th (! = 0,1,---, R)
zero-offset igniter sequence are generated at times 0, 25, 2-25,3.25, ..., 8
The main and the igniter sequences of each cell are chip-shifted versions of the
zero-offset main sequence and the (corresponding) zero-offset igniter sequence,
with the shifts being integer multiples of 2P, (Note that 25 is divided by 2P.)
Therefore, the I-main sequence samples of the kth cell, taken when every oth
(0 < o < Ny chip of its igniter sequence is generated, form the n;th state
sample sequence of period 2L—5

. - A _
{alnel - 5l S o5 inab4ar M=000, 0,100, 2875 1) 91D

ng=0,1,---,25"0 —1,

where n is determined by the difference (modulo Ny) between the start bit
generation time of the main sequence and that of the igniter sequence in the kth
cell. The exemplary timing relations of the main and the igniter sequences as
well as the igniter reuse pattern are depicted in Fig. 9.6 for L=15, S=8, D=6,

and R=7. The 7 igniter sequences used in the system are {ciﬂl}, {cﬁ]w,t},

{c£?1l+128.}' {CE?;]+192}’ {CLIL] } {c£r1|,]+64}’ and {c.Elll.]+128}’ where {Cyr]t] } and {cﬁ,ﬁ]}
can be simultaneously generated from the igniter SRGs.

22  CDSA-BASED SYSTEM OPERATION

Based on the CDSA-based inter-cell synchronous system organization we
have discussed so far, we now consider the operation of the system. As the
operation differs depending on the communication site, we consider operation
at the BS first, and then at the MS. At the BS, state symbol generation and
broadcasting are the major functions. In contrast, acquisition of the igniter and
main sequences are the major functions at the MS.

221 OPERATION OF THE BS

We focus on the BS operation in the Oth cell, as its generalization to the kth
cell is straightforward. The BS time-advanced sampling block takes the b state
samples
[0 & [o]

& =S, (r+i)25 +a;° i=0,1,---,b-1, 9.12)

ij

¥In this section, we describe the system discrete-time based, taking the unit time of chip duration Ty.
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Figure 9.6. Timing diagram (a) and igniter sequence reuse pattern (b) of the 252 main
sequences and R igniter sequences in the inter-cell synchronous DS/ CDMA system. Each cell
employs a main sequence and an igniter sequence out of them. (L = 15,5 =8,D =6,R = 7.)

of the I-main SRG at time (r + 2 — 1) Ny, for a reference value r and the jth
sample delay o (0 < @9 < @y < -++ < oy < Ny ), and provides them to
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the 2°-ary DPSK modulator. ° Note that, for a given a;, the sequence {zl[;?]}is
just a shifted version of the sequence {s[""]} in Eq.(9.11), and thus its period

is 2675, The DPSK modulator maps the b state samples to the corresponding
2-ary PSK state symbol z;,9 = e/49r+i.0 and produces the DPSK pilot symbol
fio = e%+io by adding the phase of z; ¢ to the phase accumulated up to the
previous symbol time. The resulting pilot symbol is spread by a period of the
igniter sequence and transmitted through the pilot channel for the time interval
[(r + i — L)Nr,(r + i)Nr). Note that the state sampling times and the pilot
symbol boundaries of an arbitrary cell always correspond to the times when

the start bit of its igniter sequence (i.e., cg] ) is generated. On the other hand,
each user’s M-ary PSK data a[ I s spread by one of the orthogonal Walsh

sequences {wm]} and scrambled by the cell-specific main sequence {s } and
then transmitted in the interval [(r + ¢ — 1)V, (r + §)Ny). ' Once the
main sequence is acquired, the Walsh sequence boundary(i.e., the data symbol
boundary) can be determined immediately [9, 10, 106]. The state signal and
the data signals go through the same channel to arrive at the mobile station.

222  OPERATION OF THE MS

A. Igniter Sequence Acquisition: The MS first acquires the DPSK modu-
lated igniter sequence employing the serial or parallel noncoherent acquisition
detector shown in Fig. 9.7. We assume that parallel correlator scheme is em-
ployed for the igniter sequence acquisition. The R correlators correspondmg
to the complex orthogonal Gold sequences employed in the system operate in
parallel and the maximum value of R correlator outputs is compared with the
predetermined threshold. Whenever the threshold overtaking occurs, a verifi-
cation test that compares the energy of V7 noncoherently accumulated symbols
with another threshold follows to confirm the true acquisition. In this stage,
the MS first accomplishes igniter code identification by determining the igniter
code that produces the maximum accumulated energy, and then compares the
maximum energy with the threshold.

B. Comparison-Correction based Main Sequence Acquisition: Once the
igniter code and timing of the current cell is acquired (i.e., the maximum accu-
mulated energy overtakes the verification threshold), the comparison-correction
based main sequence acquisition process begins. The MS despreads the re-

“Refer to Chapter 8 for the state sample selection, sampling/correction time determination, and the related
circuit design issues of the 26-ary signaling DSA system.

n fact, aEu] is multiplied by the pilot symbol f; o before spreading, which is needed when we coherently

demodulate the data symbol using the state signal as a channel estimation reference (see Section 5 of Chapter
8.).
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Figure 9.7.  Igniter sequence acquisition and verification detectors: (a) Pure serial correlator
implementation, (b) parallel correlator implementation. Noncoherent accumulator is employed
only for verification.

ceived state signal using the acquired igniter sequence and differentially detect
the conveyed samples z?;], j=0,1,---,b— 1,which are passed to the DSA-
despreader at time (r+14)Ny. On the other hand, the DS A-despreader generates
its own state samples Z;;’s simultaneously at time (r + )Ny from the MS I-
main SRG, and compares them with the conveyed counterparts zm]’s When
we denote by {37,m} the extended m-sequence currently generated from the
MS I-main SRG, the sample 2;; is defined to be

. DL .
Zij = sI,(r-H')NI-l—aja J :01 1a"')b_1- (913)

If2;; does not coincide with z,[;?],the Jjth correction circuit is triggered to correct
the state of the I-main SRG at time (r + )Ny + D,with D,.chosen such that
0 < D, < Nj. Otherwise, no action takes place. Ifwe employ the sampling and

correction circuits designed according to the theorems in Section 3 of Chapter §,
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the MS I-main SRG gets synchronized to the BS I-main SRG after W 2 [L/b]
state symbol conveyance if no detection error is involved.

For fear that there should be a detection error, we install a main sequence
verification process that checks ifthe conveyed and receiver-generated symbols
coincide for additional ¥ symbol comparisons after the synchronization. While
verifying the synchronization of the I-main SRG through the coincidence test,
we also investigate the mapping table to check the validity of the corrected
[-main SRG state and get the corresponding Q-main SRG state that will appear
at the end of the verification process. Note that there are 252 x 255 valid
[-main SRG states each of which is mapped to each shifted version of the state
symbol sequences (see Eq.(9.14)). The valid I-main SRG states (i.e., L-bit
shift register internal values) together with the corresponding Q-main SRG
states must be stored in advance in the memory. The required MS memory
is nevertheless minimal in practical system implementations. '’ On the other
hand, during the main SRG correction and verification processes, i.e., for (W +
V) symbol transmission periods, the MS stores the soff state symbols y;’sin
the memory (refer to Fig. 9.5 (b)). If the conveyed and receiver-generated
symbols indeed coincide for all ¥ symbol pairs and the I-main SRG corrected
state coincides with a valid state listed in the memory, then the MS loads the
corresponding Q-main SRG state and declares completion of synchronization
of the main sequence, beginning to track and estimate the channel gain and
carrier phase. If less than V' symbol-pairs coincide or the corrected I-main
SRG state does not coincide with any of the valid states, the MS goes back
to the main SRG correction stage and detects another set of (W + V) state
symbols for SRG correction, verification, and soft symbol storage. Unless the
verification test succeeds (i.e., ¥ symbol-pairs coincide in the verification stage
and the corrected state is valid), this procedure continues until the number of
stored symbols exceeds a predetermined number B, which is assumed to be
2L=5 (i, the period of the state symbol sequence) in this chapter.

C. Correlation based Main Sequence Acquisition: If 22~ state symbols
have been received after initiation of the comparison-correction process and the
main SRG synchronization is not yet declared, the comparison-correction based
acquisition process stops and the state symbol correlation process begins. In the

mean time F = [2E~5 /(W + V)] trials of comparison-correction process are
completed only to fail. For the state symbol correlation process, the MS stores
in the memory, inadvance, 25~ sets of possible PSK state symbol sequences

of length 22-5, { {&;n, 1 =0,1,---,28"5—1}: ng=0,1,---,25- D —1

"When L=15, §=8,and D=6, the required memory size is about 16kbits.
We set B to be 2L~5 for realizing the full-period correlation of the state symbol sequence. However, in
general, we can achieve the same goal by employing partial correlation when B is not equal to 2£-5.
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}, for the symbol Z; 5, defined by

xz,nk - S?"PSK( chga En;‘]': : 1'§£n(’:3 1) = ejAai'"ka (914)
where Sqbpgp(v0,¥1,- -+, ¥p_1) denotes the 2%-ary PSK symbol on the unit
circle that is uniquely determined by b binary numbers vy, v, - -+, vp_1. In
the state symbol correlation process, the 25-P hard state symbol sequences
{Zin,}» 7 = 0,1,--+,25"D — 1 and their cyclically shifted versions are
correlated one by one Wrth the received soft state symbol sequence {yio} of
length 2L=5, and then the shifted sequence which produces the maximum cor-
relation energy is determined to be the truly transmitted sequence {z;q}(refer
to Fig. 9.5). Note that as the sequences obtained by decimating an m-sequence
by the decimation factor 2° is just a shifted version of the m-sequence [69], the
state symbol sequences which are generated on the basis of the decimated se-
quences generally keep good pseudo-random property. Furthermore, the state
symbol-SNR is relatively high due to the high processing gain (or, 2%) even in
very low chip-SNR range. Therefore, the state symbol correlation process will
provide a very high synchronization success probability even in poor channel
environments. As the processing time required for the state symbol correlation
process is constant (we denote it by Deer Ny time units), we can map all can-
didate sequences {Z;n,} and their shifted versions with the corresponding I-
and Q- main SRG states that will appear after the processing time has elapsed.
Fig. 9.8 depicts the resulting overall acquisition process (see the solid line part).
The required time for each sub-process (i.e., igniter sequence acquisition and
verification, comparison-correction based main sequence acquisition, and the
state symbol correlation processes) is as illustrated in Fig. 9.3. If the overall
acquisition process turns out to be a false alarm in the tracking stage, the MS
recalls the declaration of the synch-completion and goes back to the igniter
search stage, which may be modeled by a delay of K Ny time units for a very
large number K (see the dashed line part and refer to Section 1 of Chapter 8.).

Afterthe synchronization process, the MS despreads the data signal by multi-
plying the conjugate of the synchronized main sequence and the corresponding
Walsh sequence, and then coherently demodulates the despread data using the
channel estimation results. '

23  ACQUISITION TIME EVALUATIONS

We compare the acquisition time performance of the CDSA, the DPSK-
signaling DSA, and the conventional PSA schemes when they are applied
to acquiring the IS-95 PCS forward link scrambling sequence (1.2288Mcps,

“Detailed discussions on the channel estimation of the DPSK-modulated DSA scheme can be found in
Section 5 of Chapter 8.
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Figure 9.8.  Flow diagram outlining the CDSA process for inter-cell synchronous DS/CDMA

systems.
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L = 15, D = 6). The igniter sequence period Ny and reuse factor R are
respectively assumed to be 256 (S=8) and 16, which means 4 different com-
plex igniter sequences are needed for the entire cellular system (R = 4). For
the numerical evaluations, we took the false alarm penalty factor K of 1,280,
which corresponds to 10 frame periods, and the dwell time 7p of 2567;. We
applied the Gaussian approximation to the multiple access interference and the
channel noise, thus integrating all the noise processes to a single complex white
Gaussian random process whose in-phase and quadrature components have the
power spectral density of N,/2. We take the igniter verification step size Vr of
10, and the coincidence test step size V' of4 for 6 = 1 and 2 for b = 2 respec-
tively. We selected the normalized threshold {p such that Py, becomes 0.0,
and the threshold ¢, suchthat Py sy, g, becomes 0.001. Finally, the correlation
speed in the state symbol correlation stage is assumed to be the same to that in
the igniter sequence acquisition stage, which means that we spend 1287 in ob-
taining K(=4) correlation results between soft and hard state symbol sequences
of length 2£=5(=128). As 512 correlation results must be obtained per state
symbol correlation process, Deor-becomes 64. 14
Fig. 9.9 plots the overall mean acquisition times of the three schemes in
the AWGN channel for |p| = 0.25. Fig. 9.9 (a) exhibits the performances
when DBPSK signaling is employed (5=1) for state sample transmission, while
Fig. 9.9 (b) does the same when DQPSK signaling is employed (h=2). The mean
acquisition time of the DBPSK signaling CDSA exhibited in Fig. 9.9 (a) is the
upper bound [Eq.(9.4b)], '* while in Fig. 9.9 (b) the exact mean acquisition time
of the DQPSK signaling CDSA [Eq.(9.4a)] is exhibited. In Fig. 9.9 (a) and (b)
we observe that the overall acquisition times ofthe DSA and the CDSA schemes
are shorter than that of the PSA scheme in the chip-SNR range above -25dB,
but the DSA performance begins to degrade rapidly as the chip-SNR becomes
lower than -21dB for b = 1 and -16dB for b = 2. Unfortunately, inthe case b=1,
we observe that the performance improvement of the CDSA over the DSA is not
significant in the given SNR range. To explicate this, we also plotted the igniter
sequence acquisition time components (or, E[Ty] x NyT, and E[T1] x NfT)
together with the rest components given by subtracting them from the overall
acquisition times (or, E[Tcpsal-E[Tr] x NiT, and E[Tpsa]-E[T1] X NiT.)
in Fig. 99 (c) and (d). The rest components reflect the overall acquisition
time increase due to the 2nd stage processing. As the chip-SNR decreases,
the igniter sequence acquisition time components increase rapidly, but it also
accompanies the increase of the rest components. When b=1 (Fig. 9.9 (c)),

"In practice, the MS is likely to employ a high-speed processor to manipulate the stored data, significantly
reducing the state symbol correlation time. In this paper, for fair comparisons, we keptthe CDS A computation
complexity always lower than that of the R parallel correlators operating at the chip rate.

"The approximation based on Eq.(9.4a) provides nearly the same plot as the upper bound does in the given
SNR range.
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Figure 9.9. 'The mean acquisition times vs. chip-SNR(v.) in AWGN channel (|n|=0.25): Over-
all mean acquisition times for (a) b=1 and (b) b=2; igniter sequence acquisition time components
and the rest components for (¢) b=1 and (d) b=2.

the dominant component of the overall acquisition time is the igniter sequence
acquisition time component in the given SNR range, which leaves little room for
improvement from the adoption of the state symbol correlation process working
in the 2nd stage (see Fig. 99 (a)). However, when b = 2 (Fig. 9.9 (d)), the
growth rate of the rest component of the DSA scheme is so high that it becomes
the dominant factor of the overall acquisition time at low SNR parts in the
given range, which significantly reduces the acquisition time performance gap
between the DSA and the PSA. In the case of the CDSA scheme the state symbol
correlation process effectively suppresses the growth of the rest component
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such that it cannot become the dominant factor, thus contributes to keeping
the large acquisition time reduction ratio in any environment. If we plot the
acquisition time performance in the SNR range below -25dB, we can observe the
performance gap between the CDSA and the DSA in the case b=1 as well. The
CDSA scheme enables about 30times faster acquisition than the PSA scheme
over the entire SNR range shown in Fig. 9.9 (a) and (b).

Then, we carried out computer simulations to examine the system perfor-
mances when the arriving signals suffer from fading and frequency offset, which
are inevitable in the practical code acquisition environment. For the simula-
tions, we assumed the DBPSK signaling (b=1) for state sample transmission,
and we took the single-path Rayleigh fading channel with low average chip-
SNR, as the usual multipath signals except the focused path can be regarded as
the interference components during the path acquisition process. We used the
JTC classic (U-shape) spectrum [138] of maximum Doppler frequency 100Hz
(except for Fig. 9.10 (b)) to generate the fading process, and set the fractional
chip alignment offset || to 0 and the chip advancement step to 0.57c.

Fig. 9.10 (a) plots the mean acquisition times of the three schemes in the
Rayleigh fading channel with respect to the average chip-SNR (v, = E[H?]P,T.
/No) varying from -25dB to -5dB. We observe that at the chip-SNR of -21dB,
the acquisition times are about 1(sec) for CDSA, 5(sec) for DSA, and 40(sec)
for PSA. The performance of the DSA scheme degrades rapidly in the lower
SNR range. In the high-SIR range, the mean acquisition time reduces to about
0.1(sec) in the CDSA and the DSA cases, while it maintains the long acquisition
time of 3(sec) in the PSA case. When compared with the AWGN performances,
the performance degradation of the DSA scheme begins at a much higher chip-
SNR value in the fading channel (though |»|=0 in Fig. 9.10), which reflects
the significance of incorporating the state symbol correlation process for the
practical DSA scheme. Fig. 9.10(b) compares the mean acquisition times of
the CDSA and the DSA at the chip-SNR of -15dB as the Doppler fading rate
varies from 100Hz to S00Hz. We observe that the CDSA scheme maintains its
low acquisition time performance in the high Doppler environment, while the
DSA scheme degrades rapidly as the fading rate increases, which is a critical
weakness in the mobile wireless communications.

Fig. 9.11 plots the acquisition time degradations caused by frequency offset
between the BS and the MS. In normal operation, code acquisition is done
before the frequency discrepancy between BS and MS reduces (through phase-
locked loop (PLL) operation) to a minimal level, so the robustness to frequency
offset is critically important in acquisition. We took the same fading channel as
in Fig. 9.10. Fig. 9.1 1(a) shows the acquisition time performances of the CDSA
and the DSA when the frequency offset is IkHz(or, 0.5ppm for 2GHz carrier
frequency). We find that the performance ofthe DSA scheme degrades seriously
(compare with Fig. 9.10 (a)) when the frequency offset exists, which results from
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Figure 9.10. The overall mean acquisition times in Rayleigh fading channels (b = 1, || = 0):
(a) vs. chip-SNR(#.), 100Hz Doppler, (b) vs. Doppler frequency, -15dB chip-SNR. The classic
Doppler spectrum of the JTC fading model is employed.

the frequent DPSK detection errors in the frequency offset environment. The
DSA acquisition time becomes longer than 10(sec) at the chip-SNR of about
-13dB. However, the CDSA scheme degrades little thanks to the robustness of
the state symbol correlation process to the frequency offset. Fig. 9.11 (b) shows
the acquisition time performances with respect to the frequency offset that varies
from 0 to 4kHz(2ppm) for a fixed chip-SNR of-10dB. We observe that the DSA
acquisition time increases rapidly as the frequency offset becomes larger than
1kHz, which means that the DSA synchronization scheme may malfunction
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even in the moderate SNR range. In contrast, the CDSA scheme maintains
short acquisition time in stable and gradual manner.

3.  APPLICATION TO INTER-CELL ASYNCHRONOUS
SYSTEMS

Now we consider how to apply the CDSA technique to cell search in the inter-
cell asynchronous IMT-2000 W-CDMA systems. It is a promising challenge to
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use the igniter sequence and state symbol-based CPICH for efficient cell search
in this new inter-cell asynchronous cellular systems. This CDSA technique
should prove itself to be a fast and robust two-stage cell search scheme for the
IMT-2000 W-CDMA systems. As will soon become clear through extensive
performance comparisons, the CDSA substantially outperforms the 3GPP three-
step approach in terms of code acquisition time and system power consumption.

3.1 CDSA-BASED CELL SEARCH IN IMT-2000
W-CDMA SYSTEMS

In the IMT-2000 W-CDMA systems, a cell (or sector) may use multiple
scrambling codes to enhance the downlink code capacity [8]. Included among
them is the primary scrambling code which is uniquely determined by the cell-
number and used to scramble the primary CPICH and the primary CCPCH. In
the initial cell search process an MS identifies and synchronizes the primary
scrambling code of the cell currently located. The primary scrambling code
allocated to each BS is a segmented complex Gold sequence of length 38,400. In
fact, the I-phase primary scrambling sequence is this segmented Gold sequence
which is obtained by binary-adding two sets of the first 38,400 m-sequence
segments respectively generated by two different shift register generators (SRG)
having the characteristic polynomials W;(z) = z'® + 27 + Land Uy(z) =
28 + 219+ 27 + 25 + 1 respectively.

We assume that the cellular system is composed of 512 cells numbered from
1 to 512 and that the st m-sequence generator (or, main SRG-1) of each BS
is initially loaded with the cell-number and the 2nd m-sequence generator (or,
main SRG-2) with all-1 string. We decimate the two segmented m-sequences
by the decimation period of 256 chips to get two state sample sequences of
period 150 each, with each sequence corresponding to a different segment of
the original m-sequences. Then we get 512 different sequences of period 150,

{zs,lk) 14 =0,1,---,149,---}, k = 1,2,---,512, for the Ist m-sequences

of 512 BS’s, and one sequence {z,w :1=20,1,---,149,.--} for the 2nd m-
sequences. These 513 available sample sequences oflength 150 each are stored
in advance in the memory of each MS.

On the other hand, the Q-phase primary scrambling sequence is obtained by
taking the first 38,400 sequence values of the time-lagged version (lagged by
131,072 chips [8]) of the Gold sequence used for I-phase primary scrambling
code generation. According to the shift-and-add property of the constituent m-
sequences, the Q-phase sequence can be easily generated from the main SRG-1
and main SRG-2 by employing the corresponding sequence generating vectors
[4]. Since the system chip rate is 3.84Mcps [139], the period of the primary
scrambling sequence is commensurate with 10ms, which corresponds to the
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frame time of the transmitted signals. The frame is composed of 15 slots of
length 2,560 chips each.

In the following we detail the CDSA scheme for the DQPSK modulation
system.

Fig. 9.12 depicts the functional block diagram of the BS and MS in the

ktheell (k = 1,2,---,512)of the cellular system that employs the DQPSK-
based CDSA scheme. The time-advanced sampling block of the BS takes the
state samples zg_)i’k and zﬁ),. out of the main SRG-1 and the main SRG-2

at time (r + % — 1) x 2567, employing the sampling vectors vy and va,for

a reference value r, and supplies them to the DQPSK modulator. The main

SRG-1 and the main SRG-2 are the m-sequence generators that respectively
generate the Ist and the 2nd segmented m-sequences of length 38,400. The
DQPSK modulator first maps the two state samples to the I-phase and the
Q-phase of the QPSK constellation to generate the state symbol Ty.sx,and

then produces the differentially encoded symbol fr4ix by adding the phase of
Zr4i,k to the phase accumulated up to the previous symbol time. As the period

of the primary scrambling code (38,400 chips) is a multiple of the sampling

period (256 chips), the resulting state symbol sequence {z,4x} also becomes
periodic, with the period being 150 symbols. The differentially encoded symbol
fr+ik 1s broadcast through the primary CPICH channel in the time interval
[(r +i—1) x 256T, (r + 1) x 256T).

The spreading sequence of the primary CPICH channel {cm,x }, which we call
the igniter sequence of the cell, is one of the 16 short sequences of length 256.
The short sequences used here are the complex orthogonal Gold sequences [53]
but may be changed into another set of sequences for improved performances
(For example, the set of 16 Hadamard-modulated Golay codes used for sec-
ondary SCH of the 3GPP three-step approach [8] may be used as the igniter
sequence set.). The multiple short sequences are necessary for the spatial sep-
aration of co-code cells, each of which has a one-to-one correspondence with
each cell group composed of 32 cells.

In parallel with the primary CPICH transmission, the PSC symbols spread
by the GHG code of length 256 are broadcast through the SCH at the beginning
of each slot for fast synchronization of the slot boundary. During the period
when the the PSC symbols are not transmitted, the broadcast channel (BCH)
symbols are transmitted through the primary CCPCH. However, the SSC is not
transmitted in the proposed CDSA scheme, thereby making all the SCH power
be used for slot boundary acquisition only, without being divided into two for
slot boundary acquisition and frame/group identification as is done in the 3GPP

3-step scheme case. On the other hand, each user’s M-ary PSK data {ayld-,k} is
spread by an orthogonal Walsh sequence {wm} and scrambled by the primary
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Figure 9.13. Channel structure and receiver structure of passive matched filter based CDSA
system: (a) Synchronization-related BS channel structures (BCH:Broadcast channel), (b) igniter
sequence acquisition and verification related receiver structure.

or one of the secondary scrambling sequences of the cell, and then transmitted
as the data signal.

Fig. 9.13 depicts the channel structure and the receiver structure of the passive
matched filter-based CDSA system. The primary CPICH, the SCH, the primary
CCPCH, and the other data and control signals go through the same channel to
the MS. We assume the single path Rayleigh fading channel, which is the worst-
case channel model as far as the initial synchronization process is concerned

[54].
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311 (IST STAGE) SLOT BOUNDARY ACQUISITION AND
IGNITER SEQUENCE IDENTIFICATION

The MS first acquires the slot boundary by using the PSC, for which we take
the 1st step of the 3GPP three-step approach, ie., the matched filtering with
the Golay correlator. More specifically, the MS first takes a discrete sample
stream by sampling the incoming analog signal at every half chip interval.
Then, it stores 5,120 correlation values per slot obtained by correlating the
sample stream with the PSC by employing the Golay correlator of length 256
[521. Finally, it acquires the slot boundary by taking the sample position that
produces the maximum correlation energy out of the 5,120 candidate positions.
For an improved acquisition performance in the fading channel, we usually take
the slot-wise energy accumulation throughout S slots before taking the sample
position having the maximum correlation energy [54].

After acquiring the slot boundary, the MS identifies the igniter sequence
broadcast in the current cell by correlating the incoming primary CPICH sig-
nal with 16 candidate igniter sequences in parallel and then determining the
sequence having the maximum correlation energy. We take the symbol-wise
energy accumulation throughout Vi primary CPICH symbols for an improved
identification performance. By verifying whether or not the square-rooted max-
imum correlation energy overtakes a pre-specified threshold value Ry, we can
also confirm whether or not the slot boundary is truly synchronized. If the
square-rooted maximum energy turns out to overtake Ry, the st step termi-
nates, but otherwise, the slot boundary acquisition step resumes. Once one of
the 16 igniter sequences is determined, the cell uncertainty reduces from 512
to 32, according to the mapping relation between the igniter sequences and the
co-code cells.

3.1.2 (2ND STAGE) MAIN SRG SYNCHRONIZATION AND STATE
SYMBOL CORRELATION

A. Comparison-correction Based Main SRG Synchronization: Once the
slot boundary is acquired, the MS then acquires the primary scrambling code
through the comparison-correction based main SRG synchronization process.
For this, the MS first despreads the received primary CPICH signal 7(f) using
the acquired igniter sequence to get the soft CPICH symbol gr4+i and then
multiplies it to the conjugate of the previously obtained symbol gy ;_, to get
the soft state symbol yr+;. More specifically, if we denote by Psthe primary

CPICH signal power, by fax = €% the nth DQPSK symbol, by cx(t) 2
288  Cm kDT, (t — mT.) the igniter sequence of the kth BS, ' by N(#) the

'We define puy () to be the pulse shaping function which is 1 in [0,w]and 0 elsewhere.
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channel noise, by H the channel gain, by w, the frequency alignment offset,
by ¢ the carrier phase, and by 5T, the fractional chip alignment offset, then we
get the expressions

o0

rity= Y. VP HelWott+0nk) 5 o0 (t + T, — [n — 1] x 256T%)
1n=—00
N (1), 9.15)
BT . 1] x 256T,)dt, (9.16
] t t - | — t, .
Iri \/256T /255(r+z NTe rltjei(t —lr +i -1 eJt, 016

and
Ur+i = Gr+iGrqi_1- .17

The channel noise is assumed complex white Gaussian distributed, with its
I[-phase and Q-phase components both having the power spectral density of
Np/2.

The DPSK symbol detection block then determines the conveyed state sam-
ples z&)i‘k and zﬂ),-, which are then passed to the DSA-despreader at time
(r + %) x 256T,. On the other hand, the DSA-despreader generates its own

,(_+1 and z,(,+), at time (r + i) x 356T, from the MS man(l )SRG 1

and main SRG-2, and compares them with the conveyed counterparts z; /; , and

ﬂ), If z&’l and/or zﬂ, do not coincide with z£ +), x and/or z£ +), respectively,
the correspondmg Jjth (§ = 1, 2) correction circuit ¢;is triggered to correct the
state of the main SRG-j at time (r + 1) x 2567, + D T, with D, chosen such
that 0 < D, < 256. Otherwise, no action takes place. If we employ a pair
of sampling and correction circuits designed for main SRG-1 and main SRG-2
according to Section 3.2, the MS main SRGs will get synchronized to the BS
main SRGs whenever 18 successive state symbols are conveyed without any
detection errors.

For fear that there may occur one or more detection errors while detecting the

18 symbols, we observe V=7 additional symbols to verify the synchronization.
Since the main SRGs in the BS and the MS generate the same sequence samples
after the true synchronization, we can verify the synchronization by comparing
the observed samples with the MS generating samples. If the conveyed and
receiver-generated symbols indeed coincide for all /' symbol pairs, then the MS
declares completion of synchronization of the primary scrambling sequence,
beginning to track and estimate the channel gain and carrier phase. If less
than V' symbol-pairs coincide, the MS restarts the comparison-correction based
main SRG synchronization using another set of 18 successive state symbols.
Therefore, it nominally takes 25 state symbol periods (i.e., 1.66ms) to complete

state samples 2
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a run of this main SRG synchronization process of the CDSA, but it could take
multiple runs in poor channel environments as detection errors would occur
more frequently.

B. State Symbol Correlation: To prevent unbounded runs going in the
main SRG synchronization process, we initiate a synch-termination process
after detecting 150 soft state symbols, by correlating them with the pre-stored
state sample sequences. This state symbol correlation process is composed of
two phases - - frame boundary detection and cell number detection. For frame
boundary detection, we first correlate the soft state symbol sequence {yio7+i :
i = 0,1,---,149}, for an arbitrary integer #, with the 15 shifted versions

of the pre-stored 2nd state sample sequence {w%)n i+t =0,1,---,149},

n=0,1,---,14, where w,@) £ (—1)"-'(2). Note that the timing reference r is
set to 107, which indicates that the soft state symbol collection begins at the
start of a slot, taking advantage that the slot boundaries are readily acquired
in the slot identification step. Then we compare the resulting 15 correlation
energy values

1 149
,frame | \/l_g— Zy10r+zwgon+;|2 n=20,1,---,14, 9.18)

and determine the time shift number n = ng at which the correlation energy
becomes maximum as the frame boundary. For cell number detection, we cor-
relate the soft state symbol sequence {yio7+i : ¢ = 0,1,---,149} with the
32 candidate (Ist state sample) sequences obtained at the end of the igniter
sequence identification process. More specifically, if the acquired igniter se-
quence {cx(t)} is mapped to the 32 co-code cells using the Ist state sample
sequences {z&) }.g=1,2,---,32, we compare the 32 correlation energy val-
ues
149

q,cell | \/W Z y10r+1w£:))no+; ql2a g=1,2,---,32, (9.19)

where w( = ( 1)? % ¢, and determine the cell number g=gpat which the cor-
relation energy becomes maximum. Now that the frame boundary information
no and the cell numberinformation gg are both available, we can complete the
cell search by loading the corresponding initial state values (or, the cell number
information) to the 1st main-SRG and loading the all-1 string to the 2nd main-
SRG at the moment the next frame boundary begins. This completes the 2nd
stage synchronization process.

In the state symbol correlation process, we deliberately use the differentially
demodulated state symbols to enhance the robustness of the scheme in the fre-
quency offset environment. Ifthere were no frequency offset at all, the CPICH
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symbols {g;} would yield better correlation performance than the state sym-
bols {y:} does, as the state symbols accompany higher noise variances due
to the differential demodulation process. In reality, however, frequency off-
set is unavoidable in any initial synchronization process, and CPICH symbol
based correlation degenerates even at a small amount of frequency offset be-
cause the symbols are collected over relatively long period (i.e., a frame time,
10ms). By using differentially demodulated symbols for the correlation, we
can maintain normal correlation performances unless the frequency offset be-
comes exceedingly high to cause a considerable phase angle rotation during the
symbol interval.

313 SUPPLEMENTAL PROCESSINGS

Once the cell search is completed by way of the comparison-correction based
SRG synchronization process, we declare synchronization, but at the same time
we carry out a validity test by checking whether or not the state of the 1st m-
sequence generator takes one of the 32 valid cell numbers when the state of
the 2nd m-sequence generator takes all-1 string. This test can be done within a
frame time. If this validity test fails, we recall the synchronization declaration
and load the main SRGs with the initial state values determined through the
state symbol correlation process."” Fig. 9.14 depicts the resulting overall cell
search process (see the solid line part). Despite these verification and validity
tests, there still exists a small probability of false acquisition, no matter how
small it may be. Thus we keep monitoring the data decoding performance
even after the acquisition completion declaration. If a false acquisition is really
detected in this stage, the MS recalls the declaration of the synch-completion
and restarts the slot boundary search stage, which may be modeled by a delay
of K frame times, i.e., K x 10ms (see the dashed line part).

Once the synchronization process is done, with the MS igniter and main
SRGs synchronized to those in the BS, the MS first despreads the data signal by
multiplying the conjugate of the corresponding primary (or secondary) scram-
bling sequence and the corresponding Walsh sequence. It then regenerates the
broadcasted primary CPICH signal (only with an initial phase difference in-
volved in the DQPSK modulator), and estimates the channel characteristics in
a way similar to that of the conventional DS/CDMA cellular systems employing
the unmodulated pilot sequences [7]. Finally it coherently demodulates the de-
spread data using the channel estimation results. The phase ambiguity problem

7f the all-1 state does not appear in the main SRG-2 by the frame boundary time determined by the state
symbol correlation process, the synchronization declaration is regarded as a false alarm, and the initial states
obtained in the state symbol correlation process are loaded. The state validity check can be done even before
the all-1 state appears in the main SRG-2 at the cost of increased memory use by pre-storing more state
mapping data between the two main SRGs of the 512 cells.
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of the CPICH introduced by employing the differential encoding technique can
be resolved by observing the phase of the dedicated pilot symbols transmitted in
the traffic/control channels or by employing the data constellation pre-rotation
technique introduced in Section 5 of Chapter 8.

Fig. 9.15 depicts the synchronization timing diagram of the DQPSK-based
CDSA scheme in comparison with that of the 3GPP 3-step scheme: Fig. 9.15
(a) shows the frame boundaries of the primary CPICH signal arriving at the
MS, with each block indicating 38400 chip time (10ms). Fig. 9.15 (b) and
(c) respectively show the overall synchronization timing of the CDSA scheme
and the 3GPP 3-step scheme, with unit time indicating 256 chips (66.7us). It
is assumed in calculating both synchronization times that the data processing
time is negligibly small (by dint of high-speed processors) when compared
with the data collection time. The parameters a and 8 for B} in Fig. 9.15
(b) and (c) are the random variables that denote the time interval between the
slot boundary determination and the slot boundary appearance and the time
interval between the frame boundary determination and the frame boundary
appearance for the CDSA scheme [or the 3GPP 3-step scheme] respectively.
Both random parameters are uniformly distributed, with ocbeing in [0,10) and
B or B being in [0,150). In addition, we denote by S(=15) the number of
slots accumulated for the slot boundary acquisition, Vy(=50) the number of
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accumulated symbols for the igniter sequence identification, L + V(=25) the
number of symbols used for a run of the comparison-correction, W(=6) the
number of comparison-correction based synchronization processes tried before
the initiation of the state symbol correlation process, K(=1) the number of
frames lost by the false acquisition declaration, and V.{=50) the number of
accumulated symbols for the cell-specific scrambling sequence identification.
We observe that the expectation of the nominal cell search time is 430 symbol
time (28.66ms) for both schemes if the CDSA synchronization is completed
after the state symbol correlation process. However, in the CDSA case, it
reduces to 205 symbol time (13.66ms) in high-SNR environments where the
comparison-correction process satiates the synchronization. Note that in the
comparison-correction based synchronization, six possible chances are given
to acquire the synchronization in a frame time of 10ms long, !8 and the state
symbol correlation process is initiated only when the six chances are all missed.

3.2 SYNCHRONIZATION PARAMETER DESIGN

In this section we focus on the design of the main sequence sampling and
correction circuitry as well as the multiple igniter sequence generation circuitry
for W-CDMA system applications. We apply the DSA design method devel-
oped for m-sequences independently to get the jth time-advanced sampling
vector v; and the jth correction vector ¢;.

According to the synchronization parameter design procedure introduced in
Section 1 of Chapter 8, we first define the jth discrimination matrix A, n; to
be the L x L matrix

A L-1)N ¢
Argp £ By (TV) by (X1t omy o (TN ]
i=1,2, (9.20)

where T; and h; respectively denote the state transition matrix and the sequence
generating vector of the main SRG-j. Then by Corollary 10.1 both A, , and
A, n, become nonsingular if we choose Ny such that it is relatively prime to

— 1. Once the period of the igniter sequence is chosen to meet this condition,
we can determine, by Theorem 8.2 and Theorem 8.3, the correction vector ¢;
and the time-advanced sampling vector v;

Tg_L—l)NerDc i A’I‘;,h,- -er_1, 9.21)

v; = (T}") by, (9.22)

where the L-vector e;,i=0, 1, ---, L — 1, denotes the ith standard basis vector
whose ith element is 1 and the others are 0.

Cj=

8 Only five out of six chances are normally available unless the comparison-correction process begins at the
frame boundary. Refer to [66] for details.
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The simultaneous synchronization of the main SRG-1 and the main SRG-2,

which is acquired by conveying the samples z,-(l) and z,-(z) simultaneously in the
form of a state symbol and then applying the DSA synchronization process,
enables the MS to identify the current cell and acquire the scrambling code

timing in very efficient manner.

ExampLE 9.1 We assume that the cellular system is composed of 512 cells and
each cell belongs to one of the 7 cell groups (R=7)according to the igniter
sequence reuse pattern shown in Fig. 9.6 (b). The 512 I-phase main sequences
of the system are the 38,400 chip segments of a set of Gold sequences generated
by binary-adding the two m-sequences whose characteristic polynomials are
Uy (z)=2'8+27+1 and Uy (z)=2'8+x' %42 +25+1, respectively. The transition
matrices T, T and the sequence generating vectors hy, hy respectively of the
main SRG-1 and the main SRG-2 are given by

T; = [ (1) I”t"‘” ] j=12, (9.23a)
3

t, = [00000010000000000],

ty = [00001010010000000], (9.23b)

hy = hy = [100000000000000000]°. (9.23¢c)

The I-phase main sequence of the kth cell (k=0,1.---, 511)base station is
generated in such a way that a 18-bit string of the cell number (e.g., binary
expression of k+1) is loaded in the main SRG-1 and a 18-bit string of 1’s
is loaded in the main SRG-2 as the initial state, and the SRG states advance
according to the BS system clock. The Q-phase main sequence of each cell
is just the time-lagged version of the I-phase main sequence by the amount
of 131,072 chips [8], which can be easily generated from the main SRG-1
and main SRG-2 by employing the time-advanced generating vectors h; =

(T;31’072)‘ - hj, 7=1,2. The resulting Q-phase generating vectors are:

h; = [000010100000000100]¢, hy = [000001101111111100*. (9.24)

The states of the main SRG-1 and main SRG-2 are reset to their initial values
(i.e., the cell number and all-1 string, respectively) after advancing by 38,400
chips.

On the other hand, the 7 pairs of I-phase and Q-phase igniter sequences are
taken out of a set of 256 orthogonal Gold sequences of period 256, each of which
is generated by binary-adding two m-sequences of period 255 and then inserting
an extra 0 bit at the sequence head. The characteristic polynomials of the com-
ponent m-sequences are I (€)=z® +z+z3+2?+1 and I (2)=z8 +28+25+23+1,
and the initial states ofthe igniter SRG-1 andigniter SRG-2 are set to “00000001"
and “11111111" respectively. The 0 bit insertion is done whenever the igniter
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Figure 9.16.  Igniter sequence generator: Orthogonal Gold sequences (R=7).

SRG-2 reaches the state “11111111". To get 7 pairs of different complex or-
thogonal Gold sequences, 14 arbitrary generating vectors (or, 7 pairs of vectors)
take as many time-shifted m-sequences from the igniter SRG-1 and add (in bi-
nary operation) them to an m-sequence taken from the igniter SRG-2. The
resulting example structure is shown in Fig. 9.16.

For the main SRG oflength L=18 and the igniter sequence of period Ny=256,
the sampling interval 256 is relatively prime to 2'8 — 1. So the discrimination
matrices Ar, n,, j=1,2, determined by Eq.(9.20) become nonsingular. There-
fore, if we take the correction delay D, of 1, then, by Egs.(9.21) and (9.22), we
get the following correction and time-advanced sampling vectors: 19

c1=[001010100001110100]),

c2=[001011110101010100}, (9.25a)
v1=[000110011000000000],
vo=[111010111000001011]*. (9.25b)

Fig. 9.17(a) and (b) depict the resulting DSA spreader and despreader circuits
that incorporate the designed sampling and correction functions. The two cir-

“Note that the last (i.e., 150th) time-advanced samples to be transmitted in a frame is not the 38,400th but
the Oth sequence values ofthe two component m-sequences.
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Figure 9.17. Main sequence generator with the sampling and correction vectors incorporated:
(a) Base station, (b) mobile station.

cuits exactly fit the DSA spreader and despreader blocks (i.e., the portion above
the dotted line) in Fig. 9.12 (a) and (b).

33  PERFORMANCE EVALUATIONS

We examine the performances of the CDSA scheme within the IMT-2000
W-CDMA system in terms of mean acquisition time and sytem complexity, and
compare them with the 3GPP 3-step synchronization case.
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331 MEAN ACQUISITION TIME

For the simulations, we take the single-path Rayleigh fading channel, which
is the worst-case channel model in regard to code acquisition process [54]. We
take the JTC flat and classic (U-shape) spectra of maximum Doppler frequencies
5SHz and 200Hz to generate the Rayleigh fading channels for the low-speed and
high-speed mobile users respectively. We take the coefficients of the IIR spectral
filters of order 32 that are normalized to make the average power of the output
samples unity [138]. We set the false alarm penalty factor K'to 1 (ie., 10ms
penalty time) as we can easily confirm the synchronization by observing one
frame of the primary CCPCH signal. In calculating the total acquisition time,
we do not take into account the MS processing capability dependent factors
such as the processing time for determining the maximally correlated code or
timing in each step. We set the chip rate to 3.84Mcps [139] and process two
samples per chip for baseband simulations.

Fig. 9.18 shows how the power allocation and interference generation are
arranged for the performance simulations. Note that both the PSC and the SSC
are broadcast through the SCH in the 3GPP 3-step approach while only the PSC
is broadcast in the CDSA approach. In the 3GPP 3-step case, the SCH (PSC
and SSC)/primary CCPCH and the primary CPICH respectively use 10%, ofthe
total BS power, with the remaining 80% being devoted to the other control and
traffic channels (i.e., @=0.1). 2° In the CDSA case, we consider two different
power allocations - - one when the SCH(PSC)/primary CCPCH and the primary
CPICH respectively use 10% (i.e., a=0.1) of the BS total power and the other
when they use only 5% (i.e., @=0.05): The former is for a fair comparison of cell
search performance with the 3GPP 3-step synchronization case and the latter
for investigation of possible reduction of the BS power portion for cell search.
Other cell interference signals including the background noise are added to
the intra-cell signal after the Rayleigh channel multiplication. The intra-cell
control/traffic signals which are not related to the acquisition and other cell
interferences are approximated to complex white gaussian random processes in
the simulation.

For data processing in the MS, we take the following arrangements: In the
3GPP 3-step case we noncoherently accumulate 15 PSC slots (or, 1 frame) for
the 1st step synchronization, 15 SSC slots for the 2nd step synchronization, and
50 primary CPICH symbols (or, 5 slots) for the 3rd step synchronization. 2!
When grouping the 512 cells we consider the case of 32 cell-groups having 16

“We assume that the BS power allocated to the SCH is equally divided for PSC and SSC transmissions in
the 3GPP scheme.

2! After the introduction ofthe CPICH within the IMT-2000 W-CDMA system, the primary CPICH has been
considered as a possible means for the 3rd step synchronization. In real implementations, however, we may
use either the primary CPICH or the primary CCPCH for the 3rd step.
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Figure 9.18. Power allocation and interference generation employed in performance simula-
tions. (a=0.1 or 0.05, 5=2.)

cells each and the case of 64 cell-groups having 8§ cells each [8, 53]. In the
CDSA case, we accumulate 15 PSC slots for slot boundary identification (i.e.,
S=15)and 50 CPICH symbols (or, 5 slots) for igniter sequence identification and
verification (i.e., Vr=50) in the Ist stage; and maximally 150 CPICH symbols
(or, 1 frame) for the comparison-correction based main SRG synchronization
and state symbol correlation processes in the 2nd stage. In support ofthe igniter
sequence identification process, we carry out a slot boundary verification test
with respect to the threshold Ry set such that the false alarm probability in the
verification stage becomes 0.01.

The simulation results thus carried out are shown in Fig. 9.19 through Fig. 9.21.
Fig. 9.19 plots the mean acquisition times of the CDSA and the 3GPP 3-step
schemes with respect to the signal-to-interference ratio (SIR, defined by the
ratio of the average intra-cell total signal energy per chip to the other cell in-
terference spectral density) varying from -15dB to +10dB. Fig. 9.19 (a) is the
case when 10% ofthe BS power is allocated to both SCH and primary CPICH
channels in both the CDSA and 3GPP 3-step schemes, and Fig. 9.19 (b) is the
case when the power allocation drops to 5% in the CDSA scheme and is kept
at 10% in the 3GPP 3-step scheme. We observe that in the low-SIR range the
CDSA scheme has an SIR gain ofabout 7dB over the 3GPP 3-step scheme in the
Fig. 9.19 (a) case of equal power allocation. The CDSA scheme yields much
shorter acquisition time than the 3GPP 3-step scheme even in the Fig. 9.19 (b)
case. In the high-SIR range, the mean acquisition time reduces to less than
20ms in the CDSA case, while it maintains the nominal acquisition time of
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Figure 9.19. Overall mean acquisition time performances with respect to SIR () change in
Rayleigh fading channel (32 groups for 3GPP): (a) & = 0.1 for both schemes, (b) a = 0.05 for
CDSA scheme and 0.1 for 3GPP 3-step scheme.

28.6ms in the 3GPP 3-step case. In terms of Doppler frequency, we observe
that the acquisition time performance exhibits similar trends in both schemes
with the slowly varying indoor channel (5Hz, flat spectrum) outperforming the
fast varying outdoor channel (200Hz, classic spectrum) in the low SIR range,
but comparable in the high SNR range.

Fig. 9.20 plots the mean acquisition time degradations caused by frequency
offset between the BS and the MS. In normal operation, code acquisition is
done before the frequency discrepancy between BS and MS reduces (through
phase-locked loop (PLL) operation) to a satisfactory level, so the robustness to
frequency offset is critically important in acquisition. Shown in the figure is
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the case of the outdoor channel of Doppler frequency of 200Hz, but a similar
performance degradation was observed for the indoor channel of SHz Doppler
frequency. The case of 10% power allocation is considered for both CDSA
and 3GPP 3-step schemes. Fig. 9.20 (a) shows the performance degradation
due to the frequency offset of SkHz (or, 2.5ppm for 2GHz carrier frequency)
with reference to the no-offset case. We find that at the SIR of -6dB, mean
acquisition time is about 30ms for the CDSA scheme (i.e., little degradation)
but increases above 100ms for the 3GPP 3-step scheme, which is twice as long
as that for the no-offset case. We also observe in the CDSA case that the
mean acquisition time is under-bounded by 28.6ms even in the high SIR range,
which implies that acquisition is mostly completed through the state symbol
correlation process when the frequency offset is large. Fig. 9.20 (b) shows
the performance degradation with respect to the frequency offset that varies
from 0 to 10kHz (Sppm) for a fixed value of SIR of -3dB. We observe that
acquisition time increases exceedingly rapidly as the frequency offset increases,
which warns that the 3GPP 3-step synchronization scheme may malfunction
even in the moderate SIR range. In contrast, the CDSA scheme maintains
short acquisition time in stable and gradual manner. Notice that the acquisition
time performance degradation due to the frequency offset becomes a serious
problem in critical regions such as shadowed areas or cell boundaries, where
SIR becomes very low and thus acquisition time increases rapidly.

Fig. 921 compares the mean acquisition time performance of the 3GPP
scheme for different cell groups. We consider the numbers 32 [53] and 64
[8, 110] for this as they have been proposed as the candidate group numbers
of the 3GPP 3-step scheme. Fig. 9.21 (a) shows the mean acquisition time
performances with respect to the SIR that varies from -15dB to +10dB at no
frequency offset, and Fig. 9.21 (b) with respect to the frequency offset that
varies from 0 to 10kHz for the SIR of -3dB. We observe that both cell groups
exhibit almost the same acquisition time performances. This signifies that the
performance comparisons given in Figs. 9.19 and 9.20 also apply to the 3GPP
3-step scheme having 64 cell groups.

A potential disadvantage of the CDSA scheme using a short-period pilot
sequence and a long-period traffic scrambling sequence is the non-orthogonality
problem between the pilot and the traffic signals. An efficient solution to this
problem can be found in the pilot sequence cancellation technique [140], which
gets rid of the known pilot components from the received signal before detecting
the traffic data. We took a very simple pilot cancellation approach, where each
finger independently subtracts the igniter sequence multiplied by the estimated
path gain from the received chip value. This technique can be realized without
adding any additional complex processing as the channel estimation information
of each signal path is readily available for the data demodulation purpose.
Fig. 9.22 plots the frame error rate (PER) performances of the 3GPP W-CDMA
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Figure 9.20. Mean acquisition time degradation due to frequency offset in Rayleigh fading
channel (32 groups for 3GPP): (a) Overall mean acquisition times vs. SIR (v) for 5kHz frequency
offset and no-offset, (b) overall mean acquisition times vs. frequency offset for -3dB SIR.

system, the DSA system with no cancellation, and the DSA system with pilot
cancellation, for the 9.6kbps traffic channels coded by 1/3 rate convolutional
coder with the constraint length 9. The ITU vehicular-B model is employed for
the multipath channel [141], and the spreading factor of the traffic channels is
set to 128. The parameter E, and I,, respectively denote the transmitted chip
energy of the reference traffic channel and the total BS signal power spectral
density measured in the BS. The figure shows that the FER performance of the
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Figure 9.21. Mean acquisition times for the 3GPP 3-step schemes in Rayleigh fading channel:
(a) Mean acquisition times vs. SIR () for 0 frequency offset, (b) mean acquisition times vs.
frequency offset for -3dB SIR.

DSA scheme is slightly marginal, but the pilot cancellation technique helps to
improve it to nearly the same level. 22

Another issue to examine in realizing the DSA-based cellular system is the
determination of the igniter code reuse factor R. A small value of R reduces
the system complexity, but may cause the performance degradation during the

2 Each finger can implement the pilot cancellation technique if it has just an additional subtracter, operating
at the chip rate, to subtract the igniter sequence modulated by the path gain from the received noisy chip
value. If'the channel estimate is updated at the pilot symbol rate, the subtractor can operate at the symbol
rate.
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Table 9.1. Mean acquisition time performance degradations due to the igniter code phase
collision. (15 SCH/P-CCPCH slots accumulated, 16 igniter sequence correlators at maximum,
hexagonal cells, SHz single-path/classic Doppler spectrum, no frequency offset, f.,, [/Hoe +
N,) = =3dB, |n|=0, V;=50, V=7, K=150.)

Reuse factor (R) 7 16 19 64 128

Mean acquisition time (ms) 27.8 | 26.1 320 | 408 | 572

Increment due to collision (ms) | 2.1 1.3 <10 | <1.0| <1.0

synchronization and channel estimation process in case the igniter code phases
arriving from two co-igniter cells stay coincident for a long time. Table 9.1
exhibits the mean acquisition time performances for different reuse factors
when the igniter code phase from the nearest co-igniter cell is kept coincident
with that from the current cell. It is assumed that the signals from the two
cells arrive at the MS located in the worst-case region of the cell after passing
through independent Rayleigh fading channels, and the average fading signal
power is proportional to d~4, for the BS-to-MS distance d. The table shows
that the reuse factor larger than 16 guarantees nearly perfect blocking of the
co-igniter interference, and the performance degradation is very small even for
the reuse factor 7.
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332  SYSTEM COMPLEXITY

As an extension of performance comparison between the CDSA and the
3GPP 3-step schemes, we now consider the system complexity. For this, we
consider the hardware complexity and operation complexity, as the former is
related to the MS chip-set size and the latter to the MS power consumption.
Note that the energy consumption during the cell search process is proportional
to the product of the acquisition time and the operation complexity. 23

For the slot boundary acquisition, both schemes employ the same GHG cor-
relator and the same matched filtering operation. So the hardware and operation
complexities required for the slot boundary search are the same in both schemes.

In relation to the CPICH spreading, the CDSA scheme employs 16 parallel
short Gold sequence correlators to identify the igniter code used for the spread-
ing, while the 3GPP 3-step scheme employs 16 parallel long Gold sequence
correlators to identify the primary scrambling code used for the spreading.
Since both schemes use 16 parallel correlators of complex Gold codes and the
number of slots used in the CDSA igniter identification process is the same as
that of the 3GPP primary scrambling code identification process (i.e, 5 slots),
the hardware and operation complexities for the CDSA igniter identification
turn out identical to those for the primary scrambling code identification (i.e.,
the 3rd step) of the 3GPP 3-step scheme, but the CDSA additionally requires
a short Gold sequence generator. On the other hand the 3GPP 3-step scheme
necessitates the hardware for 16 Golay-Hadamard correlators for the group and
frame boundary identification purpose (i.e., the 2nd step). Therefore the overall
hardware complexity of the CDSA scheme becomes slightly less than or equal
to that of the 3GPP three-step scheme.

Finally, we compare the operation complexity of the remaining operations
- - the comparison-correction based synchronization and the state symbol cor-
relation operations of the CDSA scheme in contrast to the group and frame
boundary identification operation of the 3GPP 3-step scheme. To collect the
state symbol streams for the comparison-correction and the state symbol cor-
relation processes, a single correlation operation is required for the duration of
a frame time, and the identified igniter correlator keeps operating to obtain the
state symbols. On the contrary, in the 3GPP 3-step case, 16 parallel matched
filtering is required for the duration ofa frame time to collect the SSC sufficient
statistics, with the filtering operation periodically activated (with 10% duty cy-
cle) and performed by a Fast-Hadamard transformer. Once the state symbols
are obtained, (15+32) off-line correlations of length 150 and magnitude com-
parisons are required, occasionally (when the state symbol correlation process
is triggered), in the CDSA case to determine the cell and frame boundary. In

In the complexity comparison, we assume 32 cell groups for the 3GPP scheme. The complexity decreases
a little for the 64 cell group cases [110]
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contrast, (15 x 32) off-line correlations of length 15 and magnitude comparisons
are required, always, in the 3GPP 3-step case to determine the group and frame
boundary using the SSC sufficient statistics. It is not difficult to show that the
number of arithmetic operations of those off-line processes is of the same order
for both schemes, but the number of relevant memory access is smaller for the
CDSA case. Note that the operation complexity as well as system complex-
ity for the comparison-correction based synchronization process of the CDSA
scheme is negligible (see Section 1 of Chapter 8.). Overall, we may conclude
that the operation complexity for the above remaining processes is comparable
for the two schemes or slightly less for the CDSA scheme.



Appendix A
Proofs and Lemmas for Theorems in Chapter 8

1.  PROOF OF “IF” PART OF THEOREM 8.5

By Eq.(A. 10) and Eq.(8.34), we have the relation A-A~! ey _1ypatr—1) =
ALT] . (T(W"I)N'ﬂsr'1 AT "C(W _1)btr—1 +cry) = A[rr] -(er—1 +¢r_1)=0.
" This proves that A- A= e = O for k = (W — 1}b+ (r —1). In case r = 1,
this completes the proof for & = (W —1}b+ 4,7 = 0.1,:-:,7 — 1. On the
other hand, ifr > 2, we assume thatA-A~!.e, =0 for k= (W — )b +r —
1.+, (W~1)b+3i+1,0<4<r-—2 and prove that A - A~ - ex = 0 for
k= (W —1)b+4. ByEq.(A.10)and Eq.(8.34), we getA- A~ . e 145 =
AV pW-1)N 485 A1 Eg:(;‘l,)_bm;; +1 Yjkex. Inserting Eq.(A.8) to

thiS, w¢€ get A- A_l . e(W—l)b+j = Z’(:Z(;;)_E’T)Z:_;*_l uj,kAr . T(W_z)Nl+ﬂb—l .

A~'.e. Then, applying Eq.(A. 11) to thiswith i = W —land [ = W ~ 2, we
get the relation A- A~ eqw _1yp4s = Zg__‘f(;y_bf);;;“ uj kA A1 -ex, which
becomes 0 due to the above assumption. This proves that.A - A~' - e = 0 for
k=W-1)b+r-1,(W-1b+r—2,--- (W —1)b.

To complete the proof, we now show that .A - A™' - e = 0 for k =
0,1,..-,(W —=2)b+b—-1. In continuation of the above induction process, we
assume that A-A~t.er =0 fork = (W =1)b+r—-1, (W -1)b+r—-2,-.-,1b+
Jj+10<i<W-2,0<j<b-1,andprove the above relation for k = ¢b+7.
When 7 = 0,1,---,r — 1, we insert Eq.(8.34) to Eq.(A.10) to get A« AL

eib+j=Ar ‘AZV—2-1' _A,l;i+lJ LiNI+8; AL {eiti+ A .m(W=1-i)N; _A-1.

(ew—1)b+5+ Zg:(;)_bmﬁﬂ u; k€k)}, Which can be written, by Eq.(A.2), as

- W24 +1} miN oA -1 (W—1jo+r—1 ~
A-A7 ey = Ar-Ay LAYTH N A Lk=ibrit1  Uib+sk€k

! Refer to Lemma A.3 for the definition 0f<A[,r].
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for some binary numbers f;g45%’s. When j = 7,7 +1,---, b — 1, we can get
the same result by applying Eq.(A.2) and Eq.(A.1). ? Now we apply Eq.(A. 5)
to the result to get A - A~ - @jp45 = Zk_wﬂb:f pagphe - Ay T

TE-ONi+8-1r . AL g, By inserting Eq.(A.11) to th1s, we finally get the
relation A - A™! - ey = Zk_zb ﬂb:l' ! tipyj kA - AL - eg, which is zero by
theinductiveassumption.

2. PROOF OF “ONLY IF” PART OF THEOREM 8.5

First, we prove the case j = 0,1,---,r — 1. If we insert Eq.(8.35a) to
Eq.(A.10) forz = W — 1, we get the relation A - A™!. eW-1)b+j = ALHL] .
TW-1)N+8; A-1 {e( W )b+ +E(W Dbt 1u_,-,kek},which can be rewrit-
ten, by Eq.(A.8), as A- A~ e(W—l)b+] = TW-ONi+8r-1. AL “€(W-1)b+j+
Z(Wo ot pip TW-UONi4he-1 A=l g 4 chw(w3 "T)Z+§+1 thj e Ar
T WV-DN1+6p-1  A-1.g;. Ifwe apply Eq.(A.1]) forz =W-landl=W-2
to the last term of the above equation, it reduces to 3° (W)bf); +j 41 kA AT
ek, which is 0 by the assumption that A = 0. So the above equation reduces
oA A ey = TW-1)N+6r-1 . AL {E(W Db+j— lﬂj,kek +
(1 + H w1 Jo+5)€w—1)b+;} = 0. But since T and A are both nonsingular,
we finally get the results pjx = O fork = 0,1,---,(W = 1)b+j — 1, and

M w-1)b+j = L. .
Now, if 7 < b — 1, we prove the case j = r,r + 1,---,b — 1. If we insert
Eq.(8.35b) to Eq.(A. 10) for§ = W —2, we gettherelation A-A~" € _gyp45 =

A, A[J“] TW=-2)Nr+8;. A-1 {e(w 2)b+1+2 (W Dbtr- " vj xex}, which can
be rewritten, by Eq.(A.5), as A- A7l ey _opyj = A TW=2N1+Bp—i AL

W—-2)b+j - - W-1}b+r-1
e(W~2)b+j+Z§c=o ot Vighe TV DNIHA-1. A l'ek+Z§c=(W)—2)z+]'+1

Vighy - Ay TWW=3IN1+b-1 . A1 g, Ifwe apply Eq.(A. 11) fori = W —2

orW —1and! = W — 3 to the last term, it reduces to Z(W “} b;)'; +; +1 virh -

A~1. e, = 0. For the other two terms we apply Eq.(A.9) to get the relation
A'A e(w gppy = TV DNr+Br—1 . A1 AT B e+ (L +
Vi (W—2)b+j)€w—2)p+j} = 0. Therefore, for the same reason as before, we
finally get the results v;, = O for k = 0,1,---,(W — 2)b+j — 1, and
v w-a)b+; = L. This completes the proof.

*This part of the proof is needed only when r < b — 1.
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3. LEMMA A.1
Lemva Al For ¢=0,1,--- , W =2,7=0,1,-++,b—1,

( ef.A_T(W—2—i)N] .A-—l cep =0,
l=0,1,---,ib+ 3,
(W-=-2b+5i<bk<(W-1)b+(r—1),
J (A.1)
ef-A- T(W-2-)N; A-1L - (W —2)btj
{0, I =0,1,---,4b+ (5 - 1),
L - { 1, | =i+
Also, fori=0,1,.-. W—-1,=0,1,---,7r—1,
((ef- A-TW-1-IN . A-1. g = 0,
1=0,1,---,ib+ 7
W-1b+j<k<(W-=1)b+(r-1),
(A2)
ef-A-T(W‘l‘i) AL e(W 1)b+
— 0, I =0,1,- ib+ (5 — 1),
L - { I, { =1ib+3,

Proof: To begin with, we expand the equation A - A~! =1 for A in
Eq.(8.34) to get the relations

ht. TiNite; A1 — b i, (A.3)

i 0, 1,"',W—2,j=0,1,"',b—1,
i= W1, =01, r—1

We denote by m and n the quotient and the remainder of / divided by b,
respectively (i.e., I = mb+n, 0 < n < b). Then, by Eq.834), ef - A
TW-2-i)N; | A~1 _ et, A T(W-2-i)N1 | A—1 . pt.TmNitan .
TW-2-iN; . A-1 = pt . T(W-2-(-m))Nitan . A=1 which, by Eq.(A.3),
reduces to efW—z—(i—m))b +n» Whenl = mb+n < ib+j, wehave the inequality
{W —2—(i—m)}b+n < (W —2)b+j,which implies that ef - A-TW=2-9)N1.
A7l.e, =0fork = (W—-2)b+j+1,(W—-2)b+j+2,.---,(W—-1)b+r—1.
Also, when ! < ib+ j, wehave (W -2 — (i —m)}b+n < (W —2)b+j,
which implies that e - A - TMW=2-IN1 . A=L. ey _gy,,; = 0. Finally, when
l=1ib+ 7, {W —2— (i — m)}b+ nreduces to (W — 2)b+ j, so we get the
relation ey, ; - A - TW-2-9Nr . A=1. gy, ; = 1. This completes the
proof of Eq.(A.l).

By applylng Eq.(8.34) and Eq.(A.3), we get the relation ef - A- TW-1-i)Ny
Al = e(W 1—(i—m))btn" If we repeat a similar reasoning on this, we can get
the relations in Eq.(A.2). [ ]



312 SCRAMBLING TECHNIQUES FOR COMA COMMUNICATIONS

4. LEMMA A.2
A

LEMMA A.2 We define Ag’] 2 I;«p forb > 1,and ALj] S (Th-1-bo-2
cp_y - ht - To-17Po-2) .. (TA~Fj-1 +c;-ht. Taj_ﬂj—l)’ §j=1,2,-- b—1
forb > 2. Then

Ay = Al (TN1+80=Bs-1 4 ¢ - bt . TNi+a0—hi-1),
A = AU (Bi-Bi-t 4 ¢; - bt - T~ i), (A4)
j=12,---,b-1, (b2>2),

AE,”” .iNi+B; | AL Cep =

TiNi+ho-1 . A-1.g, 0 < k< ib+7, (A.5)
Ap- TE-DNi+Bomt A~V g ib+j<k<L-1, '
fOf’L‘=0,1,"‘W_27 j=011a""b_15
k=0,1,---,L—1,
Ab . T(i—l)N1+ﬂb—1 AL e, =
Al[;,j+1] . (TiN1+ﬂj AL €ip+j + Cj), k=1b+3j, (A.6)
TNVi+hs-1 . A~ e, k < dbork > (i +1)b,

fori=0,1,---W —2, j=0,1,---,b—1,
k=0,1,---,L— 1.

Proof: As Eq.(A.4) can be easily derived from the definition, we prove
Eq.(A.5) and Eq.(A.6) only.

To begin with, we prove Eq.(A.5) and Eq.(A.6) for b = 1. In this case
w o= Lj=0A*" = Al = 1,,,,and A, = TNi+Bo=Fe-1 4 ¢g - It -
TN1+eo=fo-1  Hence, by Eq.(A.3), we get Ay - TE-DNi+h-1 . A-1. g =
TiNi+ho. A—L.ep +cp-ht- THVi a0 . A—L gy = TNitho. A-L.ep+cp-€fy-e,
whichreducesto TiN1+8o. A~ 1.g, when k # b, and to TiNi+bo. A-L.e, +¢
when k& = ¢b. Ifwe apply the relation ALJH] = I« for b = 1 to this, we can
obtain the relations in Eq.(A.5) and Eq.(A.6).

Next, we prove Eq.(A.5)for b > 2. Wefirstconsiderthecasewhen 0 < k <
ib +j. By Eq(A4) and Eq.(A.3), we can get A+ . TiNI+6; L A-1. g =
A£j+2]-(TiN’+ﬂi+l-A_l-ek+cj+1-efb+7~+1-ek) = Ay+2].TiNl+ﬂj+l.A-1.ek
forj = 0,1, ,6 —2. Applying this procedure repeatedly, we finally obtain
A£j+1].TiNl+ﬂj Al.gp = A’[)bl STINIHBe-1 A~ gy = TiNIths-1. A~ e,
for j = 0,1, ,b—2,and AYTV.TiNi+8i . A-1. g = TiNi+hs-1. A= L. g,
forj = b—1. Now we consider the cases when b+ j < &k < L~ 1. By
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Eq.(A.4) and Eq.(A.3), we get the relation Aj - TE-DNi+Be-1. A-L. g =
AL (TiN1+80. AL ey +¢q-€t, -€4), which reduces to A[bll TiNi+6o. A-L.gp,
for all £’s in ib < k < L — 1. For mathematical induction, we assume that
Ap - TU-DNI+8o-1 . A1, g = AU). TiNi+8i-1 . AL . g for all Ks in
ib+j—-1<k<L-1forajinl < j < b— 1 Then,byEq.(A.4)and
Eq.(A.3), we get Ap - TE-DNi+8s-1 . A-1. g, — Agj“l A(TPi~Bi-1 4 ¢;-ht-
Ta;—Bi-1 ).TiN1+ﬂj—| Aley = A'[;Hl] . (TiN1+ﬂj AL -ep+c;-el, e,
which reduces to A},jH] TN+ . A-L. g, forall K’sinib+j < k< L—1.
This completes the proof of Eq.(A.5) for j = 0,1,-+-,b—1.

Finally, we prove Eq.(A.6) for b > 2. When j = 0,for k = ib, by Eq.(A.4)
and Eq.(A.3), we have the relation Ay - TG=DNr+8-1 . A-L. g = Al').
(TiN1+Bo . A—1. ey + cg). When 1 < j < b~ 1, by replacing j in Eq.(A.5)
with j — 1, we get Ap - TU-DN1+6i-1. A1, g = AU TiNI+5i-1 . AL gy,
tb+3j—1 < k < L—1. Therefore, applying Eq.(A.4) and Eq.(A.3), for
eachk=ib+3,j=1,2,---,b—1, weget Ay - TO-DNi+Bo-1 . A~ . gp =
AT (TiNI+8 AV ey teioeh ep) = AT T (TN ALy ).
This proves the upper part of Eq.(A.6). Now, for each & = mb+ n withm # 1,
0<n<band 0 <k < L-1,weapply Eq.(A.4) and Eq.(A.3) repeatedly.
Then we get the relation Ay - TE-DN+6-1 . A-1. g, = ALl . (TiN1+ho .

A_l * €mb+n +co- egb * emb+n) = AE] ’ TiN’+ﬂ0 : A—l “Cmbtn = "0 =
APV piNi4B 1 AL ey, = THNIHA-1 . A=1. g, This proves the lower
part of Eq.(A.6). [ ]

S LEMMA A3

Lemva A3 Wedefine ATV 2 Tpup, forr > 1, and A¥) & (TBr-1-8r-3 4
Cr_y-ht.Tor-1-fr-2y.. . (TAi~Bir +c;-ht. Tei=fi-1), j=1,2,--.,r—1
for r > 2.Then

Ay = AE}] ) (TN;+ﬂo—/3b—1 +¢g - ht - TNitao—Bp-1),

A,[j] — A'[j*"l] . (Tﬂj—ﬂj—l +cj- ht- Taj—'ﬂj—l)’ (A7)
j=12,--,r=1,(r>2),

AL+ TW-DNi+6j . A-1. ¢, =
TW-1)N;+8--1 . A-1 - €,
0<k<(W-1b+1j,
A, - TWW=2Ni+8-1 . A-1. g,
(W—-1)b+j<k<L-1,
forj=0,1,---,7v—1, k=0,1,---,L -1, (A.8)
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A, TW=2)Ni+Bp-1 , A-1 e =

AT (TW=UN+6; . A1 “ew-1)b+; + ),

k=(W-1)b+3,
TW-DN1+8-1 . A-L . g,
k< (W —-1)b,
fory=0,1,---,r-1, k=0,1,.--,L — L. (A9)

Proof: The derivation of Eq.(A.7) is trivial. We omit the proof of this
lemma as it can be done in a similar way to that for Lemma A.2. The relations in
Eq.(A.8) and Eq.(A.9) can be proved in the same procedure as that for Lemma
A2, by applying Eq.(A.7) and Eq.(A.3). Note that the lower line of Eq.(A.8)
disappears when j = r — 1. [ ]

6. LEMMA A4
Lemva A.4 For the matrices AE] and A,Lf ] defined in Lemmas A.2 and A. 3,
A-A7 epyj=

Ap - A2 AU (iNi4B L A=V ey i 1 ),
i=0,1,~-,W—2, j=0a1a"'ab_17

(A.10)
) ~ o
A[rJ+]_(T(W DNi+85 . A L ey 1ypa + ),
iZW—l,jZO,I’...,r_]_,
A-At. €ibt; = Ar - AZV—2—I CTNIBe-1 L AL €ibsjr
l:-—l,O,]_’...,.i_l,
i=01,---, W=2,7=0,1,---,b—1,
{i:W—l,j=o,1,...,,«_1' (A.11)

Proof: We first prove Eq.(A.11) by induction. By the definitions of
Ay and A, in Eq.(8.32), we have A, = A, - T=N1+Bi-1 and thus we get
AA Ve = A AV LT NitB-1. A=l 4. Thisproves Eq.(A. 11) for
[ = ~1. Weassume that A-A~t-egpy; = Ap- AV 2L TINIHB-1. A= Lgyy
foran/in—1 < < i—2. Note thatin this interval the relation < W —3 holds.
Then, since by Eq.(A.6) we have Ay - THNi+8e-1. A-1. g = TU+INI+Bp-1
A7l-epfork < (I+1)bork > (I +2)b(forl = —-1,0,---,W — 3), we get
A-Aleegpi=A A 2D DN 8- AL gy, by noting that
(I +2)b <ib < ib+ 7. This completes the proof of Eq.(A. 11).
Next, we prove Eq.(A. 10). For ! = i — 1 Eq.(A. 11) takes the expression
A-A-L *€ipyj = A, -AZV_l_z STE-DN+Bp-1 AL “€ibyj- Applying Eq.(A.6)
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to this fors = 0,1,---,W -2, =0,1,---,b—1, we get A- A~ - epy; =
A, AW T, T(‘ DNi4Bs-1. A~ ey = A - AV T27E AL (TN 465

A~! e, +c;). This proves the upper line of Eq.(A. 10). When i = W — 1,

7=0,1,.-.,r=1,weinsert/ =i—1= W - 2to Eq.(A. 11) to get the relation
AA ey = A - TW=2DNi+Bo-1 A=Y@y 1yy. If we apply Eq.(A.9)
to this, we get A- AL ejppi = A,[?7+1] . (T(W_I)N’+ﬂj Ale_1peite).
This completes the proof of the lower line of Eq.(A. 10). [ ]

7. LEMMA AS

Lemma A.5 The (m, n) element bw, of Bi(in the proof of Theorem 8.8) is
Oform = 0,1, -, min{r-L,b—r—-1,n = 0,1, -, r—1land
m = min(r,b—r), -, (W-1)b+r—-1,n=0,1,.--, (W-1)b+r—1.

Proof : Since the rank of the corresponding PDSA matrix A is L, we can
represent the L-vector hf - T® by employing its L rows such that

—1W-1
ht-T — Z Z p(k)ht pojHiNT Z Z H(k)ht TN (A.12)
j=b—r =0

fork=0,1,--- ,min(r — 1,b — r — 1), where ugfi) 's denote proper binary in-

tegers. Bypost-multiplying A~!,and then applying the relations in Eq (8 46)

wegetht ok A1 =70t Wt et ), 3 Sl
e‘(,_l) Frtg and by post-multiplying €(w _2)p4r4; to €ach term, in addition,
we get u}ﬁf‘,_l =ht . T% . A~' . ew_g)ptryg for j = 0,1,---,b -1,
k=01, ,mm(r — 1,b —r —1). Now we insert these final relations to
Eq.(A.12) to get z]_o(h‘ ~T% . A~ eqp_ 2),,+,+])ht To+HW-1)N;
ht Tah_*_zb r— 121_1 ’J'J tht Ta,+tN1 +Eb 1 w 0 u(")ht TaJ—HN,
and then post- multlply TN . A™! to each term and apply Eq.(8.46) in addi-

tion, to obtain Y oZg(ht - T - A7l - ey _ayp4ry4)ht - T"J+WN' AT =

+k + b—r Ly zlzlls,i)ebﬁrﬂ Zb_b_ Z;_o N“ebz+r+r for k =
0,1, --,mm('r‘— 1,b — r — 1). Then, since bme = €, - By - em we get
bmn =Um Eg;(ll(ht -Tom - A1 e(W—2)b+r+1)h Lot Wh A e, =0
form = 0,1,:--,min(r — L,b—r —-1), n = 0,1,---,7 — 1. On the
other hand, if min(r,b6 —r) < m < (W — 1)b+ r — 1, we get by,n=0 for
n=0,1,---,(W — 1}b+ r — 1, directly from the definition of By. This
completes the proof. [ ]

32:.‘=m (-) is regarded zero if m > n.
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Appendix B
Derivation of Equations in Chapters 8 and 9

1.  DERIVATION OF EQ.(8.80)

The correct symbol detection probability in the orthogonal signaling PDSA
scheme P .(In]) can be determined by

” o 2-1 Yo
Fe(lnl) = /0 Py o) I /0 py; i, (¥5)dy;dyo, (B.1)
i=1

where the probability density functions under £, are given by
"é'e +m2)/26,I (_.L’,?_‘) — 0,

B.2
+e%/2"n,]~12 L2 -1, B2

Py, (y5) = {

for 62 £ No[l +7.I5/2)/2 and my = VE,H(1~|n]). By inserting Eq.(B.2) to
Eq.(B. 1), and apply ing the Laplace transform relation [148] [° Ip(u/€)e*¢ de

2
/(4s) .
= &= s> 0, we can obtain

S 00
Bl = Se it [ oo tn fomiioBlt - e e

(B.3)

2v—1
~ (=1)n (20 — 1 n Nry(l—|n])?
= 2> n+1( n )exp{—n+1 (1 +Yelnl?) b B8

n=0

2.  DERIVATION OF EQ.(8.89)
To get the correct symbol detection probability in the D?SA scheme, we first
investigate the distribution of E' in Fig. 8.28. Noting Xp=yE,H(1 — |n|) =
317
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my (refer to Eq.(8.83)), and approximating X}, to the zero-mean circularly-

symmetric complex gaussian random variable with variance Ps H 2T in|? 2 202
(refer to Eq.(8.84)), we get the distribution of E' = | Xp|?

etm?
P () = 2—136 w1 y(Vemy /od). B.5)
a2
For a given £, the problem of getting the state symbol error probability is the
same as the problem of getting the 2-ary DPSK symbol error probability in
the AWGN channel environment, and the resulting error probability is given by
[149, Eq.(7.7)

s /2 exp{— 1 —cos & cosé
Plerror|E = ) = 0% p{~ g it Y . @6
2r Jons2 1 — €08 g5 CO8 /]

Therefore, the unconditional error probability can be determined by

o0
P(error) = / P(error|E’ = €)pp: (¢) de (B.7)
0
sindy 7/2 I(Ng,02,m, 1 ; cos 3 cos 0) 49, (B.S)
2r J_nye 1 — cos 35 cos 8
oc?
where I(a, b, c,d) 2 W?b— [0 e=e(d/20%+1/26%) [ (/oo 162 de. Now apply-
ing the Laplace transform relation [5° To(uy/e)e™¢ de = e’ /(M,s > 0, and

carrying out some additional manipulation, we get the relation

Nive(1-|n|)?(1—cos (n/2%) cos 8)
exp{-— ll+'7c|’7|z(1 cosc(()vr/g")cos()) }

[L+ 7eIn[*(I — cos 5 cos 6)]

I(Ny,02,m,1 — cos 2% cos §) =

i (B.9)

By inserting Eq.(B.9) to Eq.(B.8) and applying the relation P(|n|]) = 1 —
P(error), we finally get the expression in Eq.(8.89).

3. DERIVATION OF EQ.(94)
Referring to Eq.(B.21) and Fig. 9.5 (b), we can represent the nth matched
components g,[,0 ] by

O = X,efOrtn0td) L N, 0<r<2l-5-1,  (B.10)

where X,e/(0r+r.0+%) and N, respectively denote the matched signal and AWGN
components when A = 0. Then, the soft state symbol y, = gngn_; can be

represented by ' ~
UYn = lXa|2eJA07+"'o + Ny, (B.11)
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where Abrino = Oryno — Orin—1,0 is the phase argument of the nth state
symbol and Ny, = X,N2_,eilr4notd) 4 X* N, e i0rsn-10+4) 4 N, N*_,
is the corresponding noise component.

To get the probability Prsc, we consider the magnitude statistics of 2L~
state symbol correlation results

B-1
A i _
Yo, = 3 yne 780 4nme . m=0,1,.--,2875 -1,
n=0

ng=0,1,---,25P 1, (B.12)

First, when the correct frame boundary is hypothesized (Hi-hypothesis:
m = r, ng = 0), the correlation result Yy ¢ can be represented by the sum of a
real random variable V; £ B|X, |2+ B=29Re[ X, N*ei(6r+n.0+9)] and a com-
plex random variable V; 2 BN, NX_ e 80rin0 4 X N* ef(fr-10+8) 4
X:Np_1e7788+r-1,0+¢)  The two random variables are mutually uncorre-
lated, and, for a given.X, ¥ can be approximated to be a real Gaussian random

variable with mean p1 £ B|X,|? and variance 0? 2 2(B — 1)N,| X, |2, while
V2 can be approximated to be a zero mean circularly-symmetric complex Gaus-

sian random variable [100] with variancel203 = 2N,|X,|? + BN2. Therefore,
by [15], we can get the pdfof R, 2 |Yr 0]

© g vs v2 + 52
I = [ Sl e oW, B19)
for a Gaussian pdf
_ 1 (v — p)?
(A%} (’U) = \/‘270_1 exp{ 20_% } (B.14)

On the other hand, when the correct frame boundary is not hypothesized
(Hp-hypothesis: m # r or ng # 0), regarding the state symbol sequence
{eIA8m+nne} as a random sequence, we can approximate Yy n, to be a zero
mean circularly-symmetric complex Gaussian random variable with variance

202 = B(|X,[2 + N,)2 when b > 2, and thus get the pdf of the magnitude
Ry £ Y,
2

s s
FRmn, (8) = Eexp(-—%g), m#r or ng#0. (B.15)

(The case when b = 11is discussed afterwards.)
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Therefore, employing Egs.(B.13)-(B.15), we can represent the conditional
probability of true acquisition completion through state symbol correlation for
a given X, by

2 2
Proc(nl1X) = [ [ Snges-"55 v w)do

X

{/O az)—exp(—%g)du}QL—D”lds
= /_oo J(v)gy; (v)dv, (B.16)

where J{v) is determined to be [27, Eq.(19)-Eq.(20)]

1w = 7 5l 2>exp(—“2¢ (] Zew(— )du}?” 'ds

0'

1 v? e v2y
= 57 (5 [ B4 T exw(—5)

y L-D_
{1- exp(—ggg)}Q Ldy

I}

ZLXD: 1 2070 -1 " 817
_ng( )" n exp{— m]( )

n=40

By inserting Eq.(B. 17) to Eq.(B. 16), we can get the conditional probability
2L-D_

Prsc(ll 1 X) = 3 U, et
n=0 \/(0(2) +no3)(of + noj + not)

X exp {—2( "“1 } (B.18)

03 +no2 +no?)

The final step is to remove the dependency of Eq.(B.I8) on | X,|2. When
In| = 0, the signal component X is a constant value /NNy, for the chip-

SNR 7, = ’—”—’A’,:JN‘*, and thus Eq.(B. 18) reduces to the upper line of Eq.(9.4a).
When || # 0, X has mean 1, 2 vV NoN17v.(1 — |n|), and (X5 — m;) can be
approximated to be a circularly-symmetric complex Gaussian random Variable

whose variance is 20 22 N NoYe|n)?. Therefore, the random variable z2 1X,|?
has a pdf

1  NoNpyo(1 = [n)? + 2

2\/zNaNI'Yc(1 - l"’[)?
Noveln/? P Nyveln|?

fz(z) = Hol(
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and by averaging Eq.(B. 18) on | X4|?, we get the lower line of Eq.(9.4a).
When b = 1, Y, n, (for Ho-hypothesis) is not circularly-symmetric, as
the variance of its real part becomes B|X.|? + BNof|X.|? + No/2) while
that of its imaginary part is BNy(|X,|? + N,/2). Thus, we shall get a result
slightly different from the true Prgc if we employ Eq.(B.15) as the pdf of
Rmn, when b = 1. ! Instead of obtaining the exact value of Prgc for
b = 1 through a tedious evaluation of the involved multi-dimensional integral,
we choose to derive its lower bound by adding to Yy », a new independent
imaginary Gaussian random variable of variance B|X,|*to get a circularly-

symmetric random variable ¥;, 5, having a larger variance 253 2 B{|X,* +
(IXs|* + No)?}. By replacing ap with &p in Eq.(B. 15), we will get the pdf of
the magnitude of Yy, n, and by repeating the remaining procedures in the above
we can get a lower bound of Prgc shown in Eq.(9.4b), which will eventually
provide an upper bound of the mean acquisition time of the binary signaling
CDSA system.

4. DERIVATION OF EQ.(9.8)

To determine the branch gains corresponding to the igniter sequence acqui-
sition operation, we investigate the parallel igniter sequence acquisition block
in detail, representing the received DPSK state signal by

Z VP He o) O 4 (X + )T, — [ — N/ Te) + Ny(2),
1=—00
(B.20)
where the integer r denotes the frame timing offset satisfying 0 < r < 2875-1,

6150 € {28 :m = 0,1, 20— 1}, and (t) £ SN llpr, (¢ - mT).

In the equation, ¥ denotes the igniter sequence of the current cell (or, the
Oth cell) normalized such that its absolute value becomes unity, P, the pilot
power, H the channel gain, ¢ the carrier phase, and A and 7 the integer and
fractional part of the chip alignment offset normalized by T} respectively.
In addition, N,(t) is the complex white Gaussian noise whose in-phase and
quadrature components have the power spectral density of Np/2. Then we can

!Note thatYim,n, can be regarded as a random variable formed by adding a circulary-symmetric complex
Gaussian random variable of variance 2BNo()Xs|2 + Ny /2) to a real (or, one-dimensional) Gaussian
random variable of variance B|X,|* for b = 1 and toacircularly-symmetric complex (or, two-dimensional)
Gaussian random variable of the same variance for b > 2, respectively.

2pr, (t) is the chip pulse shaping filter whose amplitude is 1 in the interval [0, 7} and 0 elsewhere.



322 SCRAMBLING TECHNIQUES FOR CDMA COMMUNICATIONS
represent the nth matched component of the / th correlator gw by

aN;T, .
91[1! \/_N[_T— (n— ll)N T‘(t)-[cm(t—[n—l]N;Tc)]'dt, l=0,1,---,R-1.
(B.21)

Since { gn E[gn ]} can be regarded as circularly-symmetric complex Gaussian
random variables [100, 133], independent one another, Tj(m;n)? = Z"*"‘“

|g; ]|2 is a non-central chi-square random variable when { = 0and A = 0, and
a central chi-square random variable otherwise, with 2m degrees of freedom
[71]. In the igniter search stage, the square-root of the maximum value of the
R correlator output energies (i.e., max {Tp(1;-), Ti(1;),: - Tp_((1;)Dis
compared with the threshold Rp, while, in the igniter verification stage, the
square-root of the maximum value of the R energies noncoherently accumu-
lated for V7 state symbols (i.e., max [To(Vy;-), T1 (Vs )y -+ Ty (Vr3-) P is
compared with R;. Now in order to represent the branch gains used in Eq.(9.7),
we first define Py to be detection probability per H\ state cell, Ptq the false
acquisition probability per Hy state cell, Py sy u, the igniter verification suc-
cess probability under Hy state, and .Py gy, r, the igniter verification success
probability under Hy state. Then, referring to [71] and Chapter 8, and noting
that Tj(-;-)2,1 = 0,1,---, R are chi-square random variables independent one
another, we can determine the probabilities

Py(ln) = 1-{1-¢( \/2N{7i(~lnﬁy|lg” \/1+'Y|"|2)}

Co
2[1 + v¢|n|?]

) A, (B.22)

ex {_ CO
PUT ol + a1 = 2] + 2m]?)]

2ViNy.(1 — |n])? \/ Gy,

x {1—exp(—

Pr(n)) = 1-[1- R (B.23)

Pysrm(ml) = 1-{1- Qv,(\/

1+7In|2 L+ %elnf?
kR- 1
x {1-exp(- [1+7lnl2])z k! 2[1+7|nl2]) '
(B.24)
Prsime(lnl) = 1-[1- exP{—zp + (1 —%Inl + 2|77l2)]}
Vi-1 :
5 1 ¢ L (B.25)

IS e e )
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for the normalized thresholds Co 2 2R, 2;,1 1= 2 2R w2, and the pllot chip-SNR 'yc =
P,HT, /Ny, where Q(e, ) £ Q1 (e, ) ande(a B) £ [5° a(z/e)™ Lexp
{-3(2®+0a?)};m_1 (az)dz for the mth-order modified Bessel function I, (z).
Furthermore, to specify the igniter sequence identification operation in the ver-
ification mode, we define Pg to be the probability that the correlator branch

corresponding to the igniter code of the current cell actually produces the maxi-
mum accumulated energy in the igniter verification stage and the square-root of

the value exceeds the threshold R, underthe H, state. Then, we can determine

Poli) = [ s =)

y + 2ViNy(1 - |n])? V2VINp (1 - any)

2[1 + 'Yc|77|2] 1+ 'Yc|77|2

} IVl—l(

Vi— 1

X

exp{—

y o
[t - exp{= g ) Zk' T

X

(B.26)

Using the five probability parameters, we can express the branch gains of the
R- -parallel igniter search scheme as given in Eq.(9.8) in Chapter 9.

5. DERIVATION OF MEAN ACQUISITION TIME FOR
R-PARALLEL SEARCH

On the other hand, by tailoring the mean acquisition time formula derived in
[66, Eq.(36)] such that it can be applied to the inter-cell synchronous DS/CDMA
systems employing 2b-ary DPSK-signaling DSA, we can get the mean acquisi-
tion time of the DPSK-signaling DSA scheme which does not incorporate the
state symbol correlation process

1-(1-w/2" %P
—S\pWtV }

(1 - W/2L-S)pV+Vobv+D
W+V) {1-(1-w/2L-5)P¥}K

(1= W/2L-S)PW+V " (1 — w/2L-S) PV +V bV +D

E[TDSA] ~ E[T]] X {1 +

X NiT,

(B.27)

where .E[T}] is equal to E[Tr] in Eq.(9.9) except that the equivalent false ac-
quisition penalty time is [66]

Ki=W +V +K/2V+D, (B.28)
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Further, we replace 2Ny and K respectively with 2N, /R and K in Eq.(9.9),
and modify Py, Pysr u,, and Pg in Eq.(B.22), Eq.(B.24), and Eq.(B.26) to

> 2N(1
b= 1_Q(\/ {1(7 Inllzm \/1+’<Y(1|77|2)]
X R-1 ‘
x [1—exp{~ 2[1+7c(1—2|nl+2lnl2)]}] ., (B.29)
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Then, we can determine the mean acqulsmon time of the active correlator-
based R—parallel search acquisition scheme using the legacy unmodulated pilot
sequence of period NaT, to be

1 , .. R
E[Tpsa] = PP [1+ ViPy+ KPi(Pysr,u, — Fg)
drag
. 1 BP
+ (@Nm/R-1){1+ P (Vr + KPVS,,HO)}(}— - %ﬁ)]
d
x NiT., (B.32)
(B.33)

where Fy=1if |5|=0, and Fy=(2 — P,Pg) if |5|=0.25.



Appendix C

List of Acronyms

3GPP

Al

AICH
AMPS
AP
AP-AICH
API

AS

ASC

ASN
ATM
BCH
BDSA
BER
BLER
BPF

BS
BSRG
CA

CAI
CBR
CCC
CCPCH
CCTrCH
CD
CD/CA-ICH

3rd Generation Partnership Project
Acquisition Indicator

Acquisition Indicator CHannel
Advanced Mobile Phone System
Access Preamble

Access Preamble Acquisition Indicator CHannel
Access Preamble Indicator

Access Slot

Access Service Class

Average Sample Number
Asynchronous Transfer Mode
Broadcast CHannel

Batch DSA

Bit Error Rate

BLock Error Rate

Bandpass Filter

Base Station

Basic SRG

Channel Assignment

Channel Assignment Indicator
Constant Bit Rate

CPCH Control Command

Common Control Physical Channel
Coded Composite Transport Channel
Collision Detection

Collision Detection/Channel Assignment Indicator
Channel
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CDI
CDMA
CD-P
CDSA
CFN
CPCH
CPICH
CRC
CSICH
DCA
D-CDMA
DCH
DECT
DL

DLL
DPCCH
DPCH
DPDCH
DS/CDMA
DSA
D?SA
DSCH
DSMA-CD
DSS
DRX
DTX
EDGE
EGC
EW
FACH
FAUSCH
FBI
FDMA
FDD
FEC
FER
FH/CDMA
FHT
FPC
FSW
FTP

GF

Collision Detection Indicator

Code Division Multiple Access
Collision Detection Preamble
Correlation-aided DSA

Connection Frame Number
Common Packet CHannel

Common Pilot CHannel

Cyclic Redundancy Check

CPCH Status Indicator CHannel
Dynamic Channel Allocation
Deterministic CDMA

Dedicated CHannel

Digital European Cordless Telephone
Downlink

Delay-Locked Loop

Dedicated Physical Control CHannel
Dedicated Physical CHannel
Dedicated Physical Data CHannel
Direct-Sequence CDMA
Distributed Sample Acquisition
Differential DSA

Downlink Shared CHannel

Digital Sense Multiple Access - Collision Detection
Distributed Sample Scrambling
Discontinuous Reception
Discontinuous Transmission
Enhanced Data rates for GSM Evolution
Efficient Golay Correlator
Expanding Window

Forward Access CHannel

FAst Uplink Synchronization CHannel
Feedback Information

Frequency Division Multiple Access
Frequency Division Duplex

Forward Error Correction

Frame Error Rate
Frequency-Hopping CDMA

Fast Hadamard Transform

Full Period Correlation

Frame Synchronization Word

File Transfer Protocol

Galois Field



GHG

GP

GPS

GSM
HPSK

IC

ICH

ID

IMT
IS-54
IS-95
ISCP

JD

LPF

L1

L2

MAC
MAI
MAP
MC/CDMA
MDS

ML
MMSE
MRC

MS

MUI
m-sequence
MSRG
NMT
ODMA
OCQPSK
OQPSK
OVSF

PA

PAR

PCA
PCCC
P-CCPCH
PCH
PC-P
PCPCH
P-CPICH

Appendix C: List ofAcronyms

Generalized Hierarchical Golay
Guard Period

Global Positioning System

Global System for Mobile communications
Hybrid PSK

Interference Cancellation

Indicator Channel

Identification

International Mobile Telecommunications
Interim Standard 54

Interim Standard 95

Interference Signal Code Power

Joint Detection

Lowpass Filter

Layer 1

Layer 2

Medium Access Control

Multiple Access Interference
Maximum a posteriori

Multi-Carrier CDMA

Maximum Distance Separable
Maximum Likelihood

Minimum Mean Squared Error
Maximal-Ratio Combining

Mobile Station

Mobile User Identifier
Maximal-length Sequence

Modular SRG

Nordic Mobile Telephone
Opportunity Driven Multiple Access
Orthogonal Complex QPSK

Offset QPSK

Orthogonal Variable Spreading Factor
Power Amplifier

Peak-to-Average power Ratio

Power Control Algorithm

Parallel Concatenated Convolutional Code
Primary Common Control Physical CHannel
Paging CHannel

Power Control Preamble

Physical Common Packet CHannel
Primary CPICH
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PDC
PDSA
PDSCH
PhCH
PI
PICH
PISO
PLE
PN
PPC
PRACH
PUSCH
PS

PSA
PSC
QPSK
RACH
RRASE
RASE
R-CDMA
RF
RNC
RRC
RS
RSC
RSCP
RSSI
RTT
RX
SCCC
S-CCPCH
SCH
S-CPICH
SF
SFN

SI
SIPO
SIR
SNR
SRG
SOVA
SPRT

Personal Digital Cellular

Parallel DSA

Physical Downlink Shared CHannel
Physical CHannel

Page Indicator

Page Indicator CHannel

Parallel Input Serial Output
Pre-Loop code phase Estimator
Pseudo Noise

Partial Period Correlation

Physical Random Access CHannel
Physical Uplink Shared CHannel
Parallel Sample

Parallel Search Acquisition

Primary Synchronization Code
Quadrature Phase Shift Keying
Random Access CHannel
Recursion-aided RASE

Rapid Acquisition by Sequential Estimation
Random CDMA

Radio Frame

Radio Network Controller
Root-Raised Cosine

Reed-Solomon

Recursive Systematic Convolutional code
Received Signal Code Power
Received Signal Strength Indicator
Round Trip Time

Receive

Serially Concatenated Convolutional Code
Secondary Common Control Physical CHannel
Synchronization CHannel
Secondary CPICH

Spreading Factor

System Frame Number

Status Indicator

Serial Input Parallel Output
Signal-to-Interference Ratio
Signal-to-Noise Ratio

Shift Register Generator

Soft Output Viterbi Algorithm
Sequential Probability Ratio Test



SSA
SSC
SSDT
SSRG
SSMA
STD
STTD
SWI
TA
TACS
TD-CDMA
TDD
TDMA
TF
TFC
TFCI
TFCS
TFI
TFS
TPC
TrBK
TrCH
TS
TSPRT
TSTD
TTI
TPC
TX
TxAA
UE

UL
UMTS
USCH
USDC
UTRA
UTRAN
UWC
VBR
VCC
W-CDMA

Appendix C: List ofAcronyms

Serial Search Acquisition

Secondary Synchronization Code

Site Selection Diversity Transmission
Simple SRG

Spread Spectrum Multiple Access
Selective Transmit Diversity

Space Time Transmit Diversity
Sync-Worthiness Indicator

Timing Advance

Total Access Communication System
Time Division CDMA

Time Division Duplex

Time Division Multiple Access
Transport Format

Transport Format Combination
Transport Format Combination Indicator
Transport Format Combination Set
Transport Format Indicator

Transport Format Set

Transmit Power Control

Transport Block

Transport CHannel

Time Slot

Truncated SPRT

Time Switched Transmit Diversity
Transmission Time Interval

Transmit Power Control

Transmit

Transmit Adaptive Antenna

User Equipment

Uplink

Universal Mobile Telecommunications System
Uplink Shared CHannel

United States Digital Cellular

Universal Terrestrial Radio Access
UMTS Terrestrial Radio Access Network
Universal Wireless Communications consortium
Variable Bit Rate
Voltage-Controlled-Clock

Wideband CDMA
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