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Preface 

larion or fact5, Z h,~ve iricd to write a tcstbook that emphasizes rhc fundmencal uonceplr 
oI' MnxwdI'  .; cq r~ i~~ ion r .  u ;L\ e pmpagalion. network a n u l y  s ~ s ,  and dcsign principles a\ 

appIied LO modern microw avc tngineering . AIthougi~ I have avoided the handbook ap- 
proach. i n  which a large nut-riher of resulr\ arc presen~cd with little or no explanatinn nr 
context, ;i considerable aruount c>P material in [hi% book i s  rclu~ed 10 Ihe drhign ul specitic 
micmwave circuit5 and components. for both practical and r n t ~ ~ i i  arional value. T have 
lrisd tr, present rhe analvsis and In~ic.  b c h ~ t ~ d  thew dtsigns so thar h e  reader can we 
and under\hnd [he prncc.3 or apply~ng fund:~menral conc-epla to arrive al uaeful result\. 
The engineer who has a tin grasp of the hksic concepts and principles trf microwave 
engineering. and has swn  OH the\e can be applied tomrd a specific design nb~cc- 
t h e ,  is ~l lc  c.nginrer who is niusr like[) LU be rewal.dcci wrtIl a creari~e and produutivu 
career. 

Mndem microwave engineering in~~n1ve.l prcdominanrly circuit ana ly  is and design. 
in cnntrriql ~u L I I Y  licld t h e o ~  oricntuti~m cbf gcnerauon iigo. TI-rlk n u >  conie au il suqmse. 
possibly mixed with r-eg~.c~. LU [hose of u s  L L ' ; I L ' ~ ~ ~ s  for w h ~ m  I ~ ~ ~ C I . O U ~ ~ V C  cngirleenng 
mean1 sppl?ins sophisticatecl rn;~thcrmnt~cs lo r h ~  wlurion c\f Mauwrll'\ equations for 
ic.a\.eguidc. uumplmcnis. 8111 the n1;ljority ol pl- i ic~~i ing rnlcrownvc cngilleet.s nt>ur C I L ' S ~ ~ I I  
planar ct in~poncn~s and moni-~li thic ink-pled circuils with no dirccr recour\e to field 
[lleory anitiyqi.;. Micrrwave compute r -u ider l  de~ign (C.4D) fiofturarc and the nctii.ork 
anaiy;ler are the ersential tonls of tnda!'\ Inlcrox a\ c. enginerr. h/licrowa~ e engineering 
education tnust respond to this hhil't in e~nphauis to network analysis. planar circuit5 
and com1loilenrf. and a ~ r i v e  circui~ dcsign. Micrnwnc engineering will nlrvays Inknlvc 
cleclronsagnettcs ( many nf the marc sophi\~ic;~ted micr~lwnve C,4D p;tihgec in~plenicnt 
n&oruus field rheoq rolulirm';). mci \~udstlts will still hcnetir trn111 t'xposure tu suhjeuls 
such a\ waveguide tnndes and coupling ~Irrt~ugh npcrturez, h u t  i l~c  u h a t ~ y e  in emphasib 
Ln micms~a i  e ~ l r i l i i l  ikndlysls 3rd d e ~ i g n  i \  clear. 

There are orher changes ah men.  Sm~erd generatirsns of studrnls were taught tkar 
open-circuit smhs qhould n d  hc used for tuning because of cpurious nd~at ion.  but this i s  
no1 a problem w ~ t h  minia~ure mict.nwave circui~ry. in x h i u h  upen-ctrcuir I~r~ek are often 
used for match1 ng In trans] ctar circuits. Technnlogy advancemcnis in  plan:^ iran~rnihsiun 
lines, bipnlar and tield ef fec~  tranbjstnr~. d~elccllic rewflators, luut-noise ampIifiers. trnn- 
sislur nscillarurh. PIh diudc cunrrol circuits, and nlnnol~thic inlegrated circuits similarly Y 
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q u i r e  reconsideraiiun oi' mimy (11' the as~urnpr ion~ un Jtrly Eng the hd i t i~ lna l  ~ ~ u d v  
1hi: s~~bjecr.  Applicatii?ns of micruwavc enginter in~ ;~rc idso ch~mging. w-ilh incrc;hsine 
emphasis on colnrnercial u w  uf micrnwave kchnnlngy for ~)ersu~lal c.ommuni~.arior~s syh- 
[ems. wireless Iocd area neeworks. rnillimetcr wave collision avoidance vehicle radars. 
radir, freqriency r RF) identi licntion ~ a g g i n ~ .  dirccr hnr;idcasl ~;rrellire re l t~ : i% i t l l i .  and rn:ln! 
other systems rclarcd tu h e  infonnaticlo I nfrastnlclurr. Thehe dct,clopmcnts suggest [hat 
there will be nu shonage (IF challenging problems in RF and rnk+rtlwave engineering and 
a clear need fur rlnsinrcrs ha\.ing creatir-ity and an ~inderstnnding nT the t'unda~ntlntnls of 
rnicruwavc engincurin$. 

The success of Lhc l in t  edition of Mic-ro l iL i r  ru Errghw~-i?t,q bus heell gratifying. Feed- 
back from srudenrs ancl rzachrrs <lcarI. supported cn\meragc of the ;inalyhis and design 
of in~pedance o~atching nclwr.lrks. rcsonalors, Fi l~5r.s. couplers. ar~ipli licrs. u d  uhci l larvrs 
but aIsa supporting ~npics such :i> rransn~issiot~ line theory. micronavc network analysis, 
and apenure couplinz of XQ-aveguides. The rnnsr con.iistcnl call !\.a\ for nlow coverage 
uf acrii c circuit design. Becaux o f  cunstriiint on  thc Icnglh ot' th is  edltiun. new nlair- 
tid could not he added withour deletion of somc cxisting material-a [ask that is more 
difficult thali rnighr be imagined. 'I'o this end. i u ~ d  wilh t l~c  ohjcctive nf no1 elit~lintlring 
critical funclamcntal maler id.  I l~avtl limitell mdjor  clclclirms t'lv~m [he fjrsl edition lo ~ h c  
topics of plane wave propagation ia anisotropic mcdia. [he transmission line malogy 
Cur plane wave reflection. arhd ~rilnsiunts on trun.cnli.;sion lines. Orher redus~ io i i~  includr 

ropics rhat could be useful but are no1 n c c e s s q  tor the siudy oi'the rcsi r ~ l '  the buok- such 
as Mzson's yule. Fwwis reactance thwrcm. and parallei connected networks. A few 
other sc.ction5 in the beginning 01' 111e book wcrc c-omhincd w. otherwise ur~nst~Iida~erl. 
Several exnnlples were elimir~ated. h u ~  mtlst 01' these l-inve been con) cncd 141 problems 
in an attempi to relain a t  least some rnenlian of the rnpics har wtstc c u ~  Although n~ost 
teachers appreriaied it. students seldom reail rhr I1il;toriuaI rnalcrial in Chapter I al' rht: 
first edition, so t h ~ s  chapter was eliminated and  he o~aterial lrcrgtslg muvcil [n the begin- 
ning of the relevanr chaplrrs and serr inn \ r hroughour tbe book- We k v c  also expanded 
the covcragr. of active circuit design h m  one tcr tho uhaplr.r\ in lhis edition. Chapre]. I0 
covers noise. detecrors. mixers. PIN diode circuirh, rnicrowa~.~ ~r l t e~ra t td  circuits, and 
n review of sources. Chapler I I is duvoted to transistor amplilier and i)srill;itor design, 
with new material on the phyica1 con.;trucrron of rr;mkist~rs ;tnd ~hcir  small-rignal equii:- 
alenr z~rcuir nrodzl~. bdmcud mpl~lic~:li. distributed arnplifitrs. and dieler~ric resnnator 
oscilla~ors. Wt: haw dsn added a discusion nf the Thm-Reilcct-Line (TRL) m e ~ l u ~ d  
of network andyzer calibration. Other changes incllrdc: ~.i.\,i\cci ana lyse~ of rht: Wilkin- 
son power divider and rnultisectinn rlunrler wave rran~f'r~rnmers. the addition r,t' tillcs to 
tk example.;, new or modified armptcs :md prc>blerns, and  he conectiun uf scveral 
rypo_~raphiual errors. 

Thih Lexl was written for use in a lwo-semcslcr utjurse in a ~ i c r o w ~ ~ v e  enpineerinp. 1'ur 
senior or first-year graduate studrnls. If sludents have had a gmd course in undorgrrrd- 
uare electromagnetics. h e  ma~rrial in Chapters I and 2 can be re~iewecl Ciiirl~ quickly. 
Students w i h  less background shuuld study this material in  more cl~taii. Thc chapten 
are organized in the sequence in  which our course a1 Lhe University nf Massachuselts at 

Amherst is taught, but i t  i s  cerrknly passihle to pick ancl chuuse from the texl 10 suil 
h c  needs of a one-serncsler course or an advanced course in active circuit d e i g u  or to 
cover topics in a differen1 order. 
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Two impurlant things that will be included in a successf'ul course on microwave 
engineering :rre a microwavu 1ahor;ltwy cxpericnce and the ~ s u  of computer-aided design 
(CAD) software frx ~nicrowavt: circuit analysis. A hands-on labnralury is expensive 
to t q ~ i p  h w ~  prtrvides [he best way for students to develr~p at1 intuition and physirai 
feeling for micrnwave pheni~munurr. A l i i b o r a t ~ ~  with the lirsl setnestrr 01' the course 
should cover 1b2 mcasuremtnI nt' microwave power. liequency. standing wzvc rirtiu 
[SWR), impedmce. arid S-pmmetcrh. as well xi rhe chuiicterization uT basic microwave 
compnncnts such as tuners. couplerh. resnnatorh, loads, circrrl3_cors. and lil~ers. I rnpo~hnl  
praciisal knowledge itbout crjnnectars. waveguide.\, u r l  rnicrrbvave fest crluipmet~t will 
atso be acquircd in this way. If available. a morc adbancod laboratory session can 
consider wpicl; such as noise fi_aure, nmplitier c haruc\rriztlrion, intermudulatjun prnducls. 
and nlicrowai c mixers. Nhturdly.  the type of experimt!nls that be offered i ~ l ~ z a v i l y  
dependent on (he test cq ilip~nent [hat i s  tl\?ailul?lz. 

mere 31-e wveral commercially available CAD p-iickages for rnicrr~wavc circrlir anal- 
ysis, for horh personal cumputers iund miiinfinme rornputefi. Providin~ studencs with 
accesx to such SO~IN-XK 211~1~  3 rhe111 to vr'rify the re.;ulrs of [he c i c h i g - a l . ~ e ~ ~ r ~ d  prr7R- 
lems in the text, giving in-rn~c~liare feedhxh h a t  builds confidence and makes Lhe effO~t 
marc rewarding. Because the drudge? of rcpcritive cal~ulaliun i s  eliminated, ?;tudznls 
can easily try allerna~ivc appruachcs and explore problems in :! Inure detailed way, 'l'hc 
effect of losses on rhe response of 3 filw, for example, wout-d he prficdcslly impossible 
to evaluate by hand calculatic~n, but it is c a y  LID dn on the cnmpurer. And because CAI3 
sortware is uscd rlctensivcl! in  he mivrtwave industty, classmvin cxperiencc with sucl~ 
tuuls will he user~ll upon graduation. 

ACKNOWLEDGMENTS 

I would like ro thank m;uly people for their help in completing this book but 
my forzmr,sc appreciatiur~ guts co rhe ~I~ITIV sludcnts who h a ~ e  uscd rhr firs( rdilinn 
of Mirrnn.ar,r~ Etr,yi~~rt.rirtg. 1 also would Iikc zu thank my colleagues in micrnwah e 
engineering :LL thc  University nf Massachusetts For their s~lppon and callc,uinlity thrnugh 
the ycarh. In piinicular. Bob Mclntosh and K e i ~ h  C:itvcr madiiu marly helpl'ul su,h_cestinns 
baed on their t-xperienr~5 with [ha book jn rhrjr classu.\. I !hank my h-jends in ind~r.\lp 
and universities for supplying photographs: Dr. Naresh Deo bP Millitech Cerp., Dr. Jahn 
Brya111 of the Unirersily of Michigan. Mr. H a y  Syrians rif Alpha Industries. Prnfehsor 

Swift oi' the University of  X~Ias.s;rcIiuserr~. Dr. Mike hdlcrslsi 11 r ~ f  R a j  rliec~n Cu.. 
Mr. Hugo Vifirln or Hewlett-Packard Co., Mr. Mark Russell o f  Raythecln Cu,. and Dr. h4. 
Ah~uzahr-a  01 Linculr~ Laboratory. Finally. 1 would like ro [hank the m f f  of Jnhn Wiley 
& Sons fur h e i r  helpful cTl~r[s during !his project. 'I'hc cheetfui professionalism or 
Moniquc Calcllu (Pruduction Editor) w~q especially apprzcisted. 

David M. Fozw 
Amherst. hL4 



Contents 

1 - ELECTROMAGNETIC THEORY 1 

I. 1 Inrroduction tn Mjcrowave Engineerjng 1 
Rpplicalions of Microwave hglneer inp 2 . A Short History nf Microwave 
EZdgirteerirrg 3 

1 .2  Maxwell's Equations 5 

1.3 Fields in Media and Bnuf ldw Conditions 9 
Fields at a Gencraf Mntcrial Intcrfnce 11 Fields ar a Die lec~c  
lnre+ice 14 Fields at the interface with a Perfecl Conductor (Electric 
Wall 1 14 ' h e  Magnetic UtalI Boundary condition 15 I 

Tke Radiaciut~ C~aditi~a 15 

I .  The Wave Equation and Basic Plane Wave Solutions 16 
I'he Helrnhnl~z Equation 16 Plane Waves in a Lossless 
Medium 16 a Plane Waves in a Genera Lossy Medium 18 
Plane Waves in 3 Good Conductor I 4  

t .5 GeneraI Plane Wave Solutions 21 
Circularly Polarized Plane Waves 23 

1.6 Energy and Pu~:s:cr 26 
Pnwer Abwrbed by a Grlod Conductor 29 

1.7 Plane W a v e  Reflectinn from a Media Interface 30 
General Mrdium 31 Lossless Medium 32 Gmd 
Conductor 34 PerfectConductor 36 TheSur-facr 
[mpcdance Concept 36 

1.8 Oblique Incidcnce at a Dielectric lnlerface 39 
PardlIel Polarization 40 Perpendicular Polari~alion 4 1 
Total Reflection a d  Surface Waves 43 

1.9 Some UseIul Theorems 45 
The Reciprocrry Theorem 4.5 Image 7heoq 47 
The Uniqueness Theorem 49 



2 TRANSMISSION LINE THEORY 56 

2. I Thc Lumpcd-Ekmznl Circuit Mullel for a Trmsmisisirm Lint. 56 
Wave Propaeation on R Tmmiss i~ l i \  Line 58 7hc Loss1c.s~ 1.inc j B  

2.2 Fir Id Analysis (IT Tr;insmission I-incs 5'3 
Trat~s~nisr;irrn Line Panrne~ers ~ I I  r 'l'he Tslegrapher E i p a t i t r n h  ncnved 
from Field Analysis af a Curtvial Line h:+ Proparalion Con&@, 
Itnptldnncc, a1111 Power Flow tbr the Lo~desa Ctyaxial Line 64 

2.3 The Tenninared Lossless Linu 65 
SpzcialCa~esoILos~lt~aTrminaltrdI- incs b8 r Pt~in~crfM~w~:D~.eih-~!!s  
i ~ ? f L i  tVL~pfl3 7-1 

2.4 Tile S ~ ~ i j t l i  C'liarr 73 
Thc Camhincd Inlpedmce-Adrllimc'c Smirh C ' h a  76 r Tl~c  Slomd 
Line 78 

2.5 The QWXL~T-WAY~ Trn~ftrrner 8 3 
Thc 1mprd;mce Viewpoint 83 The Multiple Rzflec~ion Lriewpoinr 35 

2.6 Gerwrator and 1.md 1Misrnaiches 87 
Imad Matchcd to Line 88 Grneralrw Mntuhcd lo 1,oadcd 
Line fi9 C u n j ~ g a e  M;it~-hing X9 

2.7 Lossy Transmission t incs 91) 
ThrLi~n-LussI-ins E)I)  The Distortiotilesi; Line 92 The 

Terminalcd 1,ussy Line 43 0 ThePenlrrharionMethildfnrClalcularing 
Anenuntion 94 The W11eeitr tncremsnral Induc~wcc Rulc 96 

3 TRANSMISSION LINES AND WAVEGUIDES 104 

3.1 Genmd Solutit~ns r~)r TEhI. TI',. and TM Wa\-es 105 
TEM W a ~ c k  107 TE Wo\,es 109 L 

Th1 Waves I I l l  

Attenuation Due ul DieIectric Loss 1 1 1 

3 -2 Pard lcl Plate Waveguide l t 2 
TEh1 Modes 112 r TM M d e s  113 TF M d r s  1 17 

3.3 Reclangular Wavepnide 120 
TE Modcs 1 3 3  ?'%I Mudeh 125 + TE,,,, Mt&i ~f a-Part-d Iy 
Loaded Waveguide 1 3U PoinroJln~erest-: WrnegadideFEunge~' 131 

3.4 Circuliir Waveguide 132 
I T  Modes 13r TM M O ~ S  137 

3.5 Coaxial Line 141 
TEM Modcs I 4  I ITighcr-Order hlodes 142 r Prririi of 
!r~llfyr.e~s[: Corr.xicd C(~nrtcc~~lrs 14fi 



Contents 

3.6 Surface Waves m a Grounded Dielectric Slab 147 
Thl Mndes 147 TE Modes 15I1 Puinf rf Int~resr: 
Ror)r-k-i'irtdilip A / K ~ r ; t / t f l ~ s  152 

3.7 Siriplinc 153 
Formula5 for h)pagatiua Corrsml. Clldrncteristic Tmpe&nce. and 
Attcnu~ttion I54 0 An Appmxi~mte Eleclrostarir. Salufinn 157 

3.8 Microsrrip I(itl 

Fumwlas fur Effective D i c l ~ ~ r i c  C o m ~ n ~ .  Charactcrislic lmpzilancr. and 

Arrenuritjon 1 An Appmximate Elecrrostatir Solulion 164 

3.9 The Transvcrsc Resonance Technique 167 
TMModesI'or~t.l'mjlelPlatcWavg~~ide 168 Thl, Modes of a 
Partially Landed Rectangular LVnveguidz 1 h9 

3.111 WAI e Velocities and Dispersion 171) 
Group V~locity 170 

3.1 1 Surnmq- of Transmission LLres and Waveguides 173 
Oth~.rT~lpz.+~fLirle~andC.~uide.s  174 w Pni~~ir~~~~~!~~~~~r;Pun?~~~@&@ 
uf T i  L 176 

MICROWAVE NETWORK ANALYSIS 182 

ltnpedance and Equivalent Voltagch and Currenrs I 83 
Equivalei~t Volragcs and Cmrnts 181 The C?unrept 
(11- Imprclmce 1187 Even and Odd Prupcrtles of ZIii) and rid) 190 

Impcdawe and Adn~mmcr Matrices 191 
Kecliprucal hTetkf,c~rks 19.1 Losslcss Networks I97 

The Scattering Mtttri.~ 196 
Rcriprocal Nc~~ lnrk r  and Lussless Nctwnrks i H A Shifi in Reference 
Pimeri 201 Gencr~1izt.d Scat~eri ~rg Paramctcra ZIW + Pairir of 
Irt re r.e.1~: The Verlo r Ncq~rjurk Ann l p i -  205 

The Transn~iquion (ABCD) Matrix 206 
Relatioil to Lmprdaacg M , ~ i x  2119 E q u l v g l c ~ ~  Circuits (or 'L'wu-Port 

N E I W U ~ ~ S  210 

Slgnrtl Flow Graphs 2 13 
Dccnmpasition of Signal T;lr)u. Graphs 2 1-1 r Application lo TRI, Network 
A ~ l a l y ~ r  Calibration 217 Pr~inr r.!/' Inreresr: Cnnaputer-Aided Derig?? for 
Micrf>nlaiv C i ~ * r ~ f { $  222 

Discontinuiries and hIodal Analysis 221 
hlt~dal 22nalyqi~ ur 3n ICPIarir: Step in Rectanguls Waveguide 325 Puirll 
~ ? { I ~ ~ I P ~ E I  Micro.uriJ) L ) i ~ ~ r ~ n t i d ~ i p  CCnrnJt~scrriu~ 229 

Excitation r r f  Waveguides-Electric and Magnetic Cumnts 230 
Curren~ Sheets -l-llat Escire Only One Waleguidt h.Iode 230 Made 
Excitatinn from an Arbitra~y Flcc~l-ic nr Magnetic Cumnt Source 232 



Contents 

4.8 Excitation o i  Waveguides-hperr ure Coupling 237 
Crlupling Through an Aperture ill rr Traosveme Waveguide Wall 140 
C ' u u ~ l i r ~ g  'I'hrnugh ail :\lirrti~rc in thc Broad Wall uf a U:lvesuids 23.3 

5 IMPEDANCE MATCHING AND TUNING 251 

Matchi t~g with Lumpcd Elcments ( Networks) 752 
hnalj~ic S d u r i o ~  253 Smith Chm Solutions 254 Pt)i!ti tf 

I . :  f s o r  M i  P r i i  257 

Single-Stub Tuning 258 
Shunt Stubs 2rL) Sencc Sruhs 262 

Dcluhle-Stub Tunirlg 266 
S~niEh Chart S~ilutiun ?hh Analytir. Solutiufl 2711 

Thc Qumcr-%'aye Transfmner 271 

'I'hc 'Theory of Snlull Reflections 273 
Srnglc-Sccti0n Traforrrier 17fi ~ I ~ I ~ ~ ~ ~ ~ c ~ ~ o M ~ ~ ~ ~ Q ~ ~ ~  177. 

Biiionlial Mulf isect ion Witching Transl'onncrs 278 
Cheb) shcv Multi.sct.ri~~n Matching Transfom~ers 181 
Chebysher Polyrrt~rnids 283 De3ign of Cbebyshev Transformzrs 285 

Tapered Line5 288 
Lxpont3nti;rl 1-aper 290 Triangular Taper 28 I I KIapfe1t~e.h 
Trrprr 29[ 

The Bode-Frtno ri-i tcri on 2115 

6 MtCROWAVE RESONATORS 300 

6 .  Series and ParalIel Rrsunwt Circuits 30U 
Series Rescmmr Circuit 1300 a I'nrnllel Rrhonwl I'ircuit 303 
I.uarlcci ~ i ~ d  IJl~lutyled Q 306 

6.2 Transmissicm Line Resonators 306 
Shnrr-Circuitcd '2 1,in~' 30h Shorl-I:ircuited A!'Q 1 . h  ? 1.0 a 

Opcii-Circu ited X,'2 Line 3 1 1 

6.3 Rcrlmgular Waveguide Cavities 3 13 
Resonanr Freqliencies 3 1 Q r ~ t '   he TEII,, Motic 3 15 

6.4 Circdar Waveguide Cavities 318 
Resamrs~ Freqrrencic~ 3 1 E  w (2 ~ j f  the 'E,,,Y Mude 320 

6.5 Dittlcccric Resonators 323 
re son an^ Frequencies of TGjr+ Made 374 

6.6 Fobry-Rrul Kcso~~atnrs 328 
Stabiliiy ol Opcn Resunators 338 



Contents 

6.7 Excitation of Resonaiurs 332 
Crihcal Couplmg 332 A Gap-Vuuylcd Micr~strip 
Resonator 4 c .An Aprrlure-Louplcd Cavity 337 

6.8 Cavity Perturbarions 340 
Material Perturbation., 340 hshp?brh&ms 349 

7 POWER DIV1DERS AND DIRECTIONAL 
COUPLERS 351 

7.1 Hasic Propeltics of Dividers and Couplers 35 1 
Three-Pori Nerworkc IT-junctiodsl 351 Four-R)rt Networks t Directional 
Couplcrl; I $5) I I -  M i  I 0 J'j7 

7.2 Thr 1'-Junction Pc)i\cr Divider 339 
I,r,sdzsh Div~dcr 360 Kzsirtitr' Divider 3fi( 

7.3 The U'ilkinsun Power Divider 363 
Elen-Odd Mudc r\nulvsls 36.; U W U ~  Power D ~ b ~ s i o u  and .l--Ww 
U7ilkinac,n Dj~idrrs l h 7  

- 4  Wavcgu~dr: Direction~l Couplers 368 
Bcrhc I ir)le r o ~ ~ p l c r  3hV U e ~ i g ~ ~ f M n I t ~ h o l e C o u p l ~ ~ ~  374 

7.5 The Quadrature (90") Hybrid 379 
Evcn-Odd Mode Anrrlys& 380 

7 6  Coupltd Line Dircctiunal Coupler3 383 
Coupled Line T h a q  384 Design iti' Coupled Lrne 
Couplers 389 Ursipn r j f '  hlultisacrion Coupled Line Couplers 3~)4 

7.7 Thc Lange C.'uulilrr 3'38 

7-8 The 180 Hybrid 40 I 
EI en -LWcl htude A nalj ,qjs gf &r Riny H y W  403 Eren-W:M~dk  
Analysis oF UIP Tapred Cnupld Ltnc lT>trtid 4117 8 Waveguide 
Magic-T 41 1 

7.9 Other Couplcr5 4 I I 
Pnirrl of Jrri~r~st: l'Jte Rejiei.trl~)zrlcr J l  J 

8 
MICROWAVE FtLTERS 422 

8 .  I Prr inJ~c Struc1urr.s 423 
Andju. ;  oi  Infmiie Psri~tdic Structure$ 424 Tcrmtnared Penodic 
Smctttre?. 427 k- i Dbgranls and '&;lie Veltrcluzs 478 

8.2 Filter Design by rhu lmage Paranletcr Melhod 43 I 
Irnagc In~pudancec and ?-rnn\fc.~. Functronh fbr Two- Furl ks;ctwc~rb 43 1 
Co~js~ant-k Filtr~ Scci~ons 43? nr -lltrived Fihea* 5ccti:tions 436 
Cumposrte Filters 440 



Contents 

8.3 Filter &sign Ay the Inseltioh Lass Metlmd 143 
Characteriza~inn by Piwer Loss Ratio 444 Maximally Flat Low-Paas Filler 
Protorygc 347 Equal-Rippie Low-Paw Filter Prototype 350 

Linear Phase Low-Pass Filter Pruraypes 45 1 

8.4 Filler Trr-tnsforinations 452 
Impedazlcc and Frequency Scaling 454 Bandpms and Bmdstop 
Transforrnauons 357 

8.5 Filler [nlplemcntation 462 
Richard's Transformalion 462 r Kuroda's Tdentiries 464 a 

Irnpedancr: and ,4dm~~lancc Inverters 4hX 

8.6 Stepped-Impedance Low-Pas  Filters 470 
Approximate Equivalent Circuirg for Short Trwsmissian Line Sections 170 

8.7 Coupled Line Filters 474 
Filter Pruper~ies of a G>upled Lint Section 474 r Design o f  Conpled Line 
Bandpass Filters 477 

8.8 Filters Llsing Cocrpled Resonarors 486 
Bandstup and Bandpass Filters U3ing Quarler-Wave Rcsonat~rs 486 
Bandpass Filters Using Cupxitively Coupled Resnnators 4W 1 

Direct-Coupled Waveguide Cavity Filters 493 

9 . THEORY AND DESIGN OF FERRIMAGNETIC 
COMPONENTS 497 

9.1 Basic Properties of Ferrirnagnetic Materials 498 
The Fcrmeahility Tensor 498 Circularly Polarized fie& 

Effect of Loss 506 Demagnetization Factors 508 Poirrr of 
Interrst: Pernrn~rent M0gnt.r~ 51 0 

9.2 PIme Wave Propagation in a Ferrite Medium 5 1 1 
Prupagation in Direction of Bias (Faraday Rotation) 512 r Propap;uiun 
Transverhe to Bins IBirefi-inge~~ce) 5 13 

Y .S Pr'ropugarion in a Fcmte-Loaded Rectangular Waveguide S I 8  
x,,, Modes of Waa~eglride ufith a Single Fe;lrrtile Slab 518 T&,M& 
of Waveguide with T w o  Symmetrical Ferrite Slabs 52 1 

9.4 Ferrite lsulators 523 
Rrscmmct: lsolaturs $23 Thc Field Displaccmznt Isdaror 527 

9.5 Ferrite P11ase Shifters 530 
Nonrecipmcal Latuhmg Phase Shifter 530 r Other Types of Ferrire Phdse 
S h i f ~ r s  533 The Gyrator 53.5 

9.6 Ferrite Circulators 535 
Pmpenies d a Mismatched Circulator 537 J ~ c t i o n  Circulator 537 



Cantents 

to  - ACTIVE MICROWAVE CIRCUITS 547 

10.1 Noise in Microwave Circuits 538 
Dynamic Range and Sources nf Noisc 548 Noise Power and Equivalen~ 
Nnise Tempcr i~c~r~ 550 Mensurement of Noisc Temperature by tllc 
Y-Gctnr AJc~hod 35-3 r NoiscFig~re 575 Noise Figure nf a 
Cascaded Syrletn 557 

10.2 Detectors and Mixers 559 
DiMe Rtxuers  and Delec~nn 559 Single-Ended Mixer 5155 Bdmced 

M i x e ~  568 Other Tl'pes uf Mixers 571 + Intcmr>dulatiun 
Products 574 Poi111 (?j'irr,ere.vr: nllr~ Sprrrridm A~wL?;,-pr 573 

10.3 PIN D i d e  Control Circuits 576 
Single-Pvlr Switcheh 577 . PIN &de %asc Shifterg ?do 

10.4 M i c r o w a ~ e  Integrared Circuits 583 
Hybrid Microwave I n t e p t e d  Circuits 581 + Monolithic Microwave 
htegrawd Cixuits 584 

0 . 5  Overview of Microwave Sour~*cs 988 
Solid-State Snurces 5E9 ~ i c r o w ~ v ~  Tubes 593 

11 DESIGN O f  MICROWAVE AMPLIFIERS AND 
OSCILLATORS 600 

1 1.1 Characterisrics of Microwave Transistors W 1 
Micro1va~-e Fieid Effzcr Trnnhisro-rs / FETs) bD1 Mim~rruaw Bip l sr  
Transistors 604 

11.2 Gain and Stability 606 
TWO-PO~ Power Gains 606 Stahili1)- 61 2 

1 1.3 Single-Stage Transisror Amplif~er Des ign  6 18 
Design fur htaxilnum Gain !Ci.mju;atc Matclfirrsj 61 8 Constminl Gain 

Ckcles and Design for Specrfid Gain (Unilateral Device) 622 Low-Noise 
Arnplifjzr Design 628 

1 1.4 Brodbmd Transistor Aioplificr Design 6-12 
Balanced Arnpliliers 632 Distributed A~nplihefi h35 

11.5 Osciilatar Design 641 
One-Pi~ri Negative Rcs~hvace OscilIa~ors 641 Tmnsistor 
Oscillri~on 6.M Diclechic Resona~or Oscillators 648 

12 - lNTRODlJCTlON TO MICROWAVE SYSTEMS 655 

12.1 System Aspecth of hnlenntls 655 
Dtfifilli~ of Imporram Antenna Parameren 655 Basic Type of 
Antennas 65fi a h t m n a  mrn Chamccerisucs 6.56 Anrerina 
Efficiency. Gain. and Tempewhm 661 



xv t Contents 

12.2 hlicrowavc Communication Syslerns 663 
Types of Communication Systrrns t>67 The Friis Power Transmission 
Formula 663 + M i ~ m ~ a v e  I'msmirters and Receivers 656 
Noisc Chariiclerizarion of a M j ~ r ~ ~ n v c  Rccciver 667 
Frequenr y -Multiplexed Systems 670 

12.3 R u d x  Systems 672 
-1'tlr Radar Equation 673 Pul.qc Radar 675 Doppler 
Ra&ar 677 RacfxCrussSect io~~ 678 

12.4 Kadiv~nctn, 679 
Theory md Applicalions of Radiometry 679 'I'otal Puwer 
Radir~melcr h8 1 The Dicke Radir~rnewr 684 

t2.S Micron-avepropagatinn 68.5 
Arrnospheric Effects 685 GroundEffecrs AX7 Plasma 
Efects 688 

12.5 Orher Applications and Topics 689 
Micrtm;lvz Hzaing 683 E n e r ~ ~  Transfer 690 Eiectrunic 
Wartare 69 I Biological Effec~s ;sad Sdety 694 

APPENDICES 697 

Prefixes 698 
Vector Analysis 698 

Besxl  Functionti 700 
Other Mathematical Results 303 

Physical Constants 7114 

Canductivities for Some Malcrialb 704 

Dielectric Constam and Lass Tangents fur Some Materials 705 
Properties o f  Some Micmwave Ferrjte Marerids 705 
Standard Rec.tangu1 ur Waveguidr D;ira 706 
Standard Coaxial Cable Data 707 

INDEX 709 



We be+ our shtd y of miflawave engineeri rig w i h  a brief- hisrorical overview of the 
field, followed by a rcview uf topics in elecuarnagnetics that f i re  will need rhrrlughout 
the book. 

1 .I INTRODUCTION TO MICROWAVE ENGINEERING 

She term ,tiicrowmrs refer% to alternating current signals wirti frequcncies between 
0 cIrr~rici11 wave- 300 MHr ( 3  x lo8 Hz) and 300 GI-Ir 13 x 10' ] ). with a correspor\di~.t, 

length be twen  A = c / J  = I m and X = 1 mni. respeclivcl). Signals wit11 wavelengths 
on the order c ~ f  millimeters are called r ~ ~ j / / i r r t ~ l e ~  H~LII:P.F- Figure 1.  I shr>-r?:s rhe Irwstion 
of the tnicrow3k.c frcqu~~lc: band in the electrr)mdgi~etic spuKlrunl. Rec-auw ojf [he high 
frequencies {and shor~ +$avelengthsj, r~arrdrzr-d ~ . i ~ c u i r  ~hei)q, gtatlrallj. ~-mnL)l be used 
directly rp solve microwave network problems. In a sense. stendad circuit lheoiy i s  
an apprt~xirna~itm or special use or u ~ e  broader [henry nf clcctrornagnetic~ as Jzscribcd 
by M ~ ~ u . e l l ' s  cqualion>. This is clllt: to rhe facl char. in general. the lumped circuil 
element appmxima~ions of circuit ~hcary are not valid a1 ~nicrcrwave frequcncies. Mi- 
crowa\.e component5 are often distributed elements. hvhere thu pllase nf a voltage or 
currenl changes signifruandgg over [be physical exfen! r>F the dezricc. ~ ~ C ~ I I S P  Lhc derrjcc 
dimerjsioas arc on the order of ~r microwave u'rtvelcogth. A1 much Irlwer f q u e n -  
ties, the wa~clength  is large enou~h  ~har there is  insigniiicml phase 8-;tI-iation across 
the djmensions of a component. S l ~ c  other extremc of frequcnc-y can he identitied as 
aptical engineering. in  which rhe wavelength i s  much shortel. than the dimensicbns o f  h e  
component. In ~ h l s  case MaxweII's cquatirms can bc simplified LU ~ h c  geomc~rical optics 
regime. and optical system< ran hc dchignecl with thc ~heory o f  gcoaletrical uprics. Such 
t ~ h n i q u e s  arc sometimes applicable to ~n i l l in l t t e t  wave sysvnls, where they arrr referrrd 
to a5 q~#.~ic~pricnl. 

In microwave engineering, Lhcn, une must often b c g i ~ l  with Maxwell's equatiom arid 
heir solutions. It i s  in the nature of rhese equations that rnathen~arical complexity arises, 
since Maxu7ell's equarions involve vcc~crt differenrird or integral uperations on vecrnr 
field quantities, and these fields arc runctirrns of spa~ial c-oordinales. Onc of the goals of 
this book, however, is to try to reduce the complexity rrf a 5clJ rheory soluliot~ to ii resl~ll 1 
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nplcd Frequencki 

Ahl broadcat h a d  S 3 2 - l h n S ~  
Shortwave radio 3-31) MHz 
FM bruadta<l band 88-108 MHz 
VHF 71; ( 2 4 )  5&72 MHz 
VHF TV (54) 76-88 MHz 
UHF TV (7-13) 174-2 16 MHz 
U H F W  ( 1 4 8 3 )  47M90 MHz 
Microwave ovens 2.45 GHz 

Approximarc B d  I)es~gnations 

L-band 1-2 G f h  
S-band 2 4  GHz 
C-band C4 GHz 
X-band 8-12 GHr 
Ku-band 12-18 GMz 
K-biuld 18-26 GHi.. 
IL-band 2&4OGFI% 
li-hand 4M1)  GHz 

FIGURE 1.1 The sIectromagnetic spectrum. 

that can be cxprcssed in terms of simpler circuit theory, A field theory sahtion generally 
p~ovides a complete description of the electromagnetic field al every paint in space. which 
is usually much more information than we really need for most practical purposes. We 
are typicfly more interested in lcrminal quantities such as power. impedance, voitage, 
and current, which can often be expressed in terns of circuit theory concepts. It is this 
complexity that adds to h e  challenge, as well as the rewards, of microwave engineering. 

Applications of Microwave Engineering 

Just as the high frcquencies and short wavelengths of nlicrowave energy make for 
difficul~cs in analysis and design of microwaye components and systems, these same 
factors prvvide unique opporhtnities for the application of microwave systems. This is 
because of the following considerations: 

r Antenna gain is proportional to the elech-ical size uf the antenna. At higher 
hequenciss. more mtenna gain is therefore possible for a given physical mtenna 
size, wh~ch has imporimt consequences for impiemenling miniaturized microwave 
systems. 
More bandwidth [Informattonxarrying capacity) can be realized at higher fre- 
quencies. A 1 %  bandwidth at 600 MHz is 6 MHz (the bandwidth of a singk 
television channel). and ar 60 GHz a I % bandwidth is 600 MHz (100 television 
&mmls) .  Bandwidth is critically important because available frequency bands 
in the electrornagnelic specmm are k i n g  rapidly depleted. 
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Microwave sigrrds travel by line of sight and we not bent hy the ionosphere as 
an= lowcr frequency signals. Satclljte and ~crrts~rial  communication links wirh 
very high capacities thus possible, w i h  frequency reuse at n~inimally disrant 
lncarions. 

a Thc effective reflection area (radar cross seciion) of il  ada at tarpet i s  usually 
proportiunal to the target's electrical size, This fact, c.nupled with the frequency 
characteristics of anrenna gain, generally makes tnicrowave frequencies preferred 
for r;~dar systems. 
Various mnlcculidr. atomic. and n u c l t a  resonances occur 111 microwave frequen- 
cies, creatiug a viulety rrf unique applications i1-t thc areas of h~q ic  science, remote 
sensing. medical diagt )@~t i~h  and rreatlrrcnt, ilt~d heating 111ethnds. 

Today. the majority of applicatii,ns of rnirl-awaves are rrla~cd to radar and com- 
munication syslems. R d a r  systen~s are used for derecting and locating air. ground, or 

seagoing targets md for air-h.atfic contrr>l systelns, missile tracking radars. :luturtlobile 
coIlision-avoidance sysLems, wealher prediction, moticln dtltec~ors. and a wide variety 
of renlnre sensing syhcerns. Micr~,wa\:e communication systpms handle a large fraction 
fig W'GY)~'.~ ~R~C'L'~TJ~~?LTL?~ ~ 2 L d  Z7&,y l ]~~p-&d fcz~!?&rc dir'c*~?, { L " , ~ I  %qi&-?2 L T % ~ ~ C -  

rnissiuns- had mnst or the c u m ~ n l l \  developing wireless telucomrnunicatic_rns systems. 
such as direct broadcast satelhte (DBS) television. personal crr~mmunicationh systems 
IPCSs 1. wireI€ss local area ufiltlbllter ridworks I V$ I .ANSI. celluiar video [CV) syale~ns, 
and global posiiioning satellile (GPS) r;ysttlrns. operate in h e  f r q u c n q  rsnge I .5 LO 

94 GHz, a d  thus rely t~eavily or1 microwave technal#g;. 

A Short History of M h ~ w a v e  Engineering 

The field nf micmwave engiheering is often considered a fairly mature discipline he- 
cause the f t ~ n d a m c n ~ a l  cuncepls or ele~troma~gnetics were de\t!oped w e r  I MI years a p .  
and probably because radar. hc.ir1~ - the fir-st major applicx~icm af rnicruwavi: rechnolugv. 
was i~~tensively dci  eloped as Fir hack as Wnrld W a  [I.  Bul even bough microhtave engi- 
neering had its beginninss 1 n i h ~  lasr cenrury . significant devclopmcn ts in hish-frequency 
solid-state devices, microwave i r ~ t c ~ a r e d  c i  r c u i l ~ ,  and the ever-wideni~ig applications of 
modern microsystem.< have kept chc lield active and vjbrenl. 

The foundations ol rnndeq electrumagnctic theon. w r e  t'orrnulatcd i n  1873 by 
Jmes C1e.rk FIaxwcll [ I  I .  who h y P ~ l j l ~ s i ~ < d ,  3cslrIy from mathematical consideration\, 
electromagnetic Li.avr propagatinn and the notion t h n ~  l ight  was a form of elcvbomtlgnelic 
cncrgy. Maxwel l '% fomuliirichi cast in modem form by n]i\ er Hea\,iside. during 
Lhc period from 1885 tu 1887. heavisidz was a reclusive genius &hose efforrs reinnved 
many of the muthcrnaiicsl c~rnpl~xitics of Mnxwcll'b ~heory. inr~oduced vcvlur notnticrn, 
and ~~rovided a foundation for Pr;tL.tical appliza~innk of guided waves and transmiss~on 
lines. Heinrich Hcrlz. a Gzrnlan professor of physics a gifted cspenn~entiist %hi) 
also undcfiruod h e  theory published hv Maxwell, c&cd orit a set c)f experimenrs during 
the period 1887-1891 [hat compleieli validated Maxwell's ihcory of eiec~rornagnstic 
waves. Figure 1.2 s h o u  a photograph of h e  uriginal equipment used by Hertz in h~ 
experimenb. It is interesting to qbscr\~e that this is ;mn instance of a djscovefy occurring 
after a prediction has bcen rnarle on fieoreti~al pounds--a characteristic of of be 
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FIGURE 1.2 Original apparatus used 17y HcE7 for his clec~rnrnagntricts txperimenrs. I I 1 50 
MHi( ~rmsmit~er spark gap mid 1o;sdrd dipole anrema. ( 2 ,  ParaI1el wire -gid 
Ibr polmizat~on experiments. (31 Vacuum appmalus for cathde ray experimenrs. 
(43 Ho~-wire gal va~~onieter. (5 1 Reiss w Knochedlauer spirals. ( 6 1 Rolled-paper 
galbannmerer. (71 Metal sphere prohe. (8) Reiss spark rnicro~nerer. (91 Cornid 
rmsmission line. (1CL 2 1 Ecliiipmcnt lo demonstrarc diclecrric polnrizaioa ef- 
fects. ( 1  3) Mercury indlrcrion coii interrupter. i 14) Mcidinger cell. I 15) Vacuun~ 
bell jar. ( 16) High-voltage inductirm coil. { 17) Runsen cells. ( 18) Lm, me-wea 
cunducror for charge sturqe. ( 19 i Circular loisp rccciving antcnna. (70) Eiyhl- 
sided receiver detector. (21) Rotntb~g minor and mercury interrupter. (22) Square 
loop receiving anlcnna, ( 23 )  Equipment for refraction and dielectric constant mm- 
suremetlt. (241 Two square loop receiving antennas. (15) Srlunrc loop rccciving 
antenna. 136) Transmitter dipole. (27) I-liph-~t)llagc induclinn coil. (28) Ctsuial 
line. 1,291 High-volragc discharger. (30) Cylindriwl pnmhlic rzffeclcrrlreceivcr. 
(3  1 1 Cylindrical parahlic. reflsc~t?d~ranmir~er. (321 CircuIar limp receiving at- 
tennn. (33) Planar rcflcctor, ( 3 4  35) Battery c t l  acc.umularr~rs. Phntngaphzd on 
October 1. 1913 a1 the Ba\.arian Academy of Science. Munich. Germmy. with 
H a ' s  assistant, JuIi~s Amrnm. 
Photograph and identification coumsy of I. H. Brymr. URivetsity of W g a a -  

major discoveries throughout the history of science, All nf t l r ~  practical applications nf 
elec@ornrtgnetic ~heory, including radio. televisinn. and radar. owc their existence tu the 
U~eoreticd work of Max well. 

Because of h e  lack nf reliable micrnwave sources and other componenLs, the rapid 
growth of radio technology in the early 1900s occurred primarily in the high frequency 
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(W) to v q  l'kgh frcqucncy (VHF) range- Ir w U  uOt until the 194Us and the advenr of 

mdar developmunr: dul,in,q W-(~rid War TI that nlirrowavc thenry ;1nt1 technt~logy reccived 

substarr~ial interest. 111 the tlnirzd State>. the Kudial~on Laboratr,ry was est;!blisl~ed at 
the Massachusetts Instirute of Technolt@y (WT) to develop rudilr chcnq- :ind pi~ucticc. 
A number uf tnp scit'nlisl~. including N. hlai-clri it?. I .  I .  R ~ h i .  J .  S.  SL.Irwinger: H. A. 
Belhe. E. M. P ~ r r c l l .  i'. G. Monlgu~nery. and R.  H. Dickr. ;inlong r ) t l~e~,s .  nerc gathered 
for what turned ilut to hc a very intensive period of cle\-cloprrlen~ in the microwave 
field. Their work hcJuCj~~G1 the ~~~~~~~rtical and expcritnenlal rrttrlrnl~wr of H t t r  eguirlt. 
compoi~eIlts, microwave alleIlnas. s111;ilI apel-hire cr>upl inp rheol-j. and thc heghjnnings of 
microwve ruerwork rheory. Many of th0.e tewahers WLX physicists who went hack to 
phjlsir$ r.cseuc11 after thc war I mzmj lnrer I - L L C ~ ~ V ~ ~  Nobel Ptirrsl. 1 7 ~ 1  h i r  n~ic~-owa!-~ 
work i h  ~ t r r n n ~ i ~ ~ . i ~ . c d  i n  thc classic 28-tolunle Ra~liatir~n Lal~oralt,ry Serirh ut- buokh Lhar 
still finds applicaricm roday, 

Crm~municiifionc; > ~ . ~ l e n ~ , ~  using t~~jr~-i~\n';ivr ~cchnoTf~gy hcgan io be deuelnpeJ scion 

afier thc birth (11- rfidul.. hcrietitting lmru miiclr o f  ~ h c  w-orl; thnl u as rkrisinall> done fur 
radar ssystcms. The advartuges nfcrecl 17) rniirr~wavc systel-~s. including wide b i d -  
widths and l i nc-of-sigh1 propagatinn. h a w  prui ed to Iw  critical fbr holh rel-restrial i~nd 
sa~diicc c.ornlnunir.~tionr h! slznls and 11a1.e [huh p~~~\ , i r i c i l  ail j mpc.~us 1.01. the ~0ntiiiuin2 
develaprncnr of I O U  -cosr ininiilrul.ized mic~nwavc. campnncnts. We refer. ~ h i l  i n l e r e ~ d  
reader ro  thc 5peci;il Ccnrz~~n~:~ l  Iss~le of I he IEEE r l i . r r i rsrr t , r i~>n~ rn, rl.licat-i~~\.rr~,r '17rrr~~1, rirtri' 

Tcchrriqirc.j [7 j  lor fuflhcr historical perspeclives un thc held of rnicrc~wnve et~giaceritlg. 

'* MAXWELL'S EQUATIONS 

Electric and magnclic phelir~~nsnn at the u~acr.usc*r>pic level are de-scribed by Max- 
wt.11'5 equatjna~. as published by Muwell  in 1872 1 1  1. Tl~th work su~n~nu i t ed  rhe srare 
of e l e c ~ r o m i i g ~  scicnrr. a1 I h ~ r  lime and hyp~~hcs i l r cd  frnin tliec71'eriral ucr~~sicicmtinns 
the txistenut. r;l t' the elcutrical d~splxice~nznt currelit, which led 10 the discovery by 1 Iern 
and Marconi of t1ecrrnm:i~neric wave propagalion. Maxwell's a*ork was based on a large 
bod. of empirical and theorcdciil knt~ivledgr clc-vr'l~1l~t.ll h> Gnusa. Anlprrc.. Farnday. ant1 
orhen. /Ir hl'bt ToUrhC it1 c ! c c ~ ~ 0 1 1 1 ~ g n ~ ~ i ~ h  u\u~L~I) IjS11~)~s 1l l i3  his1t)rical r i r r  dcduct tvc l 
approsch. and it is assumcd that the reader has had such a course us a plmrn-qiiisite to the 
present material. Several hooks arc avs~Ial~Ic.  [ 3 ]  - [91. thnl p~.ovidu a goc~d lrearrnent or 
e t c c t m n ~ ~ n c l i c .  dleuty a1 h l c  undergrduate or graduart. IcveI- 

This ohupter will ou~linc h e  knrlamental conceprs K I ~  electrnmlrgue~ic thew) rhrtt wr  
will ruquirc fur lhtt resr nf rhc hook, MUXU ell's ci1u;ft ~nlic; will b r  p~.cscnrt.rl. :lad hoirnd~u-) 
condiiions and rho ellfert of dielectric and ~nagnc~ic  ma~crials \$-ill be CLihc~~hhed. Wavt 
phenomenon is of essenrial importact: in rni~towavc cnpineeting, so much uf  he cl~apter 
is spcnt on plane u-ave rnpics. P l i m  narcs  ive rhc hiinl>lr\t i'rtrrn 01' ~1wtrom;ignedc. 
WilVL'S i1113 Si? serve to iI1ustratc ;I nulnhcr o f  Filsic proprnic3 a!jsr,ci~rtrl is,ith w i v e  

pmpagarion. Alrhough it is assumed that tht. reaclcr has studied plz11c I I ~ ~ V C S  befntc. rhe 
prracml ~natcriid ~ ~ L ~ L I I L I  1ielp to rcinrulAce olany of t he  h s i c  prinuiples in thc rei~cler's 
mind and per-imp* tu inlrnduuc cr3rIccpts rllar thc redder has not seer1 previously. 
n i s  material will al-io serve ah a t~l;erul refercncc Ibr lalcr uhdpters, 
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With an awareneqs of the historical perspective, it is  usually advantageous from 
a pedagogical poilit of vicw to present elecrrornagnetjc theory from the "inductive." 
or axiomatic, approach by beginning with Maxwell's quarirsns. The senera! form of 
time-varying Maxwell equations. then, can he written in ''puint," O r  diffcrcntial, form a? 

The M K S  system of units is used throughoul this book. The script quantities represent 
time-varying vector fields and are real functions of spatial coordinates x,y,z, and the 
time coordina~e f . These quantities ore defined as fbllows: 

is the electric field intensity, in Vim. 

is the magnetic field intensity, in A h .  

fl is the electric flux density. in C O U I / ~ ' .  

l? is the magnetic flux density, in Wb/rn2. 

&I is h e  (fictitious) magnetic current densitv, in ~ l r n ' .  

3 is the electric current densin,, in ~m'. 

pis he electric charge density, in COUVIII'. 

The sources of the eIectrclrnagnetic field are the currents M and 3, and the electric 
c h q e  p. The magnetic current &f is a fictiiiws swurce in the sense that it  is ody 
a mathematical convenience: the red source of a magnetic current is always a Imp 
of electric current or some similar type oi' macmetic diplc ,  as opposed to h e  flow of 
an actual rnagneric charge ( m a g n e ~ c  monopole charges arc not known to exist). The 
magnetic current is  included here frlr unmplctencss. as we will have occasion to use iir 
in Chapter 4 when deaIing with apertures. Since electric currenl is rcally the Bow o f  
charge, it  can he said that the eIectric charge density p is the ultimate source of the 
eIect.rornapetil= field. 

In free-space, the following simple relations hold hetween h e  elwlritjc and magnetic 
field in~ensiiies md fl flux dmities: 

where ~43 = 47c x 1 ~ - I  hen ryh  is the pemability of free-space. and ED = 8.854 x 1 ~ ~ "  
faradm is the permittivity of free-space. We will see in the next section how media other 
than free-space affect Ihcse constim rive re.latinns. 

Equations ( I . I a 'H 1. I d) are bex bul arc not independent of each other. For instance, 
consider the divergence of (1. la). Since h c  divergence of the curl of m y  vector is  
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[vectar identiy @.I  ZJ, from Appendix Rj, we have 

Since here is nn iree tna~neric charge. F .a = 0, which leads to G . = 0. or ( 1-ld), 
T'hc continuity equation can be similarly derived by poking the divergence of ( I .  1 h). 
giving 

where ( l . Icj  was used. This equation states thal charge is  conserved or ~ h a l  currenl is 
con~in~lous. since 'T 4 3 rcprescnts tthc O L I ~ F I C ~ W  of ctlrre111 a t  a point. and ap/3f represents 
thc charge buildup wirb time at Lhz same point. I t  15 chis r e su l~  thar led Maswrll to the 
conclusion tb~ the displace~nent current density 6D/r3i was necessary in  { I . l  h). whch 
can be heen by lahirrg t h c  bivergerlcr r ~ f  this equntirrn. 

The foregoing diffcl.ential cqumii~ns can bt: converted LO irltegral f u r n ~  through the 
use d various varur integral ~hcomnis. Thus. applying the divergence thcurcm (B.151 
Lo ( 1 . 1 ~ )  and l ].Id) yields 

where Q i n  ( 1  -4) represents the total charge contained in the chsed vdurne 1' (enclosed 
by a closed surface S 1. Applying Stokes' theorem [B, 16) ro ( 1  . 1 a) gives 

which. withour the .a term, i s   hi usual fomi o T F m d a ~ ' s  luw and f ~ n n s  the hasis for 
Kirchhoff-s voltage law. I n  ( I .ti). G rcpresenrs a closed contour around the surface S. 
as Shawn in Figure 1.3. Ampere's law: can be Jeri\jcd by applying Stokes' theorem 10 

( l - l b ) :  

where Z = L? - 63 is h e  tola1 clccrtic current R o w  through IRE SLI~IBIIS .S. Equarinna 
(Im4H 1.7) consritutz the integral forms o f  Maxwrll's cquati~r1.5. 

Tile furcgoing equations me valid fur x h i ~ r a q  timc drpcndcnce. h u ~  nrnst of our 
work will be invulvcd ntith fields having a sinusoidal, ur harmonic. lime dcpendmce. 
with steady-stale conditions assumed. In this case phnsor nn~ation is wry cunvenicnl. 
find so ail field quantities will be as~umcd rtJ be complex vccwrs wit11 an itnplicd c:"' 

dcpendzncc and wriltcn \virh roman [rarhcr than A C ~ I P I )  let1~1-S. TJIUS. a sinusoidal 
c l ~ t r i c -  field in the ;F dircc~iun of rhe form 
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FIGURE 13 The c l o d  contour C and surface S associated with F d y ' s  law. 

where A i s  the (real) amplitude, w is the radian frequency, and C$ k the phase reference 
of the wave at t = 0, has thc phasor form 

We: will assume cosine-based phasors in this book, so the conversion frnm phasag quan- 
tities tr, real t-ime-varying qumtities is accomplished by ~nultiptying the phasor by eJWi 
and taking the real part: 

as substituting (1.9) into (1.10) to obtain (1.8) demonstrates. W e n  working in phasor 
nowtion, it is customary to suppress the carnmon cjdf factor on all terms. 

When dealing with power and energy, we will often be interested in the time average 
of a quadratic quantity. This can be found very easily for time harmonic fields- For 
example. the average of  the square o f  the magnitude of an dectric held given by 

whch has the phasor f o m  

E = ~ E ~ & C  + g&d" + ~ ~ , e ' d i ,  

can be calculated as 

Then the root-mean-square (rms) value is ]EI,, = ) E I / ~ .  
Assuming an cjL''l time dependence, the t ime derivatives in (l+la)-(l. l d )  can be 

replaced by jw.  Maxwell's equations in phasor form then become 
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Thc Ftmder ~ransfrmn can be used to convert a sul~~ticln t u  Maxwell'.\ tquatjons for an 
a r b i r r i  frequency A, co a solution for a rb j t rq  tirne dependence. 

The electric and magnetic current wurces. J and 37, in (1.14) are volume cur- 
rent densiries with units N~I '  and ~ l r n ' .  r?spectivrly. In many cases. however. the 
actual cul~enrs will Re in rhe form of a current sheel. a line current. or an infnitesitnal 
dipole rurrcnr. Thesc spccial types of currznr diauibutiona can a l ~ a v s  be writlcn as 
volume currcnt densities ~hrouph rhe use of dclta functions. Figure 1.4 shows examples 
uf this procedure for rlectric and mayetic currents. 

1.3 FIELDS IN MEDIA AND BOUNDARY CONDITIONS 

In h e  preceding section it was assumed that the electric md magrkttic fields we= in 
fim-space, with no material bodies present. In practice. materid bodies are often present; 
this cnmplirates ~ h z  analysis bur also allows ~ h c  useful application of material properties 
to microwave cornponenb. Wheo elecuomagneric fields cxist in material media, the field 
vecrors are related to each other by the constirurive relations. 

For a dielectric material, an applied electric field I? causes the polsrization of the 
amms or molecules of the rnalcnd tu create eleckic dipole moments hat  augment the 
total displauement flux. n. This additional polarization vector is called PC. the electric 
poIarization. where 

In  a linear medium. LRe electric polarization is linearly related to rhe applied electric field 
as 

where x,. which may be complex. is caIled thc electric susceptihili~y. Then,. 

where t 
F = E  - j d l =  ~ ( ~ ( 1  + ~ d  1 .1  8 

is the sompltx permittivity of the medium. The i r n a p i n a ~  part of f accounts for loss i n  
the medium (heat) due to damping of Ihs vibrating dipole tnoments. (Free-space, having 
a r a l  c. is lossles.5. ) Due 20 energy consrnrarion. as we will see i tr Secrion 1 .d rhc 
i m a y i n q  pan c11 c must be negativt: ( E "  positive). The loss of it dielecrric material may 
also be cunsidered as an equivalent conductor loss. I n  a material with ctlnduclivity rr. a 
conduction current density will exist: 
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M,,{x. '1 Vlm 

FTGURE 1.4 Arbitrary volume. surface. and h e  currents. (a) Arbitrary electric and magnetic 
~ ~ l ~ m t !  current densities. (b) Arbitrary ~1ectt-i~ and magnctic surface cumnt den- 
sities in the r7 = 2,) plane. (c) Arbitrw electric and magnetic line currents. 
Id) Infirtitzsirnrll electric and rnagrre~ic dipoles p;wdlel LO the rr-axis. 

which is O h ' s  law from an electronzagnetic field's point sf view. Maxwell's curl 
equation fur H (1. I4b) then becomes 

o x R = j u D + J  
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where it is seen h a t  loss due lo diejectdc damping (,A") is indlrsti'nglrjsliable fmth 
conductivit) loss (0). ' h c  rernl d c "  + (7 can then be consicicrred as the lrrlal clfecrive 
cand~rctiviiy. A d a t e d  quantity of interest is the loss Lanpent. dzlined as 

1 6  I' + O. 
l a n k -  

3 6 '  * 

which i s  seen tu be the ratio of the real €0 [tic i~naginaq' patt of lhc total dispIi~cel~ien~ 
current, hficrowiive rnate~ials are usually chorrrctcrized h) specilying ~ h c  real pcrnllrriv- 

iiy. r' = c,c~,  mil the lash IangenL ai n certain frequency. Ttrese ctlrntants listed i n  
,4ppendjx G for ~rveral types of ma~criaIs. I r  is u..;efij rrr., nr)k  rhal. afrzr a prr?hlem has 
been scllved assuming a bssless dielectric, loss can tasily be in~roduced by replacing ~ h c  
real r with a cotnplex r = t '  - jF" = c ' ( \  - .j latl k). 

In rhe prcocding disuussian i t  %at; :issumed [hat P, w u  a vec-tcw in the same dirrctinn 
2 Such n~arcrials are callrii ist~tropic inu[crial~. but no[ fllT materials have 
propcfly. Snmc n~areriuls are anis(~tropic and arc cbaraclcrized hy a nwre ctlrnplicated 
relatir~n between E- and E. or D and E. The most general linear relnrion hcti~een ~hesc 
vector\ L A ~ S  the form of a tcnsor of rank 1111:~ f a  d y ~ d ) .  hich crin he n-ri11rn i n  matrix 
form as 

It i s  thus seen that a g i v e ~ ~  wcthr component of E gibes risc.. in general. tu three 
ct>rupnncnts of n. CrqstnI slruclrres and ionized gases are examplrs of mkorropir 
dleleutrjcs. T:r,r u / inex  isorropic material. the r n ; i ~ r j x  of (1.22) would reduce to a diagonal 
t l l a t r i ~  uil-h eIeemcnl5, F ,  

An analugrru~ silualiun occurr h r  magnetic materials. An l~pplied rnagnecir: field may 
align magne(ic dipole mrlments in ;l mag~eric rnil~zrial tn produce a m;lgneric polahation 
(or niagnerirarion) p, . T k .  

where I - ,  is a cornplcx nlagneric susccpribilitj . Froni I 1,23) and ( 1,241. 

where / I  = ~ ~ ~ ( 1  + xm) = 11' - j p r r  i s  the pcnneuhility of the medium. Again. the 
inlnginiuy pad of x,,, or /,j accounLS for loss ~ U L '  10 danlping forces; l t~ere  k no mdpetir* 
conduc~ivi~y,  since here  is nu real magnetic current. As: in fie electric case, mdgnr.fic 
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materials may be aniso~opic. in whkh case a tensor permeability can be writren as 

An important example of artisntrnpic magnetic materials in  n~icrowave ensineering is rile 
class of ferrinlagnetir mmeleris known as fenices: these materials and their applications 
will be discussed f~~rthcr in Chapter 9. 

lf Iinear ~nedia are assumed [F. /.c not depending on or fi). then Maxweil's squa- 
lions can be written In phasor Form as 

The constitutiv~ relations are 

where t and ,u may be complex and [nay be tensors. Note t l ~ a t  reIations like [I .Lh) and 
( 1  .Xb) gentrally cannot be wrillcn in timt domain form. even Ibr lincar m d a .  hccallse 
t>f the possible phasr shift between fl and E.  or and n. The phasor representation 
accounts for this phase shift by the complex form of e arid 11. 

Maxwell's ey uatiuns ( 1.27a)-( 1.27d 1 in differential fonn reqaire known boundary 
values for a complete and unique solution. A general ~nethod used throughout this bmk 
is to solve the source-free Maxwell's equatin~~s i a  a crrlain region to obtair~ solutions with 
unknorvn coel'ticicnts, and then apply b o u n d q  conditions to solve ibr these c~eflicienrs. 
A number of specific caws ot- brrundq condi~ions arise, as discussed in h e  Following. 

Fields at a General Material Interface 

Considrr a plane int~l-i~iloc hclwwn ~ w o  niediit as sho~vn in Figure I .5. Ibi,wweII'~ 
equatir~rts in in~egral foml can be used deduce conditions involving UIL* normal and 
tangenlid fields at this interface. The time-harmonic version of ( 1  A), where S i s  the 
closed "pillbox"-shaped surface shown in Figure 1.6, can be written as 

In the h i t  as h. -+ 0. the contribution of Dl, rhrrsugh the sidewalls goes to zero, so 
(1.29) reduces 
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whee p ,  is-the surface chgge densit) i)n ~ h u  inlcrhcc. In vector [urn, we C+D write 

gince Ihere is  no free lniilg\e~i~ charse. 
For the tan2enri;d compnncnrr; ( 11 '  tile clecrric held \+ r u\e I hc pliawr fornl nf ( 1.6 J. 

in connectinn xvitlh the cln~c.6 coIlrour (' shown in Figure L.7. In the li~nir al;, if - I). 
h e  stltfactr- integral of \.at~ishes (since S = 11 A/' vaflislres). The cnn~rihution from the 
surface integrai c ~ r '  -17. hawever. ma\ be noilzcro if ii inagetic surface current J e n s i ~  
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B4 exists on the swface. The Ditac delta function can then be used to wrire 

w b r e  h is a c o o r a t e  measured normal from the interface. Equario~ (1.33) then gives 

which can bs generalized in vcrhr fnrm as 

A similar argument Eor the magnetic field leads tn 

where JS is an rlecwic surface currellt density that may possibly cxjst at the in~erface. 
Equations ( 1.3 1 1, (1.32). ( 1+36). and ( 1-37] are the most genera! expressions for the 
boundary conditions at m mbiirary interface of materials andor surface currents. 

Fields at a Dielectric Interface 

At an interface between two loss lcss dielectric materials. no c h ~ p  or surface current 
densities will ordinarily exisl. Equations (1.31), (1.321, (1.36), and ( 1.37) then reduce to 

In words, these equations state thar ihe noma1 culnprrnents of and B are continu- 
ous across the inte~face, and the tangential ccornponenrs of I? and TI are equal across the 
interface. Because Maxwell's equations me not all lineart y independent, the six boundary 
conditions contained in the above equations are not all Linearly independent Thus, the 
enforcement or ( 1 . 3 8 ~ )  and ( 1.3Xd) for the four tangential field componenls. for example, 
will autornarically force the satisfaction of the equations for the cantinuiy of the normal 
components. 

Fields at the Interface with a Perfect Conductor (Electric Wall) 

Many problems in microwave engineering involve boundaries with g o d  conductors 
(e.g., metals), which can often he assumed as Ir~ssless (IT -4 x). Ln this case of a perfect 
canductor. all field components must lx zero inside the conducting region. This result 
can be seen by considering a canductar with Finite conductivity (g < x-1 and n o w  tlra~ 
the skin depth (the depth ro which most of the microwave power penetrates) goes LO zero 
as g + x. (Such an analysis will be performed in Section 1.7,) Tf we also assume here 
that = 0, which would be the case if the perfect conductor filled dl the space on 
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one side of the boundary. then ( 1.3 1 ). 1 1.321, ( 1.361, and ! 1.37) reduce LO the folluwing: 

where p ,  and ,I, are the electric surface charge density and cumen1 density, respectively. 
on h e  inrefice. and f i  is the normal mit vector poinring our of the pel-fca canductor. 
Such a boundary is also known as zn r l ~ c t r i ~ ,  ~l'oll.  hrcausr the langcntial ccrn-iponents 
of E are "shurted out." as seen from (1.3%). and must vanish at rhe surface of h e  
conductor. 

The Magnelic Wall Boundary Condition 

Dual ro rhe preceding b o u n d q  condirinn is the rnrignefir rrafl boundary condition. 
where the tangential cornponenil; of I? must vanish. Such ii boundary does nor really 
exist trt practice:, but mky be approximated by a corrugated surface. or in certain planar 
~rirrsmi.sxion line problems. I n  addirion. [he idealizsti<~n  hat f i  x fi = 0 at un interface is 
often a cunvenicnl simplification. as we will see i n  Iarer chapters. We will also see that 
the rnagnelir: wall boundmy c~ndirion is aniilug~us lo the reladons baween ~rhe uollage 
and uurcelil ar the end of an open-circuited kanr;mission line. while [he r l e c l r i c  wall 
boundary condjlio~~ is anali>sous to the voltape and curre111 I lhe end of a short-circuited 
rammission line. The wall condition. then. providcs a degree of completeness 
in our Torlnulation uT houndw conditicms and is a nseful approximation in several cases 
of pracrical i n t c ~ s t .  

The fields at a magnetir. 11.all sa~isfy lhe follnwing cunditions: 

where .6 i s  the normal unit vector pointing our of  he magnetic wall regian. 

The Radiation Condition 

When dealing with prc\blerns h a t  have on6 or mure infinite b o u n d ~ a .  such as 
plane waves in an intinire medium. or infinitely long ~ransmission lines. a cunclitinn 
on the ticlds ar infinity must hc enforced. 'This boundarq condition is known nh the 
radiation condiiior~. and is essentially a statement of enerD c o n s m t i u n .  11 stares  ha^. 
at an infinite distance from a source. Ihe fields must eitf~er be vanishingly snlaI[ (i-e., 
e r n )  propagating in an outward Jireclion. This result can easily be scrn hy allcvwmg 
the iafinite medium tn mnlsti n a snlal l loss faaor (as any physical medium wou1.d have}. 
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Incoming waves (froin infinity) of finite artiplitude would then require an infinite s o w e  
at infinity. and su are disallowed. 

1.4 THE WAVE EQUATION AND BASIC PLANE WAVE 
SOLUTl ONS 

The Helmholtz Equation 

In a simrce-free. Linear, i.wtropic. homogeneous region, Maxweil's curl equations in 
p h s ~ ~ u r  form are 

wd constitute two equations for the two unknowns, and I?. As such. h e y  can be 
solved fur either E ur H .  Thus, taking the curl of (1.4la) and using (1.41b) gives 

which is an equation for E, This result can be simplified through the use of v~ctor  
identity (B.14), V x V x A = V ( 6  A) - v2A, which is valid for the rectangular 
components of rn arbitrary vector A. Then, 

since G . @ = 0 in a source-free region. Equation (1.42) i s  the wave equation, or 
Helmholtz equation. far I?. An identical equatim For c w  bc derived in the same 
manner: 

A constanf k = c~1@ is defined and called h e  wavenumber. or propagation constant. 
of the medium; its units are I/m. 

As a way of introducing wave fxhaviur, we will nexf study the solutions to the 
above wave equations in their simplest form, first for a Iossless medium and then for a 
lossy (conduchg) medium. 

Plane Waves in a Lossless Medium 

In a Iossless medium. E and j~ are real numbers, so k is real. A basic plane wave 
solution to rhe above wave equations can be found by considering an electric field 
w i h  only an ? component and uniform (no variatiun) h h e  x and y directions. Then, 
B / ~ x  = a/au = 0. and the Helmhof tz. qualion of 1 1.42) reduces to 
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The sdutinns ro lhis equation are easily seen. by subsititution, to he. of h e  Fbm 

where E+ and E'- are ubitrarq. ;+mplitude mnsrants. 
The above solution i s  far the lime l~mnonic case nr frequency J. 111 the time domain. 

l h ~ s  result ib written tls 

wheri: we have assumed that. and E-  are real constmts. Consider lhe first term in 
( 1  A6). Tnis wrm reprrsents a wavc kaveling in the t: dircc~ion. since, to maintain a 
Fixed point on the wavc (c31 - kz = mnstmrl. onc musl move in lhe +z hrcclion as 
tiole increases. Similarly, the second term in (1.461 rqxesenrs a wave travelin; in the 
nesatjvc z direction: hence ~hc. notation K t  hnd E- for hese wave umplirudes. Thr 
veloi-i~y of the wave in t h i h  sense is called Lhe phase \rek)ciiy, because i~ is the \.elocity 
at which n fixed phahe point iln lhct wave tra\.clh. and it i.; gikcn by 

14 free-space. w e  have .I:, = I/'vm = c = 2.998 x loR rn/scc-. xvl~lclr is the \peed of 
hght- 

The- wavelength. A. is defined us rhe distancu bel\veen twt.c.l successive maxima (or 
minima. or any other reFc~nce points) on the wave, at it fixed instant of time. Thus. 

A complete specificatinn of the plane wave elec~romapetic field must include the 
magnetic field. In general. whenever E or A is known. the orher field vector can be 
Eadily fr-n~od by using one of Maxwell's curl equarions. Thus, applying {I.4la) l i b  h e  
electric field of ( 1.45) gives H ,  = If, = 0. artd 

- 
uhcre i~ = dLt/k: = \I,r(r is the wahrt7 impedance fnr h e  plane wave. defined as the r a ~ i n  
of the I? and TT fields. For plane wavcs, his  impedance is alsr? the inlrinsic imped:mce 
of thc medium. In frm-space w e  have rl, ,  = d/io/tr, = 377 S?. Nnte hiit 111e and d 
veclurs arc orlh~}gonaf LU cach orher and orlhogonal rn rhcz direction of pnrpagatinn (i2); 
this is a c haracterisric of tran.werkt. e l e c ~ r u ~ i g ~ e t  (TEM I waves. /---. 

EXASWLE 1.1 Basic Plant Wave Parameters 

A pIane wave wirh a Frequency of 3 Gllz is propagating in an ~lnhounderl 
I material with F , .  = 7 and j lp  = 3,  Coinputr waue1rngth. phase vzlocity, and 

wavs impedance for r his  wave; 
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Solu rim 
From (I ,47) the phase velocity is 

This is slower than the sped of light in free-space by a factor of a = 4.58. 
From (1.48) the wavelengih is 

The wave impedance i s  

Plane Waves in a General Lossy Medium 

Now consider the effect of a lossy medjurn. If the medium is conductive, with a 
conductivity, 0, Maxwell's curl equations can be witten, from (1.41a) and (1.20) as 

The resulting wave equation for I? then becomes 

where wc see a similarity with ( 1  42). the wave equation for E in  the lossless case. The 
difference is that the wavenurnber k' = dZPe of (1.42) is replaced by L L F ? ~ C [  I - j ( u / ~ j ~ ) j  
in (1.5 1). We then define a complex propagation constant for lhe medium as 

If we again assume an elemic field with only ;in 3 componenr; and miform in x and y, 
the wave equation of (1 -5 1)  reduces to 

which has solutions 

Bz(.z) = ~ ~ e - 7 ~  + E - ~ T ' .  

The positive traveling wave then has a propagation factor of the form 

g-7a = , -rrze-jp* I 
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whieh in the ti,me domain is of the form 

We see then thal this reprcscnts a wave traveling in thc +; direction wirh n phase velociry 
71, = ur/B, a wavelength A = 2~{$ ,  and an exponential dampins factor. The rate of 
decay with distance is give~l by the anrnuatiol-r constant. 0. The negarive [raveling wave 
term of ( I .54) is similar1 y damped along [he - 2 axis, I f  the loss is removed, v = O, imd 
we have = jk and u = U, B = k. 

As discussed in Section 1.3. loss can also be treated through Lhz use of a coo~plex 
permittivi~y. From { 1-20) n = O bur E = r , ' -  jt" complex. we have rhac 

7 = ~Y.,/F = jk = jGJI1ft(~ - j tan 6 ) ,  1.55 

whew tan rf = c"/r' is the loss tangrnl rji' thc? rnatzrial. 
Kext. lhe ashociared ~napnetic field can he caIcrulated as 

As wilh the lossless case. a wave impcdmce can be definzd to relate the eleclric and 
magnetic fields: 

J L J ~  
I ]  = -. 

T 
Then ( 1 5 6 )  can be rewitten as 

Note thatq is. in general, complex and reduces to the lossless case of q = when 7 = 

jk = j s l f i .  

Plane Waves in a Good Conductor 

Many problems of practicat intcrest involve loss or attenuation due to gord (hul 
not perfect) conductors. A good conductnr is a specis1 case of the preceding analysis. 
where tht2 cnnductive current is milch greater hiin ~ h c  displilccrnent current. which nlcans 
0 2 &E. Most metals can be categorized as g0{1d U U ~ ~ U C I O ~ S .  I n  rertns of a complex 
r, rather than conductivity. this canditian i s  rquiv:denl lo 6'' 3- t'. The propagation 
cnnslml of ( 1.52 1 can  hen bc acluquuely approximated by ignoring the dispIacenient 
CUKenl Lernl, to give 

The skin depth, or ch~iicteristic depth af penetratio11, is defined as 
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Then the amplitude of the fields in the conductor decay by an m u n t  I /e 36.8%, 
afrer traveling a distance of one skin depth. since F -"" = c -Oh1 = F- ' . At ~ n i c r n ~ a ~ ~  
frequencies, for a gmd conductor. this distance is very small. The practica1 iinpo~~ance 
of this result is [hat only a thin plating of a gwd conductor (e.g.. silver or gold) is 
necessary for Low-loss microwave components. 

EK4hIPLE I 2  Skin Depth at Microwave Frcqurncief 

Compute LII~ skin depth uf a l b u m ,  copper, gold, and silver at a frequency 

Solution 
The conductivities for these melds are listed in Appendix F. Equation (1.60) 
gives the skin depths as 

For copper: 8, = 5.03 x 1 0--3 
I 

J5.813 x lo7 
= 6.60 x 1W7 rn. 

Forgoid: 6 , = 5 . 0 3 ~ 1 0 - '  \i= = '7.186 x lo-' in. 

For silver: 6, = 5.03 x lop3 
1 

- 6.40 x 1CIL7 m. 

These results show lhat most of the turrent flow in  a good conductor 6ccurs 
in an extrenldy thin regirjn near h e  surface OT the conductrlr, 0 

The- wave impedance inside a g o d  conduczoi can be obtained From (1 -57) and ( I  59). 
The result is 

Notice thal the phase angle of this i~npedance is 45', a chwac~erisiic of good conductors. 
The phase angle of the impedance for a lassless material is 0". and the phue angle of 
the impedance of an mbiuary lossy medium i s  somewhere hetween 0" and 9SF, 

Tabke 1.1 su~nrnarizes the results for plane wave propagation in lossless and I W S ~  
hnmogeneous media. 
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T.4BLE I . ?  S m q  af Kesuft.% fnr Plane ll'avt: P r t ~ p ~ a t i ~ n  in \'finur- Media 

Type ui Medium 

I I 

Quantity ~ f "  = CT - 0 )  Loss y E > > ~ ' o r f i > . > ~ ~ P  

Complex propagatirm constant -( = j d d z  7 - J : c t ~ f i  -y= ( 1  +,,I~GF 

Wavelength A = 7,7~/;3 ,\ = 7;r/,J = 2 ~ / 8  

Phase velc~..cily ad =+/a i t p  = 4/$ 1 1 ~  = d.1 1 '  3 

I sGJ GENERAL PLANE WAVE SOLUTlONS 

Sorne specific fearures of plane waves were discussed in Section 1.4. Herr we \b i l l  
look ar plane waves again. from a rrlore general pnint of- t8iew. and sotvc: the wave 
equation b i   he rnzrhod of scpxtrlitiun of variuhlrs. This tcchniquc wi l l  find spplicarirm 
in  succeeding chaptcfi. We will d s o  discuss circulwly polarized plane waves, which 
wilI Ik. irnportan~ for the discussicln of ferrite? in Chapter Y. 

In free space. the Helmholtz equation for cal bbr written a h  

+d,this vector wdye quat ion hoids for each rectangular cvrnponent of  6:. 

where rhe indpx i = :c ,  y. G. This rrlua~ion will now bt sdved by h e  m t h d  of sep- 
araticln of variables. a s t a n d d  rttchniquc fur trea~ing i ~ w h  pxlial diffcrcntiiil equations. 
' h e  rnethvd bugins hy assunling Lhat 1hu w>lulion to 11.63) for. h;ry E,. can be uritren 
as; a producr of rhrcc functions lor each uf rht: three coordinales: 

Substiluting t,& fopn into I .63) and dividing by f gh, gives 
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where the double primes denote the second derivative. Now the key step in the argument 
is to recognize thac each of the terms in ( 1.65) nlust be equal to a constam, since they 
are independent of each orher. That is. 11'/ f is only a function of x, and t l~e remaining 
erms In ( 1 -65) do nor depend on r ,  so f ''1 f must be a constant, and similarly for the 
other terms in (1.65). n u s ,  we define 1b1# s e p f h o n  cons-, kZ, ku and k,. such 
that 

Combining ( 1  -65) and (1 .M) shows hat 

The partial differential equation of (1 -631 has now been reduced to three separate 
ordinary differential equations in (1.66). Solutions to these equations are of the form 
e*jkrs Y eijk*~, and e*jk.', respecf ve-Iy. As we have seen in the previous section, the 
terms with + signs result in waves traveling in the negative x, y, or z direction. while the 
terns with - s i p s  ~ s u l t  in waves traveling in the posirive direction. Both solutions are 
possiblc and are valid: the aniount to which hese various terns are excited is dependent 
on the source of the fields For our present discus~ion, we will selecl a plane wave. 
~ r a v e h g  in the positive direction for each coordinare, and write the complete solution 
for E, as 

where A is an arbitrary mplitudc constant. Now define a wavenumber vector i: as 

Then from ( 1  -67) = I;a. and so A is a unit vector in the direction of propagation. 
Also define a position vector as 

then (1.68) can be vcrirrcn as 

Solutions to (1.63) for E9 and E, are, of course, similar in form to E, of (1.71). but 
with different amplitude constants: 

The z, y. and z dependences of h e  three components of in (1 -7 1 )-( 1.73) must be the 
same (same k,, Ky1 k,). because the divergence condition that 
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must also be applied in order to satisfy Maxwell's equations. which irnplitts tha~ Ex,.Ev, 
and E, ~TILIST each I~avc rhc same varialion in . d m .  $1. and 1. (Nole t ha1 the snluriflns i n  the 
preceding sectiun aulomiitically satisfied the divergence condition, since EL wah h e  only 
camponent of E. and lZT did not v v  with .r.) This condirinn 4x1 impmes a constraint 
on  the amplitudes -4. I?, and C'. since if 

we have 

- jk . f  I? = E[,e 
- - 

and T - := . (f 0 r ~ k - f )  = Go. ve-3L F = - j k .  g,,E-jkit = 0 

where vecror identity 18.7 1 H'LIS used. Thus. we rnusl h a w  

which means that rhe electric held cln~plirl~dc vccLor Eli must he perpendicul~r to the 
direc~ion of propagation. L. This condi~ion i s  a ge~~era l  result for plane waves and 
implies that unl) rwu c3l' thc thrcr unipl i tu~lr consranrs. -4. B. . u ~ d  r .  can hu choscn 
indcpenclzn~l!,. 

Thc magnetic field can be found from ~ w ~ l ~ ' s  quation, 

to give 

where v e c m  iden~ity r B.9) was used ill ob~aining  he sucollil lint.. 'This resul~ shows 
that the magnetic field iniensity vector A Iies in a plane normal to i:, the direction of 
prupugaliun. and that fi is perpc~~dicular to p. See Figure 1.8 ior an illuslration ul' these 
vector relations. Thc qunntiry 7,~) = ,,/a - 377 61 it1 (1 -76) i s  the intrinsic ii~~pedance 
of free-space. 
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.a 

FIGURE 1.8 Orientation nf h e  i?. B, and li. = hfi vectors for a plane wave. 

The he-domain expression for the elecbic field can be found as 

assuming h a t  the amplitude constants A, B, and C contained in & are real. I f  these 
constants are n d  real, their phases should he incIuded inside the cosine term of (1.77). 

From (1.77) we see that a wavelength, defined as the distance the wave must travel 
ta undergo a phase shift of 2 ~ ,  can be found as 

or An = 2?r/h. which is identical to the resul! obtaioed in Section 1.4. The phae 
velocity. or the speed a€ which one would have to travel to maintain a constant phase 
point on the wave. can be found from the condition that 

Taking f ie derivative with respect to time gives 

so that 

as in Section 1.4. 
n 

EXAMPI,E 1,3 Current Sheets as Sources of Plane Waves 

An infinite sheet of surface clrmnt can be considered a a source for plane 
waves. If m electric surface cment density Js = C X ~ S ~ S  on the r = 0 plane 
in f~ee-space, find h c  resulting fields by assunling plane waves on either side 
of the current sheet and enforcing the baundaq conditions. 



1.5 Generai Plane Wave Solution$ 

SO IW I ' O ~ T  
Since the source dms not vary wirh .r or y. ~ h c  fields will not vw wi~h  T nt 
y but will propagate away from t11e source in the f 2 direction. The h~undary 
cnnditions ro be satisfied at 2 = (1 are 

f i x  ~ . & - - E ~ ) = ~ X I E ~ - E ~ ) = O .  

where El, AI are the fieIds for 2 < U, and &. are the fields fbr g > 0, To 
sadsfy the second condition. R must have a i, compment Then for I? to be 
orlhugonal to and 2 .  E hate an i ctnnponenr. Thus the fields will have 
he t'ollowing fcrn~: 

where A and R are arbitram amplitude conslants. The first boundary condition, 
that Ex is continuous at 2 = 0, yields A = R. while the boundary condition for 

yields k e  equation 

5d\ing for A ,  /3 gives 

which compiefe.. the saIution+ 

Circularly Polarized Plans Waves 

The plane waves discussed abuw all had their electno field vector poindng in a 
fixed direction and so are called linearly polarized wave>. In genepal, the plarizarinn 
of a plane wave refers to the c~rientation of the electric iicld vcctor, which may be in a 
fixed direction or may change with lime. 

Consider the ~ u p e ~ ~ ~ i t i ~ ~  of an ,? l inedy  polarized wave with amplirude El. and 
a jj linearly polarized w3b.r: ~ i l h  amplitude El. both traveling ifl the positive S direction. 
The topal elzcuic held can he written ar 

A number of possibilities now arise. Lf E l  + U and = 0, we have a plane wave 
linearly polarized in   he .i. direc~on. SimilarIy. if El = O and F2 # 0, we have a plane 
wave linearly polanzed in the 6 jirecrion. If Er and & a borh real and nonzero, we 
have a plane wavc linearly pol;lrized at the angle 

I 4 = tan- -. 
El 
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For exmple, if El - fi = &. we have 

E = &(? + B ) ~ - ~ ~ Q " .  

whkh represents an elechic field vector a1 a 4Soangle from the s-axis, 
Now consider the ease in which El = j& = &, where Eo is real, so &at 

The time domain form of this field is 

This expression shows hat the electric lietd vector changes with time or, equivalently. 
wirh disranoc along he z-axis. To see thist pick a fixed position, say z = O .  Equa- 
tion ( 1.80) then reduces co 

d(0, t) = En{? cos wt t Q sin w t ) ,  1.81  

sn as wt increases from zero. the electric field vector rotates caunterclmkwise from the 
z-axis.  The resulting angle from the x-axis of the electric lidd vector at time t ,  at z = 0, 
i s  hen 

sin d 
= ) FOS L J ~  =d, 

which shows that the polarization rorales a1 uniform angular velocity w. Since the 
fingers of the right hmd point in thu directiun Q€ rotation when the thumb points in 
the direchon of propagation. this type of wave is referred w as a right hand circularly 
polarized (RHCP) wave. S irnilarly, a field of the form 

constitutes a Ieft hand circuIarly polruiircd (LHCP) wave. where the electric field vccior 
rotates in [he r,ppr~.';ite directinn. See Figure 1.9 for a sketch of the polarization vectors 
for RHCP and LHCP plane waves. 

The magnetic field associated with a circularly polarized wave may be found from 
Maxwell's equations, or by using the wave impedance applied lo each cornpaneat of 
the electric field. For example, applying (1.76) to the electric field of a RHCP wave as 
given in (1,74) yields 

which is also seeti to Be a cikuIarly pltwized wave with a polarization vector of the 
aHCP sense. 

1.6 
w ENERGY AND POWER 

In general. a source of elecuomagnetic energy sets up fields that store electric and 
magnetic energy and carry power that may be trmsrnined or dissipa~ed as lass- In the 
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Pa 1 (b 1 

FIGUW 1.9 Elrcrric field polarization fur la) RHCP md ( h l  LHCP plane waves 

sinusoidal steady-state case. the time-average. s~ored electric energy in a volume IT i s  
gven by. 

w h c h  in the case of simple IossIess isotropic, homogene,gus, hear  rndiil, whwe r is a 
real scalar constant. reduces to 

Similarly. the rime-average magnetic energy stored in fhe volume V is 

which becomes 

for a real. cnr~stanr, scalar [ I .  

We can now derive Poynting's theorem. which leads ro energy consewation for 
dectr~rna~neric ficlds and sources. If we [lave an e lecu ic  source current. .f,, and a 
cUnduction current CTE. as defined i r r  (1.19~. (hen the tntal electric currcnr densicy is 
f = Is + cr E. The11 rnbltiplying 1 1.27a) by !Y . and muhiplying conjugate: uf 
(1.27bl by E, yields 

7 - D* - (G x E )  = - jwcLIA~- - fiv . A?,, 

E (V x Pi-) = l? :.- 7 -jwtyIEl' = E .  J: + olE12 - jdaa1~l t ,  

where .a, is the magnetic source current. Using these two results in vector identity (B.81 
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gives 

Nsw integrate over a volume V and use tbe divergence b e o ~ m ;  

where S is a closed surfact enclosing rhe vdume IT. as shown in Figure 1,10. A1Iowing 
I /  

E = E' - jf and jr = p' - .jp" to bc complex to allow for loss. and rewririrrg ( I  .87) 
gives 

This result is known as Poynting's theorem. after the physicist J. H .  Poyniing ( 1852- 
1914). and is basically a power balance equalion. Thus. tbe integral on the left-hand side 
represenrs the complex power, P,, delivered by the sources ,J, and Ms. inside S: 

The first intem on the right-hand side of (1.88) represents complex power flow out of 
the closed surface S. If we define a quantity called Poynting vector, $, as 

then this power can be expressed as 

FIGURE 1.10 A vollltne V.  enclosd by rhe clcrsed surface S, containing fields E, @ I  and 
c m n t  sources Js, &Id. 
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V.R sufidcc S in ( I .C3 1 )  r.rlu51 Iw a c1ow-J r~\rfiilcc. in nr&r fw this iuterpreuciorr m be 
The real pans of P, anrl E, in t I .BY) and 4 1.9 l ) rzprcscnt tirne-avtlrsge pc?wcl.s. 

The second and third i n t e p c l ~  in 1.881 arc real quanriti~s ~-cp~.esenting rhe time- 
average power diss ipa~d in the valuine V due lo canductir-ity, die1csr1.i~. ,and magnetic 
losses. Lf we define rhts plower as Pi, i+-e have that 

which is sometimfi 1eftnt.d in x? Jnule's law. The la31 iintegnl in ( I  .88) can be seen IL) 

be (~'Iiitited tu the siored electric and mapnctlic- energies. as defined in ( I  .83) and 11 .E;6). 
Wirh the above definitions, Poynting's thenrenl c;in be renrrIrrct~ 3s 

In words. this complex power balance tquatirm stares that the power dflivcrcd by tile 
sources I PSI is equal Lo the sum of thc pnuJer triltlsrni~~cd rhl.ou_et~ the surlkcp (Po) .  rhc 
power losr to hcat in rhe vdume { I?). nrld 2~ tirncs rhe net rca~1ii.e energy slorcd in 
h e  voiumc. 

Power Absorbed by a Good Conductor 

Tis udculare iitte~luaiic~fi and loss due tn an jmpcrreu~ conductor. onc must find the 
powcr dissipated in lhc cnnductot. WP will show that this can he ( lonu iisin only 
 he tields aL [he ~ u 1 - h ~ ~  of ~ h c  condi~ctor, which is a tery helpful si~rlplilicatior~ when 
calcularing itttcnualion. 

Cunsidrr d~c:  geornctlT7 of Fipurc 1 . 1  1 .  ivhich shah-s the iurerfice between a IussIcss 
rnediunl and a guud conductor. Wc assumr rhat a lirlld i r *  incidcnl i'rom ,- < U wncl ha1 

the field penetriircs into the cunduwting region a 3 O. The real average power c~ l c r i ng  
thu oonduclor volumt. drfinerl bv [he cross-rectional .;u&~cr at rhc intctiace md thc 

FfCZm 1.11 . ~ I I  irlterrxc btwecn a la.;sIebs medium a n ~ l  a youd cunducror w i ~ h  a chscd  

surface + S for ~onlpr~ting thc p\>rvm dissipated in the corlcluclor. 
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surface S is given from (1.91) as 

where A is a unit normal vector pointing into the closed surface So + 5, a d  E . I? are the 
fields at this surface. The contribution to the integral in (1.94) from the surface S can 
be made zero by pmper seftction of this surface, For exampie, if the field is a normaily 
incident plane wave, the Poynting vector 9 = l? x fi* will be in the 2 direction, and so 
tangential to the top. bottom, front, and back of S, if these walls are made parallel to the 
z-axis. If the wave is obliquely incident, these walls can be slanted to obtain the same 
result. And, if tfie conductor is good, the decay of the fields from the interface at x = 0 
will be very rapid, so t ha~  the right-hand end of S can be made far enough away from 
z = 0 so that there is negligible contribution to Ihe  integral from this part of the surface 
S. The power entering rht conductor through So can then be written as 

From vector identity IB.3) we have 

since B = A x as generalized from (1.76) for cmductive media, where q i s  the 
intrinsic wave impedance of the conductor. Equatiun (1.95) can then be written as 

where 

is called the surface resistivily of the conductor. The magnetic field R in (1.97) is 
tangentid to the conducror surface and needs only to be evaluated at the surface of 
the conductor; since 1[ITt is continuous at 2 = 0. i t  doesn't matter whether this field is 
evaluared just outside the conductor or just Inside rhe conductor. Lo the next section we 
will show how (1.97) can be evaluated in terms of a surface current density flowing on 
the surface of the conductor, where the conductor can be assumed to be perfect. 

'7 PLANE WAVE REFLECTION FROM A MEDIA INTERFACE 

A number of pmblems to be con$ibered in later chapters involve the behavior of 
electromagnetic fields at the interface of a lossy or conducting medium, and so i t  is 
beneficial at h i s  time to study the reflection of a plane wave normally incident from free- 
space Onto the surface of a conducting half-space, The geometry is shown in Figure 1.12 
where the Iassy half-space z > O is chwacterized by the paramciers E ,  F, and 0- 
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FIGURE 1.12 Plmc wave refl~c{i-on from a lossy medium: nrrmial incidence 

General Medium 

Wirh no loss of generality. we can assurne that thc- incident plane wave has an electric 
field v e c w  oriented along the s-axis and is propagating along the positive s-axis. The 
incident fields can then k wrirwn. for ; < 0. AS 

where is the wave impedance of free-rpace. and is an arbitrary mplilude. Also 
in the region 2 < 0, s reflecccd wave may exist w i ~ h  h e  f o m ~  

&here 1" is the unknown reflection coefficient of the electric. lield, Note that in I 1.100). 
Lhe sign in the exponenrid tel-tns has been choscn as positive. lrr reprcstlnl waves travelinp 
in the -5 direction of propagation, as derived in (1.39). This is  also consistent with the 
Poynting vector .?, = I?,, x H,' = - I P [ ' I E ~ ~ ~ ~ / ~ ,  which shc~ws power tr) be rraveling 
in the - 2  direction. 

As shown in Seclion I .4, from equations (1.54) and ( 1-58), the aansmitred Plclds for 
z > 0 in the lossy medium can be writtcn as 

where T is the ~ransmission coefficient of the ete&r: field and u i s  the i n d i c  imped.## 
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of the lossy medium in the region z > 0. From (,1.57) and ( 1-52) the intrinsic impedance 
b 

and h e  propagation corn tant is 

We now have a boundary value problem w h e ~  h e  general form of the fields are 
h ~ o w n  via (1.99)-(1.101) on eithcr side of the material discot~tinuity at z = 0. The two 
unknown constants, F and T. are fn~ind by applying two boundary conditions on E,. and 
H, aL z = O. Since these tangential field components must be conrin~~ous at r = 0. we 
arrive at the following two equaliuns: 

Salving these equations for [he ~Aection and transmission coefficients gives 

This is a general solution for reflection and trans~nission of a normally incident wave 
at the interface of a lossy materia[, where rl is the impedance of the material. We now 
consider three s p e c i  cases of the above result. 

Lossless Medium 

If the region fur 2 > 0 is it lossless dielectric. then 0 = U. and / I  and c are real 
quantities. The propagation mllstmr in this case is purely imaginary and can be writ~en 
a 

w h e ~  /q = is the wavenrrn-lber uf a plane wave in h-space .  The wavelength 
in the &electric is 

which i s  seen to be shorter than the wavelength in free-space (AU). The cmespanding 
phase velocity is 
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which is slower $an the qxed of light in free-space (c). The wave impedance of &e 
dielectric is 

which may be water or lesser rhan thc impedance of free-space (qrr). depending on 
whether )I, is gearer or lesser than E,-. In the Iossless case. rl is real, so both T and T 
from (1.105) are red. and E and l? are in phase wilh each other in borh medium<. 

Po~ver conscn:ation Ibr the incident. reflcclzd. and ~rasrni l ted  waves can be demon- 
swated by cornpuli~lg the Pr~ynling veclors in [he two regions. Thus, for : < O.  he 
complex Poynting x ectclr is 

since r is fed. For 2 > 0, the complex Poynting vecror h 

which Can be rewritten, using (1.105). as 

Now observe that ar z = 0, 5 = S3. 50 rhat complex power flow is cunservcd across 
the interface. Now consider the rime-average power fiow in h a  rwr) regions. Fr~r  z < 0, 
the he-average  power flon. cl~rough a 1-rn' cross section is 

add for z > 0, the tirnc-aver.age puwclr flew through a 1 -tn cross section is 

so real power flow is conserved. 
W e  now note a sub~le point. When cnmputing the complex Poynling vector for 

.;: < 0 in (1.110a). we used the total and H fields. IT we compute separateIy rhe 
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Poynting vectors for h e  incident and reflected waves, we obtain 

and we see that % + 3, f S- of I 1 . l l Oa). The missing crnss-product terms account for 
stored rcactive energy in the standing wave in the z < 0 region. Thus. the decomposition 
of a Poynting vector into incident and reflected compnnents is not. in general. meaningful. 
Some boob define a time-average Poynting vector as (1/?)Re(l? x R*). and in this case 
such a definition applied to the individual incident and reflected components will give h e  
correct result, since Pi = ( 1 / 2 ) ~ e l ~ ~ ~ ~ / ~ ,  and P, = -(1/2)[&j2]r12/m, SO P, + Pr = 

P-. But even this definition will fail to provide meaningful results when the medium 
fqr z < 0 is Iossy. 

Good Conductor 

If h e  region for z > 0 is  a good (but not pedect) conductor, the propagation conscant 
can be written as &scusseb in Section 1.4: 

Similarly, the intrinsic impedance of the conductor s impaes  ro 

Now, the impedance is cumplrx, with a phase angle of 45". so E and will be 45" out 
of phase, and r and T will be complex. In (1.1 13) and ( I .  I J 4). 6, = I /a is the skin 
depth. as defined in (1.60). 

Let us check the complex power balance in this case. For z < 0, the camplex 
Pvynting vector is 

which can bc evaluated at z = 0 to give 

For 2 > O ,  &e complex Poynting vector is 
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and using (1.105) for T a d  r gives 

So 31: [he interF~cc at 2 = 0, = S+. and complex power is conserved. 
Ohsewc hat if we were to compute the separate incident and reflected Poynling 

vectors for 2 < 0 as 

we do not obtain 3, + 5,. = =?- of (1.1 I%), even for z = 0. It is possible. howevei.. to 
consider red power flow in terms of  the individual traycling wave components. Thus. 
the time-average power flows rhrough a 1-m' cross section m 

which shows power baIance at 2 = 0. In addition, P j  = I J T ~ ~ ~ / ~ , Q ~ .  and P, = -[E0I2 

lrI2/2% so that P, + P, = P . showing that thc real power flow for a < U c m  be 
decumposed into incident and reflected wmrc cnrnpnnents. 

Now notice that 3-. the power dsi~sity in the 1os.c~ conductor. decays exponential1 y 
according to rhe 6-'"' nttenuarion factor. This means that power is being dissipated 
in the lossy material as the wave propagates i n t ~  the medium in the +: direction. Tl~e 
power, and aiso th2 fields. decay to a negligibly small value within a few shn dephs 
of the material, which for a re-asonabll- good conductor is an  extremely small distance at 
microwave frequencies. 

The electric volume current density flowing in  rhe conducting region is given as 

and so the average power dissipated in (or  transmitted into) a 1 m' cross-s&innaI v ~ l u m e  
of the conductor can be cnlcuIated froin the conductor loss term of ( 1  92) Qr~uIe's lam1 
as 

l / q  = aS,/[ l  + j )  = I d 2 r t ) (  1 - j ) ,  the i c d  power enlering rhe conductor through 
a I-nl' cross section (as given by ( 1  / 2 ) ~ e l S +  . i) at z = 01 can he expressed using 
(1.1 156) as P'. = I&]21~12(~/4a), which is in apeernent with ( I .  I 19). 
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Perfect Conductor 

Now assume that the region z > 0 contains a perfcct conductor. The above results 
can he spcuialized to this case by allowing D + m. Then. from ( I .  1 13) o - x; from 
( 1 . 1 1 3 ) r ~ ~ 0 ; f r o ~ n { 1 . 6 0 ) b ,  7 ~ : ~ n d f r o ~ n ( 1 , i 0 5 a , b l ~ l ' - - 0 , a n d ~ - - -  I .  The fields 
for z > 0 thus decay infinitely fast, and arc idcntjcally zero in the perfect conductor. 
The perfect coaductol- call he thought af as "shuning out" the incident electric field. For 
2 < 0, from (1.99) and (1.100), the total E' and fields are, since I- = - 1 ,  

Obseme that at 2 = 0. E = 0 and = fj(Z,/m)&. The Poynting vector fm 2 < 0 is 

which has a zero red ppart and thus indicates h t  no rcal power is delivered to the perfxi 
conductor. 

The volun~e current density nf ( I . I 1 8) for the Iossy conductor reduces to m infinitely 
tlGn sheet of surface currenl in t l ~ c  limit of infini~c conductivity: 

The Surface Impedance Concept 

Ln rn y prable~ns. particularly those in which the cffecl or menuation or conductor 
loss is needed, the presence of an iniperl'ect conducror must be taken into account. The 
surkicl: impedance concept allows us to do this in n very convenient way. Wtl will 
drvelnp  his mehod from the theory presented in the previous sections. 

Consider a gr>tsd ui~nductnr in the region 2 > 0. As we have seen, a plane wave 
normally incident on this conductor is musrly reflected. and the power that is transmitted 
inio the conductor is dissipated as heat within a very short distance from tl~e surface. 
There are three ways to crmpule this power. 

First. we can use Joule's law. as in ( 1 . 1  29'): 

For a 1 m' area of conductor surface. the powcr ~ a n s m i t ~ e d  lhrough this surface and 
dissipated as heat is, from (1.1 191. 

Using (1.150b) fbr p, (1.114) for 77, and the fact that a = I/&,, g v e ~  the f a w i n g  
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where we have ~ssurned 11 << r/(~, which i s  [rue for a good conducti>r. 'Thcn the above 
power can be written as 

where 

is the surfact resistance of the rnchl. 
Anorher u,ay lo Lind  he powcr loss is to' compute the power flow into the conducrw 

using the Poynting vector, since ail power entering the c~nductor a1 r = 0 i s  dissipated, 
As in ( 1 .  I lSb), we haye 

which for lxge  condu~tii.iry bzcnmes, since r ]  < 'fi- 

which agrees wirh ( 1.124). 
.4 third rnzthnd uses an effec~ive 3tlrface chrrenl density and the surface impedance, 

withour the need for the tields inyidc thc conduc-rrw. Frnm ( 1 . 1  I X 1, the lrolume current 
density in the conductor is 

,j = .i.crTE~r - "  ~ / m ' .  1.127 

so the lotal cl~rrenl R(nv per unit width i n  the s diruc~ir~n is 

and taking h e  limit of rrT/-j for l ag@ t~ ~ v c s  

Zf the. co~d~ct iv i iy  were infinite, 3 rnle surfacr current density of 

would flow: which is identical to ~ h c  tvlsll current in ( 1.178). 
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Now replace the exponentially decaying volume current of (1.1 27) in Joule's law of 
(1.123) wih  a uniform vdurne cment extending a distance of one s b  depth. Thus. let 

so that the total current flow i s  the same. Then use I .  123) to 6nd the power lost: 

where is denotes a surface integral over the conductor surface, in this case chosen as 
1 m'. The result of (1.130) agrees with our previous results for P' in (1 -126) and ( I  - 1  241, 
and shows ha1 h e  power loss can be calcu!atcrl as 

in terms of the surfact resistance R, and the surfare current &. or tangential magnetic 
field pt, f t  i s  imporrant ro realize that the surface current can fx found from ,Iq = fi. x £T, 

if the nietal were a p e r k t  conductor. This methad i s  very general. applying to fields 
other than plane waves, and to conductors ~f arbitrary shape. as Ions as bends w comers 
have radii on the order of a skin depth or Iarger. The method is also quite accurate, as 
be only approximation in h e  above was that .q << qo, which is a good approximation. 
As an example, copper at 1 GH2 has 1 ~ 1 1  = 0.012 i2, which i s  indeed much less than 

= 377 R. 

EXAMPLE 1.4 Plam Wave Reflection from a Conductor 

Consider a plane wave nonndly incident on a half-space of copper. If f = 
I GHz, compute the propagation constant. impedance, and skin depth for the 
conductor. Also compute the reflection and transmission coefficients. 

S o ~ ~ t i o ~  
For copper, n = 5.813 x lps/rn, so horn (1.60) the skin depth is 

and the propagation constant is, horn (1-1 I3), 
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The intrinsic irnpedancc is, from ( 1.1 1 4), 

which is quite small relative lo the in~pedance of free-space (a = 377 0). The 
refleclion cucfficicnl is 1hrsn 

lpractjcsllty t h a  of an ideal shun citcui~,, and the triinsmission cmfficienl i+ 

1.8 OBL~QUE INCIDENCE AT A DIELECTRIC INTERFACE 

Wc conrinue our discussiun rrf pla\~e wbiitvth by cnnsidering \he prnh!ern of a plane 
wave obliquely incidenl on a plane interiacc between two lossless dielectric rig' * ~rjns, as 
shown in Figure 1.13. Thcrc are tu o cantmica1 cases of [his problem: Illc electric f eld 
is either in  he .I*:, plane tparallcl polrtnaa~inn). or  normal 10 Lhc .r: plane ipzrpendicul;jl. 
polarjzu~ir)n). An arbi~ary incident pImz n,ave. of course, may have a polarization thai 
i s  r~either of these. but it can he expressed as a linear combination of these t s w  individual 
cases. 

The generai method of solurit~n il; similar to the probiem of normal incidenuc: we 
will write exprcssinns for thcl incident, re tlccrcd. and rransrr~il~cd lields in  each region 
and match boundary cvnliirionb lo iind ihe unknuu-n amplitude cuefficien~s and ;illgI~s. 

FIGURE 1.13 Geometc for a plane wave crhliquely inc~dcnl a1 ~ h t  interfa~e betwem I*ci bi- 
eleclnf regions. 
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I 

Parallel Polarization 

In this case, the electric field vector lies in the xz plane, and the incident fields can 
be written as 

Ei = &(g cos $, - 3 sin ~ i ) C - ~ k ~ ' r " Q z + t ~ o i J  1.132a 

where kl = w a .  and q, = JG are the wavenumber and wave impedance of 
region 1. The reflected and transmitted fields can tx written as 

Iu h e  above, r mb T are the reflection acrd msrrrission coefficients, md k2 :2? 2 are the 
wavenumber and wave impedance of region 2. defined as 

At this point, we have I?, T, #,, and BL as unknowns. 
We can obtain two complex equations for these ~lnknowns by enforcing h e  continuity 

of Ez and H,, the tangcntid field components, at the interface at 2 = 0, We then obtain 

'k r sin 8 ,  cos Bie-J ' +I I  cos 0 ~ e - 3 ~ ' ~ " ~ "  = Tcos d t c  - j k2x sin Bf , 1.135a 

Borh sides of (1.135a) and (1.135b) arr funcrions of the coordinate x. If Ex a d  H, are 
to be continuous at the interface. 2 = 0 for al l  x, then this x variation must be the same 
on both sides of the equations, teading to the following condition: 

kl sin Bi = kI sin 8, = k2 sin Bti 

which results in the well-known Snell's laws of reflection and refraction: 

e, = a  ?- 7 

k l  sin 0,: = k2 sin B t .  

The above argument ensures that the phase terms in ( I  .I351 vary with a a! h e  sitme rate 
on both sides of the interface, and so is often caIled the phase mtching conditi~rl. 
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Using (1.136) in (L.135) allows us to sdve  for the reflection ;-md transmission 

~2 cos Bt - 711 cos 8, I' .= 
~2 cos Ot + P ~ I  cos Q, ' 

Observe that for normal incidence, we have u, = 0, = = 0. so then 

q 2  -- 911 r1- 2v 2 and T=-, 
rlz +- 771 q r f  rll 

in agreement with the results of 5ecuon 1.7. 
For this polarization. a special angle of incidence. Qh, cdIed d ~ c  Brewster angle. 

exists where r = 0. This occurs when the nurncrator of ( I .  137a) goes Lc? zero (H i  = Btj: 

which can be reduced using 

sin 6, = 
I 

dl + E ~ / C ?  

Perpendicular Polarization 
In this case, h e  electric field vector is  perpeildicular ta the xz P ~ K .  me incident 

field can be wrillen as 

where k l  = w m  and q ,  = JG arc h e  runv~number and wave impedance for 
regim 1, as before. T'he reflected and transmitted fields can be expressed ar 
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with k2 = w m  and T / Z  = d z  being the wavenumber and wave impedance in 
region 2. 

Equating the tangential field components Ev and IfT at s = 0 gives 

By the same phase matching argument that was used in the parallel cxse, we obtain 
SneIl's laws 

k, sin Bi = kl  sin 8, = kz sin 61 

identical to l I .  1 36). 
Using ( 1 . 1  36) in { 1.1421 alli~ws us to solve for the reflection and transmission cuef- 

ficients as 

IJ2  COS Hi - 7)l cOS Bt r = 1.143~ v r  cos 8, +ql cas &"  

Again, far h e  normally incident case. these results reduce to those of Section 1.7. 
For h i s  polrtrieation no Hrtwster angle exists where r = 0, as we can see by 

e x d i n g  the numerator of ( 1.143a). 

and using Snell's law give 

But this leads to a contradiction. since Lhe krm in parentheses on the right-hand side is 
idenbcally zem for dielectric m e h .  Thus, no Brcwster angle exists for perpenrliculm 
pot artzation, for dielectric media. 

EXAMPLE 1.5 Oblique Reflection from a 13Ielectric Interface 

Plot the refiectinn eaeffrcients for parallel and perpenbicu\ar pdarized plane 
waves incident horn free-spaee onto a d i e i c c ~ c  region with E, = 2.55, versus 
incidence angle. 

Sa iu riun 
The wave hprdmces are 
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FIGURE 1.1 1 ReAecuon c.weffiLient magnitude for pard1eI and w~ntliwlnr poluk&ou of 
a pianc wave obliquely imiciat on ;I diclecwic half-space. 

We then evaluate ( 1.1 37a) and ( 1 .137a) ve ibs  incidence angle: the ~ s u l t s  are 
shown in Figure 1.14. 0 

Total Reflection and Surface Waves 

SneSI's law nf ( 1 ,136b) can bt: rewritten as 
- 

Now consider the cMe (for either parallel or perpendicu1atpd;rrizationl. where f r  > c:, 
As 61, increases fronl 0' to 90':'. ~ h c  refraction angle H !  will incrcase from 0- to 90". but 
at a fater  rate than 8 ,  increases. The incidence an$e 8, Tor which 81 = 911' is called 

critical angle, Q,, thus 

sin Be = E. 
At this angle and beyond, the incidenl wave will he rotally reflected. a3 the ~tansmitted 
wave is nut propagating into region 2 .  Let us look at this situation rnnre clnsely, for rhe 
case of 0, > H, with parallel pol;vizaticrn7 

When 0, r #= (1.144) shonjs that sin 0, 2 I ,  so that cos Ot = - 1  - sin' 8, must be 
k g i n a r y ,  and sn the angle H, ioses its physical significan~~. At this point. it is better 
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to replace the expressions for the transmitted fields in region 2 with the following 

The form of these fields are derived From t 1 -1 34) after noting ha1 - jkz sin Bt is still 
imaginary for sin Ot > 1, but -jk2 cus Bt  is real, so wc can rcplacc sin C3+ by [9/k2, and 
cos Ot by jo,/kz. Substimting [ I  .146b) into the Hellnhaltz wa\.e equation for H gives 

Matchng E, and H ,  of ( 1.146) with  he ? and fi components uf the incident and reflected 
fields of (1.132) and (1.133) ar z = 0 gives 

- jk lr  sin 8, - jk l rs inf l , .  - - -e - -e 1.148b 
'??A v v 2 

To obtain phase matching at h e  x = O boundary, we must have 

k l  sin 9, = kl  sin 8, = 0, 

which leads again LO Snell's €aw for reflection, 13, = Or, and IU 0 = ,kl sin Bi. Then a is 
determined h m  ( 1 ,147) as 

which is seen to be a positive rcal number. The reflection and transmission coefficients 
can be ob~aincd fitom (1.148) as 

Since F is of the Corn (0, - jb)/(o. + j h),  its magnitude is unity, indicating that 211 incident 
power is reflected. 

The transmitted fields of (1.146) show propagation h~ the x direction, along the 
I~erface, but exponential decay in h e  z direction, Such a field is known as a s u @ c ~  
walre.* since it is tightly bound ~o b e  intcfiace. A sudace wave is  an example af a 

* Some a u h n  w e  ttrd the krrn " d a c e  wwe" should not be e d  for a fidd d this type. siace it mists 
only when plane wave fields exist in the z < U region, and so prefcr to call it a "surface wave-me" field, or 
a 'Yurcd surface wwe." 
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plmc wave. sn called became it has an amplitade b-ariati011 in Lhe : direction. 
apm from the propagation factor i t ]  the J. direction. 

Finally. i l  is of inlmcsl to calmlnte the complex Puynting veclor for the surfact. 
Nave fields L)F ( 1.146): 

ms shows thi aa r d  p w e r  flow uccurr in the : dirrction. Thi. real power fltw in 
he x directiun is h a t  id' the rurface wave Deld, and decays expuncn~ially u,ith clislanct: 
into region 2 .  S ~ I  cvcn though no real power is rransrnirred inlir rcgion 3,. a IiunLcro field 
does exist rhcre. in order 10 salisfy the htrunchq, cundiCclna a1 thc intekavc. 

1 .9 SOME USEFUL THEOREMS 

Finally, we discuss sevcml theore~ils in el~c~mrnagnetics rhnt vie wfi1 find tr~chl for 
later di scussibns, 

The Reciprocity Theorem 

Rcciprrlcit) is 3 gcncral c'nnrept  hat occiIr(: ill ni;lm itreas of physics ~ n d  engi- 
neering, and rile rzadcr ma) al read~ he f;l~i~iliar will1 ~ h c  reciprocily rhcorenr ot' cir- 
cuit bcory, Herr: we will deri\ c ~ h c  1-01-entz ~ciprfioily thewreit] for electrornagnttic 
fields in I~LVO dift'ere111 r~)r~n.k. TIIS rilct!rcm i ~ i l l  be used t3tt.r i n  the bi)uli in obtain 
general properties ~ 1 '  nciwnrk turitriucs represenmg micrnw;lie circuils and to ex,alua~r: 
thc coupling of ivavcguides fro111 ~ur re r i t  probes and Iaaps, arid ~ht. coupling of wave- 
guides through apcrlures. Tl~erc are ~1 ~iumher of c~lher irriportalll LIWS of this pclurcrful 
concept. 

Cor~sicler the twu separate sets of ?iourcen. ,TI. .MI and .12. ,U?. which gPnem1r lhc 
fieIds El. Bl. and E2,17:. rtrspecrively. in the votu~ne I '  enc l~s td  hy the closed sltrfiice 
S, as shown in Figure l . l j .  Maxwelt '~  equalionh are ssriisfipi. individually for lhcsc two 

FIWRF, 1.15 Geometry for the L o r c n ~  mciprwity th~ar@m. - 
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sets of snurces and hzlds, so we can write 

Now consider the the q d t y  P. (El x & - & x Rl), which can be expanded using 
vector iden~ky (E.8) to give 

Integrating over the volume P', and applying the divergence thewcm (B, IS), gives 

Equation ( 1  ,155) represents a general form of the reciprocity theorern, but in practice a 
number of special situations often occur leading to some simplification. We will consider 
three cases. 

S ertc!ows nu sources. Then 3, = Yz = = = 0, and the fields El, ftl, and 
E2. & are source-free fields. in this case. the right-hand side of (1.155) vanishes with 
the result ihat 

This result will be used in Chapter 4, when demonstrating the symme!xy of the impedance 
matrix for a reciprocal microwave network. 

5 bounds a p q k c r  conductor. For exampk. 5' may be the inner sllrface af a 
closed, perfeclly conducting cavity. Then the surface integral of (I. 155) vanishes, since 
z1 x I?l - fi, = (fi x ,??I) - (by vector identity 8.3). and 71 x j!?, is zero on the surface 
of a perfect conductor {sitniIariy for I%). The result is 

This result is malngous to the reciprocity theorem of circuit theory. In words. t h i s  
=suit states thar the system response El or g2 is t l ~ t  changed when h e  source and 
observation points me interchanged. That is, E2 (caused by at Il is the s a m e  EI 
(caused by Jl) ar J2. 



S is a sppErere at in f i~~i l r ; .  I n  rhis case, tbe fields evaluated on S arc very fat from h e  
sources w d  so can be cnnsidereb locaily as plane waves. Then the impediince rcl&ion 
j j  = ;1 x E/7/ applie~ lo 11.1551 to _ p i x  

so thal the result of iI.157) is a0;ain obtained. This resuI~ can also be nbtainzcl for 
case of a clnsed surface 5' whmk h e  surface impedance b o u n d q  uanditian applies. 

Image Theory 

In many problen~s a rurrent source i s  lwatcd in the vicinity of a canducting ground 
@me. Image ~heory pernuts the ren~oval of lhe ground plane by placing a virtual image 
source of the other sidc of the ground plme. 'The reader should hi: far~liliar with rhis 
concept fro111 electrr~statics. so we will pnwe the result for an infinite current sheet next 
to an infini~e ground planr iind then sunlrnarize the nther poshihle cases. 

Consider  he surface current density .Js = .I,,,;? pwallcl to a ground plane. 31; hhown 
in Figure I .  16a. Because r l~e  current source i s  of ir~lini~e exttnr and is ~rnifbnn in the 
x, y direcrjans. it *ill excite plane waves waveling outward from i r .  'rile negatively 

FIGURE 1.1 h Illuspatiw of image theury as appl~ed to an CICCV~C currenl wUrcF fU 3 - 
ground plane. 13) An elecrrir surface currenr dcosity parallel tn a g o u r ~ d  plane, 
(bl The ground phnc ot' (a\ replaced *iih image cunent at ,t; = -d, 
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traveling wave will reflec~ from the p w d  plane at z = 0, and then mvel in the positive 
direction. Thus, there wilj be a standing wave field in the region 0 < z < d and a 
positively traveling wave for 2 > d. The foms of the fields in hese two regons can 
thus be written as 

jg = A($~PZ - , - j b s  , for 0 < z < d, 1.158~ 

where is the wave impedance of free-space. Note that the standing wave fields of 
(1.158) have been consrructed to satisfy the boundary cnndition that Ejr = 0 a1 2 = 0. 
The remaining bollndary conditions to satisfy are continuity of I? z = d, and the 
discontinuiry in the field at z = d due to the current sheet. From (1.361, since 
@#=a 

E.: = E: Iz=o, 1,1600 

wMe fkorn (1 -37) we have 

.is = 2 x P(H: - If:)iz=o- 

Using (1.158) and (1.159) &en gives 

2jA sin kod = Z3e-jkdd 

which can be solved for -4 and B: 

--J*om -jLocl A =  
2 

It 

B = -4 Jdom sin b d .  

Sa the total fields are 

Ei = -jJsome -jko%hbz, f o r O < z < d ,  I .  l6 lu  

Hi = , ~ ~ ~ e - j * ~  cos kt. for 0 < z < d ,  I.161b 

~ , f  = - jJsD?& sin kode-jaz7 for z > d, I .  I 620. 

H: = -jJ.4 sin kndeCb. for > d .  I -162b 

Now consider the application of image h o r y  to this problem. As shown in Fig- 
lrre I .  I&, the ground plane is removed and an image source of - Js i s  placed at 3 = -dm 
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superposiliofi. he  total fields fur ; 3 O can he i'ound by combining the Belds from 

the sources indivijually. These fields can be derived by a procedilre similar to that 
above. wirh lhc following results: 

Fields due 10 source al ,I (1: 

for 2 > d 
d Ez = \ ' i o w  hz- for z < d, 

- -Jdl - j ~ , + , [ ~ - d )  - for 7 > d 
2 

4, = 
JbOC.Ik~,~i-di fix 2, .4 d 

2 

Fields due to source aL 2 = -rf: 

The reader can verify rha~ the ruli~tion i s  idenrical to tha~ of (1.161) fnr 0 < 2 i d. and 
Ito (1.162) for 2 2 d. rhus verifying  he validity of ilir irnsge theory solution. Nr~te t h a ~  
image rheory only gives the correrl fields to the right of the conducting ptane. Figure 1.1 7 
shows more general image theory results iim eiectric md magnetic dipoles. 

The Uniqueness Theorem 

Once we have found a solution LO MaxwcU's equalions and the appmpriate boundary 
Conditions. h e  uniqueness theorenl assures us 1Ra1. m d e r  the proper c@ntli~io~s.  this 
solutior~ i s  the only possible sulutinn. This i s  a puticuIarly useful result when. as 
in Chaprer 4, we cay find [he fields due LO a sourcc h3, pn~lulnlinp {he furni of the 
fields, and then znfurce b o u n d q  conditions hs: adjust i ~ ~ g  some amglirude constants. 
R e  uniquenes:, ~heorcm [hcn puarimrres t h : ~   his proccdu~.r gives  he cones1 and unique 
s~l~tf ion.  

Allhaugh i r  can be expressed in varictus ways. we will stale the uniqueness rhevrern 
in the folfowins form: I n  a regjon bnunded by a closed suficc S and cornplctcl!, filled 
with dissipative media. the held I?.;.'. H is uniyucly delrrnlined by lbc source cumnts in 
the reginn and h e  rnngential componenrs of ,!? or H on S- 

n i s  result can be proveil bq assumir~g I wu sulutinns to Max well's equations, 6". 8". 
and Eb, Rb, and showing ihat they must be identical. Thus, if i?". R" and Eb, G%dtLSfq. 
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l i t  

FIGURE 1+17 Mmrrlr and magnelic c m t  images. (a) An dwhc current pamJle1 ru a p u n d  
plane, (b) An electric curfear normal to a ground plane. ( c )  A magnetic current 
parallel to a ground ptane. (d) A wdgueric current nomal to a ground piane. 

Maxwell's equations in 3, then the difference fields, Ed-Eb, an - Rb, must also satisfy 
Maxwell's equations inside S, Ftmhermclre, these difference fields must be source-free 
fields, as substi~udon into Maxwell's equations (1.27a.b) readily shows. Then Poynt- 
ing's theorem of (1.88) (with 0 = O)  gives for these difference fields the following 
resuIt: 

Now. if E and/or B is prescribed an the surface S in any of the f0Ikowing ways, or in 
any combination of these conditions, then h e  k s t  inCegaI in (1.165) will vanish: 

1. fi x I? = 0, electric walls. 
2. f ix X = 0, magnetic walk  
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3. tZ x I? = Et, a fixed tangentia! electric field. 
4. A x R = Bt. a fixed tangential magnetic field. 

Now assume a small loss in the medium. so [hat r = f t  - j ~ "  and [ L  = {I' - jpi' are 
complex, Then thc real part of 1.165) bc~omes 

Sjnce all of thew turrns are nnnnega~ive. rhe equation can hz 5atisfie-d only if Eu = E~ 
and Kr' = Hi'.  which shows that only one solurior~ is possible. 

Note that it was necessary to introduce luss to achieve this resutt; lrss can always 
be introduced into a problem by makit~g t a n d h r  j~ complex. This result also suggests 
h a t  problen~s involving lossless mareriais may not have unique solutions. This is indeed 
the case as the folIawhg examples point OUL. 

Rc,~c;lrrcrnt modes in a losxl~ss cavit!.. Such source-free fields are defined as having 
equal rimc-average electric and magnetic slored energies. as given by (1 .K4 1 and I I ,861. 
If there is no loss. 11. and r ;11z real. and the second inlegal in (1.165) is iderrtically zeta 
for a diffcrznce field equal ln the field of such a resonant mode. Such sollrce-free fields 
would rapidly dissipate in the presence of loss, however. 

Plarle rllave incide~lt CJH Q lossluss dzeler~ric slab. In Problem 1.7 we will soIve 
the problem of planc wave lransmission and re-flection rrom a dielecrric slab r l f  finile 
thickness. This solulion will ~atisfy Maxwell's equation5 and rhe boundary conditirlns, 
but it may not be the only snIutIon. ThLs is because a surface wavu jield can also exist 
an the dielectric slab. Tbis field is sourcc-free. and also satisfies Maxwell's equations 
and thc bnundccrq corrdjiiuns. For a lossy slab, such a field would quickly he dissi- 
paled. 

Plar i~  \rmal)ps itt jke-space. 111 in finilc lossless fie-space, source-free plane wave 
solutions are possihle fur any polarization and any direction of propagutinn. If loss is 
introduced, such fields wobId qi~ickIy decay to zerertl. 

REFERENCES 

[I] 1. C. Maxwcll. -4 Treafi-TP an Elmrricir-vanb Ma,qnerism. Driver, N.Y.. 1954. 

A. A. Olincr. "Histmicat Pcrspecrives on Microwave Fic Id T h c o ~ . "  IEEE Trtrns. ibficrflfi'fl~f me- 
orq. ruld Techrziyurr. s~nl. MTT-32. pp. 1022-1045. Scptcmber 1984 ([his spccial issue contains 
other anicles on the histo* uf rni~roxal~re engine&g). 

131 S. V. Marshall and G. G. Skitck. &/rr,~-omnqy~~e~i~' Corr~*ep~ .~  .sn,ld Applirnrions. Third Edition, 
Prentice-Hall. N.J.. 1990. 



52 Chapter I: Electromagnetic Theory 

141 C. A. Balmis. Ah~cmced Enghecring E b e c ~ r o ~ g n e ~ i c . ~ ~  John Witey & Sons. N.Y .. 1989, 
[5] R. E .  Collin. Fm~ndurirmsfut- Micrunru~w Erigijzt.er.i?~g, Sccond Edition. McGraw-EIill. N.Y .. 1992, 
161 D. K. Chenp. Field urtd Wnve EElecrrr,r~lngnerics, Second Edirion. Addisan- Wesley. Reding,  Mass.. 

1989. 
S. R a n n  T. R. Whinntry. and 'T, v a n  Duxt. fie& c ~ d  Waves in Corr~~aurrkati~n Electranks, 
Third Edition. John Wiley & Sons, N.Y., 1991. 

[g] C. G. Montgomery. R. H .  Dicke, and E. M. Purcc11. Ptifiriphs uf M l c m ~ ~ a l ~ e  Circtiirs. vol. 8 of' 
MIT Rad. Lab. Series, McGraw-Hill. N.Y.. 1948. 

[9] RE: l-I;imngton. The-Hcrmu~triu E/ecrrnmnug~~eri(* Fields. McGraw-Hill. N.Y ., 196 I .  

PROBLEMS 

1.1 Assume thar an infinite sheet of clcchic surFace =wren[ density .Fd = J,f A jm is placed an the 
z = O plane beween free-space for t < 0, and a dielectric wirh c = c,fo for 2 > 0 ,  as shuwn 
below. Find the r c s u l h g  E and H lields in  the two rcgions. HZN'f: Assume planc warre solutioris 
propagating away from the currem shed, and match boundary cnnslilians LO find h e  ampliti~dcs. 
as in Example 1.3. 

13 Let I? = R ~ $ + E * ~ +  ~ - ' , f  be an efeckic field vector in cylindrical cofidinates. Demonstrate ?bag it 
is incorrect to inttrpre~ the expression v'E in cylindrit;al coordinates as (~P'E, +&P'F;~+ 3 G 2 ~ =  
by evaluating both sides of the vector idrndty O x V r I? = 77 (C I?) - G'E for the given 
electric field. 

1 3  An anisotropic material haq a tensor permittivity [E] as given below, and a permeability of 4i4-,. 
At a cetlain point m the material, the electric field is bown to be E = 3T + 4jj + 62. What is fl 
at this point? 

1.4 Consider s p e m e n l  magnet with a steady magnelic held - Hnfi, and a puaUel plate capacitor 
with an electric field I? = Eoh, arranged as shown on h e  next page. Calculate the Poynting vector 
at a p i n t  belwwn both h e  rnagnel pnIes and the capacitnr plates. nlis nonzero result seems 
to imply real power flow in the 2 direction, b u ~  clearly. there is no wave propasalion or power 
delivered from h e  sources. How do you explain this apparenr paradox? 



Problems 

15 Show that a linearly polarized plane wave. c ~ t .  lhc form E = + 25)e-jkd4 dm t)e rqr&n@d 
as the sum of sn RHCP and a11 LHCP wii\r. 

1.6 Cornpule the k y n t i n g  vcctor far the gcncrnl plane wave field oC I1.76). 

L7 A plane wave is normdly irrc-ideat on a dielectric slab of perrrtittiviQ 6, and thickness cf. wherc 
d = ,jn/[4&). and ,\,I is [hc bee-spacr \-vavclcng~h oK the incident wave. as shown below. If  
free-space exists on both sides of Lfic slab. find hr rcf-lcctian corfticicnt of Lhe wave reflecied From 
the frunl of the slab. 

1.8 Consider an RHCP wave nfirmalljf incidenl fmrn bee-space (2 < 0) onlo a h a 1 f - w ~  t i  > 01 
consisting nf a good cundtlctor. L,~L ~hc'  inuidenl clccttic field be of the form 

and find the elcctrjc and magnetic adds ill the region r =. U, Compute t,k Poynting vectors for 
2 < U and : > O, and show that con~plcx p w c r  i s  conservrtd. What i s  [he palxix;ltic~n of [he 
refleered wave? 

1-9 Consider a plane wave pmpagdng in a Tnssy dielectric medium iar z < 0. with a pcd'l.cd~ 
conducting plate at z = O. Assume that the lussy medium i s  characterizad by r = 15 - . i? )rn .  

= p(1. and that the lrequc~lcy of ihe plan? wayc i s  1 .U C;J,iz. and let the mlplirudc of the incident 
e h t f i r  field be 4 Vim lit z = O. Find the rr.Jlected clecbiric held for : i 0, and plot h e  msgnirude 
of the to~al elecmic held for -0.5 5 t < 0. 
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A plane wave in free-space i s  normally incident on a thin copper sheet of thickness t .  What j~ the 
approximate r e p l ~ h d  thjckness if the copper sheet is to be used as a shield ro reduce the level of 
the transmitted electric field by 990 dB? Da this calculation for = I MHz, 1 GHz. and IM3 GHz. 
HWT: Sillfy ihe problem by ignoring reflections at the interfaces. 

l ,ll A uniform Iossy medium with e ,  = 3.0, tan 6 = 0.1. and p - fills the region bemm r - O 
and z = 20 cm, wiLh a ground plane at z = 220 cm, as shown below. An incident plme wave with 
an electric fidd, 

i s  present at z = 0 md propagates in the t- z direction. The frequency is f = 3.0 GH2. 
(a) Compute P,, the power density of the incident wave, P,. h e  power density af the xfrected 

wave, at z = 0. 
(b) Compute the input power density. en, u z = 0. horn the total fields at z -- 0. DOES 

P, - P, - P,? 

1.12 Redo Problem 1 . 1 .  but with elecl,ric surface current density of js = J,te-3"" A/m, where 
P < ko. 

1 .I3 A parallel poIarixd plane wave is obliquely incident from free-spcc onto a magnetic material 
with permittivity f o  and permeability papr. Find the reflection and transmission coefficitnis. D m  
a B ~ w s t e r  angle exist for this case. where the d ~ c t i o n  coefficient vanishes for a particular angle 
of incidence? 

1.14 Repeat Problem 1.13 for the prpendicuIarly polarized case. 
1.15 Consider the gyrompic: permittivity tensor shown helow: 

The and fields arc: related as 

Show that the transfornations 
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illlow he relation bctwsen l? and D ro bc wrirwn as 

where IF'] IS now a diagonal nlatiix. What al-c the clcmcnts 01- [<'I:' Ua~ng Lhis rtsull. dc ive  wave 
quatiorls for E .  md E-. a11d iind the resulting ~upag~tirion ~wnstants. 

1-16 Show thnt the reciprocity theorcm expre.swd i n  11.157) alw applics lo B rtgiun e n c l o d  hy a 
closed surface S. where a surface jmpcdancc h ~ u n d q r  condition applics, 

b17 Consider an electric surface c m n r  dcnslrq. of ,Ts = . ~ . I , C - " ~ A , ~ ~ .  located on the ,- = d plane. If 
a perfectly conducting gn~und  plane is placed a z = 0,  use image heury to fi~ld the total fields 
for z > 0. 



Transmission Line Theory 

I in many ways transmission line theory bridges ~rhe gap between field wdysis and 
basic circuii theory, and sn is of siggificant impoftmce in  microwave network analysis. 
As we will see, the phenomenon of wave propagation on transmissiun lines can be 
approached from an extension of circuit theory or from a specialization of h4axwdl's 
equations; we shall presenl both viewpoints and show how this wave propagation is 
described by equations very similar l o  those used in Chapter 1 for plane wave propagation. 

2.1 THE LUMPED-ELEMENT CIRCUIT MODEL FOR A 
TRANSMISSION LINE 
The key difference between circuit theory and transmission line theory is electrical 

sin. Circuit malysis assumes that thr physical dimensions of a crcrwork are much smaller 
than the electrical waveleneth, while trmsmission lines may be a considerable fractic~rr 
of a wavelength. or many wavelengths, in size. Thus a transmission linc is a distributed- 
parameter ii~twork, where voltages and currents can vary in magnitude and phase over 
its length. 

As shown in Figure 2. l a, a transmission h e  k often schematically representad as a 
two-wire linc, since transmission lhes (for E M  wave propagation) always have at Least 
two conductors. The short piece of Iine of length A z  of Figure 2.la can be modeled as 
a lumped-element circuil. as shown in Fignre 2. l b, where R, L, G, C are per unit Iengrh 
quantities defined as follows: 

R =series resistance per wit length, for hth ca~duciors, in fl/m. 

L =series inductance per unit length, for both conductors, in Wm. 

G =shunt conductance per u n i ~  length, in Slm. 

C = shunt capacitance per unit length, in F/m. 

The series inductance L ~epments the Iota1 self-inducrance of the turn ~~nducror,~ ,  
and the shunt capacitance G is due to the clmc proximity of fie two canductors. The 
series resistance f2 represents h e  resistance due to the finite conductivity of the conduc- 

!m tors, and the shunt conducrmce G is due to dieleclric loss in t h e  m a t a i d  bemeem the 
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FIGERE 2.1 Vol~agc and current definitions and equivnlenl circuit for an incremental length 
of traranslnissiorl tine. ra) Vi?lragc and current definitions. (hl Lurnvd-tIemcor 
eq~vdcnt circmr. 

conduc~ors. R and C;. thercfure. represonr loss. A finire iength of ~ansmission line can 
be viewed as a cascade or sectivns uf h e  form (11 Figure 2.1 b. 

From the circuit af Figure 2-1  b. Kirchhoff s volrage law can he applied to give 

and Kirchhofrs current law leads En 

Dividing (2. I a) and (?.lb) by A: mind takitlg the limit as Az -+ 0 gives the following 
differential equations: 

These eq-uations are the time-domain form of the transmission h, or telegrapher. qua- 
tions. 

Fbrthe sinusoidal steady-state condirinn. with cosine-based phasors. (2-2)  simplify tO 
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Nuie the similarity in  rile tom of (2.3) and Maxwell's curl equauurrs of (1.41a) and 
(1.4lb). 

Wave Propagation on a Transmission Line 

The two equations of (2.3) can be solved simultaneously to g v e  wave equations for 
V(z) and IIz): 

where 7 = n + j4 = J(x + jwL)(G + j w C )  2.5 

is the complex propagation constant, which i s  a function of frequency. Traveling wave 
solutions to (2.4) can be found as 

where the ~ i - ~ "  imn represents wave propagation i n  the +s direction, and the e7' term 
represents wave propagation in €he - z direction. AppI y ing (2.3a) to h e  voltage of (2.6a) 
gives the cment on the line: 

Comparison with (2.6b) shows that a characteristic impedance, 20, can be defmed as 

to relate the voltage and currcn[ on the line as 

Then (2.6b) can bc rewritten in &he following form: 

Converting back to the h e  domain, the volrage waveform can be &%pressed as 



2.2 Field Analysis of Transmission Lines 

where qi is tbe phase angle of h e  complex voltage V:. Using arguments similar to 
those in Section 1.4, we find h a 1  the wavelength an the line is 

and h e  phase velocity is 

The Lossless Line 

The above saludon was for a general transmission line. including loss effects. and it 
was seen that the prnprigation consraal and characretiscic impedance were complex. In 
many practical cases. however, the loss of the fine i s  very srnall md so can be neglected, 
resulting in a simplification of the above results. Sening fi = C; = O in (2 .5)  gives the 
propagation constant as 

~ - a + j f i = j u m ~  7 - 

As expected for h e  lossless case, the atrenua- c o n ~ ~ ~ t  a is z q ; ~ .  The eiwacteristic 
impedance nf (2.7) reduces to 

which is now a real number. The general soIutions for voltage and current on a Lossless 
transmission line can then be written as 

~ + ~ - j 3 x  + ~ - ~ j R z  V(J] = b, 0 2.14Q 

The wavelengh is  

and the phase ~e lw i r y  is 

4.2 - FIELD ANALYSIS OF TRANSMISSION LINES 

In this section wz will rederive the time-harmonic fonn of  he telegrapher's equarinns. 
starting with Maxwell's equations. We wilI begin by deriving the transmission h e  
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parameters (R, L, G, C) in tertns of the electric and magnetic fields of the transmission 
1 i ne and then derive the telegrapher equations using these parameters for the specific case 
of a coaxial h e .  

Transmission Line Parameters 

Consider a 1 m section of a uniform trmsmission Line with fields E and R, as shown 
in Figure 2.2, where S i s  the cross-sectional sudace area of the line. Let the vn11age 
betureen the conductors be Id',e*j9" and the current be I,~*"J!". The time-average dwed 
magnetic energy for this 1 m section of line can be written, from (1.86), as 

Wnl = J ,  H - H* da, 

and chuit  theory gives H7, = ~11,1'/4, in terms of the current on the line. We can 
&us i&n tify the seIf-inductance per unit  length as 

Similruly. the time-average stored clectric encrgy per unit length can be found from 
(1.84) as 

and circuit theory gives W,  = c[v , [~ /~ ,  resulting in the fallowing expression for the 
capacj tmce per unit length: 

From (1.130), the power loss per unit length due to the finite conductivity of the rnetaUic 
conductors is 

FIGURE 2 2  Field lines an an arbitrary TEM trammission line. 
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( a t j s u ~ i ~ g  H ia tangential to S) .  and circuit hetlry gives 1:. = Rl 1,,lLj2. so the se,ries 
R per unit le-ngth of line is 

(2.19). R, = 1 )mb, is the surfdce resistance or the cnoductun. and C.'! -t t?~ represent 
integration paths over the conductor bound,uies. Frorn 1 1.92). ~ l ~ e  time-average power 
dssipated per unit lengrh in rc Iossy rlielccrrio is 

where f "  is chr in rag in^} part of the urm~plrx dielemic constant r = r t  - jd' -. 
((1 - j Tsnb). Circuil theory gives E:, = G I c ; , / ' / ~ ,  sn the shun1 conduc1anc.c per unit 
length can be WI~LLEII 

EXAMPLE 2.1 Transmissit~n Lint: Parameters of a CoaxiaI Line 

The fields of a wiveling TEM wave itlsidc t h ~  coaxial line shown in Figure 2.3 
can he expressed as 

where 7 is the PI-@pagation rollstan[ of rhe line. The ctsndurtnrs are assumed 
to have a sllrthce rcsistixicy J ( , .  and the nvd~crial tilling the qxdce hctwcen 

- FIGURE 2.3 G c o m e e  of a conxiiil l ine wittr surihce resistance R, nri the inner and outef 
cunducl~rs. 
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the conductors is assumed to have a complex ~rrniniv i ty  e = r' - jbf a 
permeability p. = poiif.. Determine the transmissian line parameters. 

Soiufinn 
From (2.17)-12.20) and the above fields the parameters of the coaxial line can 
be calcdated as 

Table 2.1 s u m a r i ~ s  the parmeters for coaxial, two-wire. and pardlel plate Lines. 
As w e  will see in the next chapter. the propagation constam characteristic impedance. and 
amnuation of most trmsrnission lines are derived directly from a fieid hcory  solution; 
the approach here of first finding the equivalent circuit parameters { L ,  C,  R, G) is useful 
only for relatively simple lines. Nevertheless, i t  provides a he1phI intuitive concept, and 
relates a h e  to its eqwivalent circuit model. 

TABLE 2.1 Transmission Line Parameters for Some Common Lines 

COAX T W O - W E  P A W E L  PLATE 



2.2 Field Analysis of Transmission Lines 

The Telegrapher Equations Derived from Field Analysis of a 
Coaxial Line 
Wc now show rhat thc tulcgrapher equations of 12.3). deri~ed using circuit rhe.ory, 

can also be obtained frort~ Mauu'eil's equarions. W2 will consider rhe specific geometry 
of &e coaxial line of Figurt 2.3. Although we will treat TEM wave propagarion nlore 
senerally in the next chtip~rr. the present discussion should pmyide some insigh1 into the 

of cjrcuir and field quantities. 
A TEM wave on the coaxial line or Figure 2.3 will be characterized by E2 = H ,  = 0: 

furthermore, due to azirnuthd symmetry. [he fields will have no $-\?ariation. and so 
8/89 = 0. Tke fields inside thc coaxiaI Line will satisfy Maxwell's curl equatiuns. 

where s = r' - .IF'' may be cornplcx to allow for a lossy dielectric fitling. Conductor 
loss will he ignored lxre. A rigorous tield analysis of tonciuctnr loss can he carried our. 
but at this point would tcnd to obscure our  purposc: the interested reader is referrcd to 
R ~ Q ,  Wi~~nerq.. and Van Duzer (11 or Stratton 121. 

Expanding (2-21aj and (9.21 h) then g i v ~ s  [be following vccmr equarions: 

Since the d cumpanents uf k s e  two equations ~nusr vanish, it is s e n  that E+ and H ,  
must havc lhe forms 

TO satisl'y the bc rundq  cnndition that Ed = 0 at p = a. b. we must havc E,;, = 0 
everywhere, due to thc Tom of Ed in (2.23a). Then from rhe component uf (2.223). 
it is seen &at H, = O. With these resul~s, (2.22) can be reduced ro 

From h e  form uf Ild in (2.23b) and (7.24a). E, must be of the form 
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Using (2.23b) and (2.25) in (2.24) gives 

NQW the vdhge between the two conductors can be evaluated as 

and the total current on the inner conductor at p = a can be evduared using (2.23b) as 

Then sh(z) and g(zS can be eliminated h r n  [ 2.26) hy usitig (2.27) to give 

Finally, using the results for L. t', md C fur a coaxial h e  as derived above. we obtain 
the telegrapher equations tu 

(cxclu$ing R, the series resistimcc, since the conductors were assumed to have ped-t 
conductiviry). A similar analysis can be carried out for other simple transmission lines. 

Propagation Constant, Impedance, and Power Flow for the 
Lossless Coaxial Line 
Equations (2.24a) and (2.24b) for E, and f.& can be simblltanedusly solved to yield 

a wave equation for Ep (or H*): 

from which it is seen rha~ the propagation coast i t  is = d P r ,  which. for losdas 
media. reduces to 
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where fhc las1  result is h m  (2.12). Obscrvtl that this propagalion urlnstnnr is h e  same 

form as for plant. waves in losslu~s cliclcctric medium. T h i s  is a ~enera l  result for 

7 3 3 4  iransmissiun lines. 
The wabz jrnpedallce i s  &fined ;IS Z,, = E { , / H , .  ~ v h i c h  can be calculaled from 

{2.24a l assuming an in --'"' depenk1ence to give 

This wii\fe impedance is then seen ro he idcnlical to rhc intrinsic inipedance uf the 
Irrcdjurn, , I ,  and agr\in is r l  crcTICraI re-wlt f01. TEM ttmr~srnission linrs. 

C- 

The Ehxi\L'tZriStii. impedallce of the coaxial linc is dciincd as 

w h e e  the f .  for &,, and H,,, frtm Example 2.1 hate becn used. 'l"l~e characteris- 
OC jmpefihnte i3 ~ E ~ j ~ \ . i y  ~ ~ ~ P . . ' l ' r ,  'tnd, 1~1 , ' , ' 1  ~ J L  .&,~;%;Y~TC~ f c ~  r?~4$p2; t ~ i ? ~ ~ j n ~ ~ ~ l  I ~ R R  

configuritions. 
Finally, the power Aoiv [(in the direcrion, cln rhc coaxial lint may he cnrnputed 

from thc Poynting trccror as 

a 1har i s  i n  clear a p t m e n [  w i ~ h  circuir theory. This shcrfls that the fl~lw of p o ~ ~ ~ z r  

id a t r a n ~ , l G ~ ~ i ~ ~ a  lint takes ?ntirt'l_v $ i : i  ~ h r  e1ecu.i~. and ~napnelic- Iiclds herween 

the two conductors; pnwrr is nut transmitted t h r ~ l ~ g l i  rht  conduclm Lhen1l;elves. As we 
umil] see later. for r ] , ~  case of finilcccrmductirri~y. pc7wt.r may cntcl- the ~'onductors. bnl 
his power j s  ~llell lost Lk., hca[ i s  1101 deliverzd 10 rhc Itlad. 

2.3 - THE TERMINATED LOSSLESS TRANSMISSION LINE 

Figure 2.4 shows a Iusslesr. t rans~~cssion 11nc tcnninsted in w~ wbi~rwy load impe- 
dance Z L  . This problent u.i]l illLisiralc wuvc rc flectiun rjtr rransrnission lines. 3 funda- 
rnen~al prr)perty of distributed s~rstenls. 

Assume t l ~ a ~  an incidcn[ wave of the fonn 1.;; ri is generated from a source ar 

2 < 0. Wc have >pen the r31i0 of  VOIL~SC 1i) CuuCnl fc~r  such a tr;ivrlling wave is 

- FIGURE 2.4 A ransnlission lint Lcrmina~ed in a I L K I ~  ~nspodnnce g ~ .  
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Zo, the charac~eristic impedance. But when h e  tine is terminated in stn arbitrary load 
ZL # Zn, the ratio of voltage to current at l f ie  load must be Z L .  Thus, a reflectd 
wave musl be cxcited with the appropriate imp1 ituds to satisfy this condition. The rota1 
voltage on rhz line can the11 be writred as in (2.1 la) ,  as a sutn of incident and reflected 
wdves: 

Similarly, the total current on the line is described by (2.14b): 

The total voltage and current at the load are relared by the load impdance, so a1 z = 0 
we musc have 

Sdvirrg for V,- gives 

The anplitude of thc reflected voltage wave normalized to the arrlplitude of the incident 
voltage wave is known as the voltage trfiection coefficient. 1': 

A current reflection coefficient, giving &e normalized amplitude of the reflected current 
wave. can atso be defined. But because such a current reflection coefficient is jnsr 
rhc negative of h e  voltage reflection coefficient (as seen from (2.34)), we will avoid 
confusion by using only the volhge reflection cmfhcient in this hook, 

The trrtal voltage and cment waves an the. line can then be written as 

From k s e  equations it is seen that the voltage and current on the Line consist of a 
sup':rposition of an incident and reflected wave; such waves are called standing waves. 
Ody when r = O is there no reflwrd wave. To obtain 1 = 0. the load impedance ZL 
must be equal to the eh~acteristic impedance Zo of the transmission line, ns seen from 
(2.35). Such a load is then said to be marched to the line, since there is no reflection of 
the incident wave- 

Now consider the time-average power fibw along the h e  at the pint z: 
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where (2.36) has been used. Tfic rniddlc two I cms in the brackets are ol' lhc form 

A - A* = 2 j 1 ~ ( 4 )  and so are pL~rely imaginary. This simplifies h e  result to 

shrws Lhal the average p o w r  flnw is consranr ar an! point on lht. line, and thu 
fie r o ~ a l  puwer d$i'~vered 10  he 'find I&, 1 is equal ID ~ h c  incirlcni pmer \~I.;$~']zz,,), 
rninos the rcflw.~dd power ((v,('II'~'/~ZO). If I' = I), maximum power is ile1j1~eri.d k) the 
load. no power is delivered for IT; = 1. The above discussion ahsumes rhat the 
gene,rnlor is matched, so thar there is no rere-tlection of ~ h c  rcflcctcd wave From 2 < 0. 

When the load is rnislnai-ched. then. no1 all of h c  avallablc power from the generdtclr 
is delivered to the load. V1is "lot~5" i s  called retrim Irws 4 K t ) ,  and is defined I in  dB ) as 

= -20 log 11'1 d3, 2-38 

$0 &at a matched load (r = 0) hgs a e l u r n  loss {of XI dl3 (no reflected p w e r ) .  whereas 
a turd reflecrion ([l'( = 1 1 has a rt.lurn loss of I) 63 (all i~lcidefll power i h  rcflecred). 

If the load is lnarchcd 10 l int- r-0 and the magnitude ot the k ~ l ~ a g e  on rhc line is 
Ili(z)] = ILn+I. which is a c o n s t ~ t  Such a line is su~nerinles said to be "flui," When the 
load is mismatched, however, the presence of a reflec1t.d wauu Ic;lds to stnndng ~vaves 
where Lhc mapitudc or [lie voltage or1 rhe line i:, nu1 conhlunl .  'I'hus. from (2.36a1, 

where 4 = -: is  the positive dis[apCe rn~';~surcd frnm the load at 2 = I]. and B is thc phase 
uf tbe reflectinn coefticierlt (r = 1. 'I'his reiult shows 1h;it lhe \ :~ l t ;~gc .  magnitude 

osciUales with posirion z along the line. The maximurn value crcsurs when the pliase 
tern c,jiQ-L3[j = 1 - add is given l?Y 

The mhirnum value clccurs when rhe phase lcnn ~ ~ i f i - ~ i j ~ ~  = - 1 -  and is gitcn b) 

As If 1 increases. Ihc rario u i  I/;,,, r o  I,,, increases, so a measure 01 the mismatch of a 
line, called h e  sl~rldi'ing $ t . r r ~ l ~  r t ~ l i o  I S M ) .  can be ?cfimd as 

This quwtitg is also known as the t ' n h q ~  srurttling 111nl.e rcr~io. and is somrrirnzs identified 
as VSWR. From (2.41 1 i l  is seen that SW'R is u real number such [hiit 1 5 SWR 5 x .  
where SWR = 1 implies a rnatch~d load. 

From i2.391, it i s  seen bat the disranct: bctwccn two successive voltage ~naxirns (or 
minima) is t = 2x129 = T,\,/2T - X/Z. ufhilr the ~lislancc bctwcen o masimum and a 
minimum i s  F = r /2R = A/  4. where h i s  the waveieng~h on the transmissina iinc. 
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The reflection coefficient of (2.35) was defined the ratin of h e  reflected to the 
incident u ~ l t a s  wavt mpliiudes ar the load (t = 0). bur this quantity can be gcnrralizerl 
to any poinr I' on the line as frillo\i7s. From [2.34a), with z = - f ,  the ralio of rhe rcffected 

carnpc,nenl tn the incident componcnr i s  

whcru T(1)) is the reflection coefficient a1 z = 0. as given by 12-35). T h i ~  form is usefirl 
whrn trmsIorming the effect of a load rnismacch down  he line. 

We have see11 tllat the real power flow on the line is a constant but that the voIt- 
age amplitude. at least for a rr~isrnarched line, is nscillacoy with position on the line. 
The perceptive readzr may therefore have concluded that the i~nyedance see11 looking 
into the lim must vwy with position, and this is indeed h e  case. At a distance E = -3 

horn fie load, Ihe input irnpedruire seen looking toward the load is 

where [3,.36a,b) have been used for V ( z )  and I ( z ) -  A more usable form may be obtained 
by using 12-35] for r in (2.43): 

ZL cos PP + .jZu sin Ol! 
= zo z~, cos at + j z, ~h ;3t 

This is m import an^ resulr giving the input i~npedanee of a lengh of transmission Iine 
wjlh an arbitrary load impedance. W2 wili refer IO h i s  result as the rrmsrnission Iine 
impedance equation; some special cases will be considered next, 

Special Cases of Losstess Terminated Lines 

A number of special cases of las~less terminated transmission lints will Frequently 
appear in our work, so it is apprr~priatc 10 cclnsider the properties of such cases hex. 

Cnnstdcr first the uansmission line circuir showa in Figure 2.5. where a line is 
terminated in a short circuil, Z L  = 0. Fmrn (2.35) it is seen b a t  the reflection cmficient 
for a short circuit load is T = - I ;  i l  hen l%ilr~ws from (2.41 1 that rhe srmrting wave 
ratia is infinite. From {,2.36) the voltage and current on Ih* L 1' ine are 
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F I G W  2 5  A bansmission 11ne terminatrtJ In 3 shori circuit. 

which shows that C'r = (I at the load (as it should. fur a short circuit 1. while the curreat 
is a maximum there. From (2.44). or the ratio l i I  - E)/I(-l.'), the input impedmce is 

which is sccn ro be purely imaginary for any length. k.  md to take on dl values brtween 
+jw and - j x ,  For example. when 1; = O wc have Z,, = U. b u r  fur l = A/S we h a w  
Zi, = x (open circuit). Equation (2.45~) also shows t h a ~  [he impedwice is periodic 
in t. repeating for rnultiplcs r ~ f  X/2. The voltage. current. and input reactance for ihe 

shorl-circuiled line are plotfed in Figure 2.li. 
Next consider the open-circuitid line shown in Figuru 2.7. where ZL = x. Dividing 

the nunleraror and denominator nf (1.35 1 by ZL and allowing Z L  - x shows h u t  the 
reflection cwffjcicn~ Itor i his case is P = 1, and the s~anding wave ratio is again infinite. 
From (2.36) rhi: vol~age and currenr on thc Iine are 

which shows that now I = O at the load. as e x p ~ t c d  for an open circuil. u-hile the 
vdtagc is a maximum. The input  inlpedancr i s  

Zi, = -jZfl cat BE. 2.46s 

which is also purely imaginary for any IcngLh. I.. The voImge. c-urrunt. and input reactance 
of ¶he open-oircuited line are plol~cd in Figure 2 .8 ,  

blow uonsjder lei-minatcd tranunjssion 1int.s with some special Ienyrhh. I f  f = A!?, 
12-44] shows thar 

meaning that a half-wavelength linc {or any ~ntlltiple of A,!7) does not alwr or transform 
the load impedance. regardless nf Lhe vharac~erisric impedance. 

If rhe line is  a quarter-wa\.elrngth lunp or. I-nort: genercllIg. (! = X/4 , t -  raX/?. for 
= 1,2,3, . . . . (2.44) shows rhar thc input i tnpcdmincc is given hy 
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FIGURE 2.6 (a) Voltage, (b) cument, and (c) irnpcdance (Ri, = O or moo) variation along a 
short-cirr;uited tmsmlssion h e .  

Such a line i s  known as a guaner-wave rransfumer because it has the effect of transform- 
k g  the Ioad impedance, in an inverse manner. depending on the characteristic impedance 
of the line. We will study this case more thoroughly i n  Section 2.5. 

Now consider a trrtnsrnission line of characteristic impedance 20 feeding a line 
of different characteristic impedance, Z1, as shown in Figure 2.9. If h e  Ioad h e  is 

4 if Z 

FIGURE 2,7 A ~transmissio~ line terminated in open circuit. 



'2.3 The ~errninated Lossless Transmission Line 

FIGURE: 2.8 (a) Volrage, (5) a w l ,  and ~ c )  imptdanct (R,. = 0 or x.1 varialicrn along an 

~~m-~ircuitcCJ I P M S ~ ~ S S ~ O ~  li11~. 

infiliilely long. o r  if it is tern~inil~cb in !IS own char3cter1stir: impedance. st1 t ha~  there u c  
no reflecrions from i t s  end, rhen the inpul impedance seen by fced line is Z1, so that 
the reflection caefficienr r i s  

Not al[ 01' the incidtnl W ~ V C  is reilectcd; soms of it i~ transmitled onto ~ h c  scco~d line 
with a voltage amplitude gi\~cn by a trmsmissioa coefficient, T- 

From 12.36a). the uolrage [nr : < O is  

where 1: i s  the amplitude ol' the incident voltage wave on thc feed line. The v u I t 3 ~ c  
wave for z > O, in  the abscr~ce of  ~fiectiunr. is outgninp only, and can  bc writtun as 
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FIGURE 2.9 Reflection and transmission at the junction of two transmksi~n lines with different 
characwristic impedances. 

Equating these voltages at z = O gives the transmission coefficient, T, as 

The u~nsrnission coefficient bemeen two poin~s in a circuit is often expressed in dB as 
the irlrerrtan loss, I L .  

POlNT OF I N T E m  Decibels md Nepers 

Often the ratio ctf  two power levels, Pi and P2, in a &rowave system is expressed in decibels 

Thus, a pow- ratio of 2 is equivalent to 3 dB, while a power ratio of 0.1 is equivalent to 
- 10 dB. Using power ratios in dB makes it easy to calculate power Loss or gin through a series 
of components. since rnultipIicative Loss or g&n factors can be accounted for by adding the loss 
or gain in dB for each stage. For example, a signal passing through a 6 dB atrenuator followed 
by a 23 dB amplifier uili have an overall gain d 23 - 6 = 17 dB. 

Decibels are used only to represent power ratios, but if PI = v,,'/ R~ and P2 = fi2/i??, then 
the result in terns nf vol~age ratios is 

where Ri, R2 are the load resistances an4 V,, Vz are the voltages appearing acmss these loads. 
If the Load re~ist~mces are equal. then this formula simplifies m 

K 20 log - d B  . v? 
The ratio of volbges m s  equal Inad resistances can also bz expressed in terms of nepzfi 

Wpl 

vi In - Np. 
v2 
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The comesponding expression iin terms of powers is 

I PI 
- In - Np. 
2 P 

since voltage i s  proportinrral to thc s q u m  root of power. ~ransmission line attenuation is often 
expressed in ncpers. Since 1 Np cpmespunds ro a power raLlr) ol f.'! rht conversion bcrwccn nepsrs 
and decibels k 

INp - I 0  lug F '  = 8.686 dB 

Abstdute pwcrs  cm dsu bc expressed in decibel notsti~n il' a r e l i l r e m  power Iwel is 
assumed. IF we let & C! 1 mW. the11 ths p w c r  PI caII be expwacd ih dBm as 

I I IU log - bBm. 
1 mW 

Thus a pwer of I mW ir; O dBm. while a power rll' I W is 30 dBm. ctc. 

2m4 THE SMITH CHAAT 

The Sjnjth chart. shown i n  Figure 2.10. is  u graphical aid that i s  verq usc.iu1 $+hen 
solving trarls~nissinn linc pr~lblems. Alrhough there arc a number of other impedance 
and reflection coefficienl charts tha~ can be used for such problems 131. the Smith chart 
is probably the hest known and most ~\:idely used. It was developed in 1939 by P. 
Smith at the Bell I'elcphonr Laboratories 141, The reader may feel [hat. in this day 
of scientific c;llculatn~ and pclwerfuI compuiers, graphicid solulions have no place in 
modern engineering. 71re Snrilh c h w .  huicei-er. is amre than jusr a grarrplrical technique, 
Besides being an inreera] pan, of n ~ u o h  uf rhe curreot computer-aided design (CAD) 
software and test equipment for rnicrou,nve design, the Srni~h c h m  provides an extremely 
useful ncay visualiz~ng 11-ansmission line phenomenon and .so is nIsu imponant for 
pedagogical T C L L S ~ ~ Y .  A micl-owave engineer cat] develop intuitiun ahout transmission 
line and impcdmce-matching probIems by ltaminp ro think in tenns of Lhu Smith dla1-t. 

At tirsl glance the Srnith cha-t may seem inlirnidaring, but the key to its undtrsta~lding 
is 10 realize that it is cssmciall y n p l a r  plot of the voltage reflcclion coefficteat. r, 1-et 
the reflccrian coefficicnr be expressed in magnitude and phase (polar) f~mn as 1' = IT~P''. 
Then thc magnitude !rl i~ plotred as a radius f 11-1 5 1 1 from the center of the charr. and 

angle 6'- 1803 5 B < 180") is rncasured from rhe riglrc-hand side crf ibe hnrizontd 
diameter. Any passivel) r ~ i i l i ~ i i b l ~  [IT 5 I )  reflection coefficient can lhen be platted 
a unique poinl on the Smith ch;ut. 

The real uriliry of the S m i t h  char-t, however, lics in [he hcr that it  can k used 
to convert from reflection cueificienls LO normalired impedar~ces (or ndmitlances). and 
vice versa, using rhe impedance (or admiltancr?) circles printcd on the chart. When 
dealing wilh impedmccs on a Smith chart, nurmdiazd quantitites are gcnmlly  used, 
which we will denote by lowercase letters. The normalization cunsrant 1s usually tile 
chwcteristic irnpcdance of the line. Thus. 2 = Z;Z(, represents the nomalixed version 
of tthc impecliuc 2. 
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FIGURE 2.10 The Smith chart. 

Tf a lnssless line of characteristic impedance ZiI is terminated with a load impedance 
ZL, the reflection coefficient at Lhe load can be written from (2.35) as 

where i;~ = ZL/ZO is rhe normalized load impedance. This relation can be solved for 
ZL in rtm af r to gjve (or; f m  (2-43) with & = 0) 

This cnrnplex equation can be reduced LO lwn real equafiuns by writing r and ZL in 
terms of their real mb i r n a g i n q  park. Let T = r',. i- jr,, and z~ = r-L t jxL. Then. 
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The real and irnagi~lq parts of this equation can be found by multiplying rbe numgramr 
and denominator by the complex conjugate of Lhe denominator tq give 

which are seen to represent twcl families of circles in the I-,, T, plane. Rcsistwcr circles 
are defined by (2.56a). and reactance circles are definzd by (2.56b). For e.rzmple. the 
TL = 1 circle has its cenrcr at r, = 0.5, I?, = 0, and h a s  a radius of 0.5. and so passes 
through lhe center rrf  h e  Smith chart. All of the resistance circles of (2.5631 have cenlets 
on the horizontal T, = O axis. and pass thrwgh the r = I puin~ c}n the right-hand side uf 
h e  chm. The centen of all of thr reactance circles of r 2.5hb) lie on the venical T, = I 
line (off the chart], and these circIes also pass through the 1' = 1 point. The resistance 
and reactance circle,s are orthogonal. 

The Smith chart can also be used to graphically solve the mmsrnission line impeduce 
equation of (2.44). since this can be written in terms of the generalized reflecrjon coef- 
ficien t as 

where is rhc reflecrion coefficient at the load. and P i s  111e (posi~ivc) length of' trans- 
mission line. W e  then see that (2.57) is of rhc same form as (2.54). differing ody by the 
phase allgles of [he r ~crms. Thus. if wc hat-e plotted the ruflcrtion coefficieflt Il'jr--jH at 
the load. &e normnlized i n p u ~  impedance seen looking into a length i! of rransmission 
l ine terminated with 2, can be found by ro~afirtg h e  paint clockwise an arnnutlr 23-! 
(subtracting 2$r from H I  around the center nf the charr. The radius slays the salne. since 
the magnitude of r does nu1 change with positiun along the line. 

To facilitate such rotations, the Smirh chrrrl hus scales around its periphev calibrated 
in electrical wavelengths, rowmd and away frum the ..genera~or" (which jusl means the 
dkection sway from the load]. These scales are reIati\le, so only the difierence in 
Wavelengths between two points on the Smith chart is meaningful. The wales cover a 
raa_ee of 0 to 0.5 wavelengths. which reflects the Caul that [he S~nich charl aulornaficdly 
includes the periodicity ot'uansrnission lint: phenomenon. Thub. a Iii~e of length lor 

my multiple) requires a rotation of 20E = 2-rr mound lhe center of the chan. bringing 
the point back to its orignal position. showing tbar the input impedance of a load SW 
through a A12 line is unchanged. 
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We wiu now illusuate &e use of the Smith chart for a variety of typical transmission 
line problems through examples. 

EXAMPLE 2.2 Basic Smith Chart Operations 

A load impedance of 130+ j9I) fl terminates a 50 transmission line thal is 0.3X 
1 long. ~ i n d  the reflection ~Aefficiot  at [he load. the reflection coefficient at the 

input to h e  line. the input im~dance ,  the SWR on the h e ,  md Lhe return loss. 

Solution 
The normahxed laad impedance i$ 

which can be plotted on the Smith c h ~  as shown in Figure 2.1 I. Using a corn- 
pass and the voltage coefficient scale below h e  chart, the reflection coefficient 
magnitude at the load can be read 3s (T[ = 0.60. This same cornpass setting can 
then be applied to the standing wave ratio ISWR! scale lo read SWR = 3.48, 
md to the rerum lc~ss ( i n  dB) scale to read RL = 4.4 dB. Now draw a radial line 
h - o u ~ h  + the h a d  impcdace point, and read the angle of the reflection coefficient 
at the load from h e  outer scale of thc chart as 2 1.8". 

We IIWW draw an SUX circle ~l~rough the load impe.dance point. Reading the 
reference positinn of the load on the wavelengths-loward-generator (WTG) scale 
gives a vdue of  0.220A. Mrwing down the Line 0.3X toward  he generator brings 
us to 0.520A on [he WTG scde. which is equivalent to O.OZOX. Drawing a radial 
line st this position - pi ves h e  f l ~ m l a l i ~ e d  input impedance ar Lhe intersection with 
SWR circle of zk  = 0.255 + 30-1 17- Then the input impedance of the line is 

The reflection cr,efficient at the ICY& stid has a magnitude of (rl = 0.60; the 
phse is read from the radial line at the kpul and the plzase scale as 1 65.8'. 0 

The Combined Impedance-~dmittance Smith Chart 

The Smith chart can be uscd for normalized admittance in the same way that it is 
used for normalized impcdmces, and it. can be wed to convert between impedance and 
admitmnce. The latter technique i s  based on h e  fact that, in nclrmalized form, the input 
impedance of a load ZL connecred to f l  X/4 h e  is, from (2,441, 

which has the effect of converting a norrnalized impedance to a normatized admittance. 
Since a con~plete revolution the Srnith chart corresponds to a length of A/2, 

a X/4 transformation is equivalent to rgmting the chart by 180'; this is also equivalent to 
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FIGLRE 2.11 Smith char1 i+,~r Exarnpk 2.1. 

i,~~aging given impedmcc (or d b i r m c e  1 point across the en t e r  af the cl~iln iu obtain 
the corresponding adrnirtance (or mspedancci pr~inl. 

Thus, rlrc same S~nirli c h u ~  can hc uhcd For bod1 i~i~pecia~rt'e and a d n ~ i t r a ~ ~ c r  caldu- 
latiuns during thc stilutiol~ of a given pn~hIem. .41 different stapes o f  the ~olution. then. 
the chart may bc cither ail irtlpr'di?/rrt~ S ~ ~ t i r l ~  vhrii.r or an tt(l~r~r'fl~rrrc,c~ Snrirh c,hiig-f. This 

procedure can bu nmde jess conl'i~sins by using a Smith chart that has a superposition oi' 
che scales for a regular Smilh chart and the scales ni'a Smih churl which has t e n  rotated 
180'. as shown in [Cigure 1.12. Sllr l l  a ch;m is r~fbrred as ;in i ! ~ ~ p ~ d o n r - c  rrnd ird~niihrrri'~ 

S~nith ~,hcmr.r and usually has dillcren t-col~>ret] scule.~ for impcclancc and adrnillai~ce. 

EXAhlYLE 2,1 Smith Char1 ()perhfioos TTsing Adrnittancts 

.4 Iuad nf Z1. - 100 - j30  I ?  ~cn-niniitcs a 511 I t  line. What arc t he  load 
I adrnittu~ce md the input admittance ii' thc line is U.lSX long? 
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S~tu-tio~r 
%e normalized \oad impedance is zr. = 2 + j I. A standard Smith chart can 
be used For this problem by initiaiIy considering i~ as m inipedance rh;irt and 
plotting z~ and h e  SWR circle. Conversion to admittance can be accomplished 
with a A/4 rotatinn of  z~ (easily obtained by drasving a straight line through 
z~ and the center of the chart ro intersect thc- SUrR circle). The chart can now 
be tonsidered as an admittance chart. and h c  inpol admitmce can he found by 
rocating O. 15 A from y L. 

Aliematively. we can use the combined zy chart of Figure 2.1 2. where con- 
version between impedance w d  admittance i s  sccomplished merely by reading 
the appropriate scales. Plotting ZL on the impedances scales and reading the 
adminame scales at this same p i n t  give y~ = 0.40 - jO.2U. The actual Toad 

FIGURE 2.12 ZY Smirh chart with mlutim for Exampie! 2.3. 
- 
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admittance is  then 

Then. on the W'I'G scale, the load ad~nirtanue is x c n  tn Rave a r~fcrence positinn 
af 0.2 14A. Moving 0. ISX  past this poinl brings us ro U.36-4X. .4 radial line 
at his pninr on rhc WTG scale inrerse-L.L.+ thc SWK circle at an adrni~~ance 
of y = 0.61 + ~0.66 .  The actual inpur admittance is then 'I= = 0.11132 t 
j0-0 132 S. 0 

The Slotted Line 

A slotted line i s  a trmsrnissic~n line configuraian (usually wavcguibe or cfia~) that 

allows the sampling ihc rluctric tield an~plirude of a srandins n-ilve PII a Lcrrninureil 
line. With this dcvicc. the SWR and rhc discatice of ~ h c  [irsl vol~ape mininiu111 f r r~m 
the lod can he n~easured, and from this data thu load impedance can he d e t e r m i n d  
Note that because the load impcd:~nce is in  gencr~l n complex numl7er I w i ~ h  rwcl tie- 
grees of freedom I. iw.o dis~incr quantities 111u.il1 bc measured \ v i h  the clotted linc 117 

uniqucly determine this impedance. A rypiral waveguide sluttrd line is  511oii,n in  Fig- 
we 2.13, 

Although the s1u~rr.d line ~lsed lo he Ihe principnl way of meuxuring url u~~lcnuwn 
in~pedmce at microwave frequencies. i t  bas k e n  ellargely superseded hy the modern vw tor 

2.13 An X-band waveguide slutled Iine- 

Courtesy nf l icwlet~-PachP ~~~, h t a  Rosa. CJif. 
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network analyzer in terms of accuracy, versatiIity, and convenience. The siottd line k 
stiIl of some use. fiowever. in  cefiain iipplicatiuns such as high-millimeter wave frcquen- 
uies. or where i r  is desired tr, avoid conneclor mismatches by cnnnccting the unkflown 
load directly tn the slotled line. thus avoiding the use of imperfeci msitions.  Anothcr 
reawn for studying the sloft~d line is thai i t  provides an 1inexce1led fad for Icmln,a 
basic conceprs of standins \yaws md mismaiched tra~~smission h e s .  We will derive 
expressiuns for finding the unkvown load impedance from slotted h e  measurements and 
d s o  show how the Smilh char1 can be used fur the same purpose. 

Assume tha~, for a certain tern~inared line. we have measured the SWR on the line 
and t-, h e  distancc horn the load ro the first voltage minimum on the line. The load 
impdance ZL can lhen be drttermiried as Tallows. From (2.41) the magnitude of the 
reflectjun coefficient an the line is ibund frtln~ rhe standing wave ratio as 

From S x  tion 2.3. we h o w  that a voltage minimum occurs when ejc8-w" = - I ,  where 
8 is the phase angle of the reflection coefficient, r =; II'jP" .e phase of the reflection 
coefficien~ is then 

where i!,, is the distance f b m  the load to thc first voltage minimum. Acludly. since 
the voltage minimums repeat every A/2, whew A is the wavelength on the line, any 
multiple. of X/2 can bc added to without chmging the result in 12-39), because this 
just amounts to adding 2dn,\/2 = 27r~l. to 8, which will not change r. Thus, the two 
qaantjties SWR and 1 ' ~ ,  can h. used lo find the complex reflecljon cciefficient I' ar the 
load, l c  is tillen straightforward use (2.43) with P = 0 to find the load impedance 
from r: 

The use of the Smith chart in solving t h s  problem is best illus~ated by an example. 

EMZPLE 2,4 Impedance Mcasuremenf with a Slof tod Line 

The following two-step procedure has been carried out with a 50 i1 slotted line 
1 to determine an unknown load impedance: 

1. A short circuit is placed at the load plane. resulting in a standing wave on 
the line with infinite SWR, and sharply dei'lned voltage minima. as shown in 
Figure 2.14-a. On the arbitrarily positioned scale on h e  slotted line, voltage 
minima are recorded 
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Unknown 
h i d  

FIGURE 2.14 Volragc htanding wave pattcrns I'nr Exmple  2.4. (a)  Skmding wave fur 
short-circuit load. I b) Stillldinp wavi: for udnouru load. 

2. The short circuit is wtnoved. and rrpl:~ct-d wirh rhe unknown load. The 
$landin wave ratio is measured as SWK - 1-5, and voltage minima. which 
are no1 as sharply defincd as those in slep 1. are recorded at 

as shown in Figure 2.l.lh. Find the load impedance. 

Solrltion 
Kfiowing th;u t'oiiagc minima repeat every X/2. u7e have from rhc data of 
srep 1 above t h ~ t  ,\ = 4.0 cni. In addition, bctallse the reflection cocfticirnt 
and input irnpcdance also repeat every .I/?, we can consider the load terminals 
ro be effectively located a1 my 01 11le voltage rnininla locatinns Iisted in  stcp 1. 
Thus, if we say the load is  nt 4.2 urn. the11 [he  data from stcp 3 shows that the 
next volrage minimum away Prom rhe Ioad rjccurs at 2-72 cm, giving I,,, = 

4.2 - 2.72 = 1.48 crn = 0.37X. 
Applying (2.58H2.EiC)) lo  his d u d  gives 
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For the Smith chart version nf the solution. we begin by drawing the SWR 
circle for SWR = 1.5, as shown in Figure 2.15; the unknown normalized load 
impedance rnust lie on this circle. The reference ~har we have Is   hat the lnad is 
0.37X away from ihe fist voltage minimum. On tht  Srni~h chafi, rhe position 
of a vc~ltage minimum corresponds to the minimum impedance pninl (minimum 
voltage, rnaxinium current). which i s  the horizontal axis (zero reactance) tn the 
left of h e  origin. Thus. we hegin at the voltage mini~nurn point and move 0.37A 
toward the load (counterclockwise). ro the normalized load impedance point. 
a~ = 0.95 -k j0.4, as shown in Figure 2.15. The acn~al  load impedance is then 
Zfd = 47.3-tj20 S2. in cIose agreement with the above resuli using ht. equations. 

Note that, in principle. vr~l~agrs mxxirna locatinns could he used as well as 
voltage minima positions, but tl-iat voltage mininla are more sharply defined than 
voltage maxima, and so usually result io greater accuracy. 0 

F ~ G U R E  2.15 Smith chart for Example 2,4. 



2.5 The Quarter-Wave Transformer 

2.5 - THE QUARTER-WAVE TRANSFORMER 
Thc quader-wave trantifumm is a useful and pracrical circuil rur impedance miitching 

and also provides a simple uansmission line circuit that further illustrales the properties 
of standing waves on a mismatched line. Although we umill shldy Lhc de~ ign  and perfor- 
mance of q~~arfer-wave matching uansft?nntlrs more ex~ensively in Chaprer 5 .  the main 
pul-pvhe here i s  thc application of' the preb i o i~s ly  dc-velopcd transmission linc theory to a 
basic rransmissir,n linc circuit. WZ will lirst approach ~ h c  problem from the impedance 
vicwpcrint. and then show how this result ~ 3 1 1  a150 be i ~ t z r p r c ~ e d  in l ems  of an inhnile 
set af rnulliplc rcflrcr ions nn rhe mnlching seclion. 

The Impedance Viewpoint 

Figwe 2.16 shuws a circui~ zrnpl(~y ins a quarter-wave transf~rmer. Thc load resis- 
a c e  RL,  and thc rccdlinc characterir;tic impedance Zlj. are bvth rtal and assumed to be 
given. These two components are cnnnected u.ih a Iosslcss piece of transmission line af 
(unknown) characteristic itnpzdarrce 2'1 and leng~h X/4. Ir is desired to rt~atoh the I{,ad 
10 the 2,) line. by using rhc X:'4 piece of' linc. imd so make r = C] looking iriro the A/3 
matching section. From (2.441 the i n p u ~  impedance 5, can be found as 

To evaluate rhis for 3C = Q ~ i . 4  J { , \ / ~ I  = x j 2 ,  we can divide h e  mmerator' arrd denom- 
inaror by Ian j i k  yli c&e the limit as $ + T / Z  10 .get 

In order for r = 0, 'Fk!e must have .2;, = ZO, which yield& the ch'xacteristic impedance 
Z1 as 

*e geomerric i l ieaI1 or h e  loid a d  source impedmces. Thcn  here will be no standing 
waves on Lhc fcedlinc (SMJR = I). a l thou~h  [here wil1 hc s~anding waves on the X,t4 
matching section. Alsrl. the abavc cotldi~iun applic?: only when rhe length of the m ~ c h i n g  

FIGURE 2.16 ~ h p , q ~ ~ r - w v e r n g t c h i n g  k&cmner+ 
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section is X/4. or an odd nlultiple (27,. + I )  of A/4 lung, so that a perfect match may be 
achieved at one frequency. but mismatch wdl occur at other Frequerrcics. 

EXAMPLE 2.5 Frequency Response of a Quarter-Wave Transformer 

Consider a I d  resistance RL = 100 Q, LO be matched to a 50 Q h e  with 
I a quarter-wave transfor-mer. Find the charactcrisriu impedance of the matching 

section and plot the magnitude of the refleaion ct~efficient versus normalized 
frequency, !/lo. where jo is the frequency at which UIC line is X/4 long. 

Su/itriorr 
From (2.631, the necessary characteristic impedance is 

The reflection coefficient n~agnitude i s  g v e n  as 

where the input impdance Zi, is a function of frequency as given by (2.44). 
The frequency dependence in (2.44) comes from the B l  term. which can be 
written in  terns of $/ $, as 

whcrr: it  is seen thal =. ;7/2 for f = I,, as expected, For JGgher fieyeacies 
the line looks electrically longer. and for lower frequencies it looks shorter. The 
magnitude of the reflection coefficient is plorted versus !,/So in Figure 2.17- Q 

FIGURE 2.17 Reflection cwfficicni Venus normalized hquency for the quarter-wave tram- 
~ I T W F  of Example 2.6. 



This method or impedance malching is limited io r ed  load impedances althuugh a 
coqplex impudancr can rasily bc made real. al single f ~ q u r a r ~ ,  by wahsf~maion 
through at] apprupriare length of line. 

T& analysis shows how useful Lhe impdance CLWcept can be when svlving 
traslnission line prnhlems. and rhis rnclhod is probably rhe preferred nle~hod in prnclice. 
11 rnav ;ljd our undersmndinp oI' lhr rlumer-wave r r a n ~ f o r ~ l ~ c r  c and r,rhcr u-ans~nission 
J.mt c.j~~ujlsL ~JJWELPJ, jf wc DJJW Ji~nJi 9 1  js fri3~n I ~ G  vicw)~r)iul pf' nj~Jlj$~? J - L ~ ~ E c L ~ D ~ ~ ~  

The MuIt iple Reflection Viewpoint 

F'isilre 2.1 8 ! ihi~ws [he qUar?Pr--\h.ave 1r;lnshTIler C ~ C U ~ !  ~ 4 %  refleaion and transmis- 
sion cocfficien ts  dclined as iollows: 

r = overidl, clr tr~lul. rcfl ccticln cuef'hcien~ of' a wave incident on t17e ,j , ~ - ~ ~ q f c l m ~ T  

(same as r in Exr~mple 3.5). 

rl = partial reflection cwefficica~ of a wi iw incident ox1 a load 2,  - fronj rile z,, line. 

rl = p;?~~ iaI  mflediun u~efficient of a wave incidcni on a load zL,, froln [he z, line. 

r3 = pali;il tefIecti0n coefficienl or s \\-avc incidcnl un a load HL- froin the ZI 
linc. 

TI = partial tmnsmission coefficient i l f  ii u-:ive from Lht 2,) line inlo ~1~~ Z, line. 

F I G h ~  2-18 Multiple refkction of the quilrter-wave m s f - ~ .  
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These coefficients can then be expressed as 

Now think of the quarter-wave transformer of Figure 2.18 in the tima domain, and 
imagine a wave traveling down the Zll feedline toward the wansfomer. Wen the wave 
first hits the junction wilh he 2, line. i t  sees only an impedance Z1 since i t  has not 
yet traveled to the load RL and can't see that effect. Par[ of the wave i s  reflected 
with a coefficient T I ,  and part i s  transmitted nntu thc Z1 line with a coefticien~ TI. 
The transmitted wave then travels h i 3  to the load, i s  reflecfed with a coefficient r3, and 
travels another XI4 back to the junction with the Zu line. Part of  this wave is transmitted 
through (to the left) to h e  Zo line. with coefficient T2. and part is reflected back toward 
the load with coefficient r2. Clearly, this process continues w i ~ h  an inf ini t  number nf 
bouncing waves, and the total reflection coefficient. TI is the sum of ail of these partiat 
reflections. Since each round trip parh up and down the X/4  transformer section results 
in a 180" phac shift (90' up and 90" down). the total reflection coefficienr can be 
expressed as 

Since Ir3 1 < 1 and lrzl < 1, the infinite series in (2.65) can k summed uing the 
geometric series result that 

for 121 < 1, 
w=o 

to give 



2.6 Generatof and Load Mismatches 

me nurneratur of this expression can bc simplified using (2.64) to give 

which is seen r o  vanish if we choose 21 = j Z , , X L .  as in (7.63). Then r clf (2.66) 
is zero. arid rhe line is matched. T h i h  ar~alysi?i shnws r h a ~  rhr ma~ching property of h e  
quarter-wave transformer comes abmt by properly selcc~ing ~ h c  characteristic in~peliance 
and length of the rt~alc'hing section so thzt ihe supcrpusilian of all the prutinl r t*iI~c~ions 
add to zen). Under $le~dy-sta[e caudi~ions. :in infinite surll of $$'acts hv~lit-tg in &e 
sanie direction w i h  the same phase velocity can bc combined into a single haveling 
wave. Thus. 1hc jnljnite set nf waves traveling in the f o r w ~ d  and re\jcrw dildections  or^ 

the matching secrion can be rduced h~ Lwo waves. travcIins i n  opposite direcri~na. Sce 
Prableln 2.24. 

2m6 GENERATOR AND LOAD MISMATCHES 

In Section 1.3 u.c rrea~ed rhc tcrnlinatrd I rn~sr~ralchecTI Wwsmission li~ie assuming 
Lhai the generator was matched, st) that no reflec~iuns occurred at the pcneraliir. In 
general, however. htvh generator rtnd lo& may presenr mismatched iinpedar~ccs lu ~ h t .  
~rmsrni~ssion tinc. We will srudy Lhi.4 case. and also set. U I ~ L  ~hl :  condition for n~aximuin 
power trans]-cr from the genrra1r)r t n  the lpad may, in stunt: sjtua~ions, reyliirt: a siandi~li 
wave an the line. 

Figure 7.19 shows a tranr;rnission line circuil with arhifrary genesator md lwld i m p  
dunces, Zg and 2,. which n1ay h~ c tmpl rx .  Tllz irnsrnission Iinc is asst~rnccl t o  be 
losslr?ss, with a length C and characteristic impedance Z,,. Th is  circuit i s  general enough 
lo modcl moa pawive and active netivotls that occur i n  practice. 

Because both the gencwtnr and load arc misn~;rrched, nlul~ipk: rcflec~ians can oc- 
cur on  he l im,  as in cht. pmbletn ol' rhc quarter-wave rransfomer. Thc presenT circuit 

FIC;UI1E 3.19 Transmiwion line circuir t'or mismatched Ichd md generator. - 
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c d d  &us be malyd using an infinite series to repremf he multiple bounces, as jn 
Section 2.5, b u ~  we will use the easier and more useful method of impedance t~ansfor- 
mation. The input impedance looking Into h e  terminated ~msmission line from the 
generatar end is, from (2.43) and (2.441, 

1 + rpe-2j3f Zf + jZo tan !'j! Zin = Za I - ree-U$f = zo 2, + j.Zt tan m' 

w h  re is the reflection cmfficien~ uf the bad: 

The voltage on cbe link can be written as 

4 we can h d  V z  from the voltage at the generator end of the h e ,  where x = -& 

This can be rewTitten, using (2.67), as 

where Pp is the reflection coefktent seen looking into the generator: 

The standing wave ratio on the line is then 

The power delivered to the Ioad i s  



2.6 Generator and Load Mismatches 

NQW let .Zi, = B,, t jXi, add Z, = I?, + jX!]; then (2.74) can be reduced to 

I 
P = - ~ v ~ / ~  R i n  

2 rn,, + R , J ~  + (xi,, + x,)? - 

We now assume thar the generator impedance. Zy. is fixed. and consider three caws of 
load impechnce. 

Load Matched to Line 

In this case we have ZI = Z,,. so = 0, and SWR = 1, from (2.58) rnd (2.73). 
Then the input i m p e h c @  is Zi, = Zo, and rhe power delivered to  the Inad is. firm 12-75), 

Generator Matched to Loaded Line 

In thjs case the load in~pedanue Zf an* h e  transmission line parameters i-18. Zu 
itre chosen w make thc input impedmce Zi, = Zg. so that h e  generator is matched 
to the load presented by thc terminated transmission line. Thcn the overall reflection 
coefficic-nt. r, is zero: 

There may, however. be a standing wave on the line fiince f may not be zero. The 
power delivered to the load is 

Now c~bsctvc r h a ~  even thnuzh rhc loaded line is matched to the generator. the- power 
delivered to  he Inad may he less rhan the powcr delivered to the: load frnm (2.761, where 
Lhe loaded line w;Fs not necessarily matched In the generatnr. Thus, we are led to the 
question of what i s  t h ~  optinlunl Inad impdance. or equivalently. what iri the optimum 
hput impeilince, to achieve rnaxi~num power rransk-r to the Inad for a given generator 
impedance. 

Conjugate Matching 

Assuming that the penerator series impedance. Z,. is fixed, w t  may vary the input 
impedance Zj, until we achieve the maximurn power delivered to the load. Knowing 
2,". it is then easy 10 find the corresponding load impedance Zr via an impedance 
wansformation along the line. To maximize P. we differentiate with respect to the red 
and imaginaq p m  uf Z,,,. Using ('2.75) g~vcs  
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Sojving (2.79a.b) simultaneously for R;, and X;, gives 

T h s  condition is knuwn s conj ugak matching. and rcsulls in maximuin power transfer 
to h e  load, for a fixed generator impedance. The power delivered is. kom (2,741 and 
12.80h 

which is seen tn be greater ~ h m  OI. equal ilo the powers of 12.76) or (2.78). Also note 
that h e  reflccriun coefficients T r .  Ts. and r may k nonzero, PhysicalIy. this means 
that in some cases the power in the ~nultiple reflections on a mismatched line may add 
in phase EO deliver n~nl-c power to the load tha1-i wvuld bc delivered if the line were flat 
(no reflections). If the generator impedance i s  real (3G = 0): h e n  the last two cases 
reduce to h e  s a c  result. which is chat maximum power is delivered to the load when 
ihe loaded line i s  marched to the generator (Ri, = X,, w i h  :Xi, = X, = 0).  

Finally. note that nneichcr malching fur zero reflection I Zt = Zn) or conjugate rnatch- 
ing (Zip = 2;) necessarjly yields a system with the best efficiency, For example. if 
Z, = Zt = Zn then both load and generafor are marched (no reflections). but only haif 
the power pmduccd by h e  generator i s  delivered to h e  load (half is lost in Z,), for a 
transmission efficiency of 50%. This efficiency can only be improved by making 2, as 
small as possible. 

2.7 LOSSY TRANSMISSION LINES 

In practice, all transmission lines have loss due to finite conductivity andor lossy 
dielectric. but these losses are usually small. I n  many practiical problems, then, loss may 
be neglected. bul nr ~imes h e  effect of loss rnay bc af interest. Such is the case when 
dealing with tlre attenuation of a uansmission line, or Ihe $ of a resonant cavity, for 
example. In this seclioii we will study ~ h c  effects of loss on transmjssion line behavior 
and show how ~e attenuation constant cm be calculaied. 

The Low-Loss Line 

In most practical microwave transmission lines the loss is small-if €his were not 
the case. the line would be of iinlc practical value. When the loss is small, some 
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approximations can be made that simplify  he expressions for the genera! transmission 
line paramcrers of -, = a + jfi and 20. 

The genaal exptession for ~ 1 i e  complex propagation constant is, from (2.51, 

which can be remmged as 

IC the line is low-loss we can assume ha1 R << d L  and G << dC', wbic.h means mat 

both the ~wnductor lass and dielectric lass are srnaI1. Then. RG g d L C ,  md (2.83) 
reduces to 

If we were to ignore the (.R/u.'L t G/&tf?) term. w a r  ivould c~brain the cesul~ that -j ww 
purely inlagir~ary Ino loss), so we will instead use the first two terms of  the Taylor 
series expansion for v'I + x  E 1 + r,!2 + - a  to give 111. lirsr higher order real renn 
for r: 

so that 

where = is the characteris~ic impedance of the line in the ahsence of lass. 
Nore from (1 .85h)  that the propagarion consrmr .3 is the salve as the Jossless case of 
(2.12). By the srmc 01-der of approximation. the characteristic impedance Z,, can be 
approximated as a red quantity: 

&ualions (2-85)-(2.85) are known as the high-lrequency, low-loss approxirna~ons for 
transmissiotl Lines, and are importarit bccausc thcy show that the propagation constant and 
characteristic impedance for a low-loss Iine can be clusely approximated by considering 
h e  line as iossless. 
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EXAMPLE 2.6 Aitenuation Coqstant OF the Coai6al Line 

I n  Example 2.1 the L, C,  n, and G paramewrs were derived for a lossy coaxial 
line. Assutning the loss is small, cUculafe the attenuation constant from (2-85a) 
and the results of Example 2.1. 

Using the resulrs derived in Example 7.1 - elves 

Where g = is the intrinsiq impedance of the dielectric material fdl- 
ing the coaxial Lipe. Also, 9 = = w , , i z ,  and Zo = ,/- = 
t73,'2~1 In b/&. .O 

The above rnelhc~d For the cdcularicln of artcnuarion requires rhat the line parameters 
L, c. and G be known. These can uftcn be derived using rhr forn~ulas of (2.I7E 
12-20>, but a more direct and versatile Fioccdure is to use the penurbation method to be 
discussed shortly. 

The Distortianless Line 

can be seen kern the exact equations (2.82) and (2.83) for h e  propagalion 
constant (lf a hssy  line. the phase term 3 is generally complicated function of frequency, 
w. when Ioss i s  prescnt. In partiuula-. we nore ha t  ,3 is p e n u d y  exactly a linear 
function of lrcquency. as in I2.85b). llnkss the line is lossless. If :'j is nnr a linear 
function of frequency (of ihe f0Tm ij = u). then he phase velocity vp = u i / ~ j  will 
be different for different frequencies d. The implication is: thar rhc various frequency 
components of a wideband signal will tr&veJ w i h  diffcrcnl phase vtloci~ies. and so arrive 
at the receiver end of the transmission line at slightly different ~imcs. This will lead to 
disp~rsiot~. a distortion of the signal, and is generally an undesirable effect. Granted, a- 
we have ~ ~ u e d  above. the departure of ,? from n linear function may k quite small. but 
the effect can be significant if the line is very Ir,ng. This cffec~ leads to h e  corlcepi af 
group velocily. which ure will address in  detail in Secciun 3.10. 

There is a special case. tmwever4 of a Lossy line that has a linear phase factor as a 
function of frequency, Such a line is called a distortionItss line, and is characterized by 
line parameters that satisfy h e  relation 



2,7 L o s q  Transmission lines 93 

From (3.83) the exact complex propagarion consbm. undri rile cunditinn 3peeified hy 
(2.$7), reduces lo 

- .  
which sho~vs that 3 = ddK7  IS  a I I I ICX functicln 01' frequency. Equation (2.88) alstl 

that the sttenualiim consranl. t i  = ~ m .  is nor a fuilction of frequency. so 
tha~ id1 frequency ct~mponents W i l l  be attenuated by the 5ame arnoilnl Incrually. J? i s  
wudly a we& function of frequrncyi. Thus. the disrorlinnless line is 11i1t loss free. but 
is capable of t'ps~ins 3 pulse or mc~dulatian cn\-ehpe wilhuut distufiion. To obl&in a 
msn~ission linc with ~?;11;?111ct~r.c; tllat sniisfy (2.87) irlicn reljuirt.5 lhzr L br increased 
by addine series Iuading coils sp:lcrcl pcric~dicaIly dong the h e .  

The abuvu theory for rhc disturtinnless line was first dcvdoped by Qliver Heavisjde 
ISSO- 1925 1 .  a reclu-iirc gel-riu? khtt. u'irh nu fornlnl educaticm. s o l ~ d  rn:lny prubicms 

in trrinsmis,c;ion Iine ~ h c n p  3116 wnrked Maswcll's original theory of e l ec t ro l~~a~r~c t i sm 
into the tnodtrn and nlurc itsable i'ersion rhar wc are frlmiiiar M-ith today IS], 

The Terminated Lossy Line 

Figure 220 shows a Itngth i of i* \\r.rssy rr~~jsmissiors iinc ~err~dna~ed i n  3 \wad 
impedance Z1 . .  Tllus, 7 = n + j : )  is cnmpies. bur we assunlcn lhe loss is small so [hat 
Z~J is apprrr~imarcl~ real. ;.is iri 12-86]. 

I11 (2.36), exprtssions for the voi~age and currer~t wave on a lossless Line ue given. 
The analogous exprasians for the lassy rase are 

where r i s  h e  rcflrcricjn cisefficicnt of 111r Inad. iis given in (2.351. nr~d 1,; 1% rhe 
kciden1 wltagu  arnpljtude rekret~ced st : = O. Fro111 (2.42). ~ h p  refleclion coetficjznl at 

z m  a,, I), p 

Z;IGURE 2.31 A 1 ~ 5 % ~  rrrtnsmissiofi line r c d n ~ c d  i t1  the Z4.b - 
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a &stme t h m  the load i s  

r(e) = re-*@fe-&t - - re-2+. 

The input impedance Xi, at a distance t from the load is then 

We can compute the power deIivered to the input of the terminated Line at z = -.! as 

where (2.89) have been wed for V ( -  e )  and T(-!). The power actually delivered to the 
bad is 

The dBerence in thcse powers corresponds to the power lust in the linc: 

The first term in (2.94) accounts for the power loss of the incident wave, while the second 
term accounts for the power loss of the reflected wave; nok that both terms increase as 
a incre~qes. 

The Perturbation Method for Calculating Attenuation 

Here we derive a useful and standard technique for finding the attenuation consmt 
of a low-loss line. The method avoids the use of the transmission line parameters L, C, 
R, and G. and instead uses the fields of the lossless line. with the tssumplion that the 
fields of the Iossy line are not @early different f m  the fields of the lossless line-hence 
the term, per~rbaiiorr. 

We have seen that the power flow along a lossy transmission line, in the absence of 
reflections, is of the form 

where P, is  the power at the z = C! plane, and a i s  the attenuation constant we wish to 
determine. Now define the power loss per unir length along the line as 
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where h e  negativc sign on the derivative was chosen sn that I=, ivould be a positive 
quaatily. From this. the :itlccruatiua constant can be determined as 

n i s  equarir~n stales that n can hc deternlined from P,,. the power on the linc. and P,, 
the pnvi-er Irjss per unit Icn& c ~ f  linc. I t  is irr~ponant realize thal Pi can be cu~s~putcd 
from the fields of he lossless line, and can account for borh conductor loss (using 1.13 1 J 

md dielecui~ loss (using 1.92). 
n 

EXAMPLE 2.7 Using the Perturbation Method to Find h e  Attenuation C ~ m h n t  

Use the pcrturbaliun rntlthnd ru find rhe artenuation conslanl or a c~axial  line 
having a lnssy dielectric and lossy conducrors. 

Snltirinn 
From Example 2.1 and {1.32),  the fields uf Lhc lossless coaxial li~ie are, for 
a < p < b .  

where Zr, = 1~/27r) In h/o is the d~aracteristic impedance of the coaxiai line 
and is h e  voltage across the linc ar : = 0. The fil-sl step is lo find P,,. h e  
power flowing on  he lossless linc: 

3 s  expected from basic circ~lit theory, 
The IOSS pci- unir lengh,  e. cornes from C O ~ ~ U C ~ F ~  loss CPk,,.) and dirlecrric 

loss (I'F,~). Fro111 11.131). the C C O ~ U C L ~ ~ I I T  10~s in a 1 rn Iengh uf line c-m be 
found 3s 

The dieiec~ric loss in a I m leilgth of line is, Mrn (1.92). 
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whefe E" is the imaginw p?m Of he complex c&iwEk ~onslanl, E = tt --jc.". 
Finally. applying (2.96) gives 

where rl = m. This result is seen to agree with that of Example 2.6. 

The Wheeler Incremental Inductance Rule 

Another useful technique for Lhc practical evaluation of atienuation due to conductor 
loss for TEM or quasi-TEM lines is  the Wheeler incremental inductance rule [6]. Tllis 
method is based on thc sirnilkly of  the equations for chc inductance per unir lengrb 
and resistance per unit length uf a transmission line. as given by (2.1 7) and 12-19), 
respectively, In ather wards. he conductor loss of line i s  due ro current flow inside 
the cunductor which. as was shown in Sec~ian I.?? is related to [,he tangential magnetic- 
field at he- surface of the corlductor, and thus to Lhe indurrtmce of the line. 

From (1.1 31), the power loss into a cross section S of a good (but not perfect) 
urnductor is 

where the line inregral of (2.88) is [lver the cross-secticmal contours of bath co~~ductars. 
Now, from (2.171, h e  induc~nce per unit length of the line is 

which is computed &suming the conductors are lossicss. When the mnductors have 
a small loss. the fi field in  h e  conductor i s  no longer zero. and this field comributes 
a smdl additional "lncrementaI" inductance, AL. to h a t  of (2.99)- As discussed in 
Chapter 1 . the fieIds inside the conductor decay expnnmtially so thal thc i ntegralion in to 
the conductor dimension can be ei.aIuated as 

sincc1; e-2T/6a dz = &/2. (TIE shn depth is 6, = ,/-=.) Then fi fmm (2.98) 
can be written in terms of AL as 
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sinoe R, = d- = 1[[~6.1. Then from 12.96) rhe atlcnrration due to conduaar 
loss can be evaluarc-d as 

since P,, the total pwwcr flow dr1u.n rllr line, is Pa = I J ~ ~ & / ? ,  where Zu i s  the charac- 
teristic impedance of tlre line. In (2.102). AL is malunted as the change i r r  inductitnce 
when all conducror walls are rcccded by an iirnuunt fi,/2. 

Equation (2.102) call alst) hr WI-itren in Lrrms r ~ f  the change in characrwrisdc impe- 
dance, since 

2.103 

wherc AZ;! is the chmge i n  chmtteri~tic itnpedancc whcn ill1 conductor walls we 
reccded by an amounr Is,/?. Yet anuther form of rhc incrcmentd inbuctmce rule can be 
obtained by using h e  first two terms of a Taylr,r series expan.sinn for &. Thus, 

sa that- 

where Zo (h',,/2) refers to Ll~e characteristic in~pcdance of  ihe lint when file walls are 
receded by h, j2,  and refer+ t o  a Jis~ancc: intc [he ci!mlucl(~rs. l l ~ c n  (2.104) can bc 
written as 

where 7 = JCcoje is the inrrinsic impeda~lce of thc dieIec~riu. and R, is lhc S W ? ~ C ~  

resistivity of the cunductor. Equarion I 1 . I O A )  i s  one ul' [he mosl prflcticd form5 of lhz 
inm~nenlal inductance rule, hccause the characteriniu impedarlce is kn!~wn a wide 
variety of ttansmission lil~zs. 

I Calculale the attenuation due to conductc~r loss uf a c o a ~ i a l  line using the in- 
cremental inductance rule, 
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Solutiun 
From (2.32) the characteristic impeduce of the coaxid t l l i n e  is 

The~),  using the incremental inductance rule of the form in (2.106). the 
attenuation due tcl conductor loss is 

w & ~ h  k seen t~ be in agreement with the result of Example 2.7. The negative 
sign on the second differentiation in the above equation i s  because the derivative 
for the inner conduc~or is in the -p direction {receding wd). 0 

Regardless of how attenuation is calculated, measured attenuation constants for prac- 
tical lines are usually higher. The main reason Por rhis discrepancy is rhe i - k t  that realistic 
~msrnission lines have rnetdlic surfaces that are solnewhat rough. which increases UIE 
'loss;, while our theoretical calcul ations assume perfecrl y smooth conductors. A quasiern- 
pirical Fornula that can be used lo c t ~ ~ . ~ t  for surface mughtss for any ~~.ansmission 
Iine is [7] 

w%cre 0,. is the attenuation due to perkdy smrmth conductors, 0: is the attenua~on 
corrected for surfar:e roughness, A i s  h e  rrns surface roughness, and S, is he  sktn depth 
of the conducrors. 
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PROBLEMS 

2.1 A Lransnlisslon l ine has the following per unit length p-eters: L = (1.2 ,iWm C = 3011 pFIm. 
R = 5 Wm, and G = 0.01 Slm. Calculate h e  propagation ccl~lsrant and characreristic imped&ce 
of this line at 5W M*. Recalculate rhcse qmli t ies  in h e  absence of loss (H = G = 0). 
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2.2 Show hat the f0110wiq T-rn&l of a m s d s r ; i o n  lhe& jrielch the relgg~her-qu:&om derived 
in Secti~n 2.1. 

23 Fgr thc p d l e l  piate line shtnvn k l o w .  derive the R. L ,  U .  and <' paraneteo. A m  &>> ddr 

2.4 For the parallel pldc line of Pr~hlrrn 2.3. derive tllr cele~vapher equations usins rht: lield thcoy 
appruac h. 

2.5 A certain c.o;ir;ial line 113s cupper cunductorb t v i h  ;m inmr conductor diame~er 01- I mm a ~ d  an 
outer cunductor diamrtcr of 3 nlm. The dicicctric filling haa 6 ,  = 2.8 with a lnss rangenr of U.005. 
Compute ihe R. L.  G. ,md C' paramsrcrs of [his line ar I! CiH7 and the char~ctensric impedance 
and phase ~ e l w i l y .  

2.6 Compute and plo~ the nrenudiou of the c o d  l inc c ~ f -  Pmblcm 1.5. in dB/rn. ovcr a frequency 
range of 1 MI-lz to 1[J GHz. Use lug-log graph paper- 

2.7 A Iosslcss ~ranst~lihsicm lillr cri electrical lenpdt ,' = 11.3X i s  rern~innted w i h  a c.nmp?ir; load 
impedance as s h o ~ n  hrlorv. Find &1: rcflrctiou coel'[ic~rni a1 thc luarl. the SLi'R r)n Lhc Iinc. and 
h e  input impedance lo rhc line. 

2-8 -4 losslcss [rw-ismission line is terminated wirh a Im ( 1  lond. I f  the SWR i ~ n  the line !S 1.5. find 
[he twn possible values far the chactcrisric impedance of thc lirtr. 
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2.9 A ndio Ensminer is connected to an antenna having an impedance 80 + j4U G! with a SU R 
couiaI cable. If the 511 Q tr~nsmitter can deliver 30 W when connected to a SO fi laad. how much 
puwcr is delivered ro Lhe anrenna:' 

2.10 A 75 Ci coaxid hmmission line has a lm-ngtb of 2.0  cm and is t m i n a t c d  with a load impedance 
of 37.5 + ~ 7 5  R. If h c  dielectric cnnwint of h e  line i 5 1.56 and Lhe Frequency is 3.0 GHz. find 
thc. i n p I  impedance to the line. the reflection tocfficieni at thc Iorrd, the reflection coefficient at 
h r  input. and Lhe SWR on Lhe line. 

2.1 1 Cdcidat~ SWR, reflection coefficient magnitude, and return loss values to romplee the entries in 
the following tab te: 

2.12 The transmission line circuit on the next pagc has I.> = IS V rms, Zg = 75 SZ, Zo = 75 R, 
ZL = &? - j4O 0, md P = 0.7X. Compute the p w c r  delivered to the load using hrec differem 
lechniques: 
(a) find r and cornpure 

.@) h d  2," and compute 

(c) find VL md compute 

D i s m c s  the rariolraie for w b  of these &~thu&. Which of these rnerH& can be used if thc line 
is nor lossless? 
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2-13 For a purely lxactive load impedar~ce ut' Lhe inrm ZL = ,,-y, shon that Lhc I-cffcction crjcfficir~ 
msgni~ude 11-1 i s  always unity. Assumr thc charac~ehs?;lic impdance 41 i s  real. 

214 mnsicier the mmtnisston line circuit rhown below. C:~rnpure rhc incident power. ththr ~Becrrd  
pnum-, and thc power ~rarwrnittcd inro llle ~n t in~ tc  75 12 line. Show h a t  ptwcr consenJalic~n i h  

satisficil- 

2.15 h generator i s  vo11nt.c~ecl trl n ~ransmissiun l ine as choun hclou. Find ~ h c  vrdtqe as x function ui' 
2 dong the trar~srrli.;u~r~n lil~e I'lot the rna~ni tu r l r  ( 1 1  t htc coltage ior -1 5 2 5 0- 

Z , ,  = 1011 11 

2-16 A load imprdnr~cc of ZL = #11 4 ,,10 !! is tn be toa~chcJ rt !  a Zl = 100 f! lir~r uhing lcngth I '  
of lossless linc ai'chitr~c~~ristic itl~pedmcc %I.  Find the requirdd Zr {rcalY md I. 

2-17 Use the Smith ihm ~u find h e  fnll~wi~g.qu;u~tirics,f~r thr ~rnn.;misrio11 linc circi~it belrhiv: 
{a) The SWK nn h e  linc. 
(b) The refleclinn cwftiWsnt a1 thr load. 
(c i  Thr load admillance. 
(dl The i n p u ~  irnl?rctance trf the line. 
(el The distancc frum tkr lud  to  be firs1 vdtags minimu~n. 

The distance I'rooi [he lnnd 10 the f i r s r  vollage mmimurn. 
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2.18 Repear problem 2.17 Fur ZL = 40 - j30 SZ. 

219 Repeat problcm 2.t7 for P = l .8A.  

2.U) tTsc the Smith chart to find the shortest Iengths d a short-circuited 75 R line to givt the FoIlawing 
input impedmce: 
(a) .Zab = 0. 
(bl 3i = m. 
(c)  ZJ,, = j 7 5  R. 
(a) zl, = -jso n. 
IeS Xifi = . j  10 52. 

2.21 Repeal Problem 2.20 for an open~ircuired lenglth of 75 61 line. 

2.22 A slotted-line ex prim en^ is performed with h e  hllowhg results: distance between succesive 
minima = 2.1 cm; distance t ~ f  lirst vtd~agc minimum I ~ o m  load = 0.9 c r n  SWR of lnad = 3-5. If 
4) = 5O C?. find the Inad impedance. 

2.23 Design a quarter-wave matching transformer to match a 40 52 Load ic, a 75 R line. Plot h e  SWR 
f n t  0.5 5 J/J,, 5 2.0. where f, is the freqtrency ar which &.e line is A14 lfinp. 

2.24 Consider the quitrkr-wave muching transformer circuit shown below. Derive expressions for IFt 

and I'-. the amplitudes 01 the fonvard and reverse traveling waves on hrt qumr-wave  Ime 
section, in terms of I-'. the incident voltage ampIitude. 

2.25 Derive equation (2.71) from (2.701. 

2.26 In Example 2.7, the atmuation of a coaxial line due to finite conductivity i s  

Show that a, i s  rninimi7.d for conductor radii such that s In x = 1 + x. where x = b/n .  So[ve 
h i s  equation for ,r, and show that the corresponding characteristic impedance for E ,  = 1 is 77 fl. 

2.27 Cornpule and plat the factor by which anenuation is increased due to surface m u m s .  fm rim 
roughness rmgiog from zero to 0.01 mm. Assunle copper conductors at 10 GHz. 

2.28 A 50 R kansrnission h e  is matched to a LQ V source and Fkeds a load Z L  = 100 0. LC the Iine 
is 2.3X long and ha5 an at tcnuat i~n constant a = 0.5 dB/A, h d  the powers that are deiivcred by 
the source, lost in the lit. and d c l i u d  to rhe I o d  

2.29 Consider a nnnreciprocal rmsrnission Iine having different propagation constan&. ljf and Jj-. for 
propagation: in  the forward and revcrsc &-lions. wi& com~pcsnding characteristic iwpeciances 
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2' and Z;.  [An example uf such a line could he a rnicrnslrip transmission line on a magnelized 
I1 

fepite subskate.) I f  lhe line is temisated as shown belaw. derive expressions far the reflection 
crnficiznt and impzdmcc seen at he input of thc Irnc. 



Transmission Lines 
and Waveguides 

One of the early milestones in microwave engineering ws the development of 
waveguide and alher transmission lines for the low-loss tranmission microwave power. 
Al tho~tgh Ncavi side collsidcrcd the possibj lily of propagation of c lectrornagnetic waves 
inside a closed hollow tube in 1893, he rejected the idea kcituse he believed hat  two 
conductors were necessary for thc transfer OC clec~rr~magnetic energy 1 .  In 1897. 
Lord Rayleigh (lohn Willian~ Strutt) 121 mathernaticalIy provtd that wave propagation 
in waveguides was possible. for both circdar and rectangular cross sections. Rayleigh 
also noted the infinite sct t ~ f  modes of zhc TE and TM typc that were possibk and che 
exisrcncc of a curoff frequency, bur no cxperi~nentid verification was nladc a1 the hmz. 
l 3 e  waveguide was cssen tially forgotten ufl td it was rediscovered jndcpcndentl y in 1936 
by two men 131. After prcli~ninars; expuri~nents in 1932. Gcr~rge C. Southworth of the 
AT&T Company in New York presented a paper on h e  waveguide in 1936. At rhc 
same meeting, W. L. Barrow of W presented a paper on the circular waveguide, with 
experjmenral c r~n  fi rma tion of prupagatlon. 

Early microwave systcrns relied on waveguide at~d coaxial lines for translnissiou 
line media. Waveguide has h e  advantage of high power-handling capability md low 
loss but i s  bulky and expensive. Coaxial line has very high bandwidth and is: crmvenient 
for test applications. but i s  a d f i c u l ~  medium in which 10 cabricate complex n~icrowave 
ccsmponents. P l m  transmission lines provide an d le~~ la r ive ,  in the fom af stripline, 
rnicroslrip, slotline, coplanar waveguide, and many other types of related geometries. 
S ~ c h  transmission lines are conlpacl. low in cosL and are capable of being easily inte- 
grated with active devices such as diodes and ~ransistors to form rnicn,wave integrated 
circuits. The first planar transmission line may have bee11 a flat-stT.ip coaxial line, sim- 
ilar to stripline, used in a production powcr divider network in World War I1: [41. But 
planm lines did not receive intensive development until 1950s. Microstrip line was 
developed at I T T  labt>wtories [5] and was a cornpeurw of s@ipline. a l e  f i~s t  microstrip 
lines used a rcla~ively thick dielectric substrate, which accencua~ed the nan-TEM mode 
behavior and frequency dispersion of h e  line. This chxacreristic made it less desirable 
than stripline until h e  1960s, when much hinner subsuxes began 10 be used. This 
reduced the frequency dependence of the line. and now microsnip is uften h e  preferred 
medium for microwave integrated circuits. 

In this chapter we will study the propertics of several types of transmission lines md 
1 W waveguides that are ia colnlmon use r&y, As we know from Chapter 2. a trrnsmission 
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fine is charlclehzed by a cansliml and a ch aractcrislic- i m p e d a r c ~  i C rhc line 
js lossy. atlenuatirrn is also of intt'resl. These quanti~irs will 11c deriTred by a field theory 
andysis fur the v;uiuus [inel; m d  wilvcguides treated here. 

We u-i-jI\ be& wilh a gnera\ tlis~usslm uf the different types of prrupagalion 
;Irld m d e h  that cm exist on tranSl1lis~ion Iintts md wa\~t.guides'. Trnnsnlissiori lincli that 
oon5isl of twn or more ct!nduclors SUppclrt trans!-erse clec1rorn;lgner i~ 6 E h . 1  I wa\,ec, 

characrenzed hy the lack or ionaludinal field cnmpoflzats. TEM waves huvc a uniquelv 
defined voltage. clirrcnr. ;ind c haiacteristic i mpedancc. Waveguides. often ionsict ing nf 
a single conduc~or. %uppun L~-;lnpvewe elecrric ~ T E I  :incilnr t1,ansversu rniignelic iTMl 
waves, characterized by the P E S ~ " I I C ~  of lung5rudinal magnetic or elwtdr, respectively, 
field cc~mpolicnLs. :I!, we b8i11 sCC in Chapter 4. a ~lnique definirimk c r f  c~- iwicrer is l ic .  

imp~danuu is Ilor poaxiblc for sucJl 1i'ave.s. a l r h o ~ ~ z h  definilinns ~311 be ~fio.\en 50 thai [he 
impsdawe cancej,r call b? ~ s c d  for ir-aveyuidrh tb j l l -~  meaningful re3~1lls. 

3.1 GENERAL SOLUTIONS FOR TEM, TE, AND TM WAVES 

In this section M.C N ill lind general sol~~lion.: tt, h,ln?;well's equations for h e  spe- 
c%c cases of E M .  m. and TM W a i  r prtq?ngarion i11 ~ ~ I i n d r i i a l  rrans1rlis;lion line% or 
waveguides. The geometry of an arbirrary ~ransnlissiun line or wat~eg~~idc  is shown in 
Figure 3.1. and is characrerir~d By conducror boundxiric.; that are p;tr;lllcl LO the r -axis. 
These strucmres ;uc assunled 10 PC u n i f c ~ r n ~  i n  t l v  : itircc~iun and ~nlitlitelq long. TIE 
conductors will initially be sssuded tr, he perfectly c c ~ n d r l ~ ~ i n g .  hi11 altenuution can be 
found hy the perlurbarinn rnc~hud discuused ill Chap~cr 2. 

We assume ~ime-haml~~nir .  fields wirh k r n  I I" dependence ~ u l d  wave prop+9i?lhn 
dong the z-axis.  The dcclrii. and rnnpnetir. licldli can then be wi l t tw a 

Ffcp, p,, ,-) = IK(x, y) + Z ~ I ~ C Z .  ~,)]f- .'&,, 3-1 b 

~ G U R E  3-1 fa) General ~ ~ a . ~ ~ n d t l c ! ~  tcwaiissjnn line and 1 b I closed waveguide. 



Chapter 3: Transmission Lines and Waveguides 

where Z(x, p) and H(I, y) represent the Bansverse (5. $) clacvic and magnetic field corn- 
ponents, while e, and IL, are h e  longitudinal electric and magnetic field componentq. In 
the above, the wave is propagating in the +z direction; -2 propagation can be obtainad 
by replacing 3 by -,d. Also, if conductor 01- dieIectric loss is present, the propagation 
constant will be cornptex; jH should lhen be replaced with y = a + jP. 

Assuming that the transmission line or waveguide r e p n  is source free, Maxwell's 
equations can be written as 

With an e-jfla z dependence, the three components of each of the above vector equations 
can be reduced to the following: 

The above six equations can be solved for the four transverse field components in 
terms of E, and Hz [far example, H, can be derived by eliminating Ey fram (3.3a) and 
(3.4b)) as follows: 

where k: = k2 - p, 3.6 

has been defined as the cutoff wavenumber; the reason for this terminology will k o m e  



3-1 General Solulions for TEM. TE, and TM Waves 107 

clear later. Aa in previous chapters. 

is ihc wavenumber of lhc rrharerinl filling h e  transmission line ur wa1:eguide region. If 
dielectric loss is presenl. can be made cnmplex by using c = ~,,t, ,(  l - . j  tm b l .  where 
t a b  i s  the lash Lulgent of lhc materjal. 

Equations (3.5a-d) arc useti11 general resul~s t h a ~  cxn br. applied to a variety of  
waveguiding syslems. We u-ill now specialize rhese rewlts to specific wave types. 

TEM Waves 

Transverse e lec~omag~edc  (TEM) waves are chw~c~c.r ized by L'= = H Z  = U. Oh- 
serve frnm (3.51 that i f  E ,  = H E  * 0. then the tra1:sverse fields wc also all zero. unless 
kz = O [JC' = ~ 3 ' ) .  in which CUE h e  have an indzrzmit~ate result. Thus. we can m u m  
to (3.3)-(3.4) and apply [he condition that EL -- H ;  = 0. Then from (3.3a1 and t3.4l~1. 
we can eIirninu~e H I  lo obtain 

a5 noted earlier. (This resulr can ~ S U  be r,htaincd from (3.3bj and (jV4a).,) Thr cutoff 
wavenumber. kc = d m ,  is thus x m  for TEM waves. 

Now the Helmhol t7  wave equation f(x E3 is, from I 1.42 I. 

but for e- j& dependence. (ill2 j i l z ~ j ~ ,  = -:j2Ex = - x : ~ F . ~ .  ao (3.9) reduces te 

A sinlilar result aIso applies tu Ew. using the for111 of al;sumcd :I-1 (7. I r i)  we Carl 
write 

where 'Ti = d ' /d~ '+B?/ i3~~ '  is the Lapl;u.ian operator in the ~ w o  transwrse dimensions. 
The result of (3.1 1 1 shows that t h ~ :  I ~ m s v r r s C  elzcfric fields. e ( ~ : .  y). of a TEM 

wave satisfy Laplace's tquat i~~n.  [ L  is easy to shuw in the same way that the rransverse 
mawetic fields also sa t i s3  L a ~ l a c ~ - ~  equation: 

The @amverse fields of n TI31 W i l ~ e  are thus rhe same aq the static fields t h : ~ ~  can eviht 
berwecn thc conductors. In the ~Ie,-rrr,~mtic rase. we know that the elcutric field can bc 
expressad as the gmdicnt of n scalar porentiaI. y): 
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where V t  = $(a/az) + $(a/&!) is h e  transverse sdd ient  Operztta~ in two dimensions. 
In order for the rdation in 13.1 3) to be valid, the curl of F must vanish. and this is indeed 
the case here since 

Using the fact that C - D = tCt . e = 0 with (3.13) shows thal @(a. also satisfies 
Laplace's equauan, 

u expecred from elec~ros~atics. The voltage between two conductors can be found a 

where !Dl and Gz represent h e  porenti a1 a1 conducrors I and & respectively. The currenl 
flow on a conductor can be fonnd from Ampereis law as 

wl~crc C is rhe cross-sectional contour of [be conductor, 
TEM waves can cxist when ~ w u  or more conductors are presenl. Plane waves xe 

also examples of TEM waves. since Lhcre 'are no field compunenrs in h e  dir tchn  of 
propagation: in this cast tllc uansnlission line conductors [nay be considered t r ~  bc ~ w o  
infinitelv Ixgc plates separated to infinity. The above results sliow that a closed conductor 
(such as a r e c t m g u l ~  waveguide) cannot suppofl TEM waves, since the curresponding 
sta~ic potential in such a r ~ g i n n  would be zero (or possibly n constant). ieadirtg to P = 0. 

The wave impedance of a TE-M made can he found as the ratio of the transverse 
electric and magneuc fields: 

wlrere (3.4;1) was used. The other pair of transverse field components, from (3.3a1, grve 

Combining the results of (3.L7a) and (3. L7b) gives a general expression for h e  transverse 
fields as 

Note that the wave impedance is the same as that for a plane wave in a Iossless medium, as 
derived in Chapter 1 : h e  reader should not confuse this impedance with tfic ckacteristic 
impedance. 4). of a tmnsrrrissicln tinu. The Iztrrer relares an incidcnr vortagc and current 
and is a function of the l ine geometry as q:elI as the material filing the line, while ~ h c  
wave impedance zlates transvast: field components and is dependent only on h e  material 
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constants. From (2.31 1, the chwdtrcristic! impedaoce of the TEM line is Zo = GT/T, where 
V and 1 u e  ~ h c  ;\mplitudes nf rhe inc ickn~ vnltage and currcnt wwes. 

Thc p r c l ~ e d u ~  for rulalyring a TEM Ii~lc ~ u n  be summarized as follou~s: 

I.  Solve Laplzce's equation. 13.14 I. for $Is. y I .  The ~olut iun  will contiin sevr.ra1 
U I I ~ I I O L V I I  ConStants-  

2. Find rhese cnustanis by applying Lht: bomdiqb conditions !'or the known voltagcs 
on the conductors. 

3. Compute F and fro111 12.13). t 3.Ia). Compu~z f r .  ff from ( 3 .  I X i .  (3. I h). 
4. Conlpute C' from C3.15}, I froin (3,161. 
5. The propagation constant is given by (3.81, and the characrerisric im11ed;lncc i< 

given by %I = $:/I- 

TE Waves 

Transverse electric {TEI u,;lves. [also referred to as H-waves) are chwxterized by 
E, = O m d  Ha # Q. Equatior~s (3.5 1 [hen reduce 10 

In rllis case. kc f 0. and llle pnrpagntio~) corrytanl , j  = df is generally a 
funclion of frequtnc\i and the gcon~rtq of the l i n t  tir guide. To apply {3.19), a n t  nlilsl 
first find Id ,  from tilt Ilc.1mhnlrz ~ i i b - c  cquakion, 

which. since IT:(;,:- ! j ;  :) = h,rr. y)e-jd', ran be reduced to a iwo-dimension;? wavc 
equatioh for h, : 

since k: = k2  - 3'. This equalion I I I ~ S ~  tW sulv~ed subject U) the boundary moditions of 
l h e  specific guide gromctry. 

The TE wave i m p e h c t -  can be fsund a- 
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which is seen to be frequency dependen!. TE waves can be supported inside closed 
conductors, as well as belween two or more conductors. 

TM Waves 

Tmsverse magnetic ITM) waves (also referred tc> as E-waves) are characterized by 
E, # O and Hz = 0, Equalions (3.5) then reduct. to 

As in the TE case, kc # 0. and the propagation constant ,9 = Jk2_Y is a function 
of fwquency a d  the geometry of the h e  or guide. E, is found from the HeImholtx 
wave equalion, 

which. since EJx: y! 2) = e,Cx, y)e-jPx. can be reduced to a two-dimensional wave 
equation for ex: 

since k: = k2 - 8'. This equation musr be solved subject to the boundary conditions of 
the specific guide geometry. 

The TM wave impedance can be found as 

which i s  frequency dependent. As for TE waves, TM waves can be supported inside 
closed cvnductors, as wcll as between two or more conductors. 

The procedure for andyzing TE and TM waveguides can be s~~rnmarized as foliows: 

1. Solve the reduced Helmholtz equation, (3.21 j or (3.25). for h, or c,. The mlu- 
tion will contain several unknown constants, and the unknown cutoff wavenu-  
ber, kt- 

2. Use (3-19) or (3.23) to find the transverse fields from h, or ez. 
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3. Apply the bnimdary cundidons to the appropriate fidd colnpcrnenrs to 6nd 1Ile 
unknown constants and X:, . 

4. The p a p a g a ~ i u n  consrml i, given by (3.61, and rhc wave impedance by (37Qj 
w C3.261. 

Attenuation Due to Dielectric Loss 

.4112nuaricm in  a rransrnissinn line or wavcguixle can bc. caused by eilher dielccrric 
loss ur conductvr loss. IF ri,~ is the at~enuation conslant due to djelec~ric loss. iind a,. 
i s  @e atte~uation const~mult dub L o  cnnduc[or Josh then the wlal ;tttetlualion uc~nstanl is  
a $= fid + a c .  

Attenuation c a u s d  b~ uonducror lash can he calculated u s i V  the pertu~.bati~jn mcthod 
of Section 2.7;  his Iohc  depends un the field dihtrihution in  lhe guide and s o  n-lust be 
evpluared separately for each type of rrmsmission line or ~ ~ v e g u i d e .  Bul i f  the lini: o r  
guide is con~ple~ell/ tilled with a hornogeneuu\ dielectric, ~ h c  a~tenuntion due ro lossi 
dielectrir: can be calculated from the propagalicin consranL. a ~ d  this resuI1 will apply tn 
my guide or  line with a homogeneous dielectric till in^. 

Thus, using the complex dielectric rollstant a1It1ws ihe cofl1pIc-u propapation constant 
to be written as 

3 = u d  +,j,i.j = dk: - k' 
= dJb: - ; J ' ~ ~ ~ C ~ E , . (  I - j tan 6). 5.27 

In practice. most dielecrric materials haw 3 very s1naI1 loss (tfln 8 << 1 ). so this exprel- 
can hc s~tn$iKcd hy us'xng ohe Scst ~ W B  tcmxs the T X ~ ~ I C  ~T-WS~J?~ . ,  

= J k V Z +  . jk' tan 6 

2 d k :  - 64 

since d m  = j:?, In [here n s u l u .  k l  = ;TrcEor, k the (real l u a v e n u n ~ h e r  in 
abseuce of loss. Equation (3.28) sfiuus hfi~ when the loss is small the phase ~onblant- 
B, i s  unchanged. while the attenuation constant due tu die1ectri.c loss is hy 

k" tan 
ad = - Np/m fE or TM wavcs). 

29 
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ms result applies lo any TE or TM wavc, as long as the guide i s  complezely filled with 
the dielecGc. It cw dso be used for TEM lines. where kc = 0, by letting 0 = k:  

ktan6 
I.Yd = - 

2 
Nplm (TEM waves). 

T h e  parallel plate waveguide is probably the sin~plcst type at' guide that can support 
TM and TE modes: il can also suppofl a ' E M  mode. since it is formed from two f l u  
plates, or strips, a s  shown in Figure 3.2, Although sln idedizatiun, h i s  guide i s  also 
important for practical reasons, since its operation is quite similar to that uf a variety of 
other wa1;eguides. and models the propagation or higher nrdcr modes in stripline. 

I n  thc _ec@nzerry of L ~ C  parallel plate waveguide in Figure 3.2. the strip widh II.' is as- 
sumed Lo be llluch gtcnrer rhan ~ h c  scpara~ion. d, so that fringing fields md any :r variation 
can be ignored. A har t r id  with permittivity c and perrneahiliry C( is assumed to f i l l  the 
region bemeert the .two plates. We wi l l  discuss solutions for E M .  TM. and TE waves. 

TEM Modes 

As discussed i~ SecGon 3.1, [he TEM mode solution can be obtained by solving 
Laplace's equalion. (3.14). for the eleclrostatic potential @(x, y) between the two plates. 
Thus, 

If we assume that the bottom plate is at gaund [zero) pqtential and the lop plate at a 
potential of V,, theh the boundary conditions for @{s, y) are 

FIGURE 3.2 Geaqerry of a paralld plate waveguide. 
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md the constants A, 3 cw he evaluatgcI h 1 - n  hc' bnu~ldxy ~ondjtionf; of 13-32) t.o @ye 
b e  final solution iis 

The i rasvcrse  electric !icM is, from I 3.13). 

so chat thc tufa1 c'lc-ctric field is 

where h =~ul@ i§ the propagation cut-rdiant of the TEM wave. ah in (3.8 1. The magnetic 
field frdm (3.18). is 

7 

where I ,  = ~ / L / F  is the in~r ins ic  impedance r>P [he medium between thc p;ll.aIleI plair's. 
Note that E ,  = BzI, = 0 and tha1 the t ielcis a!-? 5irliil;cr in funn ru s plane wave in a 
hon~ogenct~us region. 

The vollage of thr lop plare i v i ~ h  resptcr rt, the bort~l~n plate can he calcula~ed from 
(3.15) and (3 .35)  as 

as expected. The 1ota1 currenl o n  the lop p h e  can bc found l i r m  ;Impere's law or the 
sufiace cwrent dcasity: 

Thus the characteri~dc i m p h c e  can bc i i m d  as 

w k h  is see11 10 be u consta~lt dependent ctnly dn tk geolneq wd material parameters 
of h e  _euide. The phase velociry is also a ctmstmt: 

which is  he specrl of light i n  the material ~r~cdiurn. 
hucnuilriun due lu dirlcctlj-ir7 loss is givcn by (330). The formula for c u n i l l r c t ~ ~  

anenuatjnn wiU be derived in thc next suhsectinn. xq a special case ofTh4 mndr nltenu- 
ation, 
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TM Modes 

AS discussed in Section 3. I , Th4 waves are characrerized by Hz = 0 and a nonzero 
EL field h t  satisfies the reduced wave equation of (3.253, with 3/13.! = 0; 

k: = $2- - 8' is C e  putoff wavenumberr, and E,\z, y,r)  = e,{x7y)e-j@'. The 
general solution to (3.41) is of the form 

e,(x? 3) = A sin kCy -k Bcos key, 3 42 

subject to thc boundary canditiuns that 

This implies that B = O and kcd = nn. for !r. = 0. 1.2.3 . . . ! or 

Thus he- cutoff wavenumber k, is constmined to discrete values as given by (3,441; this 
implies that the propagation constan1 ;j i s  given by 

The solution far e,@, 3) is &en 

n w  
E ~ ( X ?  ;y) = -ATL sin - 3 -46 

d 
thus, 

n7Ty 
&(x, g, z )  = A, sin -e-jgk: 

ti 

me transverse field components can be found, using (3.231, to be 

Observe that for n = 0. 3 = k = w@, and that Ez = 0. The & and H, fields 
are then constant in y, sn h a t  h e  TM, mode is actually identical to the TEM mode. For 
n 2 1 ,  however. the situation is different. Each value of .n, corresponds SO a different 
TPvl mode, dtnored as the TM, mode, and each mode has its own propagation constant 
given by (3.45). and fidd expressions as given by (3.48). 

From (3.45) it can be seen that r3 is real only when k > kc. Sirt~e k: = w m  is 
proportional to frequency, the TM,, modes [for n > 0) exhibit a cutoff phenomenon. 
whereby no propagation will occur until the frequency is such that kt 2 kc. The cul~ff  



3.2 Parallel Plate Waveguide 415 

frequency of the TM,, nli~de can then hc deduced z s  

Thus. ~ h c  TM mode that prupagdcs at the lou,est Frequency is the TMI mtxie. wiih a 
cutoff frequency of fc = 1 i 2 d f l ;  the TrWl mrde has a cutoff frequency equal to twice 
thjs ~ ~ a ] ~ e ,  and sr> on. At frequenuich helotv tbr ~ ~ 1 1 0 f f  frequency ctf a given mode. [he 
pr(~pagation constant is purely in1uginal.y. comsponding ro a mpid exponen~ial decay 
of h e  tields. Such modes are referred rr, as c-utnff. or evmescent. modes. TM, mode 
propagation is ar~aloguus to a hi$-class I i l~cr Idespotlse. 

The w x e  irnpedmcc c ~ f  ihe I34 modes, tiom (3.261, is  a func~ioa of frequency: 

which we scc ic: pure real fur f > i,. but pure iinaginaq Por J' < J',. The phase vdpr:ity 
is also a Tuncfion of frequency: 

md is seen to be p-er~tcr than l/,G = ,*/K., the speed of lighl in the medium, since 
@ < k. The guide wavclengrh is defined as 

and is the distance: bctween equiphast? platlcs along the z-axis. Nnte tba~  A, > X = 2 r j k .  
the wuvelcngIh of aplane wave in rhe t~laLttiaI. The phase velocity and p i d e  wavelength 
are defined orlIy Tor a propagating rnodc. for which l 3  is real. One may also dciine a 
cutufl' wavelellg~h as 

Tt is instruc~i\~e to conlpute rhc Poynting vector to see how power propagates in h e  
m, mode. Fmn~ (1.91). the time-average power passing a bansvmz cross section Of 

the parallel plate p i d e  is 

where (3.48.a.b) were used fnr E,. I],,. . Thus, P, is  psi l ive  and noazcru when :'1: is 
real, which Dccurs for f =. [,, When tlw tnudc i s  helow cutoff. 3 is i m g i w a q  and so 
Po = o. 
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The TM (w TE) waveguide mode propagation has an interesting interpretation when 
viewed as a pcir of hnuncing plane waves. For exmpie, consider tkte iiomimr TMI 
mode. which has a propugatinn constant. 

and Ez field, 

which can be rewrinen a~ 

This result is in the form of two plme waves traveli~~g obliquely. in the -y. +z md 
+y, + t- directions. respectively, as shown in Figure 3.3. By comparison with the phwe 
factor of (1,132), the angle 13 that each planc wave m&cs with t h e  :-axis satisfies the 
re 1 ations 

m that (lr/d)' + = A?, as in (3.55). For I > f;:lj is real and less tban 1.1, so B is 
some ,mgk between 0' and 90". and the mode can he thought of as two plane waves 
alternately bouncing urf of rhe top und borroni plates. 

The phase velwity of each plans wave along its directinn of propagation (0 direction) 
is d / k  = I,/@, which IS the speed uf light in the material filling the guide. But the 
phase velocity of h e  plane waves in rhle z direction is d/d1 = I / ~ ~ c o s B -  which is 
greiitcr than h e  speed of Light in the nlatrrial. (This situa~ion is analogous to ocean waves 
hitting a shnr~line: the intersection poinl nf the shore *and an oblique!y incidsnr wave mest 
moves faster lhan 111~ wave crest itsell'.) The  superposition of the two plane wave fields 
is such [hat complete cancellation occurs at = O and = d, to satisfy the boundary 
condiijon h a t  E, = 0 at these plmcs. As J' decreases to f,, approaches zero so that, 
by (3.57b), B appnxhes 90". The two planc waves arc then bouncing up and down 
with no nlotiorr in the -tz direction, and no real power flow nccurs in the : directir-rn. 

Attenuation due to dielectric loss can he found from (3.29). Conductor loss can be 
t rea~ed using the psrturhation method. Thus. 

FIGURE 3.3 Botlnciog plme wave i n t ~ ~ r e t a t i c m  of the TM, pacalld phte w~veguide mode. 
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where Po i s  h e  power flow dofl the guide in the absencc of conducrnr 108s. as givcil 
by (3.54). Pt is the paurer dissipafed per unit length in the two Inssy coadnctors and can 
be found from (2.97) as 

R, is the surface rlsisrivit~ of the conducrors. Using i3.54) and (3.59) irl (3.58) 
gives thc allenuaticln due ro onnd~ic~ar  I i ~ s  

As hscussed p~vjousIy, h e  TEM rmde is identical to ihc TM,, mode for the parallel 
plate waveguide. so ~ h r :  above atrenuation resuIls for the TM,, mode can be uscd Lo obtain 
the TEM rnode a~tenuatiofi $) isrting 11 - 0. Fnr artenuarion due Lo ccrnductor toss for 
be TEM mode. the 11 = I) result of (3.54) must be used in (3.58). to obtain 

TE Modes 

TE nrodes. characterized by Ec = 0,  can also prt1pa;ate on die parallel plate wave- 
guide. From (3.21 ), with a/i3.r == 0, Hz must satisfy the reduced wave cqualion, 

where k: = k2 - 3' is the curoff wavenumber and I&(x,:u, z )  = hzs:clgl)e-da', n e  
general solution lo (3.62) is 

73s boundary conditions are [ha1 E.T = I 1  a1 :LJ = O. d ;  E, is identically ten3 for TE 
modes. From ( 3 . 1 9 ~  j. we have 

and applying the boundary condirions shows  hat =i = O and 

as for \he TM ease. The final solu~iun for IT1 i s   hen 
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The winsverse fields can be computed h m  (3.19) as 

The propagation constant of the TE,, mode is Ihus. 

which Is the same as the propagation constant of the TM, mode. The cutoff frequency 
af the TJi-,., mode is  

which is &o identical to that af the TM, mode. The wave impedance of the TE, mode 
is, from (3.221, 

which is seen to be real for propagalkg modes and imaginary for nonpropagating, or 
cutoff, modesA The phase velocity. guide wavelength, and cutoff wavelength are s i d a r  
to the resutts for the TM modes. 

The power flow down the guide for a T E ,  mode can be calculated as 

which is zero if the operating frequency is below the cutoff frequency (,8 imaginary). 
Note that if n = 0, tl~en E, = H,  = 0 from (3.67). and thus Po = 0, implying that 

there is no TE, mode. 
Attenuation can be calculated in the same way as tbr the TM modes. The attenuation 

due to dielectric las.5 is given by (3.29). 11 is left as a problem to show that the attenuation 
due tu conductor loss for the TE modes is given by 

Figue 3A shows the Stenuation due to conductor loss for the TEM, TM!, and 
modes. Observe that a, + ca as cutoff is approached for the TM and TE modes. 
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FIGURE 3.4 A1knu;ilicm due to mdu.cfor loss €br lhe TE-M, TM I .  and TE modes nf a parallel 
plate waveguide. 

TabIe 3.1 summarizes a number of uwlirl results for TEM. TM. nncl TE mode 
propagation on paralkI plate waveguidesL Field lines for the TEM. TM]. md 'fEL modes 
are shown i n  Figure 3.5. 

TABLE 3.1 Sun~rnary of Resullb fir Purnllel Plate Waveguide 

Quantity TEM Mode TM,, Mode IT, Mode 

I...~F 
st t;/d 

,/- 
. 2 ~ / k ,  = 2dJh 

24a:  

(k-2 ran F')/2b 

2 k R, ,jh]ca 

A ,  sin (nsTy,f&-~'' 

u 
11 

{- j,?[k)=ln cos (rra.g/ri)e-jS" 
( j e / h C ) A n  COX (~t~~~/( l ) f : - ' '~  

0 

Zmi = ;h l /k  
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FIGURE 3.5 FieM lines for the (a) TJ34, (b) W1. and (c) El modes of a parallel plate 
wavepidc. There is no vaintion across the width of the waveguide. 

a m -  RECTANGULAR WAVEGUIDE 

Rccrangulw waveguides were one of the earliest types of transmission lines used 
to transport rnicrrwave signals and are still used today for many applicarions. A l q t  
variety of components such as couplers. detectors. isoIalors. attenuaton. i ~ d  sLol1ecI Iines 
are carnmercially available for various s~andarcl waveguide bank from 1 GAz to over 
220 GHz. Figure 3.6 shosvs some of the standard rectanguiar watrsguide conlpclncnts 
that are available. Bscause of thi: recenl trend ~ o w a ~ d  nliniatiturizatiun and inrcgraiion, a 
lot of microwave circuitry is c m n t I y  fabricated using planar bansmission Iines, such 
as microstrip and striplinc. rarhcr thm waveguide. There is. however. still a need for 
wavegui des in many applications such as high-power systems. tnillirneler wave systems, 
and in same precision test applications. 

T h e  hollow rectansular waveguide can propagate TM and TE modes. but nor TEM 
waves, since anIy one conductor is present. We will see hat  rbe TM and TE modcs of a 
miangular waveguide have cutoff f'requencies below which pmpagarian is nnt possi ME. 
similar to  the TM xnd TE mndcs .;of the parallel plate guide. 

TE Modes 

The geomeuy of a rectangular waveguide is shown in Figurc 3.7, where i r  is assumed 
that the guide is filled w i h  a nla~erial of permittivity E and permeability p. Ir is standard 
cclr~vencion ro have the lungest side d' the waveguide along  he  axis, is, so [hat a > b. 

The TE rnndcs are characterized by fields with E, = 0, while I] ,  must satisfy the 
reduced wave equation of (3.2 I): 
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Adjustable load 

Adjum ble &OR - 
I 

Variable artenuatrw 

R i d p  guide adapter 

FIGURE 3.6 Phr>togaph r d  Kn-hand (WR-28) reciangular wnveguide le-ompnenth. CTockwise 
[rum 1 " ~ :  ;I ~ ~ ~ h 1 ~  ~ ~ ~ c n ~ i a t o r .  L L ~  5 - H  t111:lgic) tcc junction. ;I dircctiur~al crluplcr- 
an ;ILiilpt(~~. ill ridgr wilveguiclc. ~i11  E-plane sucpl bcnd. an ridjustnble hhilrt. and a 
sliding m;rrchcd load. 

Couxresy of HewIeU-Pwkard Cbmpr~q. Sarit3 B n u  Talii. 

with H,(x. v, ;) = k ; ( . r ,  !,)r-j13'. mid k: = h-?' - .'3:- i s  the curoff wa~*cnumk~er, The 
partial differential equatirm of (3.73) can be solved by tht rneit~od a[' scpararion uf 
variabis by Ie~li l ig 

and substituting inlo r3.73) 10 obtain 

Then, by the usual sepnrariun of varinhles aryulnsnr. each 01'  he rrrnls in 13.75) must be 
V a l  rn a constanl. so we define separatiun constants b., and k,. such that 

tr2v , - + k;Y = I), 
dy2 
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FIGURE 3.7 Geometry of a r~;ctanpl& wavewde. 

and 2 k; + ti = kc. 3.77 

The genera1 solution for h, can then be witten as 

ha (x, Y) = ( A  cos kxz + 23 sin kzx) (C  cos & IJ + D sin R., y). 3.78 

To evaluate the constan!s in (3.78) we must appIy the boundary conditions an the 
elech-ic field components tangential to the waveguide walls. That is, 

We thus cannot use h, of (3.78) dirwrly, but must R n t  use (3.19~) and (3.196) to 6nd 
e, and ey From h,: 

$=- -jwp k , ( ~ c o s  k,x + B sin k,s)(-Csin kyp + D cos kyy), 3.800 
k: 

ebr = - &(-A sin kxx + B cos h,s)(C cos ic,y + D sin k,g). 3.8M 
k$ 

Then from (3.794 and (3.8Ua), we see that D = 0. and k, = rm/b for n = 0, 1.2 .... 
Fronl (3.79b) and (3.80b) we have thal B = O and k, = rn.rr/a for m = 0, l :  2.... The 
final solution Tor H, is hen 

tn,irx r t r y  
Hz(x, 51, z} = Am,,, cos - CoS e - j f i z  

.b n 

where A , ,  i s  an arbitrary mplitude constant composed of the remaining constants A 
and C of (3.78). 

The ~ansverse field components of the TE,, mode can then be found using (3-19) 
and (3.81): 

-jwpm-r~ 17ta-x nTge-jS, 
EB = bn sin - cas - 

b kz u 
1 

a 
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f . d m ~  rrwz n~lg, & = - A,, sin - ws -e-iS*, 
tJt Lt 

The propagation constmt is 

which is S $ ~ I I  to be real, co~espsnding to a propagating mudu. when 

Each mode {combination cif 7-n and n )  thus has a cutr~ff frequency fc,,, give,m by 

Thr made with the lowest cu~off frequency is called the dominant mode: since we havz 
assumed a > 6. thc lowest 1, occurs for the TEIU ( m  = 1. n = 01 mode: 

Thus the TEln mode i s  the dnminanr TE mode and. as vlre will see, rhe nverall dominant 
m o d  of the rccvangular R avcguick. Ob5c;en.e chal lhc held expressions for artd If in 
(3.82) are aLl zero if b o h  r ? )  = 1 1  = (1: thus tlnere is no T b  mode. 

At a g i w n  operating Frequency f', only thusc mndcs having J,. < J will propapatc; 
modcs with f ,  > f '  will lead tu an imaginary rij ([IT real ~ t ) .  meaning t h a ~  all field 
components wilJ decay elcpownrially away from the source cd exciation. Such mudes 
arc referred to as cutoff. r,r evanescent. modes. If more than one mode is prnpagating, 
the waveguide is said lo he o1lrr7nndc-d. 

From (3.221 the wave impedance d-la1 rula~es rhe transverse elecrric and magncric 
fields is 

where 11 = ,,/$ is  [he intrinsic impedance nf the malcrial filling rhc waveguide. Note 
that ZE is red whcn ;3 is real (a p~opzi~ating mode), but i~ imagirlary whcn : I  is imsg inw  

evanescenl mode). 
The guide ivavelcngth is defined as the disrmce bexween two equal phase planes 

dong the wav-eguicle. and i b  equal to 
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which is thus greater lhan A. the wavelength of a plane wave in the filling medium. The 
phase velwcity is  

which is greater than 1 /,&. the speed csC light (plane wave) in the. filling material. 
In h e  v s r  majority of applications the: operating frequency and guide dimensions 

are chosen so hat only the dominant TElo mode will propagate. Because of the practical 
importance of thc TElo m d e .  then. we will list the field components and derive the 
atten~ation due to conductor luss for this case. 

Specializing 13-81] and (3.82) to the n~ = 1: ri = 0 case gives the following results 
for the TEl mode fields: 

T X  
H, = A lo cos - e-jfiz, 

a. 3.890 

In addition, for h e  TEIO m&, 

and 0 = \ l k ~  - 3.9 1 

The power flow down the guide for the TEIfl mode is cdcula~ed as 

Note thar this result gives nonzero real power only when f l  is red, conespondng to a 
propagating mode. 

Attenuation in a ~cctangulzlf wavegnide cafi occur kcause of diel~crkc loss or con- 
dwc~nr loss. Dielectric loss can be treated by making c cumplcx md using a Tidylor series 
approximation, with the general result given in (3.29). 
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Conductor loss is hcsr rrcuted using thr pcr~urhatinn rnethod. The power lust per 
unit length duu to ti  nit^ waIl conductivity is. from i 1 .13 1 I ,  

where Rn, is the uLaI1 suflace resisrarick, and the ilrtegration con-tnur i? encloses the 
perimeter of the guide wd15. TI1a.e are surface currcnls CHI all ruur walls, hut from 
syrnnlew the currents on h e  top and bottorn walls are identical, as arc rhc currents on 
tl~c ler[ and r i ~ h t  side aal!a. Sr, w r  can c o ~ ~ ~ p u t e  rhe pr~n-er lost in the \ilalls at  .r = 0 
and y = I.) and double their sun] to ~>brilin ll~r ti~tal porirer loss. The surface cumnr OR 

the s = I) [ I c f ~ )  wall i s  

whils the sslfic~c cumnr nn the ~1 = O (bottom) wall is 

Substituting (3.94) inlu 13.93) give 

The arccnuotion dug to conductor Loss for the TEt(l mode is then 

TM Modes 

The 'TM mndcs are characrerized by fields with JT, = 0. while I?= mast satisfy L k  
Educed wairc equarioo uf ( 3 . 2 5 ) :  

with &IT. y: z>) = e,(x. ;/)r A .',I3' and kmf = k2- ;3'. Equation 13.97) can bc solved by the 
se~uation uf variables pri~cedure thar was used for the TE rrlndrs. Tile gcncral solution 
is then 

,ex(r,-gr) = ( A  cos k2r + R sin kzs](C cm kyg + D sip k&p). 3.9g 
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The boundary conditions can be applied directIy to e,: 

We will see that satisfaction of the above cnndiiions on e, will Iead to satisfaction of 
thc boundary conditions by e,, and e,. 

Applying (3.99~1) to (3.98) shows that A = 0 and k, = rnnJa, for m = 1,2,3 .... 
Similarly. applying (399b) to (3.98) shows that C = O and k, = nr/.h7 for n = 1.2.3 .... 
The solution for E, then reduces to 

R7T.T iZT$ -jfiz 
E,(x, gr, = B,,, sin - sin - 

n b e 7 

where Bra,, is an arbioary amplitude consmr. 
The transverse field components fur the TM,,, mode can be computed from (3.23) 

and (3.1UO) as 

- j/3m.rr 7rlxx n r ~ j  _job 
Ez = Dmn COS - sin - 

1, 
f ,  

c;tk:; a, 

m ~ z  nrge-jflz 
R,, sin - CDS - 

b ff8 

As for the TE modes, the propagation constant is 

and is real for propagating modes, and imaginary for evanescent modes. The cutoff 
frequency for the TM,,,, modes i s  dsu the same as that of the T E , ,  rn[,des, as given 
in (3.84). The guide wavcIength and phase velocity for TM modes are also thc same as 
those for TE modes. 

Observe that the field expressions for md in (3. i 0 1) are identical ty zero if 
either m. or I I  is zero, Thus there are no TMW, TMnl, or T M l w  modes. and L I I ~  lowest 
order TM mode co propagate (lowest jc) is the TM mnde, having a cutoff frequency of 

which is seen to be larger than f,:,, for rhe cutoff frequency of the TEllj mode. 
The wave impedance relating the transverse electric and magnetic fields is, from 

0.261, 



3.3 Rectangular Wavegaide 

FIGURE 3.8 Allemtion of vmiuns ITIo~Es in 3 rectnllgular bras waveguide wifh a = 2.0 m, 

~ttenuarion due in dielectric loss is computed in the same way 35 h r  the TE modes, with 
Ihe same rzsulr. The cdcula~ioo of ;iftt'nwiib(!n ~ U C  10 s ~ n d ~ c t u r  loss is left as a problem: 
F i p e  3.8 shows the attenuation \:cfisc; frequency for some TE 5nd TM modes i n  ;I 

r ~ c m g u l r v  waveguide. Tdblc 3.7 sun~marizes results for TE and TM wave pr-c~pagatinn 
in reclangular waveguides. and Figure 3.9 sho~rs the fiuld linch for .sci.eral of the law-est 
order TE ar~d TM modes. 

n 

EXAMPLE 3.1 Characteristics o f  a Rectangular Waveguide 

Consider ;i lenrth .. of ait.-hl]eJ ropprr _\;-hand waveguide. with dimensions rz = 
2.286 cm, h = 1.0 16 tin. Find lhc cultrff frequencies of the tirst four propagating 
modes. W a t  is rhl: at~cnllati~n in dB of a I rn length of this guide when 
aperating at f = IO GH7.'? 

So lrr tion 
Frum (3.84): the cutofi frcq~ncies  are given by 

Com~utid$ , f ,  far ~ h t  first few valults uf rrl and 7 )  gixes; 

Mndc r 17 f r ' r , r  (GHz) 
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TABLE 3.2 Summary of Results for R c c t a n w  waveguide - 
Quwli~y TEi,,, Mude TMm,, Mode 

- juprrm rarx nm Am,, sin - COS - e - i S ~  
k:n u b 

- 
2?r 
7 

k 
2?r - 
f l  
td - 
f l  

k' tan (i 

20 
rn7FZ' 71 7ry ,-j& 

sin - sin - 
W I, 

-$3TL7r Inax T e - j 8 ,  
Dm,, sin - 

u b 
jdmr rnm nry 

B,, sin - cas 
kzb u b 

Thus the TEir]. m20, TEor. and w11 modes will be &e hrst four modes to 
propasate (the and TMI I modes have the same cuioff frequency). 

At 1 D GHz. k = 209.41 m -' , and the propagation constant of the TE,, 
mode (the onty propagating model is 

Thc surface resistivity of the copper walls i~ (rr = 5 .8  x 1 0 ~ ~ / r n )  

so the amnuation eonslant, fmm (3.961, is 
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TE,, Modes of a Partially Loaded Waveguide 

The above results also apply for a recrangular waveguide filled with a homogeneous 
dielectric or magnetic material, but in many cases of practical interest (such as impedance 
matching nr phast-shifting sections) a waveguide is used ui th only a partial filling. 
Then an additional scr of boundary conditions are introduced at the material interface, 
necessitating a new analysis. To illustrate the technique we will consider h e  TE,, 
modes of a rectangular waveguide that is partially loaded with a dieleciric slab. as 
shown in Figure 3.10. The analysis still foLlows the basic procedure outlined at the end 
of Section 3.1. 

Since the geometry is uniform in the y direction and n = 0, the TE,, modes have 
no TJ dependence. Then the wave equation of (3.2 1 )  for h, can be written separately for 
the dielectric and air regions as 

( k )  0 ,  for0l-.i 5 t, 

where kd and ka are the cutoff wavenumbers for the dielectric and air regions, defined 
as follows: 

These relations incopomte the fact that the propagation constant, P, must be th-e same 
in both regions to ensure phae matching of the ficlds along the interface at s = t .  The 
solutions to (3.105) can be written as 

A cos kdx + 3 sin adz 
h z = {  f o r O < x s t  C cos I;,[a - a) + R sin k,(a. - x) for t 5 r 5 a, 

3.107 

where the form of the solution for 1 < x < a was chosen to simplify the evaluation of 
boundary conditions at ;c = 0.. 

FIGURE 3.10 &ume&y d a partidy bad& rectangular waveguide. 
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Now we need 8 and 2 field cornpone-n ts LO apply the boundary conditions at 2- = 0, ?, 
and a. Fz - O for TE rnodcs, and H,, = 0 since a/fy = 1). fig i s  found fmm (3.19dl a5 

+ i ~ e n r k , ~ r ]  fur 0 5 :r 5 1 
3. lox 

.sin kG (a - r )  - L) cos kt& ( o: - T)] for f < .1: 5 om. 

To satisfy the bounds9 t-ondirions rhat E, = U at r = 0 and .r. = rr, requires rhat 
B = n = U. Next, we musl rnlorce conlinui~y nf tarigenrial fields (E,. H, )  at ,.r = f .  

Equations (3-107) and (3.108) lhcn givc rho foliowing; 

--.I . r .  
- sin k d f  = - sin k,,(o - t}. 

kc! 

Since this is a l~ntnogeneous set of equ~nns .  the dererminanr musl vanish in' order to 
have a nunbivial soIurion. Thus. 

k, tan k:,it + k:d tan kJl1. - ! 1 = 0% 3- 1,09 

Using (3,106) allows I,:, and kd tn he expressed in cams of 3, rn, (3; 1,091 can be solved 
nurnericalIy for i% Th~rc  i s  an inlinilc nunlbcr of  solu&ns to (3,1C)8), correspt~nding to 
the propagation cnnswnrs of the 'l'E,,,,, mcldej. 

This techniy ue can be applied ro many other wavepide peom2rries i~ivslving diekc- 
ttic nr inagnetic inl~ornngetleities. such as the rudbce waveguide of Section 3,6 or rhe 
ferrite-loaded waveglside of Section 9.3. In some cases. however, i l  will be irnposs5hle 
to satisfy al l  tI~e necrssq  buundxy condi~iuns u ill1 unIy TE- Llr ThP-iypc n~udcs. and 
hybrid conibination of borh types of modes fi-ill be required. 

POW'T OF IIWERESI': Wuvesuidc Flangfi 

Thcre  re Iwa commonly irsed wakepiride Ranges; the corer Hange ilnd the choks Rangr. 
- 

I As shown In i h r  figure. rwo ;.:lveguidcu with cnvclb-typc flangch can bc boltd rngcrhcr to form 
a conincling joini. To awrd rcflccrio~i\ ilnd ~xsistit.c luss at !hi< jnini. i t  i3 necessary [hat the 
contartirlg iurfaces he snlonih. cican. 'and square, becrlu.~c RF currenls ntust HOW across this 
dis~ontinuity. In high-pirwer ;ippliuations vt~ltage breakdown m y  t ~ u r  a1 this J{lmt. Otl~errvise, 
the sirnpliciry of k cover-~u-ctrver conncz1ii~n rnakrs II prekmhlc fix genera1 use. The SWR 
fnlm such a Join1 is ~ypicall! less M 1 .U3. 

An dtema~jve  wave~itidtz connc.i~ir>n uses a toter R~nac  agairlst a ctirrke flarlgr. as shnwn in 
the liglrt. The chnkc flarlge is machined r t l  hrrn an cffcc~ivr. r;tdi;r I rrar~hrr~issiori linc in the nan-rlw 

gap brnveen tile twir tlangcs: this line i s  apprc~niniat~l>, A,:,'3 in lcngth betireen thc g4de a d  Lhe 
p i n t  of contact t'or the two 11a11~~s. Anrilhrr .4,,/4 line ir formed by a crrcular a f i 31  prnnve in he! 
choke flanye. So the shun circuit at t l ~  ri~hl-h;tnd end i,r Ulilis p j u v r  is ~an<librnled ~u an open 
circuir at thc cuniacr pnint of thr tl;lnges. Any I-cs~srancr. in this contact i s  i n  ~cj-ics with an inlinitr 

very high 1 impeclaacc and thrxs has lir11e el-lict. Then this high impcdmcc is tranhlbrmed hick 
to a shon tirr3uit (nr very It-,% inipedance) at the edges of the waveguides. t~ pr~vide an e!-i-e~ti~e 
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tow-resistance path for currenr Bow across tbe joint. Siade is a negligible volage drop across 
?he o K 1 c  oontaci beiween the Ranges, vtiltage hreafrdn\.c-n i s  avoided. Thus, the cover-to-choke 
cannecrion can be useful far high-pwer applications. The SWR for his joint is typically less 
1.05, but is more frequency dependent than h e  cover-to-cover joint, 

R@PTPYIPP: C. G .  Man~wn~y. R. H. Dickti, wd E. M. Mceli. Pri~cipJm v f M i c r o ~ ~ e  Cimki, 
McGmw-Hill. New York. 1438. 

3.4 
.. CIRCULAR WAVEGUIDE 

A hollow metal rube of circuIar cmss secrir~n also supports TE and TM waveguide 
modes. Figure 3.L 1 shows the cross-ssctian geomztry of such a circular waveguide of 
inner radius a. Since a cplinclrisal geometry is involved. i l  is appri~priatc to employ 
cylindrical coordinates. As in the rectangular coordinate case. the transverse helds in 
cylindrical coordinrtres can be derived horn E= or f1, field compaoents. for TM and 

J: 
FIGURE 3.11 Geometry of a cimlar waveguide. 
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TE modes, respectively . Paralleling the dcvelapment of Stclion 3.1, the cylindricd 
components of h e  uansverse fields can he derived from Lhc longirudlnal cumponilnts as 

BE, .3UH2 &=2(-.n,tbF). 
k.: = k" B2. and propagatian has been ass,umed. For r. I ~ f i '  pmpqyfim 

replace ij with -3 in all expressions, 

TE Modes 

For TE modes, E, = O .  and HI is a solution t o  ~ h i l  uavc equation, 

Lf ~ ( p .  a. 2) = h,(p, o)P--'"'. 13.1 1 1 ) cm hc expressed in c! lindrical coordinates as 

Again, a sulutign can be derived using the rnethtxi nf sepwzttign of v~ .ab les .  Thus, sve ler 

and sirbstitute into (3.1 12) tn obtain 

The left side of this equation depends on 1 1  (nor dl. while h e  right side depends only on 
d. Thus. each side must be equal lu A conhiant, n-hich we will call k i .  Then. 

or 

Also, 
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The general solution to (3,I 15) is 

P(q5) = A sin kQ$ -+ B k,4+ 3.1 17 

S i n e  the solution to h, must be peiidic in Q (hat is, h,@, $) = h,(p? @ f 2mx)), k+ 
must be an integer, n. Thus (3.1 17) becomes 

while (3.1 16) becomes 

which is recognized m Beswl's difrercntial equation. The solution is 

where J,(z) and Y,,(x} are the Bessel functions uf first and second kinds, respcctively. 
Since yn(kcp) becomes infinite at p = O, this term is physically ui-iacceprable for the 
circular waveguide probienl, so hat D = 0. The solution for h, can d~cn be writLen as 

h,(p, 4) = ( A  sin n$ + B cos n,q!4Jn[k,p), 3.121 

where the constan1 C of' (3.120) has been absorbed inro &e constants A and B of (3.121), 
We must still determine the cutoff wavenumber 6,. which we can do by enforcing the 
boundary conation h i t  Em = 0 on the waveguide wall. Since E, = 0, we must have 
that 

From (3.1 I Db], we find £rum H, as 

E#(p, @, I) = @ ( A  sin nd + B cos n $ ) ~ L ( k ~ ~ ) e - j ~ ' ,  
kc 

w h e ~  h e  notation JL(kcp) refers b the derivative of J,, with respect to its argument. 
FW E4 to vanish at p = a, we must have 

If the roots of JA(z) rtre defined as p:,,, , st, that JA@L,) = 0, where flnm Is the mth 
root of -7;. then kc must have the vdue 

Values of P ; , ~  zre given in mathematical tables; the firs1 few values are listed in Table 3.3. 
The TE,,, modes are Lhus defined by the cutoff wavenumber, ken,,, = pL,/n, where 

n refers to the number of circun~fcrcntial (d) variations, and na refers to the number of 
radial (p) variations. The propagalion constant of the TE,,, mode is 
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TABLE 3.3 Values af I ( , ,  for TE Modesof a Circulw WaveguMe 

I 
71 JL] 7 1 ~ 3  

I 

with a curoff frequency of 

The first TE mode LCI propagate is the mode with the srnaflest p;,, , which from Table 3.3 
is seen co be the TEI mode. This n~ude is  hen the dominan~ circular waveguidc mode. 
and h e  one must frequently used. Because > I. here is 110 TEIt1 modc, but there is 
a mode* 

Tfie transverse fidd components are. from ( 3 .  l 10) and (3.1 2 1 1. 

- jLq1,?7. 
E,, = - (-4 cos n& - 3 sin ? I @ )  Jn (kep) t7-jUJ, 3.1 28ti 

k: /) 

- jii 
I-r, = -(Asin q$ + Bcos n ~ ) ~ ~ ( k , p ~ ~ - j ~ L , ~  

kt 

- jgrl 
TI+ = =(A a s  n@ - B sin n d ) ~ ~  (laefl)e-i*'. 

wave impedance is 

Jn the above solurions here s e  two remaining ubi t rw anlplitude cunstanls, -4 and 
B. These cunstanls control thc a~np l ih~de  ~br thc sin nq and eels nt;l tertns. which fire 
hdependenl. Ilrar i h .  hecai~sc. of the ar i rnur l~a l  sylrlrnerry o f  ~ h c  circular tvnvcycride. 
bolh Lhe sin I r m  and cos r 7 0  1ernIs are valid aolu~inns, and can he prrcenr ill a rpcci6c 
problem to any degree. -The actual ampli~udcs of these t q ~ ~ ~ s  will be dependent on the 
excitation of the witveguidc. Fmrn ;i diffe~.et~t viewpr,in~, the coordjna~c syslcm can be 
maled aboul the z-axis to ohtuiu an ! r  , w i ~ h  etrllcr -1 = O or 0 = 0. 

Now consider the dominmt TE, I mode with ,an excitarjan such that B = I). The 
fields can bc wti~tcn as 

A, = A sin Q.J1 (~, .~, )r - j@~~ 3. I3Oa 
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 UP E, = -A sin + ~ [ ( k . ~ ) e - j T  
kc 

The power flow down the guide can be computed as 

which is seen to be nonzero only when is  real, correspondi~~g to a propagating mode. 
(The requi~ed integrd Im his ~ s u l t  is given in Appendix C,) 

Arreouation due ro dielectric loss is given by ('3.29). The attenuation due to a lossy 
waveguide canductor can be found by computing rhe power loss per unit l e n s h  of mide: 
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TM Modes 

Fnr ~ l x  TM modes ol' the circular wauegyide, .we mug solve €01- Ez from the wave .. . 

eqlrati on in cyl i ndrical cowdi nztcs: 

&ere Ex({', Q: 3) = 4 { p .  @)e-Jfl1, md A< = kz - ;'j2, Since  his equation is identical to 
(3.107), the ,nenerd solutions are the same. Thus. fram ( 3 .  t 2 1 I, 

The diffrrence between thi. TE solution ;tnd ~ h c  prcsent h t ~ l u t i c m  i s  Ll~iit thc hound;vy 
conditionh can now he appl ieil direcrly tn eZ of (3.1 35) ,  since 

Thus. we rnlrsr have 

where p,, ,  is the rrith root o f  d,,ts): that is. J , ,  ( p  ,,,, 1 = O.  Values of pn,,, are .given in 
mathe~nnrical tables; the rirsr few values are listed in Table 3.4. 

The propagaticsn constant of the TM ,. ,,, mode i s  

The cutoff frequency is 

Thus, the first Thl mode LLI prt~pagate i~ ~ h c  'I-Mi,I mode, with fill = 2.4k". Since this is  
greater than ,u;, = 1 .X4 1 nf the lowest order TEI I mode, the TEl I mode i s  the dominan~ 
mode of  111e circular u~weguide. ,4s with the TE modes. T J I  2 1. so there is 110 TMLU 
mode. 

From (3.110), the transverse fields can be derived as 

TABLE 3.4 Values of pTrm far 'l':M Modes of nr Circular Waveguide 
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FIGURE 3.12 Attcnuatlan of various modes in a circular copper wavepide with u = 2.54 

-jPr L 
Ed=- ( A  cos n4 - 3 sin ni)~, (kcp)e-jbZ, 

k : ~  
j w m  

H -- ( A  cos nqi - B sin n $ ~ n  (kcp)e-*, ' - kzp 

-fd€ 
H& = - (A sin n 4 t B m s  nq5) J; (kcp)edjB3. 

x;, 
The wave impdance is 

Calculation of the attenuation for TM modes is left as a problem. Figure 3- 12 shows 
the attenuation due to conduclar loss versus frequency for various modes of" a circulx 
waveguide. Obsewe that the attenuation of the ml mods decreases to a v e q  small 
value with increasing frequency. This propefly makes the mode of interest for 
low-lass transmission over long distances. Unti~rtunately, h i s  mode is not the dominant 
m d e  of the circular waveguide, so in pracrice power can be losr from the TEoI mode 
to lower-order propagating modes. 

Figure 3.13 shows the relarive cutoff frequencies of the TE and TM modes. and 
Table 3.5 summarizes results for wave propagation in circular waveguide. FieId lines 
for some of Lhe lowest oder TE and TM modes are shown in 3.13. 

EXAMPLE 3.2 Characleristim of a Circular Wavegmide 

Find thc cutoff frequencies of the h t  two propagating modes of a circular 
waveguide with a = 0 5  crn and E, = 2.25. If the guide is silver plated and 
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FJCURE 3.13 C-uroff frequencies of the iirst few TE and 'TM modes nf :I cireula 
waveguide. felativr to the cutoff frequency of the dominan~ ITl, mode. 

h e  dielectric lrrss tangent is 0.001. calculate the atrenuatie~~ in dB [or a $0 cin 
length of guide operating ril 13.0 GHz. 

Sulufinn 
From Figure 3.13, the lirsr two proparazing modes {if a airculw wave~uyde 
are the TEll and T k 1  mudes. The cutoff irtlquencies can be found using 

TABLE 3.5 Summary of Ilesults for Circular Wa~eguidc 
- 

Quantity -,,, Mndc 

26 -  

0 
(.4 sin nd + Dcos T I O ) , J , , [ ~ , : ~ ) C - ~ " '  

-jwpa - (-4 r;os nd - L3 sin r ~ r j t ) ~ ~  (kcII)~:-'d' 
k?p 

sin + x EOS i i d ) . ~ :~ ( k ,~k - j ~ '  
k,- 

- j3 
- ( A  sin n h f B cos no)$, ~k~~)e-""  

kc 
.Pa ~r .4 c a  r i  @ - H sin n&]Jhfkp$s-"* 
k ~ p  





3.5 Coaxial Line 

So on1 y rhe TEI I m lde  i? propagating at 13.0 GHz. The tvavenarnkr is 

The artenuarion duC IO cli~'1ec~ric l i ~ s a  is calculared from r3.29) as 

Then from (3.133 1  he nrrenua~io1-1 due 10 mct:~llic loss is 

So the total attenuatinn factor i s  

N o ~ c  that [he dielectric Inss dominates t h i s  result. 'rile attenuatir~n in  thc 50  crn 
long guide is 

3.5 - COAXIAL LINE 
TEM Modes 

Although we have already discussed TEM mode propagation on a ct)akial line in 
chapter 2, we wilI briefly n-cansider it here in the canext of the general frmcworli lhat 
was briefly dtveloped in the prti ious section. 

Thc cuaxjal l i t~e gcumctly is  shpu n in Figure 3.15. where the inner cnnductur is at 
a potcnliul o f  1.; volts and [he uuter conductor is at zeru volts. From Section 3.1. WE 

know thal the fields can he derived from a sciilar putenliirl riinctir~n. Sr(pm OI. which is a 
~0luLion to L,aplacr*s cqu;ltion (3.14): in cylindrical coordinates Laplace's equation L&cs 
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FIGURE: 3.1 5 Cmmd he geometry. 

the farm 

This equaiion must be solved for @(p, ~$1 subject to the bnundq conditions that 

Using the method of separation of variables, we let @(p, #) be expressed io product 
fom 3s 

By the usual separation of variables mgment, the two ~ e n m  in (3.146) must be equal 
to Cdnstants, so that 

and k; 4- k; = 0. 

The g e n d  solutiun to (3.148) is 

P(d) = A cos n@ + B sin n,@, 3.150 
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whtre k, = ti. must be ;ul integer. since increasing co by a multiple of  Zri- ~ h o u l d  
change ihe rcsult. Now. because of the fact Lh;tr h e  boundary conditions oC (3.141) do 
not vaq wih 0, the potential 'btp, 9) should not vary with q. Thus. $7 must be zero. By 
(3.149). lhis implies that 6, musl also be zr1.o. un that thc equa~iun Tr~r Rip J in (3.137) 
reduces to 

The solution for R(p) is they 

and so 

~ p p l y i n ~  the bounrlruy conditions of ( 3 . I U j  gives t n . ~  equations fur rhe cpmrwrs 
and D: 

A&r solving for C' and D: the final soluiian fur @I ( I .  c ~ )  can be writu11 as 

The I? and fields can ken be found using (3.131 and (3.181, Thm  he vt , l~ge.  
current, and characteristic impedance can be detern~incd as in Chapter 2.  Auenuarion 
due to dielecrric or conductor loss has already been treated i n  Chapter 2. und will not be 
r c p t e d  here. 

Higher Order Modes 

The coaxial line, Iike the pad le i  p l m  waveguide. can also support TE and TM 
waveguide modes in additinn t o  a TEM mode. In pmutice. these modes are iisual1y 
clttof1 (evanescenl), and so haire only  a reacti\.c efrcul ncar dit;conlinuitics or sources, 
where they are excited I t  is important in practice, however. to hc awm of l l ~ e  culoff 
frequency of Lhc lo\vcst order w a v e ~ u l d e - t ~ ~ i  tni~des. TO atsoid [he pi.opagatian ur thzse 
modes. Delrterious ef'fccts may otherwise occur. duc tu  he superpositior~ of two or 
more propagating modes with different propagatiun cunstmls. hkoiding the propagalion 
of higher urder modes sels mi upper l imit on thc sizc i>T :i coaxial cable; this 111 tinwely 
Ifits h e  power handling uqacilv of a cruxid Eioe (see thc Pr~inl uT inkrest 011 power 
capacity of uansmission Lines). 

We wiI1 derih-e the solution for the TE m d e s  ni the coaxial Tine: thc TET I rnnde i s  
the dorninanl waveguide mode or the coaxial l ine, and st, is ot' prirnq jnlpartancc. 

Fnr TE modes. E, = 0, and Ht sarisfits h e  wave equation of (3.1 I?):, 

B2 1 1 6' - A. -- + -- 
p a p  p2 ad? + k:) )dz(py 9) = [ I j  



144 Chapter 3: Transmission Lines and Waveguides 

where Hz(p :  &, r l  = h A p ,  d)e-jpf . and kf = k2 - ig2- The general solution to this 
equation. as derived in Section 3.4. is 3ven by h e  product 01 (3.118) and (3.120): 

In rhjs c;L~, 0 < - p _< b. SO we have no reasan ta discard the Y, term. The hounday 
conditiom are. that 

W e  (3.1 lob) to find Ed from Hs gives 

Applying (3.156) to (3- 157) gives two ~qualions: 

Since this is a homogeneous set of equations, h e  only nontrivial (C # 0, D # 0) solution 
occurs when the detcrrninant is zero. Thus we must have 

This is a cl~arac~eristic (or eigenvaluc) equation for k,:. The vducs of kc that satisfy 
(3.159) then define the TE,,,, modes of h a  coaxial line. 

Eqiiation (3.159) i s  a transcendental equation. which must be solved nurnericalfy for 
kc. Figure 3. I6 shows  he result of' such a solutinn for 11 = 1, far various b/a ratios. An 
approximate a~lution that is often used in practice is 

Once ke i s  know, the p~opasalion cDnstan1 M cutoff frequency can be determined. 
Solutions for the TM modes can be found in a similar manncr; the required derenninantd 
equation is the same as (3.159). except for the derivatives. FieId lines for the TEM and 
TEl 1 modes of the coaxial line are shown in Figure 3.17. 

EXAMPLE 32 Higher Order Mode of a Coaxial Line 

Consider a piece of RG-I42 coaxial cable. with u = 0.035" and b = 0.1 16',". 
and a dielechic wid1 E .  = 2.2. What is the highest usable hequency, b e f e  the 
TEI i waveguide mode s r m  ro propagate? 
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FIGURE 3.16 No~malizcd e ~ t o f f  fmycncp uf thc dumimll TEI I ~~~avcgn ido  tnnde for ii ~rzax'iai 
line. 

From f i gwe 3.Ib this valuc of bin gives k,cl = 0.47 Ithe appfijxima~r result i s  
k,n. = 2/11 -1 h/.rr,) = 0.4C75 1. 'I'hus. rtw cur~rrf Frequency of the TClr mode is 

In pritclicc. 2 5% saf'pty margin is nsudly recommended, so fmx = 0.W 17 Gtfzi = 
16 GHz. 0 

n C t ~ ~ ~  3.17 Field 1 i . n ~  Tor h e  [a,) t E M  and (b), 7%) 1 modes a coaxial line. 
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POINT OF EVI"I'REST: Coaxial Comeclors 

Most coaxial cables and colmectors in common use have a 550 R chmacreristic i rnpedmce. with 
) an exceplion king rhc 75 12 coax used in lelevision systems. The rea6oning hehind lhcse choices 

is  hat m air-liIlcd coarcid line has minimum ntcenua~irln for a char~~crerisric inipednnce of 77 Sl 
(Problem 3,38), while maxinlu~n power capacity occurs for a chriracteristic impedance of 330 0 
(Problem 3.27). A 50 $ 2  characteristic irnpedancc thus represents a cun~promise belween ~ i ~ i r n u r n  
attcnua~ion md maximum power capacity - Requjrernenls for c~s.uial cnnncctms include low S WR, 
higher-order- mode- Liet operation at a high frequenc),, high repealahi1 ity she[ a connccr-disconnect 
cycle. and mechanical strength. Connecwrs are used in pairs. with a malc end and a fcmdc end 
(or plug and jack). Below we describe some of rhe rnnsr c o ~ m o t l  microwave coaxial connectnrs. 

Type-N connector. This conneaor was devehpeb in 1942 wd named afeer P. Neill, whr~ worked 
on its design a1 Rcll Labs. The male and female connesttws thread trogerhcr: the outer diameter of 
the fernair ctlnnccior is shout 0.625 in.. so [his is a relatively large connector. The rrconmle~~ded 
u p p r  operaring liequency m g e s  from 1 1  to 18 GHz. depending on a b l e  s i z .  The SWR for a 
mated connector pair is typically less than [ .07. 

SMA connector. The nccd for a sinnllcr and Lighter connector led to the developmeni of llle 
subminiature ShiIA connector in he early 1960s. T h e  outer diameter of the ftmdc end of h e  SM-4 
connector is aboul1).350 in. 11 c u  bc used up to 15 GHz. itnd is probably (he most frequenrly used 
rnicrow;lvc connector [loday. Increahing dernmd  in^ mjllirtleter waw con~poncntu, has led to thc 
development of rwa popular variations of f ie SMA connector: h e  K-cunnector l m h l e  ro 40 GHz) 
and rhc 2.4 mm connixtor (usahle to 50 GHz). 

SSMA connector. The SSMA (scaled SMA) cnnnecrw i.6 similm in desig to the SMA connec- 
tor. but smaller in size. The outer dirunekr of thc f e d e  end is abaul: 0.192 in.. and he maximurn 
operating fmpency is about 38 GWz. 

APC-P connector. This i s  n precision connector (Amphenol p ~ i s i ~ r t  rnnnz~tor) tha~ cam re- 
peatably achieve an SWR Icss tl~m 1 .W al frequencies up in I X GHz. The connCcIOKS '%exless," 
with butt contact k ~ w m  both the h e r  ~onductors and the outer conductoe. 
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me ENC baby J\' canncctorl arid 'I'NC (0 ttlreaded RNC connector) are cvmrnnnl>- used at 

RF a d  IF fral~~etlcics. hut tlnl far rnirfllwave work. 

Rpfrrpnr.c J. H. Bryant, 'Coaxial T M S ~ ~ S S ~ Q I I  I-incs. Relard -I'\vo-Conductcrr T r ~ m i s i ~ ~  bq, 
~ o ~ ~ n ~ ~ r r m ,  mid C~rnpnnents:  A u.3. H1rtonc:kl Pcrspct~\fe." lEEE T r t m ~ .  M ~ c r ~ w u i ~ ~  =on; & 
rcch igue~ .  vol. hl'M-32. pp. 9 7 W F 3 .  Scptc-utbcr 1Y84. 

3.6 - SURFACE WAVES ON A GROUNDED DIELECTRIC SLAB 

We briefly discussed surface waver, in Chapter 1 .  i l l  connection wirh hi: ficld of 

a wave ro~ally refleclrd fiarn a diduc~r ic  inter-face. In general. surface wavcs 

cm i n  a v;iricty ~i ge~melrics invnlvirlg dielectric interfaces. TIert. u-c consider 
~e TM and TE s u ~ k e  waves that can he exciied along a ~ ( ~ u n d e d  dielecrric slab. 
Other ~eoinetries that can be u s ~ d  as surface wnueguides include on ungrnunded di- 
electric slab, a dielectric md. a comga~cd  cr)nducmr. or a dielectric coaled conduct- 

ing mb. 
Surface hvaves are typified by iield [hat decays exponentially away from the &- 

electric surface. with mo~L of ~ h c  6cld contained in or Itear rhe diclcutric. At higher 
fqueacics the field general lv  hc"cnmes nloi-e rightly b r r ~ ~ n d  Lo rhc dielecaic, making 
such waveguides practical. Hecarrse of the presence r ~ f  the dielectric. the phase velocity 
of a surrarv wave is less than the i'elocity of light in a vacuum. Another reason for 
studying surface waves is h i  tiley may be cxcirzd on sunw types of planar rrar~stnission 
h e s ,  such as rnicra-s-p and slotline- 

TM Modes 

Figure 3.18 showh ~ h c  gBufletly o f  n gounded die1em-i~ slab waveguide. The 
dielectric slab, of thicknc\s rl and relative dielecvic con.c;lant f , . .  is assumed 10 be of 
infinite extent ill dlr 11 : directI0ll3. Wr will assume prr~pagation in the +; directiun 
with an e - j D x  prqagalirsn factor, and no barialion in the 11 direction ( A / B y  = 0). 

Because there are lwrl diitinii legions. wit11 and xi thou^ a diclecrric. we must sep- 
amkly consider the held in tiles$ regions. arid then mall-h 1angeiltiaI fields i - t~oss  the 
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interface. E, must satisfy the wave equation of (3.25) in each regan: 

- + frG - o2 e.{x, y) = 0. 1 for 0 5 x 5 d ,  

- j D z  where Ez(x,  y! z )  = E,(z, y)e: . 
Now define the cutoff w~venumbers for the two regions as 

where the sign on hZ has been selected in anticipation of an exponentiaIIy decaying result 
far T > 51. Observe that the salt: propag~~iun consunt 3 krts been used fur both regions. 
This tnust be the case to uclrievr philsrl ~natching of h c  tanscntjal tields a1 the J. = d 
in~erface rur all values of 2 ,  

The general solutions to (3.1 60) are then 

e,(x, y) = -4 sin k,x + B ctls k,s, for 0 5 s 2 d,  3.162~ 

e,(z, y) = cehr + for i i 5 ~  <tk. 3. I628 

Note that these solulians are valid for k, and h either real or imaginary: if will tm our 
that both kc and h m real, because of the choice of defini~i~ns in (3.161). 

The boundmy conditions that must be s;xtisfied are 

&(x, y, 21 < XI: *S.S + * 
E,[z,g, 2)  continuous, at .r = d, 

From (3.23). Hz = Ey = Ifz = 0. Condition (3.163aj implies that 3 = 0 in (3.162a). 
Condirinn 13.16%) comes about as a requirement for finite Gelds (and energy) infinitely 
fx away from a source, and implies th.clt C = 0. The continuity of E; leads to 

A sin k.,d = ZIrphd, 3. I44u. 

while (3.23b3 must be used to apply con~inuity to FIP, lo obtain 

For a nontrivial solution. the determinant of the two equations of (3.164) nus1  vmish, 
leading to 

k, ran kcd = E,-/J. 3.165 
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I 

FIGURE 3.19 Graphical sulution uf the transcendental equation for the curoff frqueacy. of a 
TM suFfa~c wave mode of the ground& dielectric slab- 

Eliminating 3 h m  C3.16ia) and (3.161h) gives 

Equations (3.165) and (3.766) consrilule a set of simultaneous rranseendentaI equa- 
tions that mitsl be s o l ~ ~ d  for thc propagati~in conrtants k,  and I t ,  given k ,  imd f , . .  These 
equations are hzsr solved numerically, but Figure 3.19 shows a graphical representarjon 
of the solutions. Multiplying bolh sides of (3.16b) by dL gives 

which is the equation nf a circle in the (;,ti, Id plmr. as shown in Figure 3.19. The 
mdius o f  the circle is J z k 0 d ,  which is pruprtional to the electrical thickness of rhe 
dielectric slab. Multiplying (3.1651 by d gives 

which is: also plr>Ued in Figure 3.19. The intersection of these curves implies a solution 
to both (3.165) and 13.1 66). Ohserve rhar k,, ma?; be positive or nepalive; Crr~m (3.167a) 
this is seen ro merely change  he sign of the constant A.  As %'r, - I becomes larger, 
the circle may intersect more rhan one hwnch of rhe tangen1 function, in-rplying that more 
than one TM mnde can propagate. Sol~riions fbr neeatit-e 11. hrnvcver. must be escluded 
since we assun~ed h was positive real when applying boundary condition (3.163b3. 

For any nonzero lhickness slab, with a pemirtivity greater rhan unity. there is at 
least one propagating TM mode. which we will call the TMLl mode. This is the dvrninsnl 
mode of the dielectric sfab waveg~~idt.. and ha< a zero cutoff frequency. [Although for 
ko = 0, k, = h = fl and all fields vanish. I From Figure 3.19, it can be seen that the next 

mode. Lhe TM I mode. wiIl nut turn nn until lhc radius of  he circle becomes greater 
Z. The curuB frequency ul h e  TM,, mudr can chcn be derived as 
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Once kc and !J have beeo fond fix a p6cular  surface wave mode, b e  field ex- 
pressions c m  be found as, 

T o r O 5 s d  3.16Ba 
for d < :G < X. 

-A cos ~c,ce-j" h r O I ~ < d  
q x 7  P, ~1~ 3,168b 

-A kch-"(x-d)e - iF~  for d < 3-. < m, 

TE Modes 

TI2 rnt~des can also be suppcrrced by h e  grounded diektric slab. The HL field 
sacisfie5 h e  wave equatiolfi 

(g -+ k:) h2(x.y) = 0, for Q 5 s < 6, 3.16% 

with H,Cx, y, J S  = hZ(x,a)e-jfl", and k j  and h2 defined in (3.161a) and (3.161b). h 
for the TM modes, the general solutions to (3.169) are 

h,(*, g y) = A sin kcz -I- B CDS k&, 

ha(x, g) = eehT t ~ e - ~ ~ -  

To satisfy the radiation canditi~n, C = 0, Using (3.19d) to find E, from Hz leads to 
A =Ofw Ey = O  31 x = O.  and to the quatim 

for cwl.inuiq of E;, at x = d. Condnuity uf Hz at z = d gives 

B cos kcd = L.)e-'ld. 

Simultaneously soIvhg (3,171aj and (3.171 b) leads to the deteminantal equation 

-kc cat k,d = h. 3.172 

From (3,IBla) and (3.161b) we dm have that 

k: + h2 = (er - 1)k-z. 3.1 73 
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Equarions (3.1721 iind 13,173) musl bc sc~lved ~ u l ~ e o u s l y  far rhe variables k:,: 
and i? . & w k ~ n  (13.173) &gain r q m s a r s  circles in the k,-d hd'glme. w'irile (3.173 .ta+ 
be rewritten as 

and plotled as u l'a~ni lp i ~ f  t'ilrves in h e  A, (1 .  / ~ . r /  plant, as shclwo in figure 3.20. Since 
negative value.; vf 71 muit he ~sclutkti. wc  w e  ffilnl I:igurc 3.31 111al thc limt E mode 
does not  slart tu propagale ~ ~ n l i l  tlre ~.edius 01' the circle. v F,.  - I X*(,II'. hecrlrnes greakr 
than ir/2. The cutdff fequency 01 the TE,, &odes cart then be found 3s 

Comparing i v  it11 ( 3.167) chi,tws lhnl the order ul'prt3p~!gatian for 111e TM,, and TE,, rntldes 
is. TM,,. 7% I , TM I . IF,. TM1. . . . . 

After Iindiny - rliu c<,nstu~ts k, aid / I ,  111c liel,d mpfisdmiia mn he clchxd as 
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FIGURE 3.2 1 SufFdce wave propagation constants for a ground4 dieleckic slab with E, = 2.55. 

n 

EXAMPLE 3.4 Surface Wave Propagation Constants 

Calculate and plot h e  prs,pagation cans tants of the first three propagating surface 
wave d s  of a grounded dielectric sheet with r,. = 2.55, for d/Xo = O to L .2. 

So/utiom 
The firs1 three propagating sul-face wave mbrtes are the TMLI.TEl, and TMI 
modes. The c~~toff frcqucncies for ~hesc mr&s can be. found from (3.167) a d  
(3.1 74) as d 

TMU : 1, = I) -=o, 
A0 

The prcpgation constmis musl he found f ~ o m  ihe numerical suludun of (3 . )  651 
and (3.166) for the TM mudes. and (3.172) and (3.173) for the TE modes. This 
can be done with n relativety simple root-finding algorithm (see the Point of 
Interest on root-finding dgori~hms); the rcsulls are shown in Figure 3.21- 0 

POWT OF INTEREST: Root-Finding Alg~rit hms 

In several txmples  h t r g h a u t  this book we will need to numericdry find the rout of a 
I transmndcn~al eqmtion, so il may be useful to review IWO relatively simple bur eftkcti* akorimms 

for doing fnh-i. Buh m c t h d ~  can be earily programmed. 
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1n the interm-halving mehod rhe tuot af j \ , r l  = 0 is firsl h k c d  herwcen thr values ,si 
md x:. These values can often be estimated frnm the problem under ~wnsideration. If a sjngIe 
mot lics bdween .rl mind rz, then f t ~ ~  )fTr~) < 0. An estimate. 7:. o f  the nmt is mdc by halving 

interval belxvecn and a:. Thus. 

~f ~ ( Y : , ) . ~ ( . J ' ? I  < 0. the11 h e  n m  riWt lie in ffie interval' ,rr < 2 P 2 3 ;  if f (.I>] J(,I.?) < 0, then 
h,- root must hrr in ihe irltzrval .C? < x +Z 3 3 .  A I I ~ U  e.%timii~e. ,rq, cw be made by halving the 
approprinie irrleflaI. :~tld t h ih  prvccss repealed unril h e  I~)caLbn trf the root has been iferemined 
with Lhe desired arc'wacy, The figure. h c l u ~  illus;rratfi Lhis n l g d h m  for $Pverd iteraritms. 

The Neulton-Raphson merhod begins with an esrimatc. $1, d the m ~ l  of ~ { S J  = (1. ?'hen a 
new esii~natr. .r:+ is rbhtait~ed I'rorr~ rhe formula 

where j t (q  ) is  the dcriuarive d f{$) $1, This ~ s u l l  is eik41y da i~ed  ha~u a I W L I - ~ ~ ~  Taylor 
series capansinn of j(.r.) gear x = T I : ~ ( s )  = f(kl + ( x  - sl )j'(:rl), It can dso be interpre~ed 
gcumetrically as fittinp a straighi tine at s = ?I  with thc fame slt~pe as fl.rl at this painr: this line 
then inrcrccpts CIle .I:-axis I[ s = Y':, as shoivi~ itl thr figure helow. Rzapplyjng the above furmula 
gives impnrved esrirnalrs of the rt?r,t. Co~~\ .e r r c i~ce  is gcncmlly much fi~sler than ivirh rhe i men-a! 
halving rnerhd,  hnl a ri~ssdllanmgc is that rl~e derrvii~ive ( ~ i  f q , t a l  is required: this can 11flen be 
computed numeiically. The NGWOII-Kaphso~l rechnique can cnsily be applied 10 the c e  when? 
the root is comp1r.x (a ?;iluation r h ~ r  ncours, for rxaniplc. when finding ihc propag~tio11 constant 
of a line or puidc with 1055k. 

We no\+, cvnsidur srripline, a pIma-type t j f  transmission line that lmds itself well 
cn nlicrauravc inrcgratird cirCuilry and phr~tnl  i t  hugraphi  F~brication. The yttomctry of a 
SE"$inc i s  shown in 1;igut-c 3 . 2 2 ~  A thin conducti~~y suip 01. widtb \ I -  is centered betrvucn 
wo wide conducting ground plar~cs nf separarion [ I .  and @e e.nrhe region between the 
ground planus i s  fillet1 wit11 a dielec~ric. I n  pwc~icz. sti-iplinc is usually cansrnrctcd by 
aching Lht cenlcr conrllrutor on s gruunded substrate of thickness h / 2 !  and the11 covering 
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Gsnurrd plane 

FIGURE 3.22 Striphe mmissir~n line. (a) Geometry. [b) Elatriu md magnerio field lines. 

with another grclunded sutm-are of the same thickness. An example af a stripline circuit 
is shown in Figure 3.23. 

Since slriplinc his two conductors and s homogeneous dielectric. it  can suppwt 
a TEM wave. ;urd this is the usual t n d e  of operation. Like  he parallel plate guide 
atid coaxial lines, hr~wever. the stripline can also support higher order TM and TE 
modes, but tllesc usually avoided ill practice (such modes can be suppressed wilh 
shorting SCEWS between the pound planes rind by res~ricling the ~round plans spacing 
to less than X/4). InmitiveIy. one can think nu stripline as a sort of "fl attcned out" 
coax-40th  have a ce~lter conduetor cc~mplecely enclosed by an outer conductor and are 
ul l i fody  filled w i h  u dielectric ~rsediu~n. A sketch of thc field lines fm striptine is 
shown In Figure 3.22b. The main difficuity we wilt have with sttiplinc is that i t  does 
not lend itself to a simple analysis. as did t l~e  transmission lines and waveguides that we 
have p r ~ v i o u ~ l y  discussed. Since we will bc C O I I L ' C ~ ~ ~  primarily with the TEM mode 
of h e  stripline. an eleclrosratic analysis is sufficient to give the propagalion cr~nsrant 
and ch;iracteristic impedance. An cs;iui solution of Laplace's equalion is possible by a 
conformal mapping appivach 161. bur the pruccdurt ilnd results are cunlbersurne. Thus, 
we wil l  present closed-form expressions thai give good appl-oximations lo Lhe exact results 
and then discuss an approximate numerical technique for solving LupIacc's cquadon for 
a gcvnlet1-y similar Lo s~riplinc; this reclmique will also be applied LO microskip linc in 
the following section, 

Formulas for Propagation Constant, Characteristic 
Impedance, and Attenuation 

From Section 3.1 we know h a t  the phase velocity of a TEM mode i s  given by 
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FIGURE 3.23 I)hr,iograph of A s~dfilinc ~Ircliit asse.mbly, showiiii fbui qiuddi-afr* hyblirids. 
open-circuit tuning s tuhl;, and m~~i.al transi~~ons. 

G~mesy of K&n Hrnve. Ir.. Mis\CC2M h ~ -  

thus the propagation constanl trf thc stripline ?s 

In (3.1 76).  r = 3 x I U%/sec is thc spzed of light in fre'e-space. 'The characteristic 
kpeduloe of a transmission lrne is s i ~ c n  by 

"here a l ~ d  C '  are 111e inductance and ruPchance per unit Icngth of the line. Thus, 
we can find Z<L i r  wc know P. As rnen~inned aboi'e. Laplal:exs sc(u:~ticm can be solved 
by conformal mapping in lind the capacirance per unit fen@ of  he srripline. The 
~ s u l t i n g  sdutinn. however, involves cornplic;lred special funsli~lns [6], so for practical 
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ton~putations simple formulas have been developed by E W e  fitring to the exact solution 
[B], [7]. The resulting formula for characteristic impdance is 

where We is the effective width of the center conductor given by 

w* 
for - > 0.35 

b 
Ir = ' 1 :0-35 - w/b12 W 3.179b 

for - < 0.35, 
b 

These F m u l a s  assume a zero strip thickness, and are quoted as being accurate to about 
I % of [he exact results. I t  is seen from (3.1 79) that the characteristic impedance decreaes 
as the strip width GIr increases. 

Whe-n designing shipline circuits. one usually needs to find the s h p  width, given the 
charac tedstic j mpedance (and height b and permittivity e,.), which rquires the inverse 
of the formuIas in (3. I7!JJ. Such formuIas have been derived as 

Since s ~ p l i n e  is a TEM type of line, the attenuation due to dielectric loss is of 
the same form as tha~ for ohcr TEM lines and is given in (3.301, The attenuation due 
to conductor loss can be Found by the perturbation method or Wheeler's incremental 
inductance rule. An approximate result is 

2.7 x 10-3R,~,Zo 
3 h ( b  - t) 

A for 6 Z 0  < 120 

Np/m, 3.181 
0+16R, 

B 
Zob 

for &Zo > 120 

with 

where 8 is tbe thickness of the ship. 

EXAMPLE 3.5 Stripline Tlesign 

Find the width for a 50 fl copper stripline conductor, with b = 0.32 crn and 
1 r. = 2.20. If the dielectric loss tangent is 0.00 1 and the operating Frequency 
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S L ~ L ~  timr 
since J;;ZIj = \-) = 74.2 < 110, und s = IO~/(\li;z~\r)) - il.Ul = 

0.830. (3.180) gives the widrh ii,s T.1: = b~r = (0.32)(0.8301 = 0.266 cm. At 
1U GHz. the: wavcpurnkr is 

Fmm r,3.30) the dieleclric attenuation is  

k u n  8 - (3  10.61tO.UQI ) 
CL,~ = - - = 0,155 Yp//m. 

2 2 

The surface rehisranm nf copper at I0 GHz i s  H, = a026 fL  Then-fiom.(3.1I( I ) 
the condt~cti~r ;~ttcuuarion i s  

since d = 4.74, The tub1 al~rinalion con~.Wt is 

Ar 10 GHz. the ~ i l v ~ l c n g r h  ilrl thc srriplinc i s  

so in Lerms nf wa\ -r l t .n~~h  the anenualirrn i s  

An Approximate Electrostatic Solution 

Marly prnc~ic-ill prohlel~~s i n  n~icn,wnve ~ n ~ i n c e r i n g  are wn. cotnplicated and dr) not 
lend themselves (r, ~ [ c a j ~ ! l ~ l i > n v a d  a~1;iI~lic S C I ~ U I ~ I , ~ ~ .  but rcquirr sulnc bon af numerical 
approxh. Thus ir  is u,~fuI  f ~ l r  thy ~tudcn\ lrt, bc,c.cnme a\\;ll.e of sirch techniques: we 
will introduce c ~ c h  merh~i l s  whrn apprr)priarz thrnughout this book, hcginning with a 
oumericnl solution for the chuacte~-i.\ric irny~edi~nuc nf striplinc. 

We h a w  ih;it thr fieids nf {hc TF,M mmode ntl a .;tripline must satisfy hplacc's 
quation,  (3.1 1 ), b l  the r~giun hettvcen rl~c  two pnrdllel plates. ' h e  ac111nl stripline 
gcomerr~ of Figure 3.22a ertcnJs ro kx. whic]~  111akcs the anr~lysis more dil'iicult. 
Since ive <uxpec-~. fwm the field line drawing d Fisure 3.22b. that he heid lines d0 
no( exlenrl 1 . q  far abva5; t'rclm ~ l ~ e  center c.c,nductnr, wc van simplify the ~ e o m d r y  
h n c a t i n g  the p1;llc.s beyond some disrancc. say Irt > a/2. and placing nletal w l l s  ofl 

D l l r e  3.24, the sides. Thus, geometry W-e will anrlbze l u ~ k s  like that *oWn in Fi, 
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FIGURE 3.24 Geomeby of encbsed stripline- 

where rt >> b so &at the fields around the center conductor a ~ e  not per~urbed by the 
sidewalls. We then have a closed. finite q y o n  in which the potential @IT. y) satisfies 
Laplace's equation, 

V;Q(X: g) = 0, far 1x1 5 a,f2, 0 5 y 5 b, 3,182 

with the boundary condirions that 

Laplace's equation czln be saIved by the nlerhod uf separation of variabIcs. Since the 
center conductor at ;ir = b/2 will contitin a surface charge density: h e  potential @[a, y) 
will have a slnpe discontinuity there, because R = -QE,.V~Q is d i sc~nt i f i~~us  at = 

h j 2 .  So separate solutions for Q(L : 3) must be found for O < y < 6/2 ,  and bf2 < y < b. 
me general solutions for @(x, ; I)  in hese two regions can be wrirten as 

nxx n,ry 
A,cos-sinh- a a for 0 I y 5 h/2 

odd 
n7ix n~ 3.184 

sinh - ( b  - y) fur 6/2 < p 5 b. 
a a 

odd 

In this solution, only h e  odd-n terms are needed because the sdution is an even function 
of x. The reader can verify by substitution that (3.184) satisfies Laplace's equation in 
the two regions and satisfies the boundary condihons of (3.1 831. 

Now, the potentid must be conunuous at y = b / 2 ,  which from (3.1&4) leads to 

A,, = fin. 3. I85 

The remaining set of constants. A,. can be found by sclIving for the charge densiry on 
the centcr strip. Since Ey = -BG/&. we have 

n7Tx nxY 
- 

A, ( ) - cash - for 0 5 y 5 612 
a a. 

?LT  
3.186 

cosh -(b - y) for b/2 5 y 5 b. 
n= a 
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The s&&,c chqge density on the strip ttt = b,/2 is 

which i s  secn Lo bc a Fourier series in .I- TCW the ciirfao~ charge densily. p,. I f  we knt~n- 
1hc sui-Fau~: charst. dcnsity, we could easily find the unknnu,t~ const:mts. A,,, and lhcn 
the capxi t i ice .  We dr> not know the exacr surl'uce charge density. but we c m  make s 
good guess by approxinlarinp i~ as a consrant over the width r l f  the srtip 

Equar iq  [his to (3.1 87 1 alrd using the nnhilgnnul iry pmpnies r j f  the cost rlsra-ff~J EWC- 
tions gives the cnristant., .4,, as 

The voltage of rbc reliter sh ip  relative to t l ic  hr?rrom conductor is 

odd 

The total charge. prr unir lerlsrh, o n  t17e ct'nIrlb cr311rlu~lur ih 

so that h e  capacitance pcr u ~ l i ~  length of the stripline ts 

The characteristic impedance is then fuund as 

where c. = 3 x 1 utl ml-w. 
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EXAh4PLE 3.6 Numerical Cattulatirrn rjf Sttipline Parame ten 

Evaluate the above expressions far a stripline having E,. = 2.55 and a = 10Ob. 
to find h e  characteristic impcdancc for Mr/h = 0.25 to 5.0. Compare with h e  
results from (3. I 79). 

Solfirion 
A short BASIC computer program was written ta evaluate (3.192). The series 
was mncated after 500 t~rms, and the results are shown below. 

Numerical Formula 
Wh Eq. (3.192) Eq. (3.179) 

We see that the results are in reasonable agreeinent with the rlc?sed-form 
equations of (3.179), particularly fbr wider strips. Better results could be ob- 
tained if more sophisticated estimates were used for the charge density, g, . 0 

Microship line is  one of the most popular types of planar transmission lines. primarily 
because it can he fabricated by phrrtuliht~~raphic processes and is easily h ~ ~ e g r a ~ e d  with 
othcr passive md active microwave devices. The geornetrq. of a ~nicrostrip line is shown 
in Figure 3 .25~~.  A conductor of width 11 - is printcd on a thin. grounded dielectric 
subs~ate of thickness d and relative pern~ittivity 6,; a sketch i,f the field lints is shown 
in Figure 3.25b. 

If the diclec~ric. wcrc no1 prcsent (r- ,  = 1). we could rhnk of che Line as n two-wire 
h e  c ~ n s i s h g  of two Bat strip conductors of width \I,-, separated hy a distance 2d (the 
ground plane can be removed via image thso~~) .  In this case we wnulct [.lave a simple 
TEM ~ransrnissir~n line. wilh = r b  md i j  = A:(,. 

The presence of the dielectric. and particularly thc f a c ~  that h e  dielectric does not fir1 
the air repinn above the strip (y > dl, cnrnplicates rhc hchavior md analysis of microstrip 
line, Unlike stripline, where all the fields are contained within a hnrs~ugeneous dielcctri~ 
region. mil-roslrip has srmc lusunlly r n r ~ x t )  of its field lines in the dielectric reson, 
concentrated bttwecn  he strip cc~nd~~ct(x-  and thc ground plane. mb some fraction in 
the air region above the subshate. For this reason the microstrip line cannot support a 

pure TEM wave, since the phase velocity of TEM tields in rhe dielectric r ~ g i a n  would 
be c/&* but the phase velocity of TEM fields in h e  air region would be c. Thus, a 
phase march at the dielechc-air interface would be imgussible ra attain for a E M - t y p e  
wave. 
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FIGURE 3.25 hfic&strip m$missir>n line. (a)  Genme~ry. (hl Electric and mneuetic field lines 

I n  actuality. the exact fieldh uf a micrnstrip line uc>nstiIuLr a llybrid TM-TE wave. 
and require niurc ;idvanred analysis teuhniqut.3 than wc ;Ire prepdcd i l l  deril with Irere. 
In most practical applications, Irowcv~r, the dielectric substrate i s  electrica~ly ver) thin. 
(d  <<. A). and st7 the fields ire quasi-TEM. I n  olher wtirds. the fields nrz csbcnlially 
the same as those of the srarii. case. *Thus. good spproxinia~tons for rhc p h ~ w  vcloc- 
ity, propagatiun consrant. and chancre.risTit irnpcdanue call he ohtained fr~rrn static Ql' 

quasi-starjc solu~ionc;. T l~en  ~ h r  phase velocity arrd proyagatiun consratlt ran h~ ux- 
pressed as 

where c, is thz eSl'ecti\.e dielectric constanl of the niicrostrip line. Since some ~f tile 
field 111lcs m in ~ h c  dielecrric region some are in air, the eftkcrive dklectric corlsrant 
satisties the relnrion. 

and is dependent on rhc substrak Wckness. d. and cvnductor widrh, l e t - .  
W e  wiil first present design fnrniulas for the ef('ec~i vu diclcctric cnnaant and charac- 

teristic impedance of micrnsrrip lint; these rt.sulls arc curve-fit appro xi me ti^^^ lo r i g o r ~ ~ ~ b  
quasi-static ~ ~ I u t i u ~  IS]. 191. l - l ~ e n  we will outliue a numerical method of solution {sifll- 
ilar to [ha1 used i n  thc previous sectinn for st,riplinc) for  he capacitance pcr unit length 
of microsrrip line. 
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Formulas for Effective Dielectric Constant, Characteristir: 
Impedance, and Attenuation 

The effwtivs dielectric cortstan~ of a microstrip line is given approxirnateIy by 

The efiective die]e&c constant can be interpreted as Lhe dielectric constant of a homo- 
geneous medium that replaces the air and dielectric regions of the microstrip, as shown 
in Fjgure 3.26. Tile phase velocity and propagarion crmstant are then given by (3,193) 
and (3.194). 

Given the dirnensiuns of the microstrip line. the characteristic impedance cm be 
calculated as 

fur W / d  -=_ I 

& I =  1 2 h  
3.196 

for W / d  2 1. -6 [ l ~ / d  + 1 393 + 0.667h-1 (W/d + 1.444)] 

For a given characteristic impedance Zo and dielectric constant c,, the W/d ratio 
can be fauntj a 

e2-4 - 2 I"" far W/d < 2 

where 

FIGURE 3-26 Equivalent geometry of quasi-TEM microsip line. where the die1:amic slab af - 
thickness d and relative permittivity E, has been replaced w i h  a homogeneous 
medium of effective relalire p m i ~ v i t y .  E.C. 



Corrsidering mimostrip as a c~uasi-TEM line, the attenuation due rn dielectric luss 
be detennincd as 

tan f i  is ~ h c  loss tangcnl i,f the dielectric-. This t~esul~ i s  dzrivcd from (3.30) by 
mulizpljri~g by ;i ''filling Fi.ac\r>r:' 

aucuunls h r  thr 1;1cl rhat the &Ids around h e  microship l ine are partly i r r  air 
{lmsless) and partly in ~hr: ciicled~.ic. The artcnuati~n due to cunciuctor loss is given 
app~oxirna1ely by [XI 

where R, = \- i s  the surface resistivity of rhs cnnducro~.. Fur most microstrip 
subsrsates. C O T I ~ U C ~ C I I -  loss is much more sipnilicanl ~ h m  dieleclri~ loss; exceptions may 
occur with some semiconductor substrates, h~wcver.  

EXA3lPI ,E 3.7 3,Iicrostrip Design 

Calculare ~ h c  width arid length of a ~rlicruhtrip line for ;i 5 0  11 chariicceris~ic 
1 impedance and u 90" phase $hilt at 2.5 GHz. ThC substrate thickness i s  d = 

0,127 cm. with c ,  = 1.N. 

Sulriritrlr 

We Grst find l i ' / r f  ft>r Z,, = 50 I!. and initially guest+ rhal TI-id > 2.  F r r ~ ~ n  
(3.197), 

So \T7/ii > 2:  olhemrist we would use Lhc cxpresl;ion for Il-jr.f < 2- Then 
1.C' = 3,081 11 -= 0.39 1 cm. From 13.19s I the ~ f f e ~ t i t c  Cii~lectrjc consrant is 

The line Icngih. I:, b r  a 90" phase shift i u  found ~ - h  
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An Approximate Electrostatic Solution 

Wz now look at an approximate quasi-static. solurion for the microshp Iine, so 
that the appearance of design equations like those of (3.195l-13. I971 is nor a complete 
mystery. This analysis is wry  similar to [hat cwriel out for striplinc in the previous 
scution. Like thal analysis. it is again c~nvenieni to place cunduaing sidewalls on 
rht microstrip line, as shown in Figure 3.27. The siclcwalls are placed at 2. - &a,/?, 
where a >> d, so that the walls should nut perrurb the field lines Iocalixsd around 
[he strip conductor. We hen  can solve Laplace's equation in h e  region between the 
sidewalls: 

v:Q(x.gl= 0, for 1x1 l a/2. O I y < m, 3.200 

with boundary condidons, 

Shce there are two regions defined by the airldjelectric interface, with a charge disconti- 
nuity on the smp, we will have separate expressions for @(a. 3) thest regions. Solving 
(3.20n) hy the method of separatinn of variables and applying the boundary conditions 
of (3.20 1 q b )  @ves the general solutions as 

r 3G rtT9' n,rg 1 A, cos - sinh - f o r O s g < d  
n= l W a 
odd 
-X r1nr C B,, cos - c - ~ ~ * J ~  For d < < m~g; 
R= 1 U 

Now the potential must be continuous 4r y = d, so from 13.202) we have that 

7B7i.z'  
- B Y L e - " r d l n  A,, sinb - - 

{A 



rn $(x, p) can be written as 

w nxx nrgr C A,, crss - sinh - f o r 0 5  y 5 d 
a a 

3,204 
nrx . nrd -nmrir-d)la A,cos - s l h  -e for d 5 !I < 

a a 

me remaining constants. .4,, can be found by considering the surface chuge density 
on the strip. We first find E, = -aG/i3g: 

for O I ,y < d 

n r x  
3.205 

A,, (F) cos - nrrd -.~LY"/" for d < 4 WA sinh -E 
a CL 

Then the surface chwge density sn the shp at y = d is 

which is seen to be a Fourier cries in ;r fox the sudace charge density. p,. As for h e  
stripline case, we C ~ O  approximate the charge density on the microstrip line by a uniform 
distribution: 

far 151 < w/2 
p,{x) = {i mrlxl>WjZ.  

huating (3.207) to (3.2061 and using the orthngondity of the cos r r ~ s / a  functions gives 
the constan& ;4, as 

4u sin -nnLV/Za 
A -  TI - (AT)'-ro[sinh[n~d/a) + 6, cosh[nj-rd/u~io 

n e  voItage of the suip mladve to the grnund plane is 
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me torn] chage, per lengrh, on the center s h p  is 

5 0  the static capacitance per unit length of the microstrip line is 

Q + C=-:- 
1 

4a sin(nrrlV/2a) siih(nlrdjc! ) 
3.211 " 2 

n=1 h ~ ) a  lV~o.olsinh(n~d/a j + E ,  cosh(n~cl/nj 
odd 

Now to find the efiective dielef.ti~c constant, we consider two cases of capacitance; 

Let C = capacitance per unit length of the microsirip line with a dielechc: substrate 
Ie, # 1) 

Let C, = capacita~ce per umit length of the microstrip Line with an air dielectric 
It,. = I) 

Since capacitance is proportional to the dielectric constant of the material homocgeneousZy 
filling the region anund the ctmductors, we have that 

So (3.2 1 2) can be evaluated by cornputi ng 0 . 2  1 1 ) twice; once with e, equal to the dlelec- 
h c  conqant of h e  subskate (for C), and then with E, = 1 (for C4). The characteristic 
Impedance is then 

where u = 3 x 10' d s e c .  

EXAMPLE 3.8 Nmerical Calculation of hlfcrostrip Parameters 

E v d ~ a t e  h e  above expressions for a micraswip line on a sltbsrrare with E,. = 

3.55. Cdulrlatc the effective dielectric constant and characteristic impdance 
for lV/d = 0.5 to 1 0.0, and compare with the results from (3.195) and (3.196). 
Let r l  = 1006. 

Suluriut~ 
A cornpuler p r o w  was wrilten in BASIC to evaluate (3.211) for = ~0 

and [hen E = E ~ Q .  Then (3.212) was used to evaluate the effkctive dielectric 
constant, t,, and 13.213) to evaluate the characteristic impedance, ZU. The 
series was truncated after 51) terms, and the results are shown in  the following 
table. 



3.9 The Transverse Resonance Technique 167 

Nun~rri-c;tl 
Sol uriim s Fnrrnulas 

W/f! Fy. ZII[~?I 6 ,  &m) 

The cornpatism is reasnnably gutlrt ;dthou~h bettrr resi~l~!. could be ob- 
laincd r r t m  the apprt,xinrare nurneric.al ~ ~ > l u t i o n  tly using n brtrrr csti mn[e c)f 
h 2  charge dunsit? 1111 the t'trip. 0 

3.' THE TRANSVERSE RESONANCE TECHNlOUE 

According to lhc general sbl~lion5 TO M w e l l ' s  equations for TE fir 'l*M waves 
given in ScCiion 7.1. i 1  L I I I ~ S ~ ~ I I I  ~ 3 ~ e g i 1 i d ~  hIi-ucIIIrr always has a pmpiiga~iort ct~nslaul 
of the [om 

where li, = j'ki + k; is jhr ct~~oli'  wo\cnurnher 01 the suide ;md. Tor a give11 mode, L .  
is  a fixed fu'uaurilsa t r f  rhr u r n s ~ - ~ c c t i ~ ~ a l  grc~t l r~tq  ol' t h ~  su~clc. Tlri~h. i f  wr. know 
k, we can dcren~linr: th t  prop;tsatic>n cnmrilul i>f ~ h t  y i t i t .  In ~.rrc~ious sechmc w 1 r  
determined X . , .  by s(>]ving [ l~r w;ive ctqusrio~i in the guide. .;uhjrct ((1 the appn.sjlriatc 
boundary mnditiuns: lhis tet'hnique is v e v  powerful and genewl, but L'W he cc~mplizaied 
for complex I + * Y L . L ' ~ U ~ ~ ~ S .  es;pcciullv i f  dieleclrir: I;,yen are ~vcscn l .  In itdditivn. the 
equation solt~tir)n g i v ~ ~  scllnplq~c field ciyscriplion insidt. ihe \vaveguidc.. u.hich is much 
more informarion rhan ws redly need ir we a,@ rmIy intcrestrd in the grupagation c{lnstrnl 
of' the guicle. The Lrilnst crse rcsor1;inr.r techriiqu~ employs ;L transtr~i,i(m linr nlrlclzl CI f 

W~nsvrrse cross seerion nF h e  \v,u.dveguidc- and giucs a ~nuilh siinpCcr ;rnb more direct 
~ I u t i o n  h r  the cutoff fmqnetlc._v. mi% is ~ I I ~ I I I I ~ T  example N hcrc circuit and tran.;~nirsicln 
line thew! can bv o.isd in r i~np l i l )  [he ~icld rhetrrl- x n l u i i r w .  

The Ir;ins\erac re>r,n;inuil procedure i s  b a d  rlrr ~ h c  fac~  ihar ill 3 i ~ a v e g ~ i d e  fit 
CuLoff, the helcls I'om standing waves in the m c v e r s e  plane or the guide, as can he 
i n f ~ e d  from rbe "hrw t~cing pl:~nc wave-= intsvrrra~ini~ I ,E wili-rg~~idz n~rdrs disrussed 
in S~ctiiln 3.2. This hilualion ciin hc inqldrltd ~ \ , I L I I  i u ~  e q ~ ~ i  viiienl I rw,qrnission liar circuil 
"peratin:: at resonance, One trf tire conditinr~h tf such a rewnal line is tk that. 

poiat 01- the line. [he \ u r n  nl' 111e inpur itrlpe&inccs seen looking I<\ either sidc rnui.1 

be zero. Thar is. 
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where ZL(2) md Z;(LT) are h e  i y l  h p e h c e ~  seen Ictakiag to the light a d  left. 
respectively. at the point :r on the resonant line. 

me [ransvcrse resonance tecbniy be only gives rcsul ts for the outoff frequency of fie 
g ~ d e .  Lf fields or a~leni~a~ioa due to conductor loss art needed. Lhr complete field 1het-q 
solution will be required. The procedure wilI now be illustrated with severd examples. 

TM Modes for the Parallel Plate Waveguide 

We will initidly demomlrilte the Lnnsversc resonance rschaique by re-solving, ~e 
problerr~ of Section 3.2 for the TM modes or the parallel plate waveguide. Thc geun~etry 
is shown in Figure 3.28. AI cutoff. k. = kc, and there is no propagarion down the guide 
in the : direc~ion (!3 = 0). The fiel& thus form a standing wavc along the dimension 
of the guide, The equivaIent cii-wit is a transniission line o f  length d { d ~ e  height uf 
the guide). shoried at both ends (representing the parallel places a1 g = O, d),  & shown 
in Figure 3.28. The propagation consrant for this line is k,. md is w bc deternuned, 
Because uf the unifarnlity in  he .r birectiotl, k,. = U, so the cuiuff ~wavenuir~ber will be 
given by k. = k,. The characteristic iinpedance of the equivdenx trdnsrnission line is 
taken as the wave impedaocc seen by il TM wave (3.26), with propagation constant S: 

wllrre r, = is the inuinsic i~npedance of the material W g  the guide, and k = 

d @  i s  the wavenumber. 
At any point, O 5 JI < d. dong rhe line we have 

Using these results in (3.2 15) gives the condition for transverse resonance as 

sin k,d 
~ Z T M  = 0. 

cos k,(d - y) GUS kgy 

MGURE 3.28 Trmverke resonan& eqaiv&nt circdit for TM mcdes df h e  r>xdlel plate 
waveguide. 

J 

d 

0 

1, 

4 '1 /n\ ZLW 
e ,  Jt 3 -  - ------ + z;{,(u) - 

L X 
0 - w k,. z f ,  'ti 
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This determines [he cutoff waveaun~hers as 

The prr~pagation consranl is then found From (3 .2  14). This is Lhc sams result as obtained 
in Sectiotl 3.2. For IT modes! we change the characreristic inlpedmce csf the line ~o 
ZnTC: = #/k,,  . hul rhe same ~ u l ~ f f  wavenuinhcr is obtained. 

The above procedul.e c w  be simplitied by nr~ling ~Ilai cnnditir?~~ t3.215) must be 
d i d  for my value of .r lor v) .  so we can select a ccrain pnini along the rransrnission 
line ~o sinrplify lhc ev;l]ullfinn Zii or 2;. For example. in thc prcsznl case we could 
choose 1, = U; then Z I O )  = 0 and ZLiO) = jZThl tiin JijfcI, which yirids k, = ~ - z . ~ : r f  
more directly. 

TEo, Modes of a Pafliall~r Loaded Rectangular Waveguide 

The transverse i-ehonancc Lcchnique is panicularly useful when ibc guide contains 
d,ie.L.-r.j-ci!.t;ir .I~)~-rru ~ C C ~ J . I _ W  .th2 . J J M I D L ~ Q .  ~,i>nJjlJ~)n_t 2) )he ~ J T J H J ~ ~ c  jnferfi i l~~.~,  H hid? F I ' ' C ~ ~ Y E  

the s i ~ l u ~ i u n  of sirnultaneouh i l lx~hraiu equaiinns in ~ h r  litkd theory approach. c u  he 
easily handled as junctions trf different transmiaim lines. As an example. cofisider The 
rectangular waveguitfe paltiall), fillcd w i ~ h  dielecrric- :m shnwn in Figurt. 3.29. To tirld 
th t  curoff fi.equt.ncit.s lur rhe TE,,,, a~obes. r!le c q n j v d r ~ l  rriinsberse rrscl1l;lJlcr circujf 
shown in the figure can he used. The LinP fm O < g < t represcnls  he dielecrric-filled 
part of the guide. and hi15 il ~ ~ ; U ~ S V L ' T S C  propagarinn constant k, , ,  and ~1 chmdcteriStic 
impedance Lor TE mode5 given by 

I r-- where kn = c c : d / i ~ ~ ~ .  110 = /111/f*. For t i !j < h. the guide is air tilled and h;~s  a 
bansverse propagalior~ cunstatlr k ! , ,  and UI ulquivdcni characteristic impedance givea hy 

FIGURE 3.29 A ~ c t m ~ u ! : i r  waveguide partially liikd wiih diclcc~it  m d  khe I~~IIWC&XGEO. 
nance equivalent chai ! .  
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Applying condition (3.215) yields 

This equation conminu two unknowns, k,, and hid. An additional equarion is obtained 
from the fxt that the propagation constan(: ;j. must be the same in both region$, for 
phase rna~ching of the tangential fields .br the dielxhc interface. Thus. wi1l.r k, = U, 

Equations (3.2201 and (3.22 1 ) cm then be solved (numerically nr graphically) to ob~ain 
kYd and kg,. There w'd be an infinite number of solutions, correspnding to the FI, 

depndence (numbcr of variations in ! I )  of the TE,,, mode. 

3m1 WAVE VELOCITIES AND DlSPERSlON 

So Par. we have encnuncered rwr, types of velocities related €0 the propdgation of 
e~eckornagnetk wuues: 

s Tt le  speed of light in a medium ( 1 /@ ) 
phase velocity (c,, = d/:(+) 

The s p e d  of light in a medium is the velmily at which a plane wave would propagate 
in fiat medium. while the phase velocity is the speed ar which 3 consrant phase point 
uavels. For a TEM plane wave. rhese rwc, uclrxitiss u e  identical. b u ~  frjr other types 
of guided wauc propasation rhe phase velocity may be greater crr less Ihaa the speed of 
Light. 

IP the phase velociiy and auenuahon of a tine ur guide w e  constants thar do not 
change with frequency, h e n  the phase of a sipd that contains rrlul'e than nnc frzquency 
cornpment wiIl n m  he distmed. Tf the p h i ~ ~ e  velucity is d ~ t f t r ~ m ~  for diffmm~ Crequen- 
cies. then [hi: individual t'rscluency componcms will nor maintain their original phase 
relationships as [hey pruprigrltc down the ~r;msmission line nr waveguide, and siptld dis- 
tortion will occur. Such an effecr is called di~'per~sinn. since difftrcnt phase veloriries 
allow h e  "faster" waves ro lead in phase reiative to   he -+slower" waves, imd the original 
phase rela~iunships will gradually be LFis~rsed as ~Iic signal propagates down the line. 
h such s caw. there is nn sino,ie p h d m  velociy ha1 ran he atu-ibured to the signal as. n 
whoIe. Hawe,vcr. i T  ht. bandwidth or signal is rclutively small. or if the dispersion is 
not too scvere. a gl-ozdp \ie/ociiy can be defined in a n m n i  n~fu'lll w;ry. This ve10cify then 
can be used to describe the speed at which rhe signal propagaLes, 

Group Velocity 

As biscu,ssed above. the physical interpretation of p u p  velncity is the vt lociv at 
which a nmow band signal propagates, We will den ve the relalion of group velocity to 
the propagation uonsmt by considering n signal f (;t) in the time dnrnain. The Fourier 
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uan~fom, of thib s&al is defined as 

and the inverse trasfom is  [hen 

Now consider the tran>missi~n line or waveguide 011 ivllich Lhe signill f ( f )  i s  prop- 
eating as a linear svstern. with 3 transfer funcrion Z(&.}  ha^ rclatcs ~ h c  output. {&), a, 

of [he line to the input. F I  ,I). of [he line, as shoun in Figure 3.30. 'Thu.~, 

For a IossIess. malchttd ~ransmiss io~  line nr waveguide. the ~ r a n s l ~  Function XiA.') can 
be expressed as 

where -4 is a constwnl and !$ is h e  propagation constant of thr line clr guide. Thr 
time-domain reprewnratitrn of the output si@aI, fa($), can then he written as 

Now if (Z(d)( = .4 is II constant, and thc phase iii of Z[d) is a linear liinotion of J, 

say L'I = n;, then the outpur can be c.xprcssed as 

1 - A F ( ~ ) & & ( ~ - ~ ~  & = Afet - a). 

which is seen LO be a replica 01' f ( f ) .  except for an amplirude I'ac~ur. -1, 3rd timc shifr, cr. 
Thus. a trsnsl'cr fu~lcrion of the li\m Z(J) = ..1~-1~' d&s nrll distc~rt the input signal. 
A fossless TEM \vave has a prtlpagation co~ls tml  3 = d / r ,  which i5  of l l l i s  forni. st? 

a TEM lhle is dispersinnless. wnd doca no1 lead to signal distortion. If rhe TEM linu 
is lossy. hnwever. the may be 3 function of brrcquenry. which cnuld lead tn 
signal distortion. 

Now consldur a n a ~ o w , ~ ~ d  input signal of the form 

- FIGURE 3.30 A manr;mission lbfi or waveguide represented as n I i o w  syswm w i h  ~ d *  
function Z{w}.  
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which  presents an amplitude modulated carrier wave of frequency w,, Assume that the 
highest frequency component of f(f1 is w,, where w, << do. The Fourier bansform, 
SIcu'), of ~ ( t ) ,  is 

where we have used the complex form of the input signal as expressed in 13,227). We will 
then need to take the red part of the output inverse aansforn~ to obtain the time-domain 
outpur signal. The spectrums of F(w)  and S(w) are depicted in Figure 3+31. 

The output signal spectrum is 

and in the time domah, 

In general, the propagation constant 3 may k a complicated function of w. But if 
F(w)  is narrow band (w, << do), then ,L? can be Iinelirized by using a Taylor series 
expansion about J,: 

Retaining the first t w ~  terns gives 

where 
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Then after a change of variib1p.r tQ 3 = w - 4, the expression 101 s,,(t) bdcumeti 

which is a time-shirred replica of the original mcrdulation envelope- J'II ). of (3.227). The 
velocity nf this envdope is the proup V h c i Q ,  

~ r n M p 1 - E  3.9 wavg1ide ~\'WC V~!ocitics 

calculate the group vcIr,city fcir ;l waveguide mode propagalin:, in an air-filled 
uuidc. Ccrtnpare v<l:loc'ltv 10 file pnnse vAoc'i~ aild speed ~ ' i  'il@tt. 
C 

Soirrric~ti 
The propagation constant f i r  mode in An air-filkd waveguide 16 

Taking h e  deri17s~i~e with respect to frequency gives 

SO from (3.234) the Emup ve1ecitv is 

The phase vclncity is t.,, = = Ikncl/b. 
Since .j < kll, M:P 1131:~ [{,at la, < c < iu,,. which indicates that the phase 

vetocity of a wavcsuide nlude 1713Y be genrer tha l  ~ l?c  %peed liyh~. bul h e  

group ~ e l o c i ~  &C ~ = ~ ~ ~ j ~  of a narrowband signal) i b i l i  be less than h e  spwd 
of l i g ~ ~ t .  0 

3.1 I - SUMMARY OF TRANSMISSION LINES AND WAVEGUIDES 

h [his chapter i < e  d i s c l i s h ~ d  variely rb l '  lrirlbrnissiun l i r~t-< ;ir,cl w;ive$uides: 

here we will summmize $r hasic prr)pcrlics of' these r ran\ inihsi rm rnccliir 2nd 
tTch jn a hroadCr con tcxr. ~ e i r  relativ,c zdvantn, 

In [he beginnin? of [his chappf u'e 11l~cie the distinction hctwecn TEM. TM. and T E  
waves and ha\v wsrlsmjssjon ] ips  and waveguides can hc catcyorizcd according ro 



Chapter 3: Transmission Lines and Waveguides 

TARI,K 3.6 Comparison of Ctjmrnon Transmission Lines and Waveguides 

C haractcristic Coax Waveguide Stripline Micrustrip 

Modes: Prefcrrcd 
Other 

Dispersion 
Bandwidib 

Ws 
Power capacity 
Physical size 

Ease of f'bbricntion 
I n tep l ion  with 
other components 

TEM 

TM,TE 
None 
High 

Medium 
Medium 

Large 

Medium 

Hard 

TEln 
TM,TE 
Medium 
h w  

Low 

High 
Large 

Medi urn 

Hard 

. . 

TEM 

TM ,TE 
None 
High 
High 
Low 

Mcdiurn 

~ S Y  

Fair 

-- 

Quasi -EM 
Hybrid TM+TE 

Low 
High 
High 
Ixw 

Smdl 
Easy 

which type of waves hey  can suppan. We have seen that TEM waves are nondiqxrsive, 
wiih no cu~off frequency. whereas TM and TE waves exhibil dispenion and generally 
have nonzero cutoff frequencies. Other electrical cansiderations include bandwidth. al- 
tenuatinn. and powrr I~andling capacity. iMechsnical factors are also very important, 
however, and include such considerations as physical size Ivolulne md w,eighr), easc of 
fabriczttion (cost\. and ihe ability 10 be integrn~ed wirh other devices {active OT pasiive). 
Table 3.6 compares several types of transmission media with regard to the above con- 
sidera~inns: this table only pves general guidelines. as specific cases may give be~ter or 
worse results than hose indicated. 

Other Types of Lines and Guides 

While we have discussed h e  most conlmun types of waveguides and transmission 
Iines. there art. many oiIler guides and lines (and variations) that we have not discussed. 
A few of rhc more popular 1ypes are briefly mentioned here. 

Ridge ~ ~ u ~ ~ a g u i d e .  The bandwidth of a rectangular waveguide is. for practical pur- 
poses, Iess than an octave {a 2: t frequency range). This is because the T h o  mode be,ghs 
to propagate at a frequency equal to twice the cutoff frequency of the mode. The 
ridge waveguide, shown in Figure 3.32, consisls of a rectmgular waveguide loaded witb 

FIGUKE 3.32 Crass &on of a ridge wavegide. 
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conductins ridgts on the top andlijr b o ~ t ~ i n ~  walls. T11i.c loading tends to IOU-er the culofr 
frequency of the donunnnr inode. leading to increased bandivirllh and hetier impedance 
chuactcrisrics. Such a guide is often used for impedance marchins purpnws. where the 
ridge may he [apered along the length of [he guide. The presence of the ridge. however. 
reduces the pc~wcr-handliisg capaci t~  of ihe waveguide. 

Dielpctric ~r:u~*egiride. As u.e h a ~ e  seen from our study of surl';~cc. wrt\us. metallic 
conductnrs are not necesssg to canhue and support s prrpigating electroina;nfietic field. 
Tbc dielectric waveguide ahowrl in Figure 3.33 i s  morlrer example or such 3 guide. 
where E,:. the dielectric cunstml crf thtt ridge. is usually greater than *,.I. the dielcciric 
constant of the rsubstr~le. Tlse fields xe thus rnos~ly ct-mii~~cd to h e  area around the 
diclcc~ric ridge. This type of guide supports TM and TE rnodds, and ib convenient for 
integration with active devices. Its si~lall siw m i k e s  ir useful for millitneter wave ro 
optical frequencies. alrhough ir can he very lossy at hcnds r)r junctions in rhe ridge line. 
Mmy variations in [his basic geometry are possible. 

Slurline. O i  the many types of planar lirles that h a w  been p~.npoxcd. slr~tlinc pnlb- 
ably ranks ncxt, hchind nlicl-(]stlip and s~ripIine. in IG~I-IIS of pnpulari~y. The geometry nf 
a slotlinc is shown in Figure 3.34. [r cr>nqists ul' a thin slot I13  the ground plane an one 
side of 3 dielectric subsrrate. Thus, like micros~rip. thc two L-onductors of slotline lead 
10 a quasi-TEM type u i  mdr. Changing the width of the s l (~ t  ~ h ; ~ ~ g c a  the chaaclc.rens~ic 
impedance of ~ h r  line. 

Coplrlnnr. ~i.a~~e,zlrirlr. -4 sttllclure sirniIar ti> slotli~~e i s  coplanar wavegllide, s h r j w  

in Figure 3 . 3 .  Ct~planar waveguide can bz though1 01 as a slorltne xrirh a rthi rd conduclor 
centered ill die al(jt region. Reiause of the pl-cscncc ol'thib additional canductc7r, 1hi.s type 
of Ime can suppon even or udd quaai-EM modes. depending on whether lhc E-fidds 
in the two S I U I S  are in the  oppr>si~c. dircclion. o r  h e  sarnr direcrion. Coplavar wa\'e~rride 

~ G U R E  3.34 Geometry of a prinrcd slotline- 
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FIGURE 3.35 Coplanar waveguide geomc9.  

i s  particularly usdul for fabnc~tinp acrivt circuitry, due 10 the presenre of h e  ce~te r  
conducror and h e  c10se proximity of rbe gound planes. 

o v e r  z i t i  Many variat iom of the basic micms~ip geometry are possible. 
bur one of the mwe conmen is covered microscrip. s h o r n  in Figure 3.36, The metallic 
cover platc i s  often uscd for eleclricat shieidirrg and physical pn~tection of  he micrmuip 
circuit and is usually situated sevcrat substrate thicknesses away from h e  circui~. Its 
prewnce can. howcvcr, peturb [be operalion of he eircui~ enough so rfial i is eH;ec~ must 
be raken into account during design. 

n 

POlNT OF LXTEREST: Power Capacity af Transmi~sion L m  

Thc power hdndling capac-i~y of an air-filied transmission h e  or waveguide is limited by 
[ voltage breakdom. which occurs at a tield smngrh of &out Ed. = 3 x 10' Vim For mom 

temperature air a1 sea level pressure. 
hl an air-filled c&d  lint. the electric field varies as E,, = V,/(phb/a), which has a 

maximum ar p = a. Thus the maximum vultage before breakdown is 

and the rnaximurn power capacity is then 

As might be expected, this result shows rhar power capacity can be increased by using a larger 
coaxial csble i'larger n, b with fixed h l  rr for the s,me chancreristic impedance). I3 uc propagation of 
higher order modes limits the maximum operaling frequency fix a given cable sizc. Thus, here is 
an ~lppet limit on the p w t r  capacity of a coaxial h e  For a given maximum operating frequency, 

FIGURE 3.36 Covered microstrip line. 
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AS e x t p l e .  a1 10 GHz rhc mlucimrlnl pe& Vl-1 cqmity d ;uly coaxial line with no higher 
mode5 is ;lht)uI 5/11 LW, 

In  an air-filled recisl~gular waveguide. the elmn-it. field varies ;IS Lfy = E,, sin in^') tl,). which 
has a moxirnllhl valut. of I.:,, rr. = ( I , ,  7. 7hlr~ ltlr nrainwm power c~~pacity bcfrlre bre,&down i s  

*lhich shows t11nt pt!u.rt czpacily illcreiisel; With gaidc sBe. Ftv nlrwt wi4vquides. I, .v 33. TO 
propagalical the 'TEIll rnodc. w r  I~~LI.'IC llntre < I  < r','Jm,. UIIL'K ;;llrll il; lhtf I I I ~ X ~ I I ~ L I I ~  

operating f k ~ q p ~ n ~ y .  Thrn llir n~;t-iimum llrlwer capacity uf rhc ~ ' ~ ~ i d c  be shown to be 

As an example. a! 10 GHE the m-min~um peak powcr i;tp;i~itv Cllja.rccmgular uaveguids uperaling 
in the TEjll ~iiidr i?r  i lbob~~ 2.700 LW. wi~ir'll is cun\idrrahly blphrr rhan thc pouer Capacity of a 
co2tltiiil cahlr iir thc 5amc ('rcqlr*rli-y. 

Bccawc ucitlg and voll;igc hrrddnrvn i i ~ c  ~ei?tj, high-speed t-flicls. Ihe hbove vnltiip~ mJ 
power liniils ;ire FA rltrantiriec In addiriun. it Is pond en~itleering praclice lir provide u safety 
Factor of at l t i l ~ t  twrl. ro Ihr nu\i111~1111 powers ~vfiich C;III bc silfcl) ~ r a n s l l ~ i ~ ~ e d  should he limited 
to uhuu~ ha11 of t t ~ c  : I ~ ~ I L - C  ~ d u c r ; .  I I' thrst. arc rcIIcrrtion!, o11 thr. linc rlr guide. rht. power ciipatrit) 
is Funher reduced. bl  dlc wrrrsl rur .  u reflectiun cc~l ' l ic ien~ ~ n a g n ~ t u c l ~  ui' uriiry i ~ l l  douhlr the 
maximum voltage orl the line* SO the pwcr capacity will bc rcducd b> il faclar a f  four. 

The  power capacity ot' a line cia11 bc \nurased h j  prt5suri;rinr !he lint with ;sir rlr m inrrt 
aav. fir by iisjng a Jicicctnc.. Tht. dielecltric strcnpth 4 i?,i~ c?f nloal ri iclccttics is SeiltPr than lhal c j f  - 
air- bul the pmver cap~a iy  mjy be p~jmarily limiied by the hc;~ing r l i '  Lhe diclccrric clue tru o l v n i ~  
IOSL 
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PROBLEMS 

3.1 Derive equations I3.5a)-(3-Sdl horn qusttio~~s (3.3)  and 13.4). 

3.2 Calculate the attenuation due tn conductor loss for [hc TE,, nzode of a parallel plate waveguide. 

3.3 Consider n section d' K-band waveguide. From the dimeasions given in Appendix I, determine 
the curoff frequencies 01' the ti rst two propagating rnoclcs. From Lhz recommcnded operating m g e  
given in Appcndix I for this guide. dererrnine h e  percentage rcductio~l in handwidrh thal Lhis 
opcrating rarlge represen&. relativr rn thc theoredcd h d a l i d t h  Tor 3 sing1 e propagating mode, 

3.4 Cnmpute h e  TElo mode attenuation, in dHlm, for a length of K-band waveguide opmting at 
J = 20 GHL. The waveguide is msde from brass, and i s  hlled with a dielectric material having 
c, = 2.6 and ran 6 = 0.01. 

3.5 An atrenuator can be made using a &all of waveguide operating below cutoff, as shown below. 
If a = 2.286 cm and thc operating frequency is 12 GHz. dztcrmine the required Ienpth nf the 
beIow-cutoff section of waveguicle to achieve an a~tenua~ion of I(K) dB be~ween the inpu~ and 
output guides. Ignore the eKeet of reflections a1 the srep discontiouities. 

/4 
\ 5--- 

/ i d  f n i l  r u /' 
f / +/ 

Prop~gatjng -+: wavc wi.r- 
Evanescent 

w;tsres 
Propngahng 

wave 

3.6 Hnd expressions for the electric sllrfaee current dcrtsity on the walls of a recrangular wa~eguide for 
a TEIO m d c .  Why can a narrow 5101 be cui along ~ h c  centerline of the broad wall uf a recmgular 
waveguide without yt3~turhi~lg Ihe operation of the guide? (Such a slot i s  often used in a slatted 
line for a probe to sample the standing wave field inside the guide.) 

3.7 Derive the expression for the anenwtion of b e  TM,, nlodc of a rectagular waveguide. due to 
imperfectly conduc~ing walls. 

3.8 For the partidy loaded rectangular waveguide shown on the next page. ~ I v e  (3- 105)). with ,t? -- O 
to find rhe cutoff frequency of h a  TElp mde. As-e a = 2.286 rrn, t = u/2, and er = 2.25. 
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19 Consider panid ly  filled pxall~l  piarc waveguide rhouv bcIou/. Ucrivc hc *furion ( f id&G mtd 
freqllmcyyl for rhe bwest ortler TE mode of this smcture. Assume the m a  p l a d  

Can a TI31 wave propaTare cln this stn~crure'! 

3-10 consider p;u7jalIy hlTcd paralltrl plate rvarcguide shown below. IScrive the solution (field6 md 
curoff feqdrncy) for the TL ~nuClt\- rar a 'TEM wave txrst  in this h~mcturs'! I po rc  fririfiF1"k 

fields at sidcs. and assume nlr .r dcpendencc. 

3-11 &,jvc equgtbnsi3. l I Da-dl Y m  rhc rrztnsveat. ticld cwnpnacnts in terms d lanf51udinal field5- I n  

cy\yne,c~ & ~ ~ ~ d i w ~ \ s s .  
a .  

&rive he ~ x p ~ s s i u n  for thc a~~er~ualinn of the TM,,, rnc~de in a circular u-aveguide wirll tJn'" 
~0nductivitlJ. 

- , the a3 Consider a zirctdar rtavcpiiide with n = 0.8 cm. Cornpure thr ct~toff l?cqocncies and i~fsnr i f?  
ht: fom p@pagating rnn(ltb. 

3-14 D e ~ v c  the f i  d Heields o i  a coa.rid linc from the e x p s s i ~ ~ n  for ~ h r  pnrcntial given In 13-153)d 
p,bu find ,lipressions for h e  u u l q e  aod currcnl on the line and the characteristic inlpedand- 

315 Derive a @wendental equation for h e  cu~off frequency ef the TM mucks uf a c o u i d  
Usbg table$, obtain an appruximar< value of A;u for the TMlll mod& i f  bit4 = 2. 

3.16 Derive a, e ~ ~ r e s a i o n  fur attenontion of a TE surface wave on a pnnded dielcctiir blah. ly h" 
the grnund p h c  h a  finile conducti~ity. 

3*17 Consider ~6 .gometry shown un Oc next page. Derive a i;olution for the TM sl~rface w ~ v C ~  thar 
cm prapaD&c on this stmcrure. 

0' 
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3,18 Consider he. partially f lled cnaxial line s h u u ~ ~  k l n w .  Can a TEM wave propagate an his line? 
Derive the sdutian for thc TM, ~ U Q  azimuthal variation) modes of this geometry. 

3.19 hsign a srripline umsmission lills fur a 1I)O fi choracterisric in~peciancc. Thc ground plane 
separation is 0.3 16 Em, and the dielectric constant uf the filling material i s  2.20. What is rht: guide 
wavelength on h i s  transmission line if the freqhency i s  4.0 GHz? 

330 Design a microsrip transmission linr Car a 1 IN1 E characteris tic impedance- Thc substrate Lhickness 
is 0.158 cm. t v i h  E,. = 2-31. iC'hat i s  the guide wavelength on t h i s  transmission linc if the frequency 
is 4.0 GHz? 

3.21 A microwave antenna t'ecd network operating at 5 GHz requires a 50 $2 printed Pansnussion linc 
that is 16X long. Pcrssible choices are ( I ) cclppr microsuip, wilh d = 0.16 cm. F,. Y 2.20, 
and t a ~ h  = 0.I)OI.  or (2)  copper striplinc. with L = 0.32 cm. F, = 2.1)O.L = O.I)L rrlni. md 
tan 6 - 0.M) I .  Which h e  should be used. if attenuation is to be minirnizcd? 

3.22 Consider the TE modes of an arb imq rrniform wa~egujding structure, where the transverse fields 
are related t~ H ,  as in 13.191. H ,  is o f  ~ h t  firm T l , ( x .  y. 2 )  = h,(r. y)e-,f'''. where h,(r, y) 
is a real function. compute the kynl ing vector and show that real powcr Row occurs nnly in the 
t direction. Assum rkat 17 is real. carrcspowding to a prc>Ftgdting mode. 

323 A piece of rectangular waveguide is air tilled for ; < 0 ;uld dielectric tilled for 2 > 0. .4ssurne 
that bath regions can suppm? uniy the dominant TElIl nwde. and that a mode is incident on 
h e  interface from r < O. Using a iield mdy sis, writc general expressk~ns for Lhe transverse &Id 
crmponenrs 01' the incidem. reflected and transmitted warfes in LIE lwr, regions, and enforce h e  
boundary conchlions at the dleltutnc inlcdace ro find the rtfltcrion and transrnjssion coefficients. 
C o m p a ~  these results to those obtained with w impeclancc approach. using ZTE for each region. 

3.24 Use the mnsverse resonance t~chniquc to derive a transcendental equation fur the prnpagation 
consrant of the TM mtdcs of a r e c h g u l u  waveguide that is air filled fur V < .I- < d and dielzc tric 
filled for d < x < a. 

3.25 Apply the L T ~ I S V ~ ~ S E  resonance technique to find the propagczticln uunszant~ for the TE surface 
waves fiat can be supported by the structure of Probkm 3.1 7. 
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3s An X-hand wavepuidc filled with Tcflnn is npcra-ting at 9.5 GHL. Calculate the speed ol liglll i n  
~ j h  marerial and  he phase and group veluciries in ht waveguide. 

3.27 AS disrussed in rhe Pnint of Interest on rhc pnwcr handling capacity uf ~ra~~smiss ion  Ijncs, (he 
maximum power capacit). of a coaxial line is limited by vohage breakdilwn, and is given 

where Ed is b e  field strength at breakdown. Find the d u e  a l  b/a that maximizes r n h u t r l  
p&wer capacity and show that the correspond in^ charac~eris~ic impcltancc is about 311 R. 



Microwave Network 
Analysis 

relative tu the wavelength, can be created as an in~erconnection of lumped passive or  
active cumponrnis wirh ultique volrages and currents defined ar iiny point in rhe circuit. 
In this situafion the circuic dimensions are small enough so tha &ere is negl igible phase 
shzrnge hum one poinr in rhe circl~ii lo another. In addition. the fields can bc considered 
as TEM fields suppofied by two or more uonduc~ars. This leads to s quasi-static lype of 
solution to Maxwell's equacioos, and to the well-known Kirchhoff vdrage and c u m n i  
laws and irnprdance c(>ncepts of circ~~it  theory [ I  j. As the readcr is aware, there exists a 
pawerful and useful wc of icchrriques for andyzing low-frequency circuits. In general, 
these techniques caonot be directly appfied lo microwave circuits. It i s  the purpose of 
the present chapter. however. to slxcsw huw circuit and network corlcepb can be extended 
to handle many microwave malysis and design problcms of practical interest. 

The main reason for doing this is chat ir is; usually much easier to apply h e  simple ~md 
intuirive ideas of uircui~ analysis IO n n~icrowave problem ~ h a n  it  is to solve Maxwell's 
equations fnr the same problem. In a way. field analysis gives us much more information 
about the particular problem under consideration than we ~ d I y  want or need. Thar is. 
because the wluriotl 10 MaxwelI's equalions for @ven problem is compkte. ir gives 
the electric and magnetic fields at all poinis in space. But usually we are interested in 
only the voltage or cumeat a1 a set of terminals, the power flow ihmugh a device, or 
sonle uthcr type of "global" quan~ily. as opposed to a minute descriprinn of the response 
at all points in space. Another reason for using circuit or network analysis is thal it 

is  then very easy to modify h e  original problem, or combine several elements together 
and find the response, without having to analyze in deraiI ~11e behavior of each elemenr 
in combination with its neighbors. A field analysis itsirig MaxwelI's equatiuns for such 
problems wourd be hopf:less\y difficuli. There are situations, however, where such circuit 
analysis techniques &are an oversimplification, leading to eri-oneous results. In sucb cases 
one must resort tn 8 tield analysis approach, using Maxweil's equations, I r  is part of 
the cdl~carion of a microwave engineer to be able to determine when circui~ andysis 
concepts apply. and when they shoutd be cast aside. 

The hasic procedure for microwave network mdysis  is a3 follows. We first W e a l  

a set of basic, canonical probIems rigorously, using field malysis and Maxwell's equa- 
[ions. (As we have done in Chapters 2 and 3, for a variety of ~ansmission line and 

182 waveguide pmblems.) When so doing. wc q to ubtain quaatities that can kw dirccily 
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tn a c i ~ l l i t  or ~3nsmiss im line parameter. For example. when we treulcd varinus 
nans~nis~iot~ lirres and wat cgujdes in Ci~aprer 3 we deit vcd the prop:t:t@a~ion constan1 I H ~  

chara~[~ristic. inipedan~c of Ihc I inc. 'lhih ;1110~5~~d the  ~ r ; ~ i i ~ t l i i ~ s i { ~ r !  1 iile 131. iilavcguide lu 
be treated iu h~ disrribured component chwnctcrizcd by its Irngth. prclpagatiun canrt;iot, 
and chsrao~eristic impedance. Ar this poinl. we Cam inle~~cnnt~rcl  v;lrinus l'tjmpcmcnts 

use neru;orh and/or ~ransrnis?;jun Ilnc rheory to az~;~lyzc. the beha\.ir~r of tl~c ~'t~tjrc 
of cnmponrnLs. ifiril~ding effects such as mul~iplo reflecr ians. loss. i rnpchcc  

yan~fi,miations. aid kansitit~na I'rom on2 rype of ~ransrnj,ssitrn n ~ e d i m  lo anorher t e.g. 
coax ro niicrosli-ip~. As wc will see, traehiliunh bhclween differznl Lransini+sio~i lines. or 
discon1itlui1ie;, on a ;rwsrnissjun line. peneralIy curlnot be uc;~tcd ns a sirnplc junction 
beweerr two transrni~si~.m lincs. hut must bc riugmcnred with somc Lype of equiilalrnr 
,ircuir to accounl for reactance.; associn~ed u,i ~h the trzinhirion or ilisconrintlrt>. 

Microw;lvc network theory \\;as ut i~inal ly  develc~ped in  he service of m d u  system 
and compone~~? dsvelopnlear rlr ~hc' MI'l7 Rr~cliaricm Lab in the IVJlfIs. Thik wii& \\a> 

c~nrinued ancl exte~~ded ilt ~ h c  h l  icrou,avc Rexcarch t nstirure. ivbioh nrganirecl ;tt  he 
Polytechnic Institute of Bmolilyn in 1942. The researchers thc1.c incllided E. Wcber, N. 
Marcuvirz- A. A. Oliner. L. B. Felhen. -4. Htshcl, and others 131. 

4.1 IMPEDANCE AND EQUIVALENT VOLTAGES AND CURRENTS 

Equivalent Voltages and Currents 

At oliin,wrive fretlctcnuith fie meahuremont c ~ l '  volrage or curwnr is d i l f i ~ d ~  (or 
impnssiblel, unless a clearly defined rem~inal pair is a~aiIahle. Suc l~  a ren-ninal pair 
may be prcsenr in rile c x e  nf TZh:l-l,pr l i n f i  (such as cr,nsi;~l cable. microsrrip, or 
srriplinc). but does n o t  exiqt l i~r mrn-TEM lines (such as rectangular. ci rc~lm.  01' surface 
wavepuides). 

Figure 4. I shiru; r l x  elec\ric and iw~gnelk field lint> <<a an a r b i l ~ ~ ~ q  ~wi.o-cr>nduetar 
TEM transmission linc. As in Ch3pic.r 7 .  the \ { ) I I ; ~ ~ E ' .  I - .  ,if 111e + uilndi~ctor relative tcr 
the - cond~lctnr. can he fnund as 

wherr the iniegrariun path begins iyn tile -I- conducrrrr mJ e11Js on rhc - conciustbr, I L  
is important to realize thai, k s l u ~ e  of the ejeetrcis~tic nalue [of h e  tmnsvfrsr fields 
between the 1w0 conductors. ihc voltage clrfincd in (3 .  I ) ~ ~ n i y u c .  and dnes r~ol  ~lupcnd 
on rhe shape of the integration ~di. The ~ntal curreat Rowins (In rbt. - cctndt~c~ur can 
be detemincd hnm an application r j f  ~Zmperr', law ati 

where the in~egti~lirm cnnicrrrr i q  ;In!> cl(ysed p a ~ h  enclosing lhc + c~)nduclrlr I but r3r l t  the 
-  conductor^, A cllmauterisri~. jml~edanccr Z,, car, tllen bc. dcfinzd ldr lrnvrlirlg wilves a!, 
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FIGURE: 4.1 E I e c ~ c  and magnetic field iines for an arbisary hva-conductor TEM lint, 

,41 this point, u f ~ e r  having defined and determined a vdmge, curren~. and characteristic 
impedance (and acsurning we know the propagation constant for the line). we can proceed 
to apply the circuit theory far transmission lines developed in Chapter 2 to characterize 
this line as a ciruuil element. 

The situation is more difficult for waveguides. To see why. we will look at the caqe 
of a rectangular waveguide, as sl~own in Figwe 4.2. FOE- the dominant TElo mode, the 
transverse fields can be wrirten. h r n  Table 3.2, as 

j i . '~ , . l .a  TX - -  

Evbl 3 , ~ )  = - A sin -e '8' = / l e y ( ~ ,  ?l)e-j&, 4 . 4 ~  
7T Id 

j f i ~  T X  - -  Hz(+, y, t) = --A sin --e I~~ = A h a ( ~ ,  y)e-jD: 
71 c! 

Applying (4.1) to the electric field of (4.4a) gives 

FIGURE 4.2 Elwuic field lines for the TEln mode of a rectangular waveguide. 
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Thus i~ is s e m  h a t  [his vollage aepends on rhe position. .r,. ss well as rhe Iengrh af the 
i l l te~alion contour dung the p di~.ecrtic~n. Inlrgrarir~g from !, = ( I  to h For .r = 1412 gives 
g voltage that is quire differell1 From thar obtained by integrating From y .= O to  b for 

= O, for exarnpje. wh;l~ then, i s  rhe cnrrec~ vohage? The answer is that l h e r ~  i s  no 
-correct- vnltage in rhe senhe of being uniqur. or pttrlinznt for all applications. A similar 
probicn~ arise5 with currenr. iifld also impedance. Wc will ntlw show hnw we can definrl 
yolra_ees- cu~reots. and i ~npcdancch ~har  are useful for n o n - E M  lines. 

There are mall? u,nys tn dcfihc ccluivalent vcrltage. current. and impedance tbr  wave- 
guides. since thew quarltitre.; arc nt,l ~~niqur :  not)-TEM liaes. bur the following cun- 
sjdewrjons usuaII) lead to the m r l ~ l  uscrul rcsulrs ] I I. 131. 131: 

Volrape and current are defined on ly  for. ;l particular waveguide mode. and are 
defined so th31 the vrd~agt? i:, propurliollal to the transverse electric field. and ]he 
current is proporlinnal 10 !he runs$-erse ~na~ner ic  field. 
In ir.dcr lo be used i n  a nlanner s i~n i l a r  cr, val~agcs and currents o f  circuit theory. 
tile equi~alcrll b<dluges LiUtl CuErntx i h o ~ ~  f ie defined sn ~hiir hcjr  pr t jd11~~ $ v c ~  

b \ ~  PbT t~ I%-J'<$ ~1'- ilk IWJTQ. 

The ratio of the ~ i ~ l t a g e  to thc curri'nt fur a s in~le  waveling 5vas;e should be 
equal 10 t l ~  characrtristic impedance c,f h c  l in r .  This irnpedanct. may be chose11 
arhilrluil_v. but is u s ~ ~ a l l y  sc]ccrecI as equal it) the waxre impedance nf the lins. or 
elsc nomlalizcd tu unity. 

For an arbitrary waveguide mode wit11 huth pr,sitively Imd negatively traveling waves, 
he hms\'?rsr fields can be tl;rittsll as 

where d and 71 are lhe trwsvtlrse firlil v*ialionb t ~ f  the mr,de, a d  8 ' . -4 - arc the Held 
ampli~~ldes ul'  he trah~clin_~ waves. Since Et and fft are related hy the wave impdance. 
Zw, according to ( 3 . 22 )  or (3.3612 we also have thar 

Equation (4.61 a@ delinm cq~~ivdcnc v n I ~ r .  and cumcnl w a v ~  .as 

vc j l -  = I.'.' /IL = nliS dr f  " i t i~~n cmbodics fie idea of making the cqlliva- 
lent volhge and currenl prol~orthlq~l m [he [1.pn,versr. elecmc and magnetic fields. respc- 
bvc3y4 The propurtinnalip C O I I S I ~ ~ ~ ~  for lhih rslatiun311ip C U I  = V I A t  = Y- 1.4- 
aDd C7 = I+/-4 . = I - !-cl-. ~ l d  can he deterrrlinecl From ~llr remaining two ~ u l l d i t i ~ n ~  
for powcr and iinpcdancc. 
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The complex power flow for the incident wave is given by 

S h e  we want h i s  Wwer to be equrd 10 (l/2)VSr'T+*, we have the result that 

whers the surface in~egra~iun is over the cmss sectim of the waveguide. The character- 
istic impedance is 

since V+ = CI-4 and If = C2_4! horn (4.6a.b). If it is desired to have Zo = Z .!,. ihe 
wave impedance (& or ZTM) of the mode, then 

Alternatively, i t  tilay be desirable to normalize the charackristic impedance to udy 
(Z0 = I ) ,  in which case we have 

So for a given waveguide mode. (4.10) and (4.12) can be solved for the constants, 
C1 and G, md equivalent voltages and tun-rnrs defined. Higher order rnodcs can be 
mated in the same way, so that a general field in a waveguide can be expressed in the 
following form: 

where pi* and I,f are the equivalent voltages and cumtnts for the nth mode, and CI, 
and GI,) are the pmportiond~y constants for each mode. 

F;X.bMFLE 4.1 Equivalent Vdtage and Current for s Rertanguiar Waveguide 

Find thc equivalent voI&ges and c u m l s  fur a TE,, mode in n ~ctangular 
waveguide. 
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S ~ l r r f l t l n  

The t r m s v e m  held compuncn[s and power flow of the TEII) rectangular wave- 
llr~ide mode and t l ~ r  equivalent transmis~inn line model of this mode c;m be - 
wrjrren as fnllows: 

Waveguide Fields Transmission Line Model 

Wc now find the consranrs CT1 and C? that relate tbe eqnivdenl volliige PrC 
md currcnl I -  ro ~ h c  held amplitude. A. Equating incident powcrs .;gives 

If upe choose .ZI = Z,I-F, then we also havc [hat 

Solving for PI . C2 gives 

whi-ch compl'etes the h-ansmission linc cquivalenue for the made. 0 

The Concept of Impedance 

We havc used t l lc idea of impdance in several differcnr applicarions. so i l  rmy be 
useful at this pnim to discuss ~ h c  cnncepr of impedance in more general terns. l*he term 
impednrrce was t i r s~  used by Oliver Heavisidc in LIIC ninercenih century tu describe the 
complex ratio I.-! i i n  .4C circuils cons~sting of rcsis~o~.c;, inductors. and capacitors: the 
i m p e k c e  concept quickly t>ecame indis~nsablc in b e  analysis of AC circuits. 11 war; 
&en applied to Wansnlis~ion I i  nts, in temis sf lumped-den-lent equii,alent ~ircui13 and  he 
disrributed series inlptdanee and shun1 adrniltance of the linc. In the i 930s, Schelkunnff 
recognized that the impcdmcc concepf cuuld bc extended to decrrt~magnetic fidds: in 
a systenlatic wal .  and nutsd tha[ i ~ ~ i p c l l a t ~ c e  shuuld trc regarded as characrerislic of 
the vpc of held, as wcIl as ths mediu111 121. And, tn relatiun lo rhc analog]; ~~~~~ccn 
klmsnlis~ion lir~es md plant wave prupagati~n, irnpeclmcc may even be dependent on 
dhction. Thc uonccpl of ilnpedance. then. r'orn~s an ilupotrant link bctwecn field theory 
and Sransmissjnn linc or circuir theory. 
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B c h w  we summarize the various types of impdance we have used fm and their 
notation: 

q = = intrinsic impedance of the medium. This impedance is dependent 
only on the material parameters of the medium. but is equal to the wave impedance 
for plane waves. 
2, = Et,/Hr = l/Y,, = wave impedance. f i s  impedance i s  a characteristic of 
the particular type of wave, TEM. TM. and TE waves each have differen1 wave 
impedances (X-. Zm, Z-), which may depend on t l ~ c  type of line or guide, 
the material, and the operrrting frequency + 

Zo = I / l ;  = = characteristic impedance. Characteristic impedance is 
the ratio of voltage to current h r  a traveling wave. Since vdtagc a d  current are 
uniquely defined for TEhi waves, the characteristic impedance nf a TEM wave 
i s  unique. TE and TM waves. however, do not have a uniquely defined voltage 
and cmcnt.  so the characteristic impedance fur such waves may be defined in 
various ways. 

EX4MPLE 4.2 Application of Waveguide Impedance 

Consider a rectangular waveguide with a = 3.485 cm and b = 1.580 cm (C- 
I band guide), air filled for r < 0 and dielecrrlr: filled (r, = 2-56] for =: > O. as 

S~OWII in Figure 4.3. If [he operscting Erquenuy is 4.5 GHz, use an equi valerrt 
'transmission line model ta compute the refiecrion coefficient of a TElo wave 
incident on the interface from z < 0. 

Solution 
The propagation constants In  he air (2 < 0) and the dielectric (z > 0) regions are 

FIGURE 4.3 Geornctq of a @ally filled waveguide and its ~ansmission line equivalent for 
Example 4.2. 
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The reader may verify that Ihe TElrl 111ude ib I he only  propagating mode 
in either wnvcguide region. Now wc can set up an ccluivslenr trans~nission tine 
for the TElrl mode in each ~va~,eguide and Lre31 the problem 3.5 thc rcflcctiori of 
an incident vol~npe wnvc at {he junc~ion  of two intinite Lrwnsmission lines. 

By Exatnplc 4. I rind Table 3.2, the equivalent charwtefIscic i~npedances for 
the two lincs are 

The refltction cmfficient seen lookins ink) the dielectric lillcd rcgion i s  then 

With [his result, expressions for t h u  inc-id en^. ~ e f l e c ~ e l l ,  and rrusmitted waves 
can he wrirren 117 terns of tields. or i n  1c.1-rns uf equivalent voltiiges and cur- 
rents. 0 

We now consider the whirray one-port network hhuwn ill Figure 4.4, and derive a 
general relation bctwecn irs inlpedance prt~pcrrics and electr~niagncric energy stored in, 
and the power dissipated hy. rhr network. Thc cc~n~plex powel- delivcl-cd to this rletwork 
is given by ( 1 , Y  I ) :  

where is real and represents the averagr puir'er dissipated hq thc ni.tu.arh. and 
and W, represent the stared rnagnedc md ckectric encrgy, respectively. Nntc ~ h n t  [he 
unit nom~al vecror in  Figure 4.4 i s  poinring inro the volume. 
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If we define real transverse modal fieIds. E and h. over b e  terminal plane of t)le 

network such that 

with a normalization such that 

then (4.14) can be expressed in  renns of the terminal voltage and current: 

Then the input impedance is 

Thus we see rhilr the reat pm, R. of the input impedance is related to the dissipated 
power, while [he imaginary part, X, is related to the net energy stored in Ihc network. 
Lf the network is lossless. then Pt = 0 and R = Q. Then 2, is  purely irnapnary. with a 
reacmce 

which is positive for an inductive load (M:,, > We), and negative for a capacitive b a d  
< t&). 

Even and Odd Properties of Zb) and r(wl 

Consider the driving point impdance. Z(w). at the input port of an electrical net- 
work. The voltage and currenl at t h s  pork are related as I/-(:) = Z(d)I(d)+ For an 
arbitrary frequency dependence, we can fiud the time-dornain voltage by taking h e  in- 
verse Fourier transform of V ( w ) :  

Since u ( t )  must be real, we have that w ( f l  = 27*(t). or 

where the last tern was obtained by a change or variable hum w to -w. This shows 
that V(w)  must satisfy the relation 
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which means that R e ( l r l d ) )  is even in A*. wl~ile lnr{V~-,)) i s  odd in L*. Sjmjliir results 
bold for [(dl. and Cor %IA.) sinck 

Thus. i f  ZI.;) = R~L.-') + . j-y(.~ld then R(&) iu even i n  md .T(L~;J IS odd in d, a x  
fesulrs can dsn be inferred from (4- 1 71. 

Now consider the rcflzduon caeffisiat at tJle inpul p ~ r r ;  

which :.i~o\\'r \hat thc real and ilh,ginan~ pans of I'td) are even a i d  odd. respertivcly. 
in L L ~ .  Finally. the rnilgniwdc Lhe reflection soelficient is 

which shunr< thar 11'1d11' and Ir(*m)l are even functitrn-s of L. T h i s  tesul~ in~plirls [has 
only even series of h e  ~ o m l  r ~ + b d : ' + ~ &  + - . call be used LU represent lT(djl i r (d)~2,  

4m2 IMPEDANCE AND ADMITTANCE MATRICES 

In thr prcvii>us section i v r  I I ~ ~ - ~  seen 110~. eyui\;a]t.nt voltazer; arid currents can be 
defined fur TLM and nun-TEM ivaves. Onuc SIIL'II inIl;~gcs and curretlrs have bcun 
defined at various point$ in a microwave ne~wurk. we can use thc impedance andfor 
admittance matrices o f  circuif fficorv to reilite rhcxc rcrn~inal or "*port" q~ratiries ro each 
other. md Lh~ls Lo cshontidly ;mi3ie a mdr ix  dchcriptir>~~ of Lhc nsti+ork. This t j ' pc  trf 

represenration lends itself 1rJ the dhvelopnlenl equiv!.alent citcuiis of arbitrary networks. 
which ivill hr qujrc uscful whcn u.e djsfr~ss ]he dcsjgn of passive cornpc)nenr-s I ;LIC~ as 
couplers and fi lrers. 

We begin by considering w wbilrm :Y-port rnicn,wave n e ~ o r k .  as depicted ill 
Figure 4.5. The ports i n  Figure 3,s mat. he LITIS: type of w~nsmiusjon line or transmission 
tine equivalunr of a singlc propag&[illg waveguide r n o d ~ .  (The term prwf  w i ~ %  in~ruducd  
by H- A. Whcclcr in the 1950s to replace the less d~~cr ip t ive  and morc cumhcrsome- 
~ h ; l s e .  "hvu-terninill paif' 131. ~zI.) If of the physical ports of the nctuurk i s  u 
wdveguide supporting more rhan ,,fib p r o p d p n ;  rncdc. addi~iunal elec11-icul ports can 
be added to acco~lnt fur Lhcsc mtldes, At a specific point on the ~ t i h  p w ~ .  a terminal 
plane. f , , ,  i s  dcfined along wit11 eqhivalent vt~ltapcs irnd ctrrrents for thc incjdcnr ~1':. 1 ; )  

. , 
and reflected ( I ,,-. I,, I walrek. J hc ~ c m ~ i n a l  p1iinc.s ;Ire llllpi~l~3nl in pvnviding a phase 
pfercnce for [he vollape imd current phasofi. Now ar the rlth ~ t r n ~ i l ~ a l  plsne. the total 
Vollagi. and r.urre~.lt is given by 
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FIGURE 3.5 .Qn ~bibiw iV-pon microwave network. 

The impedance mauix [Z] of the rnierbwave network &en rel#ds thwe voltaga and 
currents: 

or in matrix form as 

Similarly, we call define an aajmirtatlc;~ matrix LY] as 

Of course, the [ZJ md rna~ices are h? Invenw of each urher: 

[,'I = [ Z l - I .  4.27 

Note that bath the [a and [Y] mamces relate the total port voltages and currents. 
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From (4.23, we see that 3, can be found as 

In words, (4.28) states that Zii can bt: found by drii-ing pan j with the currznr I,. upen- 
circuiting all other pons (so 7 ~ .  = 0 for k # , j l .  m d  measuring the open-circuir voltage _el 
port i. Tlurs. Z,, is lhe input impednncc. sccn Inoking inlo purl i when all r~lher porla are 
opn-circui~ed, and Z;, is [he ~russ fer  impedance heiwecn D?rts I md j when all other 
pons are open-circuited* 

S i m i l ~ l y .  Pmm (4.26). I:, can frc rolmd 1s 

which states that 1<, can he dete~mincd by dris,ing port * j  is.ilh ~ h c  vr)ltagc 1.5. shnrl- 

circuiting a l I  o111e.r ports r so I i  = tl for b. + -1 I ,  and rneasuri~lg rhe short-circui! curr-enr 
at port / +  

In general, each Z,, or clernrrnt mdy be ut1rnp1c.u. For afi -2;-pon nelwcwh. Il~e 
i~rlpeJanct and adrnitlanue matrices are 3' x i): in size. so [here ale  2!Y' indepe~lden~ 
quantitiec or drgrces O C  I'rcedr~m for an a r b i t r e  -1r-purt nctwurk. In practice, howei8er, 
Inany ~ P ~ A : C I T ~ S  arc either r ix ipr~ca l  UI- ~ ~ I S S ~ L ' S S ,  1)r hc)ih. If lhc nctwork is rcuiprr~r:~l (no1 

cnnraining any nnnrectprocal media such 3s ft 'rrit~s or pIasrnas. or active devices), we 
will show tlmt the impednnce and adn-tittance matrices are symmetric. sn thar Z,, = Zj i .  
and Yi j  = YJ,. Lf the rlz1ivork is Iossless. we can sl~utv hat all the Z,, or I*,,, elements are 
purely imaginary. Either of rhese special cases sen-e to reduce rhe nun-ther of independent 
quanritieh c y r .  degrees of freeda~n that an :l'-pon network may have. f i e  nuw derive the 
above chmcterisrics for reciprocal and llcrssless tlctworks. 

Reciprocal Networks 

Consider r h ~  xhilral-\.; netwnrk nf Fipurc 4.5 tn he reriprooal (no ac t ive  devices. 
ferrites, or  plasm:^^). wjth short cil-cuirs placed ar all terminal planes excepr those of 
porls 1 and 2. You let , E , ,  Hd and Eb- dr, be rhe tields anywhere in the network $ 1 ~  

to two inclt.pendrn~ sources. ri and h. lrrated sr)rnewheru in  he nehvnrk. rhrn the 
recipl.oui ty theorem ol' 1 1 . I561 stares thar 

where we will fake $ as the cli,hed surf ice along the boundaries of rhe netwurh and 

through the terminal planes of the purls. If the tmmrlary ,of Lhc I I C L W O ~ ~  and 
transmission lines arc mclal, then Kt,, = 0 on ~ C S C  wir1l.s t;issurning petrecl C ~ I ~ ~ U C ~ O T S ) .  

rhe network or ihr rrallrnliihiun lines are Open sLructurcs. like miurnstrip t ~ r  ,r,lutline. 
bwndarics of rhe network can he [ukr~r arbi~raril~ Ibr horn the lines so h a t  is 

negligible. Then fie nnlv nonzero contr ihut im to the integrals nf 14.301 cnmc frum the 
cross-seaianai areas of ports 1 ant1 2. 
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Now from Section 4.1, the fields due to sources u and b can k evaluated at the 
t e i n d  planes dl and t<r as 

where Fl .  and E2- E2 rere the transverse modal fields of ports 1 and 2, respectively. and 
the b's and _Is are the equivalent rotd vvltages and currents. (For instance. E I ~  is  the 
bmsversc electric field at terminal plane Q l  of port 1 due to source b. )  Substituting the 
fields of (4.3 11 inla (4.301 gives 

where Sj .  S2 are the cross-sectional areas at the terminal planes of ports I 2. 
As in Seaion 4.1 , the equivalent ~oitnges and currents have bzen dclined so that the 

power bough n given pon can bc expressed Vf ' /2 ;  then comparing (4.31) to (4.6) 
implies that CI = C2 = 1 for each port, so that 

This reduces (4.32) to 

Now use the 2 x 2 admittance matrix of the (effectively) two-port network to eliminate 
the 7s; 

Substitution into (4.34) gives 

But since tbe mwces a and b are independent, the voltages VL,, Kh, VZa. and Kh can 
take on arbi~ary values. So in order for (4.35) to be satisfied for any choice of sources, 
we must have Y i 2  = YZI. and since the choice of which ports are labelcd as 1 and 2 is  
arbitray. we have the general result that 

Then if [Y] is a symmetric matrix, its inverse, [Z], is also symmetric. 
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Lossfess Networks 

Now consider a rcciprwd lossless .V-port junction; we will s h i ~   hat the el em en^?; a f 
h e  impedal~~t- and adrnirtance rnatriccs rl~ust bc purt imaginary. If the nemork is lossltss. 
l h e ~  the n e t  real power dulivei.ed r u  h e  network nlusr b? zmu. Thus, Kt. (P,,) = U wbcrc 

(We have used rhe TL'~III[ from m:ltrix algebra thal 11-4][D]}' = [R]' [x4]' .) Sincc ~ h c  I,,s 
are independent. we nlusr have thc reid parr of' each wIf rerm IT,Z,,,,I;) equal ro zero, 
since we could set all pan currents equal to zero escepr fir the nth currenr. So. 

Now let all port cumSqts he ~ t r ~  except for I,, and I , , .  'Fhun 14.37) reduces ta 

since Z,, = Z ,,,,,. Bur (.I,, T;, t- T,, 1,:) is a purely real quantiry whish is. in general. 
nanzero. Thus we n m i  have that 

Then (4.38) and (4.39) irnply that Ke{Zmi: ) = 0 for any Y r l .  11. The reader c,m verify 
fiat  his idso l eds  ID Bn In~aginary 11') ~narrjs. /-.. 

EXAMPLE 4.3 E~aluation d Imprdance Parameters 

Find rhe iT parameters of the tivn-yon T-netwurk shown in Figure 4.6. 

SuZ~lfitvi 
From (4.28). Z l  I can be found as  he input in~pedance 01' port 1 when purl 7 is 
open-circuited: 

The transfer impcdancc ZJ1 c m  be found n~easuring h c  open-circuit voltsgc ii1 
POIT I when a currenl I: is  applied ar port 2.  13y vc4tage divisinn. 
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FIGURE 4.6 A rwo-pon T-nerivmk. 

The reader can verify that ZZ1 = Zl l .  Indicating h a t  h e  cirtCuit is reciprocal. 
Finally. Z n  i s  found as 

4.3 THE SCATTERING MATRIX 

Wr? have already discussed the difficulty in defining iroltages and currents for non- 
TEM lines. h addition, u practical pmblem exists wvhei~ uying to measure vultages 
and currents at micrcl~avc frequencies because direcr measuremenls usually involve the 
magnitude {inftrrcd frrlrn power) and phase of a wave traveling in a given direclio~l. or 
of a sunding wave, Thus. equivalent voltages and currenls. md the related impedance 
and admittance matrices, become sotnewhal ol' m ahsuaclion whei~ dealing with higl-t- 
frequency networks. A represenra~ion more in accord with direct measuremenls. and 
wim the iileus nf incident. reflected, and transmitted waves, is given by the scattering 
matrix. 

Like the i~npedancc or :~dmirCancc matrix for an :%--port network. the soal~cring 
matrix provides a C ~ I I ~ I ~ ~ L ' L C  dcscriptinn nf the network as seen at its 12- polls. While the 
impedance and admittance nlatrices relate the totd voltages rind currents at the ports, 
[he scattering matrix relates the v-nltage waves incident on the ports 10 those reflected 
from the ports. For some components and circuits. the scattering paramerers can be 
clalcu lated using network analysis techniques. Q~hcnvise, lhe scattering parameters can 
he nleasured directly with a vector network analyzer: a photograph of a modem nerwork 
analyzer is shown in Figure 4.7. Once rhe scattering pararnerers of the nclwork are 
known, conversion to other matrix pariimelcrs uau hc performed. if needed. 

Consider the -l--puri nelwork shown in Figure 1.5, where V,f is the aniplit~tde of the 
vdtage wavc i~luident nn pun 'n,. and 1,;; i s  the amplitude of the  voltage wave reflected 
From port n. The scattering matrix. or [S] matrix, is defined in relation ~o these incident 
and reflected volbge waws as 
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micmprnuessora crro~' correctio~~. a hiph dcgr~c of accurawy. ;lhd a wide 
choice t>l'disp]ay f~ro lats .  T h i s  analyzer can dlwl  perlirm a h s t  F O T I ~ ~ C T  ~ a s f u m  
~ 3 f '  rhe frequenq ilcrrliain d a ~ a  Irr I,rnxidc il ti1112 ciom31n rcspcjnsc icrf the ~eLwu& 
udder tesl, 
~ ~ s y  vf Hcwhu-Packard Cc+ralwarly. . b t s c  Rubs, Ciillt, 

A specific elemen[ of the IS1 matfix c m  be determined ~5 

words. (1.41) says that S, ,  is folu~d by driving pod ,j with incident wavc of voltage 
and measuring [he reflrc~ed nave anpli i  uJr. I ;-. mming ot~t or pun i .  Thc incident 

Waves on all ponh cxccp~ tbc ,$h poz-i arc SGI LO xcrv, which 111z;11is thill al l  ports bhcruld 
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be teminated in matched loads to avoid eflections. Thus, S;; is the reflection cuefficient 
seen looking into port i when all other ports are terminated in rnatchzd loads, and SLj is 
the trmsmission coefficienl from port j to port .I when all other ports arc terminated i n  
~natched loads. 

n 

EXAMPLE 4.4 Evaluation of Scattering Parameters 

Find the S parameters of the 3 dB anenuator circuit shnwn in Figure 4,8. 
1 

SnCurion 
From C4+4 1 ). SI I can be fmnd as ti16 reflection coefficient seen at port 1 when 
port 2 is terminated in a matched lwad (ZI, = 50 fi): 

b u ~  z:' =8.56+\I41~8~8.56+5O)j/(~~\.8+8.56+50} =Mnt SO sil =a. 
Because of the symmetry nf the circuit. Szz = 0- 

S? can be found by applying an incideni wave ar pon I ,  C'?. and measuring 
the ourcoming wave at ~ O T I  2, 4-. This is equivalent to the transmission 
coefficient from port 1 10 port 2; 

From the fact rhar SI1 = S2, = 0, we know that V,- = O when porl 2 i s  
terminated in Zo = 50 0. and that &+ = O. In h i s  case we then have that 
y+ = V, md K- = &. So by applying a voltage 15 at pon 1 and using voltage 
division twice are find li; = j.$ as rhe voltage across the SO R load resisior at 
port 2: 

where 41.44 = 141 .&(58.563/(141.8 + 58.561 is the resistance of the parallel 
umbinntion of ihe 50 11 load and the 8-56 0 resistor with the 141 -8 fl resistor. 
Thus, S12 = S31 = 0.707. 

FlGURE 4.8 A matched 3 dB attcnuutar with a 30 S1 characrerisric impedance Exam- 
pie 4.4). 



4.3 The Scattering Matrix 

11' the illput power i s  ILrclr/2~~. dlen thc i>ut/>U power i s  l\~,-12/2~,j = 

IS?, V, i2/2Zn = ,v2, 2/2,Z0 1 b;Lj2 = I '/4Zu, which is unc--half-( -3 dB 1 01 
the i npul pclwer. 0 

Vie nnn.  how Ilow ~Zlr [SJ matrix CAI) be de~ermined from Lhr I Z J  lrlr I\'\) m a &  
md vice vrE,:la. Firxt. 1vl;e ]nus1 sssulnc  hat the chwicreri~~ic i r n p e d ~ c c . ~ .  Z,,,,. of' all 
b e  pork itre idr~lticrrl, t This rcstl-iction will he remob4 when wc d i ~ u u s s  gcneralircii 
scatiering pamnleters, I Then for convenience, we can ser = 1. Frwn (4.24) the rth~il l:  

and cumnt  at the ftrh pnrt c311 111. ul-irtsn as 

\I;, = + 1,; 14 ! 

1 - 1- -1- = i t7 '  .- $:r,-- - t J  I I I f .  

Using the definirir)n uf 12'1 frwln 11.25 1 w i l I ~  (4.421 gi ucs 

which citrl be reu'titlzri ah 

where [ l r j  is thr unit. rw idcnlily. matrix detimrl 

giving thc sca~zring rna t1 . j~  in tcnils ( l f  ~ h r  irnpedanre matrix. Notc t h ~  for a onc-pr~rt 

netwotk ( 4 . ~ 1  r~duc'es ICI 

in agreernerlt with the result for (llc r ~ H ~ i t i < j \ ~  c<vfficiel~t sten ( o ~ k i n ~  intu ;I Irud uirh ii 

nomalircd inpr~r  i ~nprd~unce ni' s: 1 .  

To find I%] in turn\?; ~f IS], r<u;rrre (4.44) as [ZllLq] I [L-IISI = I.zl - 11-1. 
solve for 1 Z] to give 

Reciprocal Networks and Lossless Networks 

As we Jisrrussetl in  Sccrion 4.2. ~hr' i m p c j a u ~ ~  ;uld adrrlittanct ma~ricrs are syrnrrret- 
nc for reciprocal ~~etwurks.  md pureiy j tr~aginq for Lossless nenvorks. Similarly, rhc 
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~ a r t e r i n g  m a ~ c e s  for these types of networks have special propenies. W e  will show 
tha h e  IS] matrix for a reciprocal network is symmetric. and thal the IS) matrix for a 
iosslas~ network is unitary. 

By adding (4.42a) and (4A2b) we obtain 

BY subtrachg (4.42a) and (442b) we o b ~  

Taking the transpose of (4.47) gives 

Now [a is diagonal, so [u]' = [ZI]. and if the network is reciprocal, [Z] is syrnrnetric 
so that [Zlf = [Z]. The above then reduces to 

which is equivalent to (4.441, We have thus shown that. 

fur reciprocal networks. 
If h e  network i s  tossless. then no real pourer can be delivered to the network. Thus. 

if' the characteristic impedances of alf h e  p ~ r t s  are iden~ical and assumed to be unity, 
h e  average power delivered to rhc network is 

since the terms -[V+ltw- J* + [V-]t[v+]' are of the f o m  A - A*. and so are purely 
imaginary. Qf the remaining terms in (4.49), ( 1 / 2 ) [ ~ + ] ~ [ V ~ ] *  represeals the r o d  
incident power. while [1/2)[V-]"V-]* =presents {he total reflected power. So for a 
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los$less junc~on. we have the i~~tuit ive mult [hat the Incident and reflected poweh arc 
e q d :  

11 -L]l[\,.-~* = i\ --]*[\;- l d -  4.50 

thar. for nonzem [l;'''l. 

A garrix that satisfies the condition rrf (4.51 1 is called a urriri~r~ morrLr- 
T'he matrix equatiun of (4.5 1 1 can bc urirtcn in sllmmarion ronn as 

w h f i ~  hi j  = I if i = j A,, = if i # 1 is lhc Krunecker delta symbi~l. 'Thus. ii' 
a 5 j (4.52) reduces tn 

whjle if 1, # j (3.52) reduces to 

In words. (3.53a) states that ~ h c  dot pl.oducr of any coluln11 of 1.57 with the conjugn~c of 
that colbn~n gives unity. while (4.53bl states thar the dr,~ pl.oduct 01' any cnlu~nn wit11 lhc 
conjugale of a differen[ column ~i i .cs  zero (orhogonal). If the tterwork 1 5  reci yrocal. rhcn 
[fl symmetric. arld the w n e  sl;-lLcmenc.i. can bc made abou~ Lht rows of the scatlering 
matrix. 

n 

EXAMPLE 4.5 Application of Scatleriog Pararnctcrs 

A certain lu-u-port *etyio& iis measured itnd lh+ fol]owin~ Scntt~rlng matrix 1s 

From this dala. determine rvhether the network is reciprocal or ~osskss. If a 
shortckui t is p l a e d  on port 2, what will be the resuIting return [ u ~ s  al port 1 '? 
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S~Zurion 
Since [a is syinmebic. h e  network ia r~~~ip roca l+  T n  be losstess, the S param- 
eters n~ust satisfy (4.53)- Taking the first row ( i  = I in 14.53a1) gives 

n u s ,  the network is nor losskess. 
Tne reflection coefficient, T. at prlrt I when port 2 is shorted can he ca1cu- 

lated as fullows. Fi.on~ h e  rlcfinition of rhe scattenng matrix a~ld the f ~ c t  that 
V: = -%- - (for a short circuit at pm 21, we c m  write 

The second equation gives 

Dividing the first equation by V:, and using the abuve resu l~  gives the input 
reflection coefficient u 

So the return loss is 

An irnpurtant p i n t  to understand abuu~ S pameters  is that the ~.eflection coefficicnt 
looking ink? pprlrt ri ix nor equal to S,,,, uuless all other pons %re marched (tlis is 
illustrated in the above example). Similarly. the transmission cocfficierrt froin port rrz to 
port n is no1 equal to S,,. unless all other pork arc ma~cheb. The S parameters of a 
network are properties only of the nelwurb iiself (assuming the network is line=). and 
are defined under the condition that all ports are matched. Changing the termhati nns or 
cxoitaliuns a€ a network does not change its S parameters, but may change the reflection 
coefficient seen a1 u given pon, or ~ht: trmsmission coefficient between two ports. 

A Shift in Reference Planes 

Because the S parameters relale amplitudes (mavitude and phase) af traveling 
Waves incident on and reflzc~cd horn a microwave network. phase reference planes must 
bc specified for each port of ~ h z  rielwork. We now S ~ C I W  hnw L ~ c  5' pxanleters are 
trmsformed when the reference planes are movd born their urigind Incations. 

Consider the +V-pon microwarre network shown in Figure 4.9. where the o r i ~ n d  
terminal planes are assumed ~u be lmated a1 z ,  = fl fur rhe rath part, and where 2, is 



4.3 The Scattering Matrix 

an arbitrary coordlnale measured alunp cl~e transmission lint feeding the ~ l h  pun. Thc 
scattering ~narrix for the uerwork with rhis ser 01.' tern~inal planes i s  denoted by IS], Now 
consider a new wt of rcferenre planes defined at 2, = I,',, lor I l ~c  1 f t l 1  port, and let ~ h t .  
new scrlrlcring matrix hc denoted as [S'J. Then in Lerms of the incident and rcilcclud 
port voi~ases we have [hat 

whcre the unpri~ned quatlrities arr referznced rrl  he u~iginal tenninal planes at z , ,  = 0, 
and the p~imcd q u a ~ ~ r i ~ ~ c b  are rcfcrcnccd LO tl~r new rrrnlinal planes 31 ;,, = I : ' , , ,  

Now from the theory of bavelbg w w s  on l~ssIess lransrnission lines we can mlate 
the new wave aniplitudra to  the r~riginal ones xs 

"here 0. = dtfi,, i s  the electrical length of rhe outward hift of the referen~e plsne of 
pan n. Writing 14.55) in matrix fnrm and substituting int.0 (4.544 gives 
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Mul~iplying by the inverse of Ltce first matrix on the left gives 

Comparing wi* (4.54b) shows that 

- 7 which is thr desired resoli. Note h a 1  S:,, = c: -J"-S,,,,, meaning that the phase of $,, 
is shifted by lwice the eleclriual lenglll nf the shift in temlinal plane Ti . ,  because the wave 
travels twice over this length upnn incidence and rcflcuuoii. 

Generalized Scattering Parameters 

So f a  we have considered  he sca~tering paranwlers Lbr netwosks with the same 
chxacteristic impedance for. aII ports. This is   he case in Inmy practical siluations, where 
ht. r h ~ a ~ t ~ r i s t i c  impedance is ofkn 50 IZ. I n  other c i e s ,  however, [he chrzractcfistic 
irnpeda~ces of a rnultip)a network may be different, which requires a generalization of 
h e  scattering parameters as defined up to this poin~.  

Consider the .\--pus netwvrk shown in Figure 4.lU. where Z0,, is the (red) charac- 
l e i s t i t  impedance of the rath port, and V: and V;, respectively, represent the incident 
and rcRccted voltagc waves pnn t t .  In order ro obtain physically n~eaningfiil power 
relations in terms af wave mplirudes. we must define a new ser of wave amplitudes as 
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where a,, represents an inriden1 wave at rhe rrth pnfl. and b,, icprcscnt.5 3 reflec~ed u-ar;e 
fram thar purl [ I ] .  151. 'I'hcn from 14.42a.hr u.c hakr [hat 

NOW h e  average prni r.r dcl i x  c r d  Itr die nlh  port is 

since the quitnriiy ( h ,  - h;d,,, 1 i b  purely imaginary. This is a physicdilly sarisfving 

since il hay\ t h ; ~ ~  ~ h c  ai.cr3ge poivcr ddii erzd 111nwgh pr3rt Ir is e JUUI tn [he power 
in the incident u a ~  e ~ninus Ifre pewr  in the refluciccl h a i e .  T( erpressetl In tertlls or \.;; 
and T,,-. ~hr ct>msp;-~nii'i~g resu7t woula be hepenhail nn t'hc i h ~ ~ ~ ~ l r ~ r ' r ~ ~ i i ~ c  ' I ~ P S ~ ~ I U I C ~  

of the 71th pnn 
A generalized scntreing rna1ri.r can rhcn he u\rd 113 r e l a t ~  the incident and reflected 

waves defined io (1.37). 

and is 2~1dugaus to lbe r e s ~ ~ l ~  uf (8.41 ) for zletworks q irh idepfiral chaidcri.cLic impedance 
aI ports. Using (4.57) in (3.81 1 gives 

which shows how the $ uf  a nrlwurh h i t h  cqud chwdcter'istk impedal~ce 

(?-'/I$' with 1;' = O for X. f 11 can be cunvzrtcd tr, ,r ncrwi~rl. con~~ected to transmis- 
sion lines with unequal c l~a r :~c r~ r r~~ i c  ir11pcd:inccs. - 

POINT OF INTERESI*: nc Yccrar Netwnrh .4ndywr 

Thtr S penmnelcfi of ttnd iictivc networks u~ be nieaaurcd a ~ t h  a ~ e ~ l ~ ~ r  nt.r'torh 
I anal!rcr. \bhich 15  a ~ibil- four- 1 Lha~ncl micrrr\va\e rei .e~\rrdesiprd Lo prtrichs ~ h c  nla2rlilirdt 

and phae  nf the tr;lnsmjrted and Hatch  frnrn thc nrtuork. A s i r~~pl~l izd blurb r l iqc lm of 

a netuork i lndjp~r ' j i ~ i w  tn the J#SSIO systcnl is  shuwu him,. lo cyH;lljun, Kf- sourcc 1s 

b~~allgr set tn sweep ,lyer a h;\\d%idih. A inn~-pt,rt ~ ~ k r n m e t c r  T ~ ~ P ~ B  h r  i f i ~ ~ ~ ~ ~ ~ .  

' ~ f l ~ ~ t c d ,  and u;lnboli[lrd RF naves -  a rw~kch allou5 thc ~~e tuo rL  he Jriien ~ r ~ ~ l ~  clthcl. Fflrt 1 

or port 2. Fo~lr dualcc>rrbrr.llon charllieth cctnbrrt thzsz signals to lI)O kHz IF flcqucnclek. 

are then detrtted md can~efied co digital fnnn. A pc,werlt~l ,n tern i  cumpulcr is used to ~alcuhte 
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and display the magnitude md phase of the 5 pararrtetcrs. w other quantities that can bc derived 
from the 5' pwarnetcn, such as SWR. return luss. group delay. h ~ d n n c e ,  etc. An importan1 
fwturc of this nctwo~k analyzer is the subsrantid hprtjvemenr in  accuracy made possible with 
error correcGng software. Emrs caused by di~cuonal  coupler mismatch. imperfect directivity, 
loss. and variation. jn  he Frr.qurnc)r r~spr~~lst! of the md-mer syslem arc accountrd fm by using 
a twelve-icm error 11lodr1 and a calibration proceclure. Anc~ther useful reature is the- capability to 
deccrminz rhc time domain response of the network by calculating the i n v a  Fourier transform 
of the frequency dmmai~i data. 

The 2, Y ,  and S parameter represwirations can be used to characterize a mlc~owavs 
network with an arbitrary number of ports, but in  pracrice nlauy microwave networks 
consist of a carcade connection of two or more two-port networks. In this case i t  is 
convenienl to define a 2 x 2 ~ans~nissinn, or ABCD matrix, for each two-port network. 
we will then see hat h e  AL?C.'I.'D matrix of the cascade connetlion o f  two fir more two- 
port networks can be easiiy found by mulcipiying (he M C D  matrices of h e  individual 
two-ports. 

The ARCD matrix is defined for a two-pnrt nerwork in knns of the total voltages 
a ~ d  currents as shown in Figure 3. I l a  MC! the following: 
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It is imponant to note from F~gurt: 4. I la [hat a change in the sign cnnvcntion of 
Ir. has becn made fr'rc~rn our previous definitions. rvhich had 1: as the current  Iluwing 
into port 2. The convenlion h a t  1: flows uur of part 2 will be used when dealing i$ ith 
ABCD matrices ho thal in A cascade network i2 will be the same curr.enL that f l o i ~ h  

into the adjauenr nelwurli. as shown in Figure 4-1 lb. r,AJlrtmatjvely. l2 in  (4,43) could 
be replaced by -T:, so thaL h e  sign contenrim would nclt have ro be chmged 111.  [?].I 
n e n  the lefr-hand side of (4.61) rsprcscnts the vol~ape and current a1 port I or ~ h c  
network, while Ihe right-hand bide of (4.63) represents the voltagt- and currcnl at pan 2. 

In Ihe cascade uclmectir~n of twu two-port n+tv+ork shown in F~gure 4.1 lb. we have 
that 

Substituting (4.64b) into (4.64a) gives 

which s h o ~  s rhar the I\BCD matrix of the cascade cannccticm of ihe two networks i s  
equal to Ihe prndllct of the ,110C'D matrices representing tht: individual two-port.;. Note 
that ~ h r  urdcr of multiplicarion of the mntns mu\[ be the , m e  ds the ordcr In  whlch h e  
networks m manped. sincc 111arl-i~ multiplicatian 1s nor. in gcntral. comrnuiative. 

F~CURE 4.1 1 t a) A two-part netwurk: tb 1 a caucade tvnriection of tw o-purl netr~.orks. 
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l-he usefulness of h e  ABCD matrix represen~tiun lies in !he fact ~ h s t  a ljbrm 
af :lBPD matrices for elementq  YO-port netwosks urn bc built up, and applied in 
buildirlg-blw k fashion to more complicated microwave net works that consist of casrades 
of these simpler two-ports. Table 4.1 lists a number of useful two-port networks and 
&eir ABCD ma~riccs. 

EXAMPLE 4.6 Evaluation of A3CqD Parameters 

Find the A3CD parameters of a two-p~rt network consisting of a series ~ ~ c e  
Z between pms 1 and 2 (he; first entry in Table 4. I ) .  

TABLE 4.1 The ABCD Parameters of Samc Useful Tso-Port Circuits 

B = jq ,  sirs /3lt 

D = cos 01 
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Solution 
From the defming relations of (4.63 1, we havc hat  

which indjcares ha1 ri L$ found by appIying a voltage 1; at port 1, and measuring 
the open-cirtl~ir voltage & at port 2. Thtls. -4 = 1. Similarly. 

Relation to Impedance Matrix 

Knowing the Z parameters of a m13rworlr. onc cm determine h e  ;WCD pariameters. 
Thus, from rhe delinilion of the i lBCD pxmcrers in (4.631, and from the defining 
relations for the 2' paramctcrs t,f (3.25) for a two-port network with 1: to be consistent 
with the sign convcnlinn used w i ~ h  -4 N ' L J  parameters, 

Lf the network is reciprocal. then ZI1 = .Z2, and (4.671 can be used to show that 
AD - ~ c - ' =  1. 
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Equivalent Circuits for Two-Port Networks 

The special case of a two-pot microwave network occurs so frequently in practice 
h a t  i r  desc=wes further attetrliua. l k r ~  we will discuss ihe use uf eqrrivaleut circrtib 
to represent ad a r b i ~ x y  Wcl-pon network. TJseful conversions for t w o - p i  network 
parameters are given in Table 4.2. 

Figure 4.12a shows a transition be~ween a coaxid Ihe, and a microstrip line, and 
serves as an example of a twa-pofl network. Terminal plzlnes can bc defined at arbiuq 
pnincs on the two transmission lines; a cnnuenient chr~ice ~iughf he as shown in fie 
figure. But because of h e  physical disQmtinuily in the  ans sit ion from a coaxial Line 
to a microstrip line. electric and/or magtlthc energy can be stured the vicinity of fie 
junction, leading to reactive effcclb. Chnrac.rcrization of such effec~s car] be obtained 
by measurement or by [heoretical anzrlysis (&~OII@I such an analysis may be quite 
complicated), and reprssenttd by the two-port "black box'' shown in Figure 4.E2b. The 
propcdes of the transi~ion can hen be expressd in lcms of the network parameters (2, 
P', S, or ABCD) of the tw-pcrt netwok This type of treatment c m  be applied to a 
variely of twopr~rz~iunctir~n~. such as h~nsidoas from one ppe of trmsmissinn line ro 
another. transrnissicm Line discontinuities such as step chagcs i n  width. or bends, eK. 
When modeling a rnicrownve junction i, this way, it is often use-fd lo i - e p l ~ e  the 
two-port "black box" with an equivalent tircuit conraining a few idealized coniponenb, 

shown in  Figure 4.1 2c. {This is pfiii:ularly useful if the component values can be 
relaied to sume physicd ieatu~es uf fie actual junction.) There is an unfirnited number 
of ways in which such equivalenl circuik - be defined; wc will discuss some of the 
most common and useful typcs below. 

As we have seen M m  the previous kctions. an arbimry two-port network can be 
described in terms uf Impdance p a - a m f s  as 

I f  the network is r&proal, then Z1;1 =: Z,, md F., = f i , .  These representations 
lead naluraIIy ta rhe T and x equivalent Cjrcuim shown in Figure 4.13a and 3. I3b. The 
relations in  Tahle 1.2 cw bc used to plate the uompnenr values to nther network 
parameters. 

Other equivalent circuit? can dso be used €0 represen1 a mn-port network. Lf the 
network is reciprocal, there u-e six degrees of freedom Ifjle real and irnaginw p a 5  of 
three: matirix elements 1, SO the equivalent eircuil should have independen1 pivameters. 
A nonreciprocal netwurk cannot be rep3sentcd by a pssive equivalent cucui~ using 
reciprocal elements. 
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line 

~~~ 4.12 A coax-to-microstrip wanxition and cy ltivalent circuit representations. (a) Ge- 
bmevy of h e  ti-~nsition. (b) Representalion of the Innsition by a "black box." 
[c) A possihle equivden~ circuit for the bansition [6]. 

FIGURE 4-13 &quivalen~ circuits for a reciprocal two-port nemmk. (a) T equivalent @) ;a 

5yivdent. 
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IT he network is lossless, which is a gnnd npproxirnazivn fur nlany praciiaal two-port 
junctions. some simpliticaliuns can be made in the eq~livalent circuil. As was shorn in 
section 4.2. the impedance or adn~irtance matrix elerncnrs arc' purely i r n a g i n q  for a 
lusslzss network, This redrrces the degrccx of freedom for such a network to ~hree. and 
implies thar the T md T cquivalenl circuits r~f  Figure 4.13 c;in hc constructed [rum purely 
=achvc elrmcnrs. 

4.5 - SIGNAL FLOW GRAPHS 

We have sern hr~w t~.anslnitted and reflected wav l s  can he represented by scattering 
paamcczrs. and haw rhe inrerconnat-[inn of sources, network, md loads can be treared 

various n1a1ri.x r~pre~entatioi~s. In this section u-e discuss the si-gal f l l~w graph. 
w]~jch is an additional rechtlicluc h a 1  is  verq usel'ul i'or  he analysis of microwave net- 
works in terms of transnlicted and reflected waves- We firs! discuss the features and the 
consmction of the llow p p h  itself- and ~rhcn present a technique for the rcducriou. or 
solutiun. of I ~ L '  1 1 1 ) ~  graph. 

The primary compunents of a signal flt~w graph are nr7des and branches: 

Nrldes: Each pun. i .  of a ~nicrowa\,c network has twu nudes. a, and I ) ,  . Node ai 
is identitied wilh a wave enlcring purr t,, while nr~dc h., is identified with a wave 
retlecrcd fru~n port i .  
Branches: A hranch is a directed par11 betwccn 411 0-uode iind a !)-node. rcprr- 
senring sienal flow lion] node a to nude h. Every brmuh has an assouialsd S 
parameter or rc Hect~on c~ellicicnr. 

At this pnint i i  is useful to consider the flrw praph of an arhitraq rwrl-port network. 
as shuwn in Fjpt~rc. 4.14. Figure 4. l -la shows ;i lu,t~-porl network wilh incidei~t and 
reflected waves a1 each ytsn. and Figure 4.13h shows rhe correspnnding signal flow 

Pon 
1 

- ~ G U R E  4.34 Thc signal fiow p p h  reprcscn~ildon uT a t~vn-porl network. (a) Definition of 
incidcnt and refle~rcd wakes. r b) Signal flow gwph. 



21 4 Chapter 4: Microwave Network Analysis 

gaph representation. The flow graph gives m intuitive pphical itIustration of the 
network behavior. 

For example. a wave of amplitude (1.1 incidenl at port 1 is split. with pm going 
through Sil and out port 1 as a reflected wave and put transmitted through S21 to node 1b. 
At nude L2, h e  wave goes out port 2; if a load with non?.eru reflection cmfticient is 
connected at port 2. h i s  wave will be at ieasl partly reflected and reenter the two-port 
network at node a:. Part of the wave can be reflected back out port 2 via .$22, and p;ur 
can b~ rransrnitted out pofl I throlrgh YI1. 

Two other special networks, a me-port network and a voltage source. m shown 
in Figure 4.15 along with their signal flow graph represenlutinns. Once a rnicrc~wave 
network has been repre-sented in signal slow graph Form. It is a relalively easy matref to 
solve for the ratio of any combination of wave amplitudes. Wc will discuss how this can 
be done using fvur basic decumpositinn MIPS. but the same results can also be ob~ained 
using Mason's rule h l n  coniro1 system theory. 

Decomposition of Signal F!ow Graphs 

A signal flnw graph can h~ reduced rr, a single branch beween two nodes using the 
four basic decomposition rules bclow. to ohlain m y  desired wave mplitude d o .  

Rule 1 (Series Rule). Two brmchcs. whose common node has only une irt- 

corning and one outgoing wave (%ranches in series). may be combir~ed to form a 
single branch whusc coefficient is rhe product of the coefficicnls of the original 
branches. Figure 4.IGa shows the Row graphs for this rule. Its derivation follaws 
from the basic relation hat. 

FIGURE 4.15 The signal flow graph repmientaCions t& a oneport network and a source. (a) A 
' 

om-port nelwork and its Row graph. {b) A source and i l s  flow Eraph. 
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s,, 1 s,, v, 
7 

F T G W  4.16 Decompsi tion rules. (a] I-&!. (b) P~rallel mk. (c) Self-loop rule. 
td, Splitting rule- 

Rule 2 (Pwallul Rule). Two  hrimches from one corninon node lo anulher colrl- 

mon node (branches in pxalleI} may hc ccstnbined into iI single brancll whose 
coefficient is the sum of the coefficients uf h e  original branches. Figure 4.16h 
shows the How graphs for this rule. The derivation f o l l r s u s  from thc obvious 
relati011 that 

Rule 3 (Sclf-Loup Rule). Whon a nude has a selr-loop t a branch that bepins 
and elids on the same node) of cneffirient S. the self-loop can br. elirninaled hy 
multiplying coef t ic ie~~rs of the branches feeding that node by 1 / 1 1  - S).  

Fizure 4. l hc hhuws [he Ruw graphs fnr this rule. w-hich can he derived as 
follows. From the origjnal network wt: have that 
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FIGURE: 4.17 A terminated two-port nenslork. 

Eliminating V2 gIvw 

which is seen to be the transfer funclion for the reduced graph of Figure 4.168. 
r Rule 4 (Splitting Rule). A node may be split into two separate nodes as long 

as the resuIting flow graph conrains, once and only once, each combination of 
sepriate (not self loops) input and output branches that connect to the original 
node. 

This rule is illustrated in Figure 4.16d, and follows from the observatioa 
tw 

in bah rhe original Bow gapti and the Bow graph with the split node. 

We now illustrate h e  use of each of these rules with an example. 
n 

EXAMPI,E 4.7 Appiication of Signal Flow Graph 

Derive the expression fbr rin for the terminated two-port network shown in 
I Figure 4.17 using signal flow graphs and the above decomposition rules. 

Solrrfiun 
The signal flow graph for the circuit of Figure 4.17 is shown in Figure 4.18. We 
wish fu find Fin = bl/aj. Figure 4.19 shows the fow steps in the decompusirioo 
of the flow graphs, with the h a 1  result that 

FIGUFLE 4,18 Signal flow path for the two-port mtwork with g e n d  source bad 
impahces of Figure 4.17. 
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HGURE 4.19 Dccornposirian of h e  flow graph of Figure 4,18 to find ST,, = bl /a l .  (a) Using 
Rule 3 nn node (17.  (b l  Lising Rulc 3 for the self-loop. rc)  Using Rule I .  
(dl Uhing Rule 2 .  

Application to TRL. Network Analyzer Calibration 

As a funher application of signal Row graph we consider the calibration of a network 
analyzer using the Tllru-Rzflccr Linir (TRL) tcch~liqlle 171. The general problem i s  shown 
in Figure 4.20. whcre i t  is intsndcd to measure the 5-pwmieters of a t w o - p ~ t  device ar 
the indicated refe'ercnce planes. 11s discussed in h e  previous Point of Inrcrest, a network 
analyzer measures S-paran~eters as raljoh of complex voltage ampIimdcs. The primary 
reference plane far such Ineaburelnenls IS  generally ax some point wirhin thi: nnalyzcr 
itself, so d ~ e  measure~ncnt will include losses and phase delays caused by the effects of 
rhe connectors. cahles. and transitions rhat n u s t  be used t c ~  conncct the device under test 

{DUT) to the andq,zer. In rhc block diagram of Figure 4.20 [here effects are lumped 
together in a two-port error b o . ~  placed at zach port between the ac~ual n~rasuremcnt 

M e a ~ ~ r ~ r n e n t  Reference Reference h.Iearurernent 
plane i - ~ r  platic fnr plane planc far 

pofl I device porl L device part 2 poll 2 

--- ~ W R E  4.20 Block diagram of a nctnfork walyzrr measurement of a tw+port device. 
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reference plane: and the desired reference plane for the two-port DW. A calibration 
procedure is used to characterize the error boxes before measurement the DUT; then 
rhc acrual p r m r - ~ ~ r r e r . f ~ d  S-pman~erers of the DUT can be calcuiated from h e  measu&-J 
data. Measurement of a one-port network can be considered as a reduced c m  of the 
two-pun case. 

Thc simplea way to calibrate a flMwoh analyzer is to use three or more known 
loads,. such as shorts, opens, and mdtched loads. The problem with ~ j s  approarb is ~ a r  
such standards are always imperfect to mine degree. and therefore inhoduce errors inlo 
the measuremcn t, These e.rrors btcome increa%ingl y sjgnificmr at hgher  frequencies wd 
as the qui l iq of zhe rneasuremnr system improves. The TRL ~dbration scheme 
not rely on knnwn standard Inads. but uses h e e  simple c~nnections to allow the e m  
boxes t0 be. characterized compietejy . These b e e  connections are shown in Figure 4,2 1. 
The Tllni connectiun is made by directly connecting port 1 to port 2. at the desird 
reference planes. The R~.JIPC/  connection uses a Load having a l ~ g e  reflection coefficient. 
r ~ ,  such as a nominal  ope^^ w short, It  is not necessav in know the exact value of 
I?L ,  as this will be determined by the TRL calibration prcedui.e. The Line connection 
involkfes co~lnectinp ports 1 and 3 together through a length of matched wansmission 
line- II is not nccessaq to know h e  length of thc line. and it is no1 required that the line 
be lossiess: Wse parameters will be determined by the TKL procedure, 

We can use signal f l o ~  graphs to derive the set of equalions necessary to find the 
S-parameters for [he error boxes in rhe TRL calibralion procedure. With reference to 
Figure 4.20, we will apply the Timi, RqflecCc. and Litre connections at h e  reference plane 
for the OUT. and measure the S-parameters for these three c w s  at h e  measurement 
planes. F;or simplicity. we assume the same characteristic impedance for ports 1 and 2, 
and that the enor boxes are reciprocal and identical for both pOrts. The error boxes are 
ch~acte~.izcd by the S-matrix [S], and alternative1 y by the RBCD matrix. Thus we have 

I I 

Kefcrcnce 
planes 

Fnr D UT 

~~ 4,21a Block diagram and signal flaw gmpb for h e  i%ru mB&ci!im. - 
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FIGURE 4.21 I) Blilcli diagram and sigrial 11ou graph for the Hq/Lrt connection. 

SII = S12 lor both rum boxes. and rm inrerse relation bcllveen the .UGD matrices of 
the emr  boxcs for ports 1 :mrl 2. sinre they are symmctricslly conneuttd as rhnwn in the 
figure. To avoid confusiorl in nr~latii jn we will dtnore the mezsurzd ,5-parameters tbr the 
77lnd. Reflet-1. and Lint. crmneutions as rhe [TI. I RI. and IL] rna~rices, respectively. 

Figure 4.2 l a  sht~ws the  miingcmerrr for rhe Thr~r vonnection and h c  corresponding 
sipdl Row graph. Obwrve thilt we hsve nlilcltl uau of  the t';tcr [hat SZI = .S12 and [hi~t 
the enor boxes arc icler~tiial and ri~~nnnclrically arranged. The- signal ROW graph em br 

- boa 

Rcfcrcncc plane 
rwr DUT 

---+ FIGURE 4-2Ic Blwk dagmn and signal lInw FPh far the I.ina coma:tiott. 
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easily reduced using the deeampositioo des  to give the measured S-parameten d the 
measurement planes in terms of h e  S-parameters of & m r  boxes as 

By symmetry we have T2? = TI 1 ,  and by recjpsocily we have Tzl = TI?. 
The R<flect currrrectiors is showti: in Figure 4.2 1 b. uitk the corresponding signai Bow 

graph. Note that this arrangement effectively decouples the two ~neasurement ports. so 
K12 = RZI = 0. The signal flow ~ a p h  can be easily reduced to show thar, 

By syinmetry we have RZ2 = Rl r .  
The Lirle cunnection is shown in Figure 4.2 1 c. with its corresponding signd flow 

graph. A reduction similar to &at u d  fur the fir# case gives, 

By symmetry and reciprotity we have L2? = L 1 1 and Lz = 1; 
We now have five equations [4+74)-14.76) For the five unknowns Si I ,  Sll. SF7 rLt 

and e - ~ ' :  the solution is straightfornard but lengthy. Since (3.75) is the only equation 
that contains r ~ ,  we can first solvc the four equatirrrls in (4.74) and (4.76) for tlie o w  
four udcnnwns. Equalion (4.74b) can be used ru elirnjnare Sl2 from (3.7421) and (4.76), 
md then S1\ can he eliminated from (4.743) and (4.76a). This leaves two equations for 
& and e-ye: 

Equation (4.77a) cm now be solved for fi2 and substituted into (4.77b) to give a quadratic 
eqtlation for cP7'. Application of the quadratic formula h e n  gives the solution for en7' 
in terms of the measured TRL 5-parameters as 

The choice of sign can be determined by thc requirement that the real and imaginary 
pWs of 2 be psirive, or by knowing the phase uf T f  (as determined from (4.83)) to 
within 180". 
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Next we multiply {4,74b) by 52z and subbaa h H.71a) to gct 

md s i d ~ l y  multiply (4.76b3 by $2: and rubtracf from (4.76a) to gel 

E1idnatiitg SI I from these two equalions giimes Sy  in  Lt.ma af e-7' as 

a lv ing  (4.79a) for SI I gives 

md snlr.ing 14.7413 for 5 1 2  gives 

Finally, (4.75) can he salyed for I- to give 

Equations (4.781 unri r4.P()l-(4.83) give thz S-pwa~~teters for thr error boxes. as wcf! as 
the unknown rcflectlun cucffrce~it, I', (ru i ~ i t h i n  [he sigli). and ~hc: propagd~iun hctor .  
e-''. Tf~is ~ o n ~ p l e ~ c s  lhe cdi brLirion prncedurc for the 'I'KL n~cthod. 

The S-paramctcr, of DL1'(' can now be mzasured at the meiisurenlenr refrrence 
planes shown i n  Figure 3.20. ;~nd corrected uslns the a b w e  TFZ cn-rn. I-rox parameters to 
give the S-paran~cters at the ~ f e r e n c e  planes of the I N T .  Sincr we are now w&king with 
a cascade of  iIlrcr twn-pufi networks. it  i s  crmtenient to uso .;iJ?Crl pnranwtcrs. Thus. 
We convert the error bar; 5-psametera to 1Ilt cr~rrr<pond~t~p -4BC'D pal.atneter3. and 
convert  he- nlca~urcd  .bb-parameteih of the casc-adc to the corresponding .4"B"'PmD"d 
Parrunerzrs. If we u>e  .4'B'(''Dt to d e ~ ~ u t c  ~ h c  paruneters for rhc UUT, then we haw 
that 

from w h ~ c h  we can de~ennirre ~ h c  -4 IIC'L? parameters for t h ~  DUT as 
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POINT OF TNI'EREST: Compurer- Aided D e s i g n  Tor Microwave Cim 

A computer-aided design (CAD) snl'rurwc package for micfvwa~e circuit analysis and o p ~ -  
mization ra1 be a very uscl'ul cool fur [he rnicwwwe en piricer. Several microwave CAD prqlgrw 
ate commercially available. such as SUPERCOWACT@ and TOUUHSTONE~. with the capa- 
bility of aoalyzing rnicruwve circuits cnnsisting of transmission lines. lumped elerncclrs. active 
devices. coupled lines, wawguides, and other components. Although such computer programs can 
be fu t ,  powerful. and accurate, 111q cannor s e n e  as a substitute for w experienced eagineer w j h  
a good undemrandin~ OC microuJuve design- 

A typical design process will usually begin with sp~~ifications w design grds for the circuit. 
Based on previous desiglls and his own zxpcricnce, h e  engineer can  develop an initial desim. 
including specihc components m d  a circuit layout- C.4D can then be used to modrl and analyze 
the design. using data fbr each of the cnrnponenis and including cf lkc~s such a% loss and discon- 
tinuities. The CAD program c m  I?c used to opiirnize thc clesiy by adjus~ng some of the circrrit 
parameters 10 achieve the hesl performance. I f  thr specihcn~iunr; are not met. the design may have 
to biz revised. The CAD analysis can also be used to s r ~ d f  the cffecrs of cornpJnenr 
w d  errors, to improve circuil reliability and robustness. When he design n~wb the  specification^, 
au engineering prolotype can be built and tested. If the measured resulk satisfy the specifications, 
the design prnress is completed. Oihemisc the design will need to he rzviscd, and the procedure 
repeated. 

Withnut CAD tools. the design process would require the conslruction and measurement of a 
laboratory proioty pe at each ireration, wluch wouId be expensive and rime consuming. Thus. CAD 
can greatly decreme the time and cost of a design, while enhancing its qwliry. The simulation and 
optimization process is especid l y imporlmt f ~ r  rnonnl ithic rrdcrowavc integrated circuits ( MMICs) 
becabse these circuits cannot easily be tuned or trimmed after fabrication. 

CAD techiques arc n ~ x  iviilzour liml~atlons, however. 01 p-irnar;rf Inzporlanre is Ehe f x &  
ha i  a computer model is only an appmximarion to a "real-world" circuit. and cannot complctdy 
accounl for thc inevitible ~ E € E ~ s  of cornponenl and fabricati~nal rolerm~es. surt'acz roughness, 
spurious coupling, higl~er order modes. and junction discontinuilies. Thew limitatifins generally 
'become mosl serioub at Freiluencies above I0 GHz. 

4.6 DISCONTINUITIES AND MODAL ANALYSIS 

By either necessity or ciesgn. microwave networks often consist of transmission lines 
with va-ious Vpes of  zrmsmi~sion line discontinuities. In some cases discontinuitits are 
an unavuidable result of n~echarlical or electrical transitions from one medium to anotl~er 
(ep.. a junction between two waveguides. or a coax-to-microstrip transition), and the dis- 
continuity effect is unwanted but may be significimt enough to war ran^ charar:terizntion- 
Ln other cases discontinuities may be deiibcrately introduced inlo the circuit to perform a 
certain electrical function (e-g-, reactive diaphagnls in waveguide or stubs In mimostrip 
line for matching or filter rlircuits). In any event, u transnlissiun line chscootinuity can be 
represented as an equivalent circuic nt some point on h e  transmission linc. Depending on 
tfie type of discontinuity. the equivalent circuit may be a simple shunt or series elemenk 
across the- 1 ine or. i n  the more general case. a T- or ir-quivalen t circuit may bc required. 
The component values of an equivalent circuii depend on the parameters of the line and 
the discontinuity, as well as the frequency of operation. Ln some cases the equivdeot 

~egiskrad t r a d e d  of Cmpw Ssftwm Carp. and E m f .  hc.. wspecuvely. 
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circuit involves a shift in  [he phase reference planes on the msmiusjon lines. Once [ h ~  
circuit of a given discontinuitr. is known, its effect can he incorporared into [he 

analysis or design of ~ h c  nc~wurk using the theory developed prc\rin~uly in this chrtpter. 
The purposcr UP the present sectirrn is to discuss how cquivalcnt circuits are obtained 

for uansmisslnn linc dlsci~ntinuilies; we  wi l l  sue ha(  rhc biisic procedure is lo start with 
a field theory solution L c l  a canur~ical discuntinuiky problem and develop a  circus^ mod?!, 
~ t h  component values. This is ih~ts anotl~er example af our objective of replaci rig 
cDmplicatcd held analyses t + i ~ h  ciruuil con~cplc .  

Figures 4.22 and 4.13 show hrlrnc cururnon ~r;ill>mi\ajon linc disconlinui~ifs m d  their 
=quivalent circuits. As shown in Figures 4.27ax. rhjn mcvaIljc diaphraps tor "irises") 

Syn~mcrrical 
induclive 

diaphragm 

C11,fllI;u 
ccsonm1 

iris 

Change in a-id11 
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FIGURE 4.23 Some common microstrip cli~~ntinuilies. (a) Open-ended microstrip. {b) Gap in 
micmsmp. ( c )  Change in widrh, Id) T-jwlction, [t) Coax-twmicrustrip juncrion, 

can be placed in the cross section of a waveguide to yield equivalent shunt inductance, 
capacitance, or a resonant cambinscion. Similar effecfi mcur with step changes in &e 
height or width of the waveguide, as shown in Figures 4.22d,e. Sirnilar discontinuitie~ 
can also be made in circular waveguide, The best reference for waveguide discontinuities 
and their equivalent circuits is TIIF Wr?~*eguide Handbrmk [8j. 
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Some typical microstrip Jiscontiouitic~ and transitions are diown i n  Figure 1.23; 
si&ar gscm~ertjes exia lor suiplinu and uihcr printed transnlission lincs such i ~ s  clorlinc, 
covered micronrip. coplanu waveguide. etc. Siace prinkd transmission lines are newer, 

to waveguide. and much riloru diC1'Icult to analyze. mere research wnrk i s  needed 
accurately chnmctrlrize p r ~  nred rransmissinn line disconr;inuities; some appl.oxirnate 

results are given i n  rcfcrcnce 191. 

Modal Analysis of an #-Plane Step in Rectangular Waveguide 

The field analysis or rnosr disc~rttinuiry problems is very djl'iicult. and beyond h e  
scope of this book. The technique of mmcal analysis, hnarever, is rcla~ively straight- 
forw,wd and similar in pnnciplr lo the reflzctiodtransmission prohlrm5 whicb wcre 
discussed in Chapters 1 and 3. I n  addi~ian. modal ana1j.hi.s is a rigorous and versa- 
tile technique h a t  can Ix xppkied to m i ?  coax. waveguide, and pla1~;lr ~riinsmissim 
line discon~inui~y problems. a r ~ d  I d s  itself well to computer itnpIenlen~a~ion. We wiII 
present t l~c tcchnique of t~lodal anhysis hy app!yin; i t  ro iht: prohlcrn of tirldir~g  he 
equivalent circuit of an TI-pl311e step \change in widhr in rectangulim wa1,eguidr. 

The geometry nf the H-planr step i s  shown in Figure 4.24. IL is asrurned that onlj  
the dominant TElll rnode i s  prr~pagating in _rude 1 (1 < 0)- and thar such a mode is 
incident on rhejuncrio~~ from 2 < O. It is a l s o  asurned thar rin modes are propg:iting i n  
guide 2, although [he analysis ro follow is still valid i f  propagation can occur in guide 2, 
From Seclion 3.3. rhe umsverse coinponents of the i~lciclent 'l*EIL, mode cm hert be 
written, for 2 < 0, 
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where 

is the propagation ronstmt of !he mo mode in guide I (of width a), and 

i s  the wave impedance af h e  TEn0 mode in guide 1. Because of the disconti~luity at 
z = 0 there will be reflected and transmitted waves in both guides, consisting of infinite 
sets of Eno modes in guides 1 and 2. OnIy the TEIO nmdc will propagate in guide 1, 
but the higher-order modes are alsu important in  this problem because they account fa 
stored energy, Iocdized near z = 0. Because there is no y variation introduced by this 
discotltinuiry, TE,,, modes for m f 0 are not exciled, nor are any TM modes. A mofe 
general discontinuity, however. may excite such modes. 

The reflected modes in guide 1 m'dy then be written, for z < 0, as 
- ~ 

nxx . f laxz 

E,' = C A,, sin - d - , 
u 

where A,, is the uuknown amplitude coefficient of the reflected % mode in guide 1. 
'Fhs reflection coefficient of the incident TEla mode is then .Al. Similarly, the transmitted 
modes into guide 2 u r n  be written, for 2 > 0, as 

where h e  propagation t~nstanr In guide 2 is 

and the wave impedance in guide 2 i s  

Now a1 2 = 0, the transverse fields (E,, H z )  must be continuous for 0 < x < c; in 
addition. E, must be zero for c < x < a because of the step, Enforcing these boundary 
conditjnns leads 10 h e  tbllowing equatims; 

3U 

@= 7LTX 
'ITX for 0 r x r c, 

E .  =s in-  + x ~ , , s i n  - = c 
a a 

4.924 
7 ~ -  I for c < x < a, 
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Equations 11.92a) and t8.92b) constitute a doubly infinite sel uf linear equati~ns for h e  
cozfticients +4,, and B,,. We wiI1 i-k$~ diminate rhe B,, 5. and then truncate the 

resulting equation to a firrite ~ ~ u m b e r  of terms and so l~e  for L ~ L '  .-Ifi 5 .  

Mul~iplying (4.92a) by sin (rrm/a), inlegrating from . I -  = II to ti .  and t l m p   he 
orthugonality relatians from Appcfidix D yields 

inxx n i ~ x  
sin - sin -d:r 

ri 

is m integral that can he e a d y  evaluated. and 

is the Kronecker delta syrntrc~l. Now stilt-e ( 4 . 9 3 )  for Bx by multipfyinp (4.9%) by 
sin (A'.t;.r/c) and integrating horn r = 0 to c. Aikr uaitrp thr onhbgon;lliry rela~ions. we 
obtain 

Substituting Bk from (4.96) into (493)  give\ an iniinite ~ e t  of linear equalinns for the 
A,s. where rn = 1 . 2  ..., 

For nun~erical culculifiin~r ae can tr-uncil~u the above AurnmaL1ons to .V .;ems. which will 
resull in ,v lincar ecluatians Tor the Hrht -7- coefiiriel~ts. A,, .  F ~ I .  example. let = 1 .  
Then (4.97) reduces to 

Solving for -4 I [ h e  rtflrcdan coeBciait of thc inciden~ TEI,, mode) gives 

Where 2, = 4Z; I , ' , ; ~ I C .  which It>ok~ l i k e  an cCfecGvc \wad i r n p d i c c  tcr guide 1. Ac- 
curacy is i rnp~.u~cd by using larser values uf ,Y. and Ieads ru a ser of equations which 

be ivr i l len in ~na~rix farm ax 
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where [Q] is  a square N x fl matrix of cdficients, 

[PI is an ;V x 1 column vector of coefficients given by 

and [A] is an -N x 1 column vrrctor. of the coeficients :I,, . After he  ,4,, s arc found. the 
3 , s  can be calculated from 14.96). i f  desired. Equations (4. I OnH4.102 ) lend the~nselvcs 
well to computer irnpiernenta~iotr. 

Figure 4.25 shows the rcsults of such a calculation. If the width, c. of guide 2 is 
such that all modes arc cutoff (evmesccnt). then no real power can be transmiued into 
guide 2. and all rhe inriden! pnwcr is reArscted back into guide I .  The evanesoenl fields 
on both sides of discontinuity srore resctive power. however, which implies I h a ~  h e  
step discontinuit)' and guide 2 beyond the discontinuity look like a reacIance I in r h i s  case 
an indu~.ri\~e reactance) tu m incident TEIo  mode in guide I. 771~s thc equivalerrl circuit 
of the fl-plane. step looks like an inductor a1 the z = O planc of guide 1, as shown in 
Figure 4 . 2 2 ~ .  The equivalcn~ reactance can be round from the refledon coefficien~ Al 
[after solving (4.1001) as 

Figure 4.25 sl~ows the nomn~aiized equivalsn t inductance versus ths ratio of the guide 
widths, <,/a, for a free-space waveicnzth X = 1.30 and for A- = 1.2, and 10 equations. 
The modal analysis results we compared to calculated data h m  reference [8]. Note 

IQ- 
- - Modal d y s i s  us@ N equations. 

0.8 - Calculated data from Mmuuila [gl. 
- h = l.rkr 

0.6 - -q = kq ~J'ti 
7 

0.4 - 
- 

0.2 - 
7 

0.1 0.2 0,3 U.4 0.5 0.6 0.7 
~ Y Q  

FIGURE 4.25 Equivalent inductance of ao B-plane asymmetric sw. 
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that ths suluiian converges v e ~  quickly (hecause nf lhe f a ~ l  crxpuncntial decay uf the 
higher-order ~1-ancsccnt ~~~or I e s ) .  and thnr the restllt usins iusr two morle:. is very close 
to the data of refcrenur 181- 

Th& fact that thc u q u i v u l ~ n t  circuit nf the H-plane ?;rep looks inductive is a re2uh 
of the actual value of the reflection cocflicibnl, 41. but we ran verify this R S U ~ I  FV 
con~puting t h t  c.ornl>lex pc~u-er RoiGilrtu ~ h c  rwmescenl nlurlca ,111 ei [her \ide of llie 

ciiscontinuity. Fnr example. the c0niplex power flnw illto guidr 7 can be famd as 

where [he o r t h o g ~ ~ l a l i ~  propcfl_v elf' the sirx I'unclion!, w;is used. as wcll a5 [4.8'31-[-1.911. 
Equation (4.li)J) sliu~+s h r  ~ h c  cnl i~plex power flow into guide 2 is  purel! indurlive. A 
similar resui~ can be cltrivcd for the evmcsccnr mcdes in guide I r  his is lrfi as a prnl-rlrni. 

Because a rnicmstrip ~.In-uit is easy S&riciitc nod ;LLICI\*Y the convmiml inlcgr:rti~il Of 

passive and iicrivc cornpunznls. t i u t ~ y  1ypc5 r j f  rnicrrlt\a\,c circu~ta and ~uhsys~rnis  xc made in 
microstrip form. On2 prl~bltm ,\i!h rn~crc>sIrip circurrs rerid other plnrlx circulrsl. Iluii'rver. i s  thal 
the inevieahlc diaci,ntinuirier, ai bend>. s1l-p chwigrh in uirirh~. and junrrrinns can cause adegradation 
jn circuit perfomlanr-c. Thi, i s  because auch disctlntinuit ie!. inrrr~d LC? pitrasiric cerlcrances thet CWI 

lead to phase and wnpIilu& emf i .  input and o ~ t p u t  mismatch. and praliihly 6pllrious cnupling. 
apprnach I-nr ~Iimiwating s~tch rl'fccts i s  10 c.r,n%tmLlcr an cquiv;~l tn~ circuit for the Jiwonlinuity 

(perhaps by rnrtasurernent 1. in~ludil~p 1 1  ill rl~r clexign of the c i r d u i ~  ;ad c.ci~nperl.\uling I'or its 

tflecl by ;~djusting other rircu it ParatneLefi (such as 1111r: lenglhh ilnd chnracwdsuc i mpcdiinces, or 
tun in  stubs). .4oother apprwach is to nlinilni7c t l ~ u  efftci clt' a Jiscn~ltinui~y by cr~mpnlsntifig rhe 
discontinui~j d i ~ e c ! l ~ ,  ~bfteti hq s h a ~ r ~ f e i n y  or ~nircring the scmductar. 

Consider (he cn\e oC a bend in a i~~icrcrslrip Thr ~trii;ghtU~>mard righr-~ngle bend shmwn 
&low has a p;aasl tic discunrlllui~y capacitance uauscd I,! the increased crl~~ductrrr arca rl-iiu the 
bead. This cl'recr cuuld k veliminaied by making a srnr~oth, "swept" bead wih tl radiw r 2 311rm 
but this wkes up mnrc spilur. ~ l t e r n a ~ i ~ c l y .  rhr: right-angle bend rrLn hrr rompcnsated by 17literillg 
the corner. urhich h ~ s  the cffec.1 of reducing thc caress capxitanre ~1 the bend. AS '.ihi)wn hdow. 
h i s  t ~ h n i q u c  can hc applied t c b  /lend> d-arbirr i~r~ anglu. 'l'hc optiniunr uahc nf the rrlirrr l e n ~ h .  
'1. depends on the uharactms~k impedance at~d the bcnd digle. b u ~  ij valur uf (1 = I . # I T -  is nflcn 
used in practice. 
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The techrtique d milering can also ke used to compensate step and T-ju11ction discaritinuitie~, 
rn shown below. 

Mitered T-junctktn 

4.7 EXCITATION OF WAVEGUIDES-ELECTRIC AND MAGNETIC 
CURRENTS 

So far we have considered the propagation, reflection. and wmsmission of guided 
waves in the absence nf sources. but obviously €he waueguidc or rranurnissi~~n line must 
be coapl~d .do a gmera1nr or some nther sowce of power. For TEM or quasi-TEM 
lines. here is usually only one propaeating mode that can be excited by a gisten sour=, 
d t l~ouyh  here rnay be rt-actmce (stored energy) zssociated with a givcn f w d .  I n  the 
waveguide case, it may he pussible for several propagating modes 10 be excited, along 
with evanescent modes that store energy. In h i s  section we will devdop a formalism 
for detemining ~ h c  exuitntirm of a given waveguide mode due to an arbitrary electric or 
magncric current source. This theory can then be used tu find  he cxcitarion and input 
in~pcdanc-e of ptnbc and loop feeds md, in the next section, to determine the excitar;ron 
of waveguides by apmms. 

Current Sheets That Excite Only One Waveguide Mode 

Consider an infinitely long rectangular waveguide with a transverse sheet of deem 
surfice current densily at z = 0. as shown in Figure 4.26. First assume that this curtent 
has ? i-d ,@ components given as 
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We will shr~w that such a current cxcites a TE,,,, waveguide mode traveling away frtlm 
h c  currenl srJurce in b o ~ h  h e  r Z  and -2 directions. 

From Table 3.2, the transverse fields for positive and negi t ivc  travelhg TE,,, ivave- 
@ide modes can be written as 

mTX 17.TU ~ j &  
sin-e + 

h b 

nii 711TFT IZKg T j ~  
H =  = (--) .Q$,, ros - sin - u b e .  

a 

where the f notation refers to waves rraveling in the +z dire,dion or -c direction, with 
a119pIitudz coefficie~its -42, and A;,, respecti\~cly. 

From ( 1.36) and [ I  .TI). the following boundary conditions must be satisfied at 2 = 8: 

Equation (4.107a) states that the mansverse cornponcnts uf [he eIeclric tieid must brt 
contjnuous at 2 = 0. which when applied lu (1.106~) and r'4.106b) gives 

Equation (4.1 07b') states that the discon~inuit~ in the transverse magnetic field is  equni 
to the electric surface cuncnt density. Tl-lus, the surface cunrnr density ar 2 = (1 nlusl bu 

- A 2-4A1 1 )  ir ?nrz IZTY 2A;,p?7;- m ~ : r  niru - -1 
b 

cos - sir-+$ sin - cos-, 4.109 
R. h n R b 

Where (4.108) was used. n i s  curyen\ is sten tn bt: \he Sam< as the c u r ~ n ~  uf' (4.1051. 
w k h  shows. by  he ~ ~ n i q u c n e s s  thuorern. that such a currcnr a-ill sxcicc only the TE,,,, 
mode pr~pagating in each direction. since MmweIl's equatiuns and all b u u n d a ' ~  condi- 
fjons tire satistied. 
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The andogous e1ech-i~ c m n t  that excites only rhe TM,, mode cw be shown to be 

-TM n 2 B z , ~ n a  mrx n - ~ y  2BA7,nx r n ~ x  n ~ g  J, [x. y )  = r CDS - s h - + $  sin - 
b b n b Cus - 4.1 10 

u, a, 

It is left as a problem to verify that this current excites TM,,, modes that satisfy the 
appropriate boundary conditions. 

Sjmjlar results can be derived for magnetic surface current sheets. From 11.36) and 
(1 -373 the appropriate bnundary conditions are 

4.1 l la  

For a magnetic current sheet at T = 0. t h ~  TE,,,, waveguide m d e  fields of (4.106) must 
nowr have mntinuous H, and field cnmponcnts, due to (4.1 llb). This results in the 
condj~icln that 

Then applying (4.1 2 la) gives the source current as 

My = -f2ZEA;, rnr m7~5 g 2 Z E - 4 ~ , ~ ~ ~  17LTX nny 
sin - cos - - 6 

b 
- cos - 

h 
sin - 

Q U Q- !I 
4.113 

The corresponding magnetic surface current that excites only the TM, mode can 
be shown to be 

&fp = -?2R;f;,n.;r sin - WATX cos - n A $2B;f,,,m;.rr mrz . nxy 
b .  

cos - SiQ - 
b 1~ n a b 

. 4.1 14 

These Rsdb show that a single waveguide mode can be selectively excited, to 
the exclusioq of dl other modes, by either an electric or magnetic current shcet of the 
appropriate form. In practice, however, such currents are very difficult co generate. and 
are usudy  oh1y approximared wiih Dne or two probes ar faops. Ln h s  G s e  many m d e s  
may be excited, but usually most of these modes are evanescent. 

Mode Fxcitafion from an Arbitrary Electric or Magnetic 
I 

Current Source 
We now consider the excitation of waveguide modes by an lirbiuary e l e c ~ c  or 

magnetic cutrent source 141. W i ~ h  reference to Figure 427, first consider an electric 

FIGURE 4.27 h arbiaa~y electric or magnetic cment source in ao i n ~ a y  tong waveguide. -. 
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currenl source -7 located bemeen two transverse planes at z, and 22 ,  which generates the 
fields EL. fi' rrave.lrng in ihu  3: direction, and h e  fields E - .  If- Irivelinp i n  !he - 2  
direction. These fields can be expressed in terms of [he waveguide modes as foll~sri~;  

where the single index n. is used tu represen1 my possible TE or TM mode. For a given 
current J.  we can de~ern~ine the u n k n o ~ ~ n  amplitude ).I ;: by using t l~r  Lnreutz rtzciprncity 
theorem of (1 .155)  with -Ti1 = = O (si~lce here we are only conaideriry an eleciric 
current source), 

where S is a closed sllrfauc enclosing the volume I'. and E, ,  H ,  arc the fields due to thr 
cutrent source .3, (for i = 1 rn 2 ) .  

To  apply the recipn,city theoren1 ro ~ h u  presen! prohleni, we Ier rht: vnlume 1 -  be 
the region between thc wavegbide walls and the transverse cross-secrion planes at 2 1  and 
~ 2 .  Then let El = ,?* and fil 11 Hz. depending im svhether 2 2 s:. or ; 5 :I, and l t z ~  

fi2 bc the nth waveguide mrdr traveling in the ocgative : direcrion: 

F& = Bpi = {-7!,, + 21l:~,-)f+J*l~- 

Substitution into rhc abow Form of h e  reciprclcip rheorcm gix.es. with ,Jj = d and 
X = o ,  

The portion of the surface: intezal over the waveguide walls vanishes becauhc Lhc 

ungcntial electric ficld ih  zero thcre: t ha~  ih. x H .  L = . ( 2  x E )  = 0 on [he 
walls. This reduces rhc inregration 10 the guide cross section, So. ar rhe planes zt md 
ZZ. h addition. the wavrguide modes are affhognnal ovm the guide truss .wtion: 

 dim^ ii. - E d r = U .  for m. # W; 4.117 
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Ushg (4,115) and (4.1 17) hen reduces (4.1 16) m 
I 

Since the second integral vanishes, this further reduces to 

= Z A ~ ~ C ,  x &-l& - - - i d u ,  

where 

is a normalization constant proportional to the power flow of the n.th mode. 
By repeating the above procedure with = i?: and f i z  = fiz, the amplitude of 

the negatively traveling waves can be derived as 

The above results are quite general, being applicable to any type of waveguide 
(including planar lines such as striphe and rnicros~p), where modal fields can be 
defined. ExampIe 4.8 applies this theory to the problem of a probe-fed rectangular 
waveguide. 

EXAMPLE 4.8 FVobeFed Rectangular Waveguide 

Fw the probe-fed r e c t m g ~ l ~  waveguide shown in Figure 4.28, determine the 
1 amplitudes of the forward md backward traveling TELo modes, and the input 

resistance seen by the probe. Assume that the TElo mode is the only propagating 
mode. 

Soiirrion 
If the current probe is a s m e d  to have an infinitesimal diameter, the source 
volume c m n t  density -7 can be written as 
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FIGURE 4.28 A uniform etrrrellt prnbe in a recrangular waveyuide. 

From Chrrpltr 3 rhc 'E,,, modal fields can be witten- as 

- -2 T., 
h.l = - 

z1 
sin -. 

n. 

where Z1 = k . u ~ ~ 1 / i 3 ~  is the wave impedance. Frorn (4.1 191 ~ h c  normal- 
ization constant P\ is. 

T h ~ n  from 14.1 1 Y I rhc amp1 i~ude -4: is 

If the TEII, mude is tbe only propagaring mode in  the wavcpuide. then this mqde 
carries :ill of the average power. which L-on be calculaled rot real ZI ;is 
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If the input resistance seen Imking i n b  b e  probe is Rin. and the terrninal c m n 1  
is Ju, then P = 1:&,/2. so that h e  input resistance is 

which is red for real 2, (camsponding In a propagating TE10 mode). 0 

h similar derivation can be carried out for a magnetic current source AT. This source 
will also generate positively and negatively traveling rvaves which call be exprzssed m 
a superposition ol waveguide modes. as in (4.1 15). For .Il = j2 = O. the reciprocity 
theorem of I 1.135) reduces to 

By following the same procedure as for the elecbic current case, the sxci~aiion 
coeffiaicnts of Lhe n.th wiitlcguide mt,de can be derived x 

where P,, i s  defined in (4.119). 
n 

EXAhfPLE 4.9 Loop-Fed Rectanmlar -Wavep;uide 

Find the exciration coefficient of  he frjrward ravcling ITlr, modc generated by 
h e  loop iri rhe end w d  of the waveguide shown iu Figure 4.2Ya. 

Snlrr tinn 
By image theory, the half-ioop of current I[ ,  on the end wall of Ihe waveguide 
can be replaced by 3 h I 1  loop of current I[,. withut  the end wall. as shohvn in 
Figure 4.29b. Assuming [ha! the turrenr hop is very small, i t  is equivalen~ b 

a magnetic dipole moment. 

7 - 
Now since 7 x E = - jwl? - fir = - jwl iof f  - j w m P ,  - .41. it mapietic 

polarization current J',, can be related to an equivalent magnetic current density 
&I as 

Thus, the loop can be represented as a magnetic current density: 
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FZGUm 3.29 Appl'lc:i~i~n of image theory N a loop in ihr end wdl a ~ t X % m @ ~ ~  

ivaveguide. (a) ( ~ r i @ n d  gt~jrnelry. ihl IIsmp irnugs lhcnn, In replace thc 
cnd wall  with tllc image uf tile half-loop. 

11' we define the madgl h 1 field as 

then (4.122) gives the folward w\.nt1r rxciration corfiicien~ 4: as 

4.8 - EXCITATION OF WAVEGUIDES-APERTURE COUPLING 

Bcsidcs cl~e probt. and l r , r r ~  keds of the pre1,inus secrion, u,aveguides x tc l  orher 
transmission lines can also be c~~upled through srnaIl aperrures. One common applicniuir 
of such c0hpling i s  i n  dircctinn;ll coul,ler< and power dividen. where pi)wer I ~ U I I ~  one 
~ i d e  is coupled to arlolher guide through srrlall aperture5 in a common wall. Figtrrc 4.30 
shows a vnricty nf waveguide and orher rransrrussiun Line conIipurarionr; where aperture 
coupling can be cmpIayed. We will first develop an intililivr explanattan [or rhe tact that 

a smdl  apenure can be rcpr~s~nred  as an infini~esimal elccrri~- andor an inliaitebirnal 
mametic dipole. then we will use the results of Scc~irm 1.7 tu find Lhr lields generated 
by these crluivaltnt currents. Our malyas wil l  he ~ o m ~ w l l i ~ t  phe~lo~nermlu~icd 1-1 1. [ 101; 
a Wore ad\:anced theor), of 3 F m r e  coupling hacd on the equisdencc thcorcm can be 
f ~ u n d  i n  reference [ 1 I 1. 

C~nsidcr Figure 4 . 3 1 ~  which shows t l ~ c  nnmlil electric field lines n e x  a cvnducting 
W d j  (the langential elecvic field is zero oczir the walll.  11' a small aprlurt. i s  cut rnto the 
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Cuupfiog ;tpcmre 

Waveguide 
! 

Wavegu~de 
2 

FIGUW 4.30 Various waveguide and other transmission h e  configurations usiag aperture cou- 
pling. (a)  Coupling between two waveguides via w i  aperture in rhe common 
broad wall. rb) Coupling to a wavcguidc ~d~u i r y  via an aperture in a trans- 
verse wall. (c ) Coupling between Lwo microstrip lines via an aperture in  Lhe com- 
mon ground plane. (d 1 Coupling from a waveguide tu a shpline via an aperture. 

FIGURE 431 Illustrating the development o f  equ~  (dent  electric and magnetic pluization cW- 
rents at an aperh~rc in a canducling wall. ( a )  N o m l  electr~c field at a condwcring 
wall. (b) Electric field Lines around an ape- in a conducting wall. (c) E k -  
tric fidd lines amund electric polarlzauon currents normal to a conducllng w d +  
Id) Magnetic field lines near a cconductin~ waU. re1 Magnetic field 11ncs new an 
apertlla in a conduchng wall. ~f \ Magnetic iieid lines near magneEic poliu-kation 
c m n l s  par;tllcl to a cmnducb.tng wall. 
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conductor rhe electric field linm will fringe through and around rhe aperture as shown in 
Figuv 4.3 1 b. Now consider Figure 4.3 1 c, which shows the fringing field lines around 
two inlinitcsirnal electric polarization currents. p+. normal ta a conducting wall (witl~orrl 
sn The simil;trily orrhe field lines r ~ f  Figures 4.3 I c  and 4.31b suggests that an 
apefime excited by a normal electric field om be represented by t ~ / o  oppusiteIy directed 
hfinitesirnal electric polarization currents. P, .  normal to the ciojed conducring t ia l l .  
me strength o1 this polarization curreni is proportitma1 to the normal slrccric field, h a .  

where the prc~poflionality cronslanl n ,  i s  defined as the elerr,.ir: pnlitrizabilirj* of h e  
and ( 4 1 ,  qo-zm) xre the coordinates of the cerltrr of the aperture. 

Similarly. Figure 4 .31~  shows the fringing of tangential niagnetic field lines (the 
magnctic field i s  zefn at rhe coilductor) near a small aperture. Since lhzse field 

jbes are sit~~ilar to those produced by Iwu magnetic pnlarizaticm currrnls Iocaled parallel 
to the conduc~ing wdl. (as shown in Figure 4.310. we can cot~cludc tha~ the apertuE dgn 
be replaced by t wn opposite-Iy directed infinitesimal polarization currcnrs, p,, ,, where 

In (4.1251, rr,, is defined ns the rnuynetic- pnlariubiJity of the aperture. 
Tht eirlc~ric and rnapnetic p~laizabili~ies are constants thal dcpcnd nn the size and 

shape of the aperture. and have been derived fur a variety of simple shapc-s (71, 11Uj. 
[ I  I]. The polarizabilities for circular and rectangular apertures. which N e  probably the 
most commonly used shapes. are piven i n  %hie 4.3. 

We now show rhsr the electric and magnetrc polarizii~iun currcnts, PC and p,>, . can bc 
related to electric and mapetic current sources. and i i~. respectively. From Maxwell's 
equations ( 1.27a) and [ 1 276)  we have 

?'hen using (1.1 5) and (1.23), which define P, and PI,,, wr obtain 

TABLE 4.3 Electric and :Magnetic Potarkations 

Apenure Shape nl! Gm 

Round bole 2 - 43-; 
3 3 

srfd' ntd' 
Rectangufar slat - - 

16 16 
(I? across slot) 
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,Thus, since has a e  same role in these equations as ~ W C L S ) ~ ~ ,  and J has the same role 
-as j w p e ,  we can define equivalent currear as 

These results then alluw us ra use h e  formulas of (4.1 18), (4.1201, (4.122). and (4.123) 
to compute the fields from these currents. 

The above theory i s  approximate because of various nssurnptions involved irt h e  
cvaluarian of the polat-izabilicies. but generally gives reasonsble results for llpulWeS 

which are smdI (where the term sr~lrz/l implies small relative tcr an electrical wavelength), 
and not located row close lo edges or corners of the guide. In addi tic~n. it is impo,rtan~ to 
realize that the equivalcn~ dipdes given by (4.124) and (4.125) radiate in the presence 
of Lhc conducting wal l  to give the fields rransmitted ~hrcw_eh the rrperrure. Tl-te fields on 
the input side of thc currditcting wall are also affected by the presence of the aperture, 
and this effect i s  a~t.uunced for by the equjvaIent dipoles on the incident side of the 
conductnr (which are the negn~ivc of those on h e  output side}. In this way. continuiry 
of tangential fields is preserved across the aperture. In both cases. h e  presence of he 
{closed) conducting wall can be accounted for by using image theory to remove the wall 
and double the strength of the dipoles. These details will be clarified by applying this 
theory LO apedures in transverse md broad walls of waveguides. 

Cclupiing Through an Aperture in a Transverse 
Waveguide Wall 

Consider a small circular aperture centered in the transverse wall of a waveguide, as 
shown in Figure 4.12a. Assume that rmIy the TEiD mode propagates in the guide, and 
that such u mode is incident on the t-ranswrse wall fmm z < 0. Then, if the aperture is 
assumed to be closed, as in Figure 4.32b, the standing wave fields in rhc r c p n  z < O 
can be written as 

where j3 and 210 are the propagation constant and wave impedance of the TEIn  mode. 
Fro111 (4.124) and (4.125) we can determine thc equivalent electric and magnetic pala- 
izatian currents from the above fields as 
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FIGITRE 4.32 Applxine -,mdl-l~r~]c ctlupiing rlieoq and irniige biz03 10 rl~e prohlcir~ ul' an 
aperture In I ~ E  LrlLnwcrbt' rvall 41f  il w~veguide. (a) Gcorrren'y of a rirculor 
apenure IT! rhc tr:ins\'c'rse wd\  IF a Waveguide. th) Firldh with apeflure dosed, 
( c ,  Fields wit11 apcrwrr' 0pt.n. [d)  fields wiih aprrfurr clcissci nnd replaced with 
equitdr~lt clipo1t.s. te)  Fields r;dialeJ by ~qtiirdenf diples fm : < O: wall 
rcmr~ved h~ im;lpc theory. tfl Ficldr radixtd by ~qui\~alenr dipulcq for : > I1: 
wall removrd lq iillivgr! theory. 
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As shuwn in Figure 4.32d the fields sunttcred by ~ h c  apertlut are tonsidered a being 
pruduced by the ryuivdenr. currents p,,, and -P,, on either side of the clastrd w d .  
The presence of the conducting wall is easily accounted For using image theory, which 
has the effect o f  doubling rhe dipole strengh and removing h e  wall. as depicted 
Figure 3.32e (for ; < 0) md Figure 4.321 (for ,- > O ) .  Thus the coefficicn~ of fie 
umsmitrd and reflsrrrd w a t s  c a ~ s r d  by  be equivalen~ apcriure currents c m  be fwnd 
by using (4.13 I ) ia (4.1221 and (4.123) to give 

- 
since hlrr = (-2/Zlrl) sin(~x,/a), and Pin = uh/Z1(j,  The nlagne~ic polarizability a, is 
given in Table 4.3. The complete herds can now be written as 

EN = ~:,e-~"'sin -, for 2 > 0, 
ff 

4.134a 

-A:D p-ldt  T X  H ,  = - sin - . for z > 0. 
210 lt 

Then h e  reflectian and trmsmission coefficients can be hrmb as 

since Zln = kavo/P. Note that Irl > 1: h s  physically unrealizable result (for a passive 
network) is an mifact of h e  approximations used in the above theary. An equivalent 
circuj L for this problem cm be obtained hy comparing the rtflecrinn coeficien~ of (4.135d 
with thal of the krmsmissi(~n k wih 3 nnrmdizcd shunt si~sccptmce, jR, shown in 
F i p  4.33. The reflection coefficient seen looking into this line is 

If the shunt snsceptmcc is very Large (Iuw impedance), S can be approximated a3 
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 FIG^. 4.33 Equivalent circuit nf the apcrlurz i n  a transvcacr waveguide \ d l .  

ConlpAson with (4.1 3531 s ~ ~ e s r s  that lhc aperture is equivalenl w a numafized 
inductive susceptance, 

Coupling Through an ~p&rture in the Broad Wall of a 
Waveguide 
Another configuration for apcrrhre coupling is shown in Figurc 4-34. ~vhere two 

parall~.l wavcguid~s <hare a comnon broad wall and are coupled with  a s11-lall centered 
aperture. We 1r.il1 assum? that a TEl,, mode i s  incident from 2 < 0 in the lower guide 
(guide I ) ,  and cunlpute the tizlds collpll'd to the upper guide. The irtcident fields c:m be 
written as 

The excitation field at the center of the npe.rt.qe. gg (& = gJ2, y = h: z. = 0) is then 

-+I 
H,. = -. 

ZI R 

@f rhe a p e m ~ c  were trot mntered at 1: = ~$2, the HT fidd would be nonzero , . ,  and waul? 
have to be included. j 
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Now b m  (4.1241, (4.1251, and (4.123). the equivdea elechc and magnetic dipole 
for coupling to the fields in the upper guide ire 

Note that in this casc we have excited both un elecmc and u magnetic dipole. Now let 
the tields in the upper guide be expressed w 

TX E; = A- sin -e+ffld 
0. 

9 for z < 0, 4 .139~  

7rx E;' = A+ sin - e - j A l  for z > 0, 
Q 

+ -A+ - w;c H, =- sin -- ,+fi: for ,- > 0, 
Zl0 Q 

where ,4+. A- are the unknown amplitudk~ of h e  forwzd and backward traveling waves 
in the upper guide, respectively. 

By superpusition. rhe total fields in  the upper guide due €0 the electfic and magnehc 
currents of 14.138) can be found flronr 13.1 18) and (4.1 22) for ~ h c  famad wave as 

and from (4.120) and (4.1 23) for the ba~kward wave aR 

where PIU = ~ ~ / Z I I I -  Note that the electric dipole excites the same fields in both 
hrections, bUl L ~ c  rndgncEic dipole excitek oppositely pokrjzed fields in fie [orward and 
backward directions. 

REFERENCES 

I l l  S .  Rmo. T. R. W M e v .  ;md T. van DUE: Fie!& arui Wrrvps in Co,nn~rrslicatiun Elrcfro~~ia.  
John Wiley & Sons. N.Y.. 1965. 

/21 A. A. 01 iner. '-Historical Pt3rspecti~es on Mcrnwave Field neov," IEEE Tm. Mi~mwar* fie- 
n c  r t jd  fiulrniqiies, tlO1, MTT-32. pp. 11122-1 1145. Seprejnhr 1 984- 

131: C. G- M o n ~ g m e q ,  R. W. Dicke, and E. M. Purctll. Pfir-lrlcipje~ of Micruwuve Circlaits. vol. 8 of 
MTT Rad. Lab. Series. McGmw-Hill. N.Y., Tl)qg- 

141 R. E. Collin. Fr~rrt~dofInt~s.fnt- Micru,c,m.e E n ~ i ~ ~ ~ r i n ~ .  Second Edition, McGraw-Hill, N. 'f., 1992. 
151 G. Gowaltz, M i ~ r u ~ t ~ u v e  Twnsisror Atylijiet:\, Prentice-Hall, N.J.. 1984. 



Problems 

161 J- S.  Wright. 0. P. Jain. W, J .  chudobiak. and V .  Makius, "Equicnlcnt Circuits of  micros^"^ 
Lrnpedanc? Diwo~~tinui ties and Launchers." TEEE T m s .  Mic'rorrcrvr Tf t~nf i .  m t c /  Tet-hlriyr~r.r. 1 . ~ 1 -  

~ f l - I ? .  17p- 1X--51. J : U I U ~  1'67.1. 
1 ~ 1  G- F. Enern and C. A. Hoe(. L"~kru-kflec~- Line: An [mpru\ecf Technique hyr Calibrating 

~~d Six-Perf Automatic Nerrvofk ,Anal?zer." IEEE 7i-tin.\.. ;Wir.rct~r:fil'c~ T h r o r ~  u r r d  TfcAoiqj&..r, 
vol. YTT-27. pp, 087-993, Decernkr 1'175). 

L&I N, ~7"rcuuiir. '4'~tr:vyuiric Htlnrlir>r)k. ~ Y J .  \O of MIT V.d. hb .  Scrics- M , i G ~ ~ h  -I\<',\. K .Y .. \%%- 
[gj K. C. G u p f ~ .  R.  G;trg. and I, .I. Dshl, ;bfk.t-titl.ip Li~t~~ssnrrdSl~rlii~e,~. A f l ~ c h  b u s t .  Dzdhanl. h a ,  

197% 
G. Marthaei. 1. Young. and E. M. 'I'. Jtmcs, Mirruri:uvr F ~ ~ ( P I : F ,  It~?f?P~I~tfire-Machi/t~ ~ ' u ' r h ~ , i ~ r i ~ .  

und C'uupli~tg S r ~ . l ( ~ , ~ t r r w .  Chaprzr 5.  Art~c-h House. D~cZham. Ma%$.. 19811. 

11 11 R. 6. CtdIin. t ;&id T~LLJOI?, itf' Gj~iJpd WCIL,CS.  hlcGrav-14~]1. 1. i'.- 19bO- 

PROBLEMS 

4.1 Sollie the prublem or Exaniplc 4.2 by writing cxprcssions fur r h t  inrirlc'nt, r t f l e ~ ~ r d .  and trnnsnitkd 
E, and HI fields for the regions 2 < 0 and z 0. and applyins thc buundary ct)rrditions for these. 
fields a! the dirlzctric interfac:~ ut 2 G 0. 

4.2 consider Lhe rcflectio~k of a TE!,, mode. inddtrnl (rum ,- < 0. ar a ~ ; k p  ch:mgc in  he hcighr aT 
a rel;tangula waicrguide. L< sI;ho&n helow. Show ttru~ il' the method of Ex;lmplc 4 .2  i h  used. thc 
resuJl r = 0 i.; ohrnined. Do o u  [bin6 this ih hr crjrrccr solu~iun'? Why'? [This proh1c.m shows 
&at the one-mcxlc i n ~ p d a n u s  v ic~~pij in l  doe3 nut ulways providr il corrccl ~6.1 

4+3 Consider n srrics RLP circui~ with ;i curnnt. T .  I-alcr~late pi,#c.r lost arld the stored clecwic 
and magneric e~lergic\, and show that lhr l r lp t~t  i ~upchncc  can br expressed i ls in (4,171- 

*4 Show U l a ~  the input impe&nur. %, of n pxallpl RLC pircuil uioitier the m m d i h n  rhaf I ( - d I z  
Z*[$) 

45 Show [hat lhe d ~ ~ t i t t ; m u e  lnrllrir if a lo>slrsr \ .-pn nnxufi hn i r n q i r r d y  dcmcnts. 
D ~ s  a nonrcci proual L,isler+j ncr\ orl d a r y s  have a purcl) il~wsinar) impcdanue matfit! 

Derive h e  [Z] firid 11 ' 1 rnnkcrs for rhe lwa-pon nerutrks shown below- 
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4 8  Consjder a two-purt network and let y$, 24:, ZZ, x,$ be the input impedance seen urhen 
pn 2 is shm-circuited. when pon 1 is short-circuitd. wl~cn pon 2 i s  opcn-circuited. md whet, 
p r t  1 is o~n-c ircui td ,  respectively. Show that the impedance matrix eremenu iue given by 

( 1 )  121 "' zz-zg!. Z ~ ~ = Z ; ~ = ( ~ ~ - Z ~ ~ ) Z ~  21 I = z,, 

4.9 A twwprt network is driven at both ports such rhar the p m  voltages and currents have h e  
following values: 

Determine thc incident and reflected voltages at both ports, if the characteristic impedance is 50 $I. 

4.10 Derive the scamring matrix for each d the l~ssless transmission lines shown below, relative to 
system impdance of 25,. Verify thal a h  ma& i s  unilary. 

4.11 Consider two two-port network with individual scattering m a b u s ,  [sA] aud [sa]+ Show that 
thr o~,tmIl  S ~ I  parameter of the cascade of thtse networks is given by 

4.12 Contiider a losslcss twa-port network. (a) Lf the network is rrxiprocat. show that i2 = 1 - t 1'. 
(b) If the network is nnomccipr~~d, show that it is impossible to k v e  unidirectional msmission, 
where St? --Oand f 0.  

4.13 Show Lhar i t  is impossible to consmuci a thl.cc-pan nawork that i s  lassless, reciprwd. and matched 
ar all ports. Is it possible Lo construct a nonreciprocal three-port network that is losslcss and matched 
at all ports? 

4.14 Rove: the following decoripling rheorcm: For any Lossless rcciprncal k c - p o r t  network, one port 
[say port 3) can be termidard in a reacrmce su that che ocher t w  ports (say pons 1 m d  2) we 
decbupleel (ED power flow h m  p~rt L to port 2. or from port 2 to port I ) .  

4.15 A certain threc-p~~ network is lossless and reciprocal, and has S13 = and 31 I = Sz;. Show that 
if wrt 2 is terminated with a matched load, then port 1 cm be matched by placing an appropia~  
reactance at port: 3. 

4.16 A four-part network has the scattering matfix shown bdow. 
(a) Is this network Lossless? 
@) 1s this network reciprocal? 
(e) What is the return loss 111 port 1 when 4 other poris are matched? 
(d) What is ~e k r t l o n  loss and phase bet ween ports 2 and 4, when d nth- are matched? 



Problems 

(e) m a r  15 the refiec~irm coefficienr seen at purl 1 if a hurt circuit i s  pked  at the termirta1 plane 
of' pon 3 .  a i d  all orher ports ;a lnotchcdq 

r n.l.@ -45- 0 . 6 m  7 

417 A four-pod network has rhe h~;ir~tring mamx .ahinen helr~w.  Il puns 3 and 4 &re c u u n e s ~ d  wi[tl 

a Ir,ssless mslchcd tr;ussrnission line with im electrical lenglh crf 101)'. find the r e ~ ~ l ~ i n g  insertion 
loss and phase between ports I and 2. 

r oh/YOz o o n .aS 1 

418 Cr~nsidcr a IN o-pufl rletwork consisting of ;L junctioi\ of ~u o & a r ~ s & . i i ~ ~  E n s  &a chwdprefistic 
irnpedanccs m d  Zw. ;is ahuwn helow. F ~ n d  the p ~ ~ e d  =tiering p-fiers Irf thih 
network. 

Tcnn~nsl pldllc 
jor both ports 

4-B The =altering parmeters c j f  2 crrtun IL\r,.prlrt ne tuod  werc memured ru he 

Find the equivalent impdmcr paameten !i)r th~ \  ncluorL. 11' the chararkrirtil: impedance is 50 R. 

When nt,rmal~r.ed rc, a characterisrir impedance ZLI. a cmain tuwpm nelivmk 113s scai~ering 
paranleten *S,, . Th is  network is now pl;iced in  a circuit LS sshonn below. Find thr nev, ~gznrn~ l i red  
Scattering pararnrien S:,, relat~vc tn thc chn~.actcrisdc: impedances ZII~ and Z,:. i t )  rcrnls of S,,. 

Find the irnped&oc p.rsmelrr> uf' a rerr jrrn uf rn~smia~ion line wrth length i, 5h.wctdpi. 
npedancc ZZ;,. and prop;~gatlr>n cnnstant #- 

4*22 me U C U  parameters u(. Ihr i t s *  rnvy  i n  Table 4.1 were &rived in Example 4.6. Vtdf$ W 
ABCD pwdmelefi I'nr the hecond, third. nnd fourth cnlries. 
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4.23 Derive expressions thai g i ~ f e  thc ~mpedmcc parameters in terms of the ARCD parameters, 

424 U= ABCD matrices to find h e  volragc VL acms the load &star in the circuit shown below. 

435 Find the ABL'D matrix fbr the circuit shown below by direel calculation using the definition of 
the ,4BCD matrik, and cumpare with the ASCD matrix of  the apprc~priate cascade of canonical 
circuits from Table 4.1. 

4.26 $haw r h a ~  rhe admittance manix of the two pwdlei connected two-pofl K-nerworks shown below 
can be found by adding the admittance matrices td rlre indiv~dud two-ports. Apply this result to 
find h e  admittance maxix of h e  bridged-T circuit show. 

4.27 berivc the expressions for S pxm~cters in tern of the ABGD pmmeters, as given in Table 42. 

4-23 Ftnd the 3 parameters for h e  series and shunt bads shown belour, Show rhat SII = 1 - Sll far 
the series casa, and that &a = L +- Sl I fur the shunt case. Assume a characteristic hpdance &* 

4.29 Find the signal flow graph for a matched length of bssless trahsmission iine, wiih m ~tchjcd 
length PC. 



430 signal flow graphs to And the power rarius E/Ph and Pi/4 for the n~isn~arched ~hree-pa* 
network s h o ~  n below. 

431 For the H-plane step analpis of secur)rr 1.6. compute lhe complex power 8 0 w  in the reflcctcd 
in guide 1. and show thal rhe reactive power is inductive. 

432 For ihz A-plme step (1f  Secllun 1,6, aswmc that A = 1 -7 r r  and r = U Yo, so that a ela mode c i a  
propagate in each g~lide. Using = 1 crluatiods. compute the cocfficier~rs -AI and A? iioni the 
modal analysis ~ h l u ~ i ~ l n  and drat [he cquivdeni circuir nf the disconrinuit! 

4.33 Derive the modal imdyxls  eqirnrion5 f ( m  thc jgrnrr~rlric 11-plane xlep show11 k h ~ x b .  (HINT: Because 
of symmetr) , o n t  rhe lE,,r~ mdes. far 1 1  odd. will br excilecl.) 

434 Fiod thr maansvercc and fi field, ercifcd by the current of (4 I 10) b) postula~ing lravel~np TM.,,, 
rnndes on eirhcr side of the source a1 1 = U. and applying the apprrspnntr. buundag) conclrrions. 

835 Show that h e  magnetic wrfac-c cmrent dcnsrry ( 1 1  I 4.1 14) exciter TM,, waves travelid& away 
from ~Iie source. 

h inlaitcly long rccrdngulnr wwcpulde ic led i x ~ l b  a pohc di lrngh d .  ns shown klw. The 
c m n t  on h s s  probe can hc apprt~xj~nated a?: /[ y )  - IfI sln k(cl - TI),! ';in W. If the T , r o  mudt 
i s  the only propagating nude in the ivn\.ugu~dz. compute tllr input r e s i w c e  sccrl ;11 h e  probe 
h i n d s .  
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137 Consider the infhilely long waveguide fed with two ~ 0 k - s  driven 180" out of phax. as shown 
be€ow. Whal are the resulting cxcibtion c~efficients for the 'E lo  and 7 E m  modes? What lt&er 
m d e s  can be excited by this Reding arrangement? 

438 Consider a small current imp on he side wall of a mtangular waveguide. as shown below- Fiud 
the T E I ~  fields excited by this lonp if the loop is of radius TO. 

439 A rectangular w~veguide i s  shafied at 2 = 0, and has an elechc cuea t  sheet, J,,, lmatcb at 
2 = td, where 

%TA T X  &=- sin -. 
il R 

Find expressions fur the fields gcncrated by this current by assuming standing wave fields for 
O < E < 6. and traveling wave fields for z > 6. and applying boundq- condirions at r = 0 md 
2 = d. Now soive che problem using image theory. by placing a current sheet -,I,, at 2 = -d, 
and removing h e  shorting wall at 2 = U. Use the results of Section 4.7 and superpsition to fidd 
the fields radiated by these two cmenrs, which should be the same as the first resulks for r > 0. 



Impedance Matching 
and Tuning 

T h i s  chnp~er [narks 3 ~urning poil-rt in thal wc now bcgin tn apply the theory and 
'techniques uT ~ h c  previous chapters to practiuaI problems in microwave engineering. We 
begin with the topic of impedance rnalcrhing. which i s  often a part of  h c  larger design 
process for a microwave compoatnt or  system. The basic idea of impedance matching is 
i l tus~~~ited in Figure 5.1, tvhich shows an in~pedancz ma~uhine, network placed berwt.cn 
a load impedallce and a transmission line. The mdrching network is ideally losdcss, 
ro avoid unnecessary loss of power, and is usually dasigncd so that the impedance 
seen looking into the matching network is Then rcflcstions are eliminactd on thc 
transmission Iiriz to  he Iet'C of the tlla~ching n~~wc i rk .  although there ivill hc multiple 
reflections belwccn [he matching network and the Ioad. This pmcedurc. is a1.w referred 
to as tuning. [mpedance marching or ~uning is imporrat~t for the folI~)wing reasons: 

Maximum Pwer  is  de \ r  vered when ~ h c  lolid is \-t\atclxd [a the line C assuming rhe 
generalor i h  ~natclied). arid power loss in the feed line is minimized. 
Impedance matching seasirivt. rcueiver componetlts {anrcnna, low-noise amplifier, 
etc.) improves rhe sisal-to-noise ratio of [he system. 
Impedance n~arching in a power distribution nctwurk (such as ant1 mren~ la  array 
feed network) will reduce amplitude and phase mi)rs. 

As long as h e  load impedance. Z L .  h;15 sunlc nonzer-cl real pan. a matching nehvnrk 
can always he found. Many choices are avaiInblz. hov,-cvcr, and we will discuss fie 
design and perfan~~ance of several txpes of prac~icral matching networks. Faclors Lhar 
may be impnrtan~ in  the seIectir~n of a particular matching network include the following: 

Cnmp/miry-As with most eagneering soluriwns.  he simplcst design that satisfies 
h e  required specificarions is gcneraIly rhe most preferable. A ~inipler marching 

F t G ~ ~  5.1 Ins~less network matching aa abitrzu-y load impedance to a ~ztr~smission line- 251 



252 Chapter 5: Impedance Matching and Tuning 

network is usually cheaper. more reliable. and less 10ssy than a more complex 
design. 

r Banchvidrh-Any type nf mtchiilg network can ideally give a perfect matcll (zerc, 
reflectinn) at a single frequency. In many appiicntinns. however, it is desirable 
to march a load over a band of Frequencies. There xr: several ways of doing ~ 
with. 01: course, a c-nnesponding increase in cornplexi~y. 
ln~plet.l?r~rnrrr tr011-Dcpendi ng nn the type o l  transmission line or waveguide being 
used. one ryps of matching network miry be preferable compared to another. 
For exm~ple ,  cuning stubs are much easlrT to implemenr In rvaveguidc Lhan are 
multisecticln quarter-wavc transfnrn~ers. 
Adjustnhi1i~-In some appl~catlons the lnatching nctwnrk may require adjustment 
ro match a variable load impedance. Some types of lnatching networks are more 
amenable d~an ohers in thi\ regard. 

5.1 MATCHING WITH LUMPED ELEMENTS (L NETWORKS] 

Probably the sinlplesl type of ~nritchinp neti+'c>rk 15 the L section. which uses two 
reactive elements to nratch an arbitrary load i~ilpedance to n rr:msmission lint. There are 
two possible configurations Fur this network, as shown in Figure 5.2. If the n o d z e d  
load impedance, :L = Z L / Z o .  is inside h e  1 + jrr circle an thc Smith chart. h e n  the 
circuit of Figure 5,2a should he used. If the normalized Load impedance is outsidc the 
I + jx circle on h e  Smith chart. the circuit of Figure 5.2b should be used- The 1 3- js 
circle is the resist:mce c k l e  on the impedance Smith chart for which r = I .  

In  eiher of the conliguratinns t ~ f  Figure 5.2. die reactive elemcnts m y  he either 
inductors or capacitors. dependins on lJ~e load impedance. Thus, there rn eight distinct 
possibilities for h e  matching circuit for various load inpedances. It' the frzquency is 
low enough andor the circuit sire is small enough. actual lumped-tlemerlt capacitors 
and inducto~s can be used, This may be feasible for Frequencies up tn about I GHz OF 
so, although modem microwave integrared circuits may be small enrlugh so €ha( lumped 
elements can be used at higher frequencies as utell. There is, however, a large r;inge of 
frequencies and circuit sizeh where lumped elements may not be realizabIe. This is a 
limitation of the L section matching technique. 

FIGURE 5.2 L section ma~chnp nctwi~rks. (a) N c ~ w ~ r k  for ZL inside the 1 + jx circle, fi) Nel- 
work fur z~ outside the 1 .+ js circle. 
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We will now &rive h e  malyric expresbims for rhe n~arching nctwclrk elements of 
rhe two cases in Figutt. 5.2. then illustralc an altcmalivc design pracedure using ~ h r :  

Smith chart. 

Analytic Solutions 

Although we n.ill discus.\ i~ s i ~ ~ p l c  graphical soluriun using thc Srnilh chart. ir miiy 
be usefu1 to derive txprcssinnic k,~' the section matching netwt~rk cr,~npOneIlts. Such 
,ipre~sions ivnuld h e  useful ill a mmpatsr-aided design program h r  L section matching. 
or when il is necessary to have mure accuracy lhan rile S u l i h  charl can ~rovide. 

Consider first ~ h c  circuil or Figure 3.%. and let .ZL = + jxc,. We ztapd tbal 
this circuit wt~uld bc hhcd w h w  2,. = ZL;& is inhide I l ~ c  1 I J.c circle an the Srnith 
=hm, which iniplic, (hat RI,  > ZLI for fhis case. 

The impedonce seen looking iara the matching twtwork fdgwcd by rlsc load im- 
pedance Inus1 he cclrlal Lo Z,,. for a tnnrch: 

Reman_eins and sipararin$ into red atld imaginaq parts gives wo equaiions Jhr the two 
unknowns, S and L3; 

Sofving (5.2a) ror X and subslituling inlo (5-2bl gives a yu'dratic quk~liiln h l '  n. nle 
solution is 

Mote that since Rr > X,,. [he argument t7f the second squsc rrrtlt is al*ays positive. 
Then the series reactpncc can hc iound ;IS 

Eqtlarior! (5.3al indicrtreh lhar two wlnf~ons art prrssiblu iur I3 and .\i. Borh of 
fhlf~lf s~ lu t ions  are phyxicall~ rc;llizahle. slnce b u ~ l ~  pu41ive and ncgartve values ~ t '  U 
and X' are possiblc [posi t iv~:  _Y ilnplies all iuclucltrr. ncgi~tivc X implies a capacitor. 
"bile positive B implies a capnciror a d  m p ~ i v e  l? implies an inductor. O ~ L .  sdutifi?, 
however. Inay rrsuli i n  ~jgl l i  l l~3n l ly  sn~aller value, hi- the  react i i , r  corl~pr~ill'nlh. and r u q  
be h e  prcfrrrcd srrluliun if the hanJn.idth cnf the ~naluh ih better, or the S*.R on the line 
btween the malching nelwork and the I d  i s  smaller. 

NOW consider :hi- circuit of Figure 5.3h. Thih circni~ i \  lo he used \\hen - 1  is oulside 
I -k j.r circle on rhe Sln i~]~  ctla~r.  which ilnplies that R,. .r ZfI. The admittance seen 

h k h g  i n ~ u  the matching network fi,tlowed by the load impedance ZL -- ~ Z L  + ~ X L  
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must be equal 10 1 /Z., for a match: 

Rearranging and sepmahng into red and imaginary parts gives two equations for the two 
unknowns, X and 13: 

BZdX + X',) = Zn - RL, 3.50 

CX + XL) = BZoRL. 5.5b 

Salving for X and 3 gives 

Since Rj, < Zn. the arguments of h e  square roots are always positive* Again, note that 
two scllutions are possible. 

In &r LO math m c w b i ~ q r  complex load lo a line of chxacfcristic impedance 
Zo, the real p a  of the input impedance to the matching network must be Xu. whde the 
irnaginm part must be zero. This implies that a general matching network must have 
at 1ear;t two degrees of fieedorn; in lhc L section matching circuit these two degrees of 
heedom arc provided by the values of t)le two reactive comper>ts.  

Smith Chart Solutions 

Instead of the above fornula, the Smith chart can be used to quickly and accurately 
design 1; section matching networks, a procedure best flustmted by an exampk. 

EXAMPLE 5.1 L-Section ImWanre Matching 

Design an L section rnatching network ro match a series RC lad with an 
impedance ZL = 200 - jlO0 6 2 ,  to a 100 $2  line, ac a frequency of 500 MHz. 
S01l~ri0?7 

The normali~ed load impedance is aL = 2 - j l ,  which i s  plotted on thc Smith 
chart of Figure 5.3a. This point is inside the 1 + jx circic. so we will use 
the rnatchlng circui~ of Figure 5.2a. Since the first element from the load is a 
shunt susceptance. it makes sense to convert to admittance by clrawing the SWR 
circle through the load, and a straight line from the load though the center of 
h e  chart, as shawl1 rn Figure 5.3a. Now, after we add the shunt susceptance 
and convert back to impedance. we want to brs on the 1 + jx circle, so that we 
can add a series reactance to caned the jx and match the load. This means 
that h e  shunt suscepmce must rnave us Crorn 31, to the 1 + jx circle on the 
~hi~lrrrzce '  Smith chart. Thus, we c~mtmct the r o t a ~ d  1 + jx circle as shown in 
Figure 5.3a (cenrer at 0.333). [A combiaeb ZY chart is convenient to use here, 
if it is not too confusing.) men we see that adding a susceptance of jb = j0.3 
wiIl move us along a constant cond~lcmce circle ED y = 0.4 f jO.5 (this choice 
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is th2 shortest: djstmce horn (1,- to  he shiftcd 1 + j . c  circlcJ. Converting back to 
impedar~ce teavcs us at =. = 1 - j  1.2, indicarin rhar 3 series reactanct: r = : j  1.2 
will bring us to ~ h c  center nf the chart. I k r  compi~tisun. the fnrtnulas of i5.3a.h) 
give Lht: snluticln as h - U.29.x = 1.22, 

Tlris n~archi~ig circuit consists of a shunt capacitor and a series inductor. as 
shown in Figure 5.3b. For a [requenc} oT f = 3IX3 MHL. thc capacilur has a 
value of 

and the inductor h u  a value nf 
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FIGZTRE 5.3 Continued. fi) The mra possible L section matching circuits. (c )  Reflecrion 
coefficient magnitudes versus frequency f i ~ r  [he rnrcl~ing circuits of [b). 

It may dsa be interesdng 10 look at the second solution to this matching 
problem. If i~seead of  adchng a shurtt susctptance of b = 0.3. we use a shunt 
susceptance of b = -0.7, we will moue Lo 3 point on h e  lower half of the 
slzified I + j x  circle. to y = 0.4 - 3O.5 .  Then c~~lvcr t ing  in impedance and 
adding a series reactance cjf x = -1.2 leads to a n~atch as well. The formulas 
of ( 5 , 3 ~ b )  give this solutjon as b = -0.69,;r = -1.22. Ths marching circuit 
is also shown in Figure 5.3b. and i s  seen ro have tbe positions of the induc- 
lor and capaci~nr reversed frnm rhc first matching nerwork. At 1-1 frequency of 
J = 500 hIHz, the capacitor has a value 01 
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whilc thc induc~or has a value nf 

Figuw 5 . 3 ~  shows the retlecriun cwffickrrr magnitude ~ r r s u s  Ezquency Far 
~ e s c  two matchins networks. :~ssuming \hat the load irnpedan~c uT ZI. = 200 - 
j j 00 it  ar 500 lMHz consi.c;ls ui a 70U $1 resistor and a 3.1 8 pF capacitor i n  series. 
There is nnr a sobstanrial di f f c tr tn~  III bandlvidrh for 1her;e ~ w o  solutions. 0 

pC)INI' OF IYrl'EREST: Lurnpcd Elcmcn~s firr Miemware Inteprnted CircGLs 

Lumped If. I,, and C' elemcrrts can be practically *&zed at micrcri\:avc Creqrtencies if the 

I icngh, Y. bf the ~onrpuncl i l  is ~ c r \ r  imdl  wlatlve ~o the nprraling wavelength. Over 3 limited range 

of values, such conl~Otleots can hc used in h: brid and rnonol~tl~~c niicrr~wnvr ~n l rga ted  circui~s 
(MICs) N freql~enues up 1i160 G&. if thc cudition thht f < X j  10 is sn~ i s f i~d .  Usutilly. hijwevzr. 
the chxactc.ristic.h of such an clcmenr ;ire F;ir fro111 ideal. requirinp t h ~ t  undcsir~hle erfectj U I C ~  3s 

parasitic capncit inie cuidlw inductance. spuriclus rc5r)nruic.rh. frirlgir~g fielcis. Ins%. and prrturbarirlnh 
caused by a ground pjanr be incurpo~atzrl in thc design via s (:All model [six rhc Pnitir 0 1 -  [nrrre~l 
cnncerni ng CAD). 

Kezi~tnn arc fabricad with thin tilrns nf losy maleidl such as nithromc, pantalum nihide. 
or doped sernicnnductcar marerid. [n ~ n u ~ ~ o l i r h i c  circullx zuch h i s  can be deposiicd or gruwn. 
while chip ~ r s i h l u r s  made froin :L li>sc_~ tilrn Licpc~l;i[~rl Ijn a ceramic chip can bc bonded or solrlttrd 
in a hybrid circuii. Lr)sv, resistances arc bard to cahtain. 

Small values ol' inductance car1 he wallzed w i ~ h  LI shtm Ien~Lh or luop of 1r;i1151nihsiiln line. 
and larger values rup w abour 10 nH)  can he i)hlained \tith a spiral induccnr. as tthrlwn i n  tlw fol- 
lowing figure,. Larger itductance valtlcs pcncl-ally incur rnrlrc Irsss. i u ~ d  nlnw $hunt capacil;incr: 
his leads tu a rehonancr tha t  limits 111e moxinium oprraling lirquent!. 

Capacitors can be fabricarcd in  x v e r i l  ways. -4 shnn tra~tomissi~n lline stub can pri~vidr a 
shun1 tapiicitrr~~ce UI tlw rmge o f  0 to 0.1 pF. A .;inglc p p  ur in~erdigital scr of p a p  in a trfinsmissitu~ 

Hmar reqi.;ror Chip tzssifitor Luup 111duct~7r Spral inductor 

Intcrdiy~ral 
pap t h p x i l ~ r  
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line can provide a series capacitance up to about 0.5 pF. Greater values {up to abut  25 pF) can k 
obtained using a mrul-insulator-metaI (MIM) sandwich. either in mondithic OF chip (hybrid) form. 

5.2 
h SINGLE-STUB TUNlNG 

We next consider a matching technique that uses a single open-circuited or short- 
circuited length af transmission line (a "stub"). connected either in parallel or i n  series 
with the trmsmission feed line at a certain hscaoce from the load, as shown in Fig- 
ure 5.4. Such a tuning circuit is cwnvcnitnt horn a nlicrowavc fabrication aspect, since 
lumped elemeats are not required. The shunt tlrning stub is especially easy to fabricate 
in rnicrrlsuip or stripline f m .  

In singls-stub tuning, the two adjustable parameters are the distance, d,  from the load 
to the stub pusition. and the value of susceplance or reactance provided by thc shunt or 
series stub. For the shunt-stub case, the basic idea is Lo sdmt d so that the admittance. 
Y ,  seen lookmg into the I ine at dismce d horn the load is of the fom Yo + jB. Then 

I- .I - .  

a I 

1 2-  - Y 

--- 
Open or 
shorted 

stub 

lb) 

FIGURE 5 4  Single-stub tuning circuits. (a) Shunt stub. (b) Series stub. 
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~e stub susceptance js chosen ah -JB. resulting in a matched condition. For h e  series 
,tub caw. h e  distance d is s~lectec-i So that the impedance. %. Eecn looking into [he line 
at a djstmce t i  from the faad is of the form Zo -I- J ~ .  Thcn the stub reactance i c  chosen ,, -gX. resulting in a matched cundition. 

As discussed in Chapt~r 2. the prqxr length of open r?r shorted transmission line can 
a n y  desired value of reactance or susceptmce. For a given susteptance or reac- 

tance. the difference in lengths of all opsn- or shun-circuited stub is X/4. For transmission 
] h e  media such as microtitrip or stripline. open-circuited swbs are easier lo  fabricare since 
a via hole through the huhsrrare to the ground plane is not needed. For lines like coax 
OT udaveguide, hatvcvrr. short-circui~ed srub% are usually preferred. hecause the cross- 
sectional area of such an open-circuited line may be large enough (eIeuiually) to radiate. 
in which case the stub is no longer purely reactive. 

Below we discuss hnth S ~ n r ~ h  chart and analytic scrlutions for shunt and series stub 
flmlng. The Smith cha?  snlutinns xe fast, intuitive. and usually accurate enough in 
p-acrice. The anaiytlc expressions are mnre accurate, and u s ~ f u l  for computer analysis. 

Shunt Stubs 

Thc single-stub shun t  tuning circuit ih shown in Figure 5.4u. We will first discuss 
an example illu\tr;lting thc Smib  chart solurioa. and rhcn derive fornmulas for d aad C. 

EXAMPLE 5.2 Si ngIe-Stub Shunt Tuning 

For a Ioad impedatlcc: Z L  = 15 + -1 10 12. dcsign two single-stub shunt tuning 
1 necworks to ma~cl-I this load 10 s 50 11 line. A s s u ~ n i n ~  lhat the load is tnarched 

at 2 GHL, and  ha^ the load consists of a reslsLor and ~tiJu~-ror in series. plot the 
reflection caeffiuient magnitude from I GHL In 3 GHz for each solution- 

Solurinr~ 
The hrrt slep 1s 10 plot the norn~alizcd Ioad ~mpcdance ;L  = 0.3 tjO.2.  cunsrrilct 
the appropriate SUTR circle. and cnnvtn to the load adn~ittmce. y ~ ,  as shoan 
on the Smith chm in Fipure H a .  Fur the remaining steps ue co~sider  the 
Smith chart as an admittance chan. Now notice h a t  the SWK circle inter~ects 
the 1 + j i5  circle at two point.<, denoted as yl and 11: in Figure 5% T h u ~  the 
distance d,  from the load ro Ihr stub. i~ glven by either of thcse two interiections. 
Reading h e  RTG scale. wc obtain 

Actually. there is an Infinite nurnber of distances, d. on the SwR circle 
that intersect the I + ~b circle. L'sually. it i s  desired tu Lcep tllc marching stub 

close as pussible to the load, ro improve the bandwidth of  the mdch and 10 
reduce l o s ~ s  caused by a largc stxtding wave tali0 on the line between 
the stub and the load, 
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FIGURE 55 Solution to Example 5.2. (a) Smith chart for the shunt-slub men, 

At the hvn inremection paints, f i e  nomalized admittances are 

Thus. the first tuning sdutim requires a stub with a susceptance of j1.33. The 
length of an open-circuited siub that gives this susceptaose can be found on h e  
Smith chart by skxting at y =; O (the open circuit) and moving ahng the 
edge of the chart (g = 0) toward the generator to the j1.33 prsin~. The Icn& 
is then 
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S$nilady. the regllired ow-circuit stub lesgrh for the second solution is 

This completes [he luner designs. 
To analyze the lirquei~cy dependence of ~lrese tivr) designs, wc nerd to 

k n o ~ ,  thc I u d  irnpedancr a a frlncrian ,of frfrequc~icy. The s&es;-HL I o d  
impedanct. ih Zr. = 15+jlO !! a1 2 GHz, sn h'= 15 f I  and I. = 0.796 r11I. The 
two luoing circuits xt sbou-rr in Figure  5.5b. Fisure 5.5~ shot+-s he calculated 
reflection crjcfficient mngnirudes for hcse two stdutions. Observe that .roluciun 
I bas 3 s i r n i f i ~ a ~ ~ t l y  better balldnidth than st!lution 2: [his is because horh 1 1  
and i arc: shorrer for solution 1, which rcduces h e  frequency ~uriarion of the 
march. 0 

m G ~  1.5 Cnnrinucd. ih l  The rso shun[-rluh tuning snlutioos. (r) ReUccrion coefEciolt 
tnagnitudes vctsus f rqucncj  lor the tunin8 c i ~ u i t s  of {b). 
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To derive formulas for d and P, let rhe load impedance be writr~n as ZL = 
1 /Yt - RL + gxL. Then the impedance Z down a length, b, of h e  froin the Inad is 

where i = tanfld. The edmttmcc at this point is 

where 

Now d (which in~plies t )  i s  chosen so fhat G = Yo = I /Xu. From (5.8a), this results in 
a quadratic equation for t :  

Salving for t gives 

X L  h J K ~ [ G ,  - RL)' + X ~ I ~ Z O  
f. = for HL # ZO. 

RL - 20 

If RL = ZO, h e n  t = -XL/2Z0. Thus, h e  two principal salutiom for d are 

To find h e  required stub lengths, first use i in (5.8bj to tind fhe stub suscepmce. 
13, -- -B. Then, for an open-circuited stub, 

while for a short-circuited stub. 

If the length given by (5.11a) or (5.11b) is negative, A/2 can be added to give a psitive 
result+ 

Series Stubs 

me ?jerks  stub tuning circuit is shown in Figure 5.4b. We will illustrate the Smith 
chart solution by an example. and hen derive expressions for d and f 8  
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ESAYILIPLE 5.3 Singlc-Stu b Series Tuning 

MaLch a load impedance of ZL = 1IIC) + jgO 10 a SO f1 liflt: using u single series 
open-circuit stub. hsumine t h a ~  the load is n~alched a1 2 GFIz. nnd that the 
load consists of a resistor and inductor in series. plot the retlection cuc i f ic~e~~t  
m2Flitudc from I GIIz lr)  3 GHz. 

Sr~l~triarl 
Thc first stcp is tu plot the n~rmzllized lui~d impedance. z~ = 2 + j l  .h. md 
draw the SWR circle. Fur lhe series-stub design. thc chm is :in impcdaacc 
chm, Nrltc t l ~  the SWR circIc in~trscu~r: thc 1 t. j:r circlc at I N ~ O  points, 
denoted as 21 and :-. in Figure 5,6a. The shortest distance. (4, ; Trcjrn the load to 
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the stub is. from the WTG scale, 

while the second distance is 

As in the shunt-stub case, abhtional rotations around the SWR circle lead to 
additional solutions. but hese axe usually not of practical interest. 

The normalized impedances at the hvo interseelion points are 

Thus, the first solution requires a stub with a reactance of j1.33. The lengh of 
an open-circuited stub that gives this reactance can be found on the Smith chan 
by starting at z = (open circuit), and moving along the outer edge of the 
chart (T = 0) toward the generator to the j1.33 point. This  gives a stub length 
of 

Similarly. the required open-circuited stub length for the second solution is 

This completes the tuner designs. 
If the load is a series resistor and inductor with ZL = 100+ j80 R at 2 GHz, 

then R = 1 0 0  fl and L = 6.37 nH+ The two matching circuits are shown in 
Figure 5.6b. Figure 5.6~ shows the calculated reflection coefficient magnitudes 
versus hquency for the two salutiorls. 0 

To derive formu~as for d and ! for the series-stub tuner, let the load admittance be 
wfiften as YL = ]/ZL = GL + Then the admittance Y down a length, d, nf line 
from the Load is 

where f = tan pd. and = I /Zo. Then the impedance at this paint is 

where 
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FIGURE: 5.6 Continued. Ibj The two series-stub t t i  ninp snlutions. (c) RcRettibn coefff'cimr 
magnitudes versus frequency for the tuning circuira of ( b ) .  

NOW d (which impties t'l is chosen so thaf = 20 = 1,/Yo. From (5.1 Ja), thki red ts  
in a quadratic equation far t :  

Pb(GL - kb)i2 - ZBLfit + (GLYo - eL - B:- I = 0. 

SoIving for f gives 

BL i J ~ ~ r o ' o  - Gr12 + D;I/KI 
i = . for GL # Yo 

G~--yru 

I f c ~  = Yo, then t = - B r / 2 5 .  Then the two principal solutions for d are 
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The required stub lengths are determined by first using t hi (5.13b) to find he 
reactance. X. This reactance is thc ncgnlive of  the necessary stub reactance, X,. Thus, 
for a short-circuited stub, 

while fm an open-circuited stub, 

If h e  Iencgh given by (5.16n) or ('5-1Bh) i s  negative. XI2 tan be added to give a posirive 
re,9uIt. 

5.3 DOUBLE-STUB TUNING 

The single-stub m e w  of the previous section are able to maic h any load impedance 
(xs Lnng u ii has a nonzero real part) to a trinsmissi{m linc. hut surrer from the disad- 
vantage r ~ f  requiring a variable length of line behveen the load and h e  stub. This may 
nor be a problem for a f i ~ c d  rntuchln3 circuit. but wouid probably pose some difficulty 
if an zdjustnhlc runer was desircd. In [his case. the double-slub iuner. which uses two 
tuning stubs in fixed positions, can be used. Such tuners ut often kibricated in coaxial 
line. with adjuslable sluhs connected in parallel ED the nu in  cruxid line. We will see, 
however. tha-i the double-stub tuner canno1 rnalch i l l  l load impedances. 

The duublc-stub tuner circuit is shown i n  Figure 5.7a, wllcrc  he load may be an 
arbitra,ry distance from h c  first stub. Altl~ough this is more representative of u p a c t i d  
situation, the circuit of Figure 5.7b. where h e  b a d  Yl  has been transformed back to 
thc pusition of the first stub, is easier to deal wit11 and does not lose any generahty. 
The stubs shown in F ~ p r e  5.7 shun1 slubs. which are usually easier to inlpkmeot in 
prartic~ fian are series stubs: the latter could he used jusr ac well, in principle. In eirher 
case. the stubs can he open-circuited or short-circuited. 

Smith Chart Solution 

The Smith chart of Figure 5.8 illustrates the basic operation c i f  ihc double-stub tuner- 
AS ia the case of the single-stub tuners, two solutions are possible. The swxepmce of 
the first stub. b1 (or VL, fur the second scllution). moves rhe load admittance to (or 

These points lie on rhe rotated I i- j b  circle; h e  mnuot of rotation is d wave- 
lengths tr~ward the load, whrre d is r h ~  elccnical distance krween the two stubs. Then 
h.ansforming (or y;) toward the generator lhrough a length, d. of line leaves us at 
the point (or ;v;), which must he on the 1 + j b  circle. The second stub then adris 
a suscqtance b2 [or 12;). which brings US to h e  center of the chart, and completes the 
match. 

Notice born Figure 5.8 hat if h e  load adrnimnce, y I, + were inside the shaded region 
of the go + j b  circle, no vaIue of still, suscepmce bl c d d  ever b h g  the load poinr 
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FIGURE 5.7 Doublr-sruh tuning. (a) Original circuit with the load zn arbitray di,ct%e.frnm 
the H r h t  stub. (b) Eyujvnlenr: uircui~ w.ith load ill ihc first stub. 

LO intersect the IIJP~LU=~ I + 1 h circIe. This shaded region thus fnm~s a furhidden range 
of loid adrnilta~lces, which cannot be m~l t ihed  umilh this pcutiuuIu- do~~hlr-stu h tuner. 
A simple way uf reducing rhc f0rbiddc.n range is tu reduce h c  distance, r l ,  hetween 
the s~ubs.  This has the effect of swinging the raiated I j h  circle back toward t l ~ c  

Y = oo point. bul d nutsr be kept large enough For che practical puTuse uf fabricill- 
ing the two separaic ~ m b s .  In addition, stub spwings nent 0 or X,i7 1r .d  to nlatcLng 
networks t h a ~  are very Jrequencq sensitive. In practice, s ~ u h  spacings are usually rho- 
sen as X / B  or 3X18. T f  the length uf line her&-ccn the load and the tirst srub can 
be adjusrecl. then the load admitrance y~ can always he n~uvcd out of h c  forbidden 
reginrr. 

EXAMPLE 5.1 Dauhle-Slhh Tuning 

Design a doublz-stlib shun1 tuner to match a load impedance ZI+ = 60 - ~ 8 0  6 1  
to a 50 Q line, T h e  stubs are lo he short-circuirrd stubs. and arc spaced X / 8  
apart. Assuming rhaz this IaaJ ~onsiars of a series resistor ai~d capacirm. and 
that tllr ma~ch frequency is 2 CHz, plor  he r&lecliom coefficiml magnitude 
versus frequency from 1 GHz to 3 GHz. 
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Rotated 
1 +jlr 
circ Zz 

mCLm 5.8 Smith chart r l i a p ~  Im the operation of a doubk-stub tuner. 

Sdirtir~n 
The nomalizcd load admittance: is yj, = 0 .3  + j0.4. which i s  plntted on the 

Smith churi ol' Figure 5%. Next we construe1 the rotated 1 $- jb  conductance 
circle. by moving every point on the g = 1 circle X/B toward the Ioad. We 
[hen find the susceptance of the first stub. which call he one o f  two possible 
values: 

We now trmsfcmn through the X/8 section of ljae by rotating along a constant 
radius (SWRI circle A/8 toward thc generatur- This brings the ~ w o  solutions to 
the following pc~ints: 

Then the susceptancs af the second stub should be 



5.3 Double-Stub Tuning 

. FIGURE 5.9 Solution to Example 5.4. (a) Smith chart for. the doub?e-sttlb tuners. 

The f engths of t k  short-oimized mbs we thkn Found as 

comple~es both sulu~ions for the double-stub tuner design. 
Now i P  the resis~ur-capacitor load ZL = 6U - j X 0  !I at J = 2 GHz. then 

R = 60 Q and C = 0.995 pF. The ~ w o  luning circuits are then shown in Fig- 
ure 5.9b. and the reflection coefficient magnitudes are plotted vcrsu5 frequency 
in Figure 5 . 9 ~ .  Nore thar the first solutivn has a much narrofi-er bandwidth 
than the second (primed) solution. duc to the fact that both stub.< for the first 
sdution are somewhai longer (and closer ro X/2) than the stubs of the second 
solution. O 
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RGURE 5.9 Continued. @) The two double-stub tuning mlulions. (c) Reflection coefficient 
magnitudes versus frequency for the tuning circuits of (b). 

Analytic Solution 

Just to the left of h e  first stub in Figure 5.7b. rhe admittance is 

where YL = GL + jBL is the luad admittance and R1 is the susceptme of the first 
stub. After transforming through a length d of transmission line.  he admittance just LO 

the right of  the second stub is 

where f = tan ,ad and Yo = l/Zo. At this point, the real part of Y2 must qua1 Yo, whch 
Ieads to the equation 
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solving for GL gives 

Since GL is red, the quantity within the square root must be nonnegative, and so 

This implies ha t  

I + f' yo 
0 2 GI. 5 IjlT = - 

f -  sin' ,<'Id ' 

which gives the range on GL that can be marched for a given stub spacing. d! Afrer . .  d . 

has been fixed, the first stub susceptmce can bc determined from (5.19) as 

Then the second stub suscepunce can be found from the negative of the imaginary pan 
of (5.1 8) ro be 

The upper and luwer signs i n  (5.221 and (5.23) correspond to rhe same solutions. The 
open-circuited stub length is found as 

while the shrirt-circuit4 stub length is found as 

where B = B, .& 

5.4 
\ THE QUARTER-WAVE TRANSFORMER 

AS discussed in Section 2.5, the quarter-wave transformer is a silllple and useful 
"~it  for marching a re;d load impedance to a miismission line. An additional feature 
of the quarter-wavc transformer is  hat i l  can he extended tn ~nulcisecrion designs ill a 
methodical rnanne1. h r  broader bandwidth. Lf only a narrow band impedance match is 

;l single-section rrmdormer may suffice, BUI, as we will see in the next few 
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sections. multisection quarter-wave wansformer d e s i ~ n s  c m  be synthesi~ed 10 yield opti- 
lnulll rnaccbg characteristics over a des~red frequency band. We wiil set in Chapter 8 
t h a ~  sucIi networks arc L-Tosely related to bandpass filcers. 

One drawback of tile quancr-wave ~ransformer is thor it can nnly match a red load 
i~npedance. A con~plex load impedance can akways be transfonncd to a real impedance, 
however. by using an appropriate iength of transmission line between the load and 
h e  transformer, or an appropriate serries clr shunt reactive stub. Thest ~echniqucs will 
usually alter the frequency dependence of the equivalent luad, which &en has the effect 
of reducing !he bandwidth of the match. 

Ln Section 2.5 we analyzed the [~pera l i r~n  r j f  the quarter-wave trmsfnrmer from ; ~ n  

impedance vicwpoir~r and a rnulriple reflection viewpoint. Here we wiil cuncetlwate 
on the bandwidth perfnrmance of the ~ m s f o m e r .  as a function of the load mismatch; 
this discussion will also serve as a prclude to the more general case of nlultisaction 
t~ansformers in the sections ro t'oIlo\v, 

The sinsle-section quarter wave matching transformer circuit is shown in Figure 5.10. 
The characteristic impedance of the matching section is 

At the design frequency, fir, the e l e ~ i c a l  length of the makhirtg seciion is Xa/4. but at 
other frequencies the Iengih is different. so a perfect match is no longer rrbtained, We 
will now derive an approxilnate expression for the n~ismatch versus frequency. 

The input impedance seen iuuking illto the matching action ih 

where 1 = tan @-! = tan 0, and = 8 = 7~12 at the design frequency. fo. The mfiec~ion 
coefficient is then 

Since Zf = Z4ZL. this reduces to 

FIGURE 5.10 A single-section q~mer-wave matching m f o m e r .  f = At114 at Lhe design 



5.4 The Quarter-Wave Transformer 

The reflection c ~ f i c i e n t  magnitude is 

since I + t2 = 1 + tm' fi = sec2 13. 
Now if we assume hut the frequency is near h e  design frequency, I", then E E A, /4 

and 8 -. ~ / 2 .  Then sec" 9 I ,  and (5.29) simplifies to 

This result gives the approximate mismatch of the quarter-wave transformer near rhe 
design frequency, as sketched in Figure 5.1 1 .  

If we set a maximum value, r,, of fie reflection cmfficient magnitude that can be 
tderated then we can define the bandwidth of the matching transformer as 

since the re$ponse of (5.29) is symmetric about 0 = ~ / 2 ,  and = F, ar 0 = 8, and at 

8 = n- - d, , .  Equating T,, to the exact ~xpression fur reflection cuefficient magnitude 

FIGURE 5.11 Approximate behavior of the reflection coefficienl rnapirudc for il singlc-secrioo 
quarter-waw Umsfomer oprating near its design Frequency. 
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in (5.29) allows us to sdve for 8,: 

If we assume TEM lines, then 

therefm h e  frequency of  the lower band edge at 0 = is 

and the liacuonal bandwidth is, using (5.322, 

The fractionat bandwidth is usually expressed as n pnenmge,  100A f / f O  %. Note &a 
the bandwidth of the transformer increases ES ZL bcctrmes closer to Zo (a less mismatched 
load ). 

The above results are striuciy vdid only fw TEM lines. When non-TEM lines 
(such as waveguides) arc used, the pr~pagation constant is no longer a linear function 
of frequency, and the wave jn~pedarrce will be frequency dependent. These facturs serve 
to con~plicate the general behavior of quariel--wave ~msf~rmers for non-TEM lines, 
but in practice the bandwidth rrf the aansfnrmer is often small enough so that these 
compljcatio~ls do not substanlially affect t h t  rtsult. Another Fdctor ignored in the above 
analysis is the effect of rcaclanms a ~ s ~ c i a ~ e d  with discontinuities when there is a step 
change in fie dimensions of a trarlsmission line. T l i s  can often be compensated for by 
making a small adjustment in the length of r l ~ e  marching section. 

Figure 3-12 shows a plot of the coefficient magnitude versus nclrmaked 
frequency for various mismatched luads. Note the uend or incrcascd bandwidth for 
smaller load mismatches. 

EXAMPLE 5.5 Quarter-Wave Transformer Randwidth 

Design a single-section qumr-wave matching t r a n s f ~ ~ ~ ~ r  to matt h a 10 R load 
I- to a 50 Z1 !&. at fo = 3 GHz. ~ e ~ ~ ~ n e  h e  percenl bandwidth lor which the 

SWR 5 1.5. 



5.5 The Theory of Small Reflections 

FIGURE 5.12 Reflection coet'licien t m a p i  tude versus ftequenc y for a singe-s&tion q&m- 
wave matching r a n s  former wilh various load mismalc-hey. 

Sofutiutr 
From (5.251, the characteristic impedance of the matching section is 

and the length of the matchmg section i s  A14 at 3 GHz. An SWR of 1.5 
corresponds 50 a reflection coefficient magnitude of 

The frac~ional bandwidth is computed from (5.33) as 

5.5 
THE THEORY OF SMALL REFLECTIONS 

The quarter-wave transformer provides a simple means of matching any reaI load 
'm~edance lo any line irnpebnce. For applications requiring more bandwidth thar~ a 
St%le quarter-wave section om prnvide, rnulrisecrion transformers can be used The 

of such udnsfomen is the subjccr nf the next two sections, but prior to that 
we n ~ d  ro derive some approximate results for h e  total reflechao coefficient 

caused by the partial reflections from several smdI dscontinuities. This topic is generally 
to as the theory of smdl reflections [ 11. 
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FIGURE 5.13 P h a l  reflections and transmissions on a single-section marching transformer. 

Single-Section f ransformer 

Consider the single-section transformer show in Fi,we 5,13; we will derive an 
approxinlate expression for the overall reflection coefficient I?. The partial reflection and 
rransmission cmfficien ts are 

We can compufe the total reflectinn, r, seen by the feed line by the impedance 
method or by the multiple reflection method, as discussed in Section 2.5, For our 
presenL purpose the lalier technique is prefened. so we can express the total reflection 
as an i n f i n i ~  sum of partial reflections and umsmissions as follows: 
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Using the geometric series, 

(5.39) can bc expressed in dosed form as 

From (5.35). (5.37, and (5381, we use rr = -rl,Tzl = I + I'!. and T12, = I - FI in 

NDW if the discrmtinuities between tlrs impedances Z , ,  Z2 and Zz. Z L  are small. then 
lrtr31 << 1. so we can approximate (5.41 ) as 

This result states the intuirive idea that the total reflec~ion is dominated by h e  reflection 
from the initial dirco~irinuiry betwcen ZI md Z2 (I?,). and the first reflection from the 
discunkiouity bettveen and ZL (1-3e-2jli). The C J - ~ I '  term accounts for the phase drlay 
when the incident wave travels up and dawn the line. The accurucy uT Lhis approximation 
is illustrared it1 Problem 5.14. 

Multisection Transformer 

Now consider the ~nul~isccrlion transformer shown in Figure 5.13. This transformer 
consi3t-s; of .L- equal-lengh (crrtnt?ze/lnrrqarpI swtions of transmiu~ian liner;. We will derive 
an approxi~nate expression for lhe total reflection cceffic~ent r. 

Partial refleelion coefficients can be defined at each junction. as follows: 

FIGURE 5.14 Pafl-LiaI reflectinn coefficients a muttiscction marching mmsformer. 
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we dso assume that dl Z,, increase or decrease monotorricalIy across the transformer, 
md hat ZL is red. This implies rha~  all r,, will be rrd. and of the same sign (Iy,, > Q 
if ZL > Zo; rn < 0 if Z1, < ZU). Then using the results of h e  previous section, Lbe 
overall coefficient can be approx trnared as 

Further assume h a t  the transformer ccaa be made symmetrical, so that Tt, = f .PJ. Tr = 
Tit.- r7_ = rNCT-I, etc. (note h t  tlGs does I~OI imply that the 2,s  are symrnttrical.) 
Then [5,44) can be written ns 

If N is odd. Ihc lur r e m  is rls- 1)/2(e3B + while if N is even the last term is 
FK12. Equation (5.45) is then seen to be of the form of a finite Fourier cosine series in 
8, which urn  be written as 

+ . + l ? (x1 , /2  COEO]. for :Y odd. 5.46i5 

The importance of these results lies in the Fact that we can synthesize any desired 
reflection coefficient response as n f~nction of  frequency (8). by properly choosing the 
r,,s m d  using enough sections W]. This should be ciear from the realization that a 
Fourier series can represen1 ,rn ubitrar~c s m m ~  functi~n. if enough terms are used. 
in the next two sections we w i l  show how to use this theory to design multisecrioo 
 rans sf om ern for two of the most commonly used passband responses: Lhe binomial 
(maximally flu11 response. and the Chebyshev (equal ripple) response. 

5.6 BlNOMIAL MULTtSECTlON MATCHING TRANSFORMERS 

The passband response of n binomial marching transformer is optimum in the sen* 
that, for a given number of  sectioos, the resporise is as Rat a possible neaT the design 
frequency. Thus. such a transformer is also known as rnaximaIly flat. 'Ibis type of 
responst is designed, for m N-section transformer, by setting the first .N - I derivatives 
of Ir(0) I ta Z ~ O ,  rt l  the center fkequency f ,  Such a response can be obtained if we k t  

Then the magnitude lF(831 is 



Note that lrI8)( = 0 for 6 = 7r,/2. that [dn[J?(B)l]/d8" = 0 at I? = r/2 fat 71 = 
I ?  2, ,..: :V- 1. (0 = rr/2 corresponds to the center frequency In. for which E = A/4 aod 
8 = gP = 42.1 

We can determine ~e cOnstant A by letting f -+ 0. Then B = fl.t = 0, and (5.47) 
reduces to 

since for f = 0 dl sec~ions are of zero electrical length. T h u s  thc consranr A can be 

Now expand P(0) in (5.47) according to the binomial expansign: 

where 

are the binomial coefficients. Note that r: = I?." 3 -  - C: = 1: and Ci\' = AT = CL?-, . 
The key step i s  now to equate thc desired passbmd response as given in &SO), LO the 
actual response B given Iapproximately) by (5.44: 

This shows that the T, must be chosen as 

r., = AC;. 5-52 

where A is given hy (5.493, and tY;- is a binomial cuefficien~. 
At this poim. the characteris tic impedances Z,, can be found via (5.43). but a simpler 

solution can he obtained using the following approximalion 111. Since we assumed that 
h e  rn are small, we can write 

since inx  z 2Q - I)/(= + I ) .  The* using (5.52) and (5.49) gives 

which e m  be used tt? ,find &;,. .starring ,141h n :: 0. This rechnique has ihe advantage 
of ensuring self-consistcney, in that Z.v+ computed horn U53) will bc e q d  10 ZL. as 
i t  should. 

Exact results, including the effect of multiple rcfleclinns in each sectinn. can b~ found 
by using the wnsmission h e  cquarionr for each section and nmcricdly solving for the 
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characteristic impedances [2]. The resuI1s of such calculations are listed in Table 5.1, 
which give &e exact line impedances for -?; = 2,3,4-  5 .  and 6 seclion binomial matchinq 

L 

~ransfnrrners. for various ratios of- load impedance, ZL . feed line in~pedancc. Zo. The 
table gives results only for ZL/ZO > 1; if ZL/ZL~ < 1- rhe results For Z I , / Z ~  shouId be 
used. but with ,Ti starting at h e  load end. This is because the sr~lution is symmetric 
about ZL/Zu = 1; the same transfnrmer fiat matches Z L  In Zo can be revened and used 
to match Zo b ZL. More extensive rables can be found in reference 121 

The bandtvidth of the binnminl transformer can be ewduared as follows. As in 
Section 5.4. Ici T,, be the maximlrm value of reflection cner'fiuiefil that can bc tolerdtd 
over ~e passband. Then fmm (5.48). 

where 8,, < 7rJ2 is the lower edge nf the passband. as shown in Figure 5.1 1. Thus, 

8, = cos- I [L 2 (5) 1,41 liLV] t 

and using (5.33) gives the fractional bandwidth as 

EXAMPLE 5.6 Binomial Transformer Design 

Design a three-section binomial tr~nsformtr to match a 50 fl load tn a 100 0 
I line, and calculate the bandwidth for T,, = 0.05. Plot the reflection cneficient 

rnagnirudc versus norrnalizcd frequency for the exacL designs using 1, 2, 3, 4, 
and 5 sections. 

Snlution 

For A7 = 3 .  ZL = 50 fl. Z,) = 100 we h v e ,  from (5,491 and (5.531, 

Fmm (5.553 the bandwidth i s  
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The necessary binomial coefficients are 

+Then using (4.53) gives the required characteristic impedances as 

To me h e  data in Tabk 5.1. we reverse the source and load impedances and 
consider the pr~uern of matclung a I 0 0  St Ioad to a 50 61 h e ,  Then ZL = 

2.0, and we ohrain the exacr charactefisdc impebanct.~ as 2, = 91.7 fl, Z2 = 

70.7 St, and Z3 '- 54.5 $ 1 ,  which agree with the approximate results lo three 
sipi Ficant digits. Figure 5.15 shows the reflection coefficient magnitude versus 
frequency f ix  exact designs using N = 1.2.3.4, and 5 sections. Observe that 
greaier bandwidth i s  obtained for t m m f ~ r n ~ e r s  using more sections, 0 

3. f . CHEBYSHEV MULTISECTLON MATGHLNG TRANSFORMERS 

fn contrast nritl-i the hinomid matching uansfomrer, h e  Cbebyshev transfomer op- 
timizts bandwidth al h e  expense of passbmd ripple. If such a pssband characteristic 
can be tolerated, the bandwidth of the Chebyshev bansformer will he substantially &tier 
than that of the binomial transformer, for a given number of sections. Tile Cheby shev 
trmisfurmer is designed by equating T(B) to a Chebyshev polynomid, which has the 
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FIGURE 5.15 Reflection coefficient magnilude versus frequency for mlusection bLnomid.mgtch- 
ing trmsformers of Example 5.6. Zs, = 50 fl and 20 = LCK) R. 

apdrnurn characteristics needed for this type of transformer. Thus we will first &scuss 
the properties of the Chebyshev polynomials. and then derib-e n design procedure for 
Cheby s hev marching transformers using the small ~rflecfion theory of Section 5.5. 

Chebyshev Polynamials 

The 72th order Chebyshev polj~numial is a polynomial of degree n, and is denuted 
by T,(z). ?The first four Chcbyshev polynomials we 

Higher-order pulponiials can be found using h e  following r ccmnce  formula: 

The first four Chebyshev polynnmials are plotted in Figure 5.16, from which the 
following very usefu[ properiies of Chebyshev polynumials can be noted: 

For - I 5 r 5 1. ITn(x)l 5 1 .  In this range, the Chebyshev polynomials oscillate 
between f 1. This is the equal rippIe property. and this region will be mapped 10 

the passbmd of h e  matching transformer. 
For 1x1 > I, ITIG(x)I > I .  This region will map to the frequency range outside 
the passband, 
For 1x1 > 1, the 1 Xn(x)l increases faster with z as n increases. 
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FIGURE 5.16 The first four Chebyshev polynomials, ?',(s). 

Now let r ~ :  = cos 0 for 1x1 < 1. Then it can be shown that the Chebyshev polynomials 
can be expressed as 

or more generally as 

Tn(z) = CDS(R cos- x), for 1x1 < I ,  5 -5 8a 

T'(s) = cosh(ncosh-' s), for is] 1. 5.58b 

We desire equal ripple in the passband of the transfarmer, so it is necessary to map 8, 
to .r = 1 a d  ~ i .  - Om to x = -I.  where fl,,,, and K - G), air rhz lowet md upper edges 
of the passband. as shown in Figure 5.1 1 .  This can be accomplished by replacing coso 
in (5.58a) with cos 8 /  cos 8,: 

Then I sec 0 ,  cos 41 5 1 for 8, < 0 < T - 8,. so IT,(sec 8, cos 0) I <. I over h s  same 
range. 

Since casrt, B can be expanded inm a sum of terns of the form cos(?~ - 2mIB. the 
Chebyshev pdpoMals of (5.55) can be rewritlen in &e following useful fwm: 

TI {sec 8, cos 8 )  = sec 8, cos 0 

Tz(sec 8, cos 0) = se2  B,(1 + cos 28) - 1, 
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T3(ssc8,  cos 8 )  = scc3 B,(c~s 38 + 3 cm 0) - 3 sec 8,,, cos 0, 5.60~ 

G(sec 4, cos 8) = s s 4  8, (cos + 4 cos 28 f 3) 

- 4 s e c L ~ ( c o s 2 8  + 1)  + 1. 5 -606 

The a b v e  resuIts can be used lo design matching transformers wiih up to four 
sections. and will also be used in later chapters for the design of directional couplers and 
filters. 

Design of Chebyshev Transformers 

Wc can now synthesi7.e a Chchyshev equal-ripple passband by making r(H) propor- 
tiond to T N ( S ~ C  8, cosB1. where Lli is the nun~bcr of sections in the transformer. Thus, 
using I$.&). 

= ~ e - j ' ~ ' ~ ~  (sec 8, cas $1, 5.61 

where the last term in the series of (5.61) is (1/2)l?,v,2 for N even and r(N- C O S ~  

for N odd. As in the binomial transfornler case. we can find the constant A by letting 
8 = 0, corresponding to zero frequency. Thus, 

so we have 

Now if the maximum allowable reflection coefficieni magnitude in the passband is T,,,. 
then from (5.61) r,,, = IAI, since the mdximurn value of T,,{sec O,,, cos 8) in the passhand 
is unity. Then, from (5.62) and the approximations introduced in Section 5.6. 8, is 
determined as 

Or, using /5.58b), 

h e  8, is k.nown. rhe fractional bandwidth can be calcujated from (5.33) 3s 



Chapter 5; Impedance Matching and Tuning 

From (5.61). the T, ctn be deterlnindd using the results of(5.60) 0)O expmd T.v(s~TB, 
cos 8) and equating similar t e m s  of the f o m  ~ ~ ~ ~ - ~ - Z Q ) ~ +  The chracteristic i m p e d a a c ~  
Z,, can then hr found From (5.43) allhough the case of the binomial t r m s f ~ m ~ ~ ,  x- 
curacy :ym be improved and self-consistency 'an be achieved by using the approximation 
hat 

This procedure will be illusbared in E X ~ ~ P ~ C  5-7. 
Thc nbnve results a approximate pcame of the reliance on small reflection the- 

or), but are general enough to d c s i g  a'""~fomers with m x b i b ~  ripple level, r,- 
Tdble 5.2 g v e s  exact results 121 fnr a fGW sp~cific values of r,,,. far JV = 2: 3, and 4 
sections; more extensive tables can be femd in reference 121. 
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EXAMPLE 5.7 Chebyshev Transformer Desigo 

Design a thee-section Chebysl~ev transformer to match a 1 0 0  R load to a 50 R 
line, with P, = 0.05, using the abave theory. PIot the reflection coefficient 
magnitude versus normahzed frequency for exact dcsigas using 1, 2. 3. and 4 
sections. 

Solution 
From (5.61 ) with N = 3, 

r ( B )  = 2 e i 3 ' r o  cos 38 + I cos 81 = A ~ - ~ ~ ~ T ~ ( S ~ C  cos 8). 

men, A -- I', = 0.05, and from (5-631, 

sec 8 ,  = cnsh 

SO, Bm = 44.7O. 
Using (5 .60~)  for Tj gives 

Equating similar terms in cos n0 gives the following results: 

cos38: 21?0=Asec38,,: 

To = 0.0698; 

cas B : 2r = 3 d(sec3 o,,, - sec B, ), 

From symmetry we also have that 

Then [he chmcreristic impedances we: 
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FIGURE 5.1 7 Reflection cnefficien t magriitude versus frequency for the multisec tioa match- 
ing m f o m e r s  of Example 5.7. 

These values can be compared lo thc exact values from Table 5.2 of ZI = 
57.37 0, Z2 = 70.71 12. and Z3 = 87.15 R. The bandwidth, from (5.64), is 

or 101%. This is significantly greater than the banbwidlh OF the binomial trans- 
former of Example 5.6 (70%). whch  was for thc same t,y-pe of mismatch. The 
trade-off, of course, is a n o m m  ripple in h c  passband of the Chebyshev ixins- 
former. 

Figure 5.17 shows reflection coefficient magnitudes versus frequency for 
the exact designs h r n  Table 5.2 for -'V = I ,  2 ,3 .  and 4 sections. 0 

5.8 TAPERED LINES 

h the preceding sections we discussed how an arbitrary real load impedance could be 
matched to a line nver a desired bandwidh by using rndtiserrtion matching trans for me^. 
As the number, X .  of discrete sections increases. the qtep changes in characterisgc 
impedance between the sections become smaller. T'hus, in the limit of an infinite number 
of sections, we appmach a continuously t a p e d  line. In practice, of come, a matchiog 
~ansfomer musr be of finite length, ohen no more than a few sections long. But instead 
of discrete sections, the liric can be cnntinuously tapered, as suggested in Fi,gue 5.18a. 
Then by c h m ~ n g  t h ~  ~ p e  of taper. we can obtain hfferent passbmd chmcteristics. 



5.8 f aper~d Lines 

FiGURE 5.1 8 A tapered transrnjssion Line matching section and thc nlodel for an jncrtmen- 
ral length of tapered Iine. (a1 The tapered transndssion line matching section. 
[b) Model for an ~ncremenlal step change jn Impdance of h e  tapered Une, 

In this section we wiU derive an approximate theory. based on the theory of  small 
reflections, to predict the reflection coefficient response as a function of the impedance 
taper, Z(z). We will then apply these results Lo a few common types of tapers. 

Consider the continuously tapered line of Figure 5,l Ba as being made up of a number 
of incremental sections of length Az, with an impedance change AZ(z) from one section 
to the next. as shown in Figure 5. Igb. Then h e  incrementai reflection cocflicisnt from 
the step at 2 is given by 

In ~e Ernit as A z  - 0. we have an exact differential: 

Then, by using the theory of small reflectians, the tataf rdecrion coefficient at z = O 
cm found by s u h g  the partial reflections with their appropriate phase shifts: 

d 
r(0) = - p-2~dz - h (5) d r ,  

dk 

where B = 2@L. So if Z(z) is known, TI#) c a n  be found as a Function of frequency. 
Alkrna~ivel~,  if r(81 is specified, then in principle Z ( z )  can be found. This latter 
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procedure is difficdr, and is generaIly avoided in practice; the mader is sferred €0 
references [I], [41 for further disc.ussion dong these lines. Here we will consider t h e  
specid cases of Z(Z) impedance tapers, and evaluate the resulhg mponses. 

Exponential Taper 

Consider k t  an exponentid taper, w h e ~  

Z ( E )  = ZUcaZ, for 0 < 3 < L, 5-68 

indicated in  Figure 5,l9a. At ;: = 0. Z(0) = Zo, LS desired. At r = L,, we wish to 
have Z ( L )  = Zr, = ,TUeaL, which determines the constant (7 a s  

We now find r(0) by using (5 .68)  and (5.69) in (5.67): 

- - ZL /Zo -iaL sin BL 
2 

e -. 
PL 

l?IGUm $119 A matching section with an exponential impedance aper- Ih) Vanailon of 
hpedance. (b j ksulting reflection coefficient magnitude response. 
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Observe that this derivation assumes that 0, the propagation constant of the tapered line, 
is not a function of 2-an assumption which Is generally valid only for E M  Iines. 

The magnitude of the reflextion coefficient in (5.70) is sketched in Figure 5.19b; 
note that the p& in Irl decrease whh increasing length, as one might expect, and 
h~ *e Iength should be greater than X/2 ( f l L  > .rr) to minimize the mismaktch at low 
hquencies- 

Triangular Taper 

Nexr consider a ~imgu1a.r taper for { d  In Z/Zo)/dz, that is, 

~ ~ 2 1 2 )  h z~izo  for 0 5 z L/2 
L"I] h Z L / Z ~  

j .7 1 
for LIZ 5 2 5 L. 

Then, 

for 0 I z 5 L / 2  5.72 
d z  fur L/2  < z < L. 

Z(z) is plotted in F i g m  5.20a. Evaluating r fmrn (5.67) gives 

The magnitude of this resuIt is sketched in Figure 5.20b. Note that, for DL > 2 ~ .  the 
peaks of the triangular taper are lower than the corresponding peaks of the exponential 
case. But the first nulI Fur the tcimgular taper occurs at $ L  = 27;. whereas for the 
exponentid taper it occurs at BL = T.  

Klopfenstein Taper 

Considering ~ h t  fact hat  there is an infinite number of possibiljties fm choosing an 
impedance matching Laper, it  is logical ro ask if [hers is a design which is "best." For a 
given taper length (greater than a critical value). the Klopfenstein impedance taper 141. 
[ 5 ]  has been shown lo be opt im~~m in the sense that the reflection coefficient is minimum 
over &e passband. Alternativel~, for a maximun~ reflection coefficient specification in 
&e passband. the Wupfenstein r.dper yields the shwtest maiching section. 

The mopfenstein taper is derived from a stepped Chcbyshcv transformer as the 
number of sections h~creaes  to infinity. and is analogous to the Taylor distribution of 
mIenna array theory. We will not present the demils of this derivation, which can be . 
found in references [I 1, 141; only the necessary results fw the design of Klopfenstein 
tapers ive given below. 

The loga~ithrn of die chaacreristic impedance variation for the Klopfenstein taper i s  
@ven by 
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HGCRE 5.20 A macching section uith a triangular taper for &In Z/Zo)/dz. (a) Variaia~ of 
impekce. (b) Resulting reflection coeficient magnitude msp~nse. 

where the fknction &x, A) is defined as 

where 11(x) is the modified Bessel fimction. This hnclion takes the failowing special 
values: 

$(a, A) = 0 

but otherwise must be calculated numerically. A very simple and efficient method for 
doing this is available [6], 

The resulting reflection coefficient is given by 

r(o) = roe - ~ P L  
cos j/--m 

for ?3L > A, 
cosh A 

If DL c A, the cos term becomes cosh J-. 
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h (5.74) and (5.761, rU is the reflection coefficient at zero frequency, given as 

T h e  passband is defined as PI. 2 -4, md so rhe maximum ripple in the passband is 

because r(#) oscillates between f r0/tosh A for 8L > A. 
It is intcresling to now that the impedance taper of (5.74) has steps at z = O and 

L (the ends of the tapered section), and so does not smoo~hly join the source and load 
impedances- A typical Klopfenstcin impedance taper and its response are given in Lhe 
folIowii~g exrunple. 

EXAMPLE 5.8 Design of Tapered Matching Sections 

Design a triangular taper. an exponential taper. and a Klapfenstein raper (with 
r, = O+U2) to match a 50 R load to a 100 fl line. Plot the impedance variations 
and resulting reflectinn coclfficient magnitudes versus ,$I,. 

Sahtio?~ 
Triungrllar Inper-: Fmnr (5.7 1 1 rhc impedance variation is 

e~t,z/ LI* ~n ~ r ,  /ZD for 0 5 _< 2 I/2 
.(~z/L -22,~:- 1 )  zL ;z~ for L/2 < z 5 L. 

with Zu = 100 R and Z L  = 50 51. The resuItinp reflection coefficient response 
is given by (5.73): 

EvonrntiaI reiper: From (5.58) the impedance variation is 

with n = (I/L)lnZL/Zo = 0.6931L. The reflcclinn coefficient response is, 
horn (5.70), 

sin $L 

Klopfe~rs~ein myel:. Using (5.77) gives ro as 

and (5.78) gives .4 as 
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The impedance taper must be numerically evaluated from (5.74). me reflection 
cmfljcient rnagnitudc is given by (5.76): 

The passbmd for the Klopfens tein taper is defined a. TjL > A = 3-543 = 1 .13 n, 
Figre 5.2la.b shows the impedance vkations (versus z/L), md the re- 

aul tine reflection coefficient magnitude (versus BL) for the lhree types of tapen. 

- 

- 

- 

r 
H 

N 

Triangular. expnnentia1. and 
Klopfc~~seein impedance tapers 

muRE 521 Solution to Example 5.8. (a) Impedance variations for the triangular, expo- 
nenlial, anrl Klopfcnstein tapers. (b) ResuJt~ng reflection cwfficienl m a g i -  
1~1dc versus €requtncg fix the tapers of (a). 
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The Klopfenstein taper is seen ti7 give the desired rcspnnse of Irl 5 r, = 0.02 
for DL 2 1.13~.  which is Lower han either h e  triangular nr exponential taper 
responses. 41so note that, Like the stepped-Chcbyshev marc hhg transformer, 
the response of the Kiopfenstein taper has equal-ripple lobes; versus frequency 
in its passbad, O 

5.9 
7 

THE BODE-FAN0 CRITERION 

In this chapter we discussed several techniques for marching an arbitrary [wad at a 
single frequency. using lumped elements. ~uning stubs, and single-section quarter-wave 
mnsfomers .  We then presented multisecticin matching uansform~rs and tapered lines as 
a rneans of obtaining bmader bandwidths, with various passhand characteristics. We wilI 
now close ODT study of impedance matching wit11 a soulewhat qualirati ve discussinn of 
h e  thec~retical lirnits thar constrain Ll~e pedbmnnce of an impedance matching network. 

We limit our discussion to h e  circuit of Figure 5.1. where a lossless ne~work is used 
to match an a r b i a q  complex load. generdIy over a nunzero bandwidth. From a very 
generil perspective, we migh~ raise the I'dlowing questions in regard ro rlus problem: 

a Can we achieve a perfect match (zero reflwtian) over a specified handwidth? 
If not, how well can we do? What is the trade-off between I?,,. the maximum 
allowable reflecltio~~ in the passband. and the bandwidth? 
How complex nlusr tht. matching rletwork be for a g v e a  specificaiion? 

These questions can be answe~ed by the We-Fano criterion [7]. [8] whtGh gives, for 
c ~ i n  canonical types uf load impedances, a theoretical limit on the minimum reflection 
coefficient magnitude that can be obtained with an arbitrary matching nrstwork. The 
Bode-Fsno criterion Lhus represents ihs aptiniu~n result thar can he jdeaIly achieved. even 
though such a r e d l  may only be approximated in practice. Such optimal results are 
always important, however. becausc they give us the upper limit of performance, and 
provide a benchmark against which a prcticd design can be con~pxed. 

Figure 5.212a shows a lossless network used to match a parallel RC load impedance. 
The Bode-Fano criterion states thar 

I i r  

RC' 

where r(w) is the r.eflectjon coefficient seen looking into the a h i w  Iossless marching 
nawork. The derivation of this result is beyond the scope of h i s  text (the interested 
reader is referred to references [7] and [8]). but our goal here is to discuss the implica?rom 
Of h e  above result. 

Assume that we desire to synthesize a marching network with a affection coefficient 
m ~ n s e  like that shown in Figwe 5.23a. Applying (5.79) to this Function gives 

which leads to the following conclusions: 
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Lossles~ ry4 3 T W ~  
matching dw<- R 
nerwork 

Lxlssless 

network 

FIGURE 5.22 The Bode-Fano limits for RC and RL loads matched wjtb passive and lossIess 
nerworks Cq is the center frequency nf the matching bandwidth). (a) Parallel 
R r .  &) Series RC. (c )  Pmdlel IU. {d )  Series RL. 

For a given load ( b e d  RC product). a broader bnndwidrh (Ail;) can be achieved 
only at the expense of a higher reflecrion coefficient in the p u s b a d  IT,). 
The passband reflection coefficient r.,,, cmnrst be zera unless Ah1 = 0. Thus a 
perfect inatch can be achieved only at a b i t e  number of frequencies, as i~ustruted 
in Figure 5.23b. 

+ As R and/or C: increases. the quality of the match {AUJ and/or l/r,) must 
decrease. Thus, higher-Q circuits are intrinsically harder to match than are lower- 
Q circuits. 

Since h l/lrl is proportional to the return Ioss (in dB) at the input of the matching 
network, (5.79) can be interp~eted as requiring that the area between the return loss curve 
and the Ir] = 1 ( R L  = O dB) axis must be less ban or equal to a constanl. Optimization 
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W W 
Nor realimble Realizable 

@) 

FIGURE 5.23 fllus~ating the Bode-Fano criterion. (a) A psstble reflection coefficirnt K- 

spnse.  t b ) Nonrealir~blc and realizable rzflzction coefficient respmses. 

then @lies that the return loss c w c  be adjusted so that ]r I = T, over the pasband and 
(r( = I c tsew here, as in F i p ~  5.23a. In this way, na area under the return loss curve is 
wasted nbtside the passbmd, or lost in regions within the passbmd for which 1r1 < r,,,. 
The square-shaped response of Figure 5.23a is  thus h e  optimum respunse. but cannot 
be realized in practice because it would r e q u i ~  an infinite numbe~ nf elements in tht 
matching network. It can he approximated, however. with a r~zsonably stnall number 
of elements, as described in reference 181. Finally, nore tha~ the Cllebyshtsv matching 
kansfamer can be considered as a close approximation to h e  ideal passbmd nf Fig- 
ure 5.23a. when the ripple of the Chebyshev response is made equal ro T,,. Figure 5.22 
lists b Bode-Fano limits for other l w s  of K and KL lads. 
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PROBLEMS - 
5.1 Design lossless L section marching networks for &c faIlowing norrnalixd load impedances: 

(a) ZL = 1-4 + jZ-0 (c) ZL = 0.5 t j0-9 
Ib) za = 0.2 + j0.3 (d l  JL = 1.6 - j0.3 

5.2 We have seen h a t  the matching of an arbitrary load inlpedance requires a network with at leteast 
twrl degrees of freedom. Dctermi nr: the types of load impedances/;ldmittances that can be matched 
wiih h e  lwo  single-element networks shown beluw. 

5.3 A b a d  impedance Z,, = 200 +j160 61- is to bc matched to a 100 Q line wing a single shunt-stub 
tuner. Find rwo solutions using open-ci~cuired snlbs. \ 

5.4 Repeal ProbLem 5.3 using short-circuited stubs, 

5.5 A Lead impedance ,ZL = 20 - j6I) fl i s  to be matched a 50 0 h e  using a single series stub 
runer. Find two solutions using opm-circuitd stubs. 

5.6 Repeal Prohlrrn 5.5 using shurt-circnitcd smbs. 

5.7 En the circuit shown below a ZL = 200 + ;j100 i l  load is to be matched a 40 61 line. using a 
length. !. of l~ssless msmiss ion  h e  of characteristic impedance. 2,. Find P ~2nd ZI. Detcnnine, 
in general, what type of I d  impehces  can be matched uskg such a circuit. 

5.8 An open-circuit runinp stub is to be made fYom a !ossy transmission line with an attenuation 
conamt a. What is thc maximum value 01' normalized reactance that can be ohwined wilh this 
smh? What is the rnaxinlum vdue of normalized ruclnnce that can bc oblained with a shorted 
s~ub of the same type of trmsmission line? Assume a[ is small. 

5.9 Design a db~lble-s~ub tuner using oped-circtiited stubs with a X,/8 spacing to march a load admit- 
tance YL = (1.4 $ j2)E'o. 

5.10 Repat  RobIcrn 5.9 using a doubic-stub tuner w i h  shm-circuired stubs and a 3 A / 8  spacing, 

5-11 Derive the design equaduns for a double-stub tuncr using two series s t~b .~ .  spaced a diritance d 
apart. Assume fie bad impdance i s  Zr. = Ri + jXt. 
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5.12 Consider matching a load Z L  = 200 fl to a I OD ! I  line. using single shunt-slub. single series stub, 
md double shun[-stub Luners. with short-circuited stubs. Which b n c r  will give the best bandwidth? 
Jus~fy your answer by calculating rhc reffechn cbtfficient for all sir s~lutions at I.l,fn. where f D  

is the r11atch frequency, or use CAD to plot the rcflection coefficient versus f ~ q u e n c y .  

5.13 Design a single-section quarter-wave marching transformer to match a 350 R toad to a 100 R line. 
What is h e  percent bandwidth of this transformer, for SWR< - 27 If the dcsign frequency is  4 
GHz, skelch h c  layout of a microsrrip ckcujr, including dimensions. to implement [his ordtcbg 
msfurrncr. Assume the s~ibstra~e is 0.159 crn thick, with a dielectic constant of 2.2, 

5-14 Consider the qumer-wave bans for me^. of Figure 5-12, with ZI = 100 !2. 2: = 150 Q, and Zr- = 
225 R. Evaluate the worsr-case percent error in co~nputing IrI from the approximate expression of 
(5.42), cumpared to the exacl result. 

5-15 A waveguide load with an equivalent TElo wave impedance of 377 6 1  must be matched to an 
air-filled X-band rectlingl~la guide at 1 fi GHI. A qumer-wave lrlatching I I a I ~ f ~ r m e r  is to be use4 
m d  is to consist of a section of guide tiIlrd with dielectric. Find h e  required djeleclric constant 
and physical length of he  matching section. What res~ctions oa the had irnpchce apply to h i s  
technique? 

5.1 6 Design a four-section binomial matching transfomer to match a I O fl load to a 5C) IZ line. M a t  is 
the bandwidlh of his uan~fomer, for r, = 0.0$3 Use CAD to plot the input ~f iec t lpn  c,vefficien~ 
versus frcqucncy. 

5.17 Derive the exact chamcrerisuc impedance for a two-section binomial matching mnsformer. for a 
nomalizcd load impedance Zl,/Zu = L .5. Check yr~ur resul~x with Table 3.1. 

5.18 CalctrIate and plot the percent bandwidth for a N = I ,  2, and 4 xcdon binomial matching trans- 
former, versus Z L / Z ~  = 1.5 to 6 for r, = 0.2. 

5.19 Ushg 15.56) at~d uigonometric iden~ities, verify the results of 15.60). 

5.20 Design a four-seclion Chebyshev matching mnstbmer to ma~ch a 41) 0 line to a 60 hl load. The 
maximum permissible SWR over the pnssband is 1.2. &%at is the resulting bandwidth'? Use the 
apprwimatc theory developed in the rext. as apposed to tlse tables. Use CAD to plot tile input 
reflection coefficient versus frequency. 

5-21 Derivc the exacl characleristic impdances f ~ r  a two-sectinn Chchyshev matching lrm~fnrmer. for 
a normalized load impedance ZI,/Zo = I . S .  C h ~ k  yaw resuIts will] Table 5.2 for T,, = 0.05. 

5.22 A bad of ZL/Zo = 1.5 is: w be matched to a feed line using a rnultisecriun transfornet. and i t  
i s  desired to have a passband response with 1 1'(8)1 = AIU. 1 -i cos' 8). far (I 5 f l  < K. Use the 
Wproximate theory for rnul~iscction transformers to dcsign a twc+scction t r a n s h e r .  

5423 A tapered matching .$ection has d(InZ/Zo)/dz = Asinnz/L. Find the constant A so that Z(O} = 
2 0  and ZIL) = ZL. Compute T. und plot versus I jL .  

$34 Design aa exponentially tapered matching transformer to n w s h  a 101) 12 inad lo a 50 12 line. Piol 
IF[ versus ;3L. and find h e  leagth of the matching scction (;II  he center frequency} required to 
obtain 5 11.115 over a 100% handwidth. How many scclinns would be required if a Chebyshev 
makhhg Wansfomer urcrr: used to achieve the smne speci ficntiuns? 

5'25 A parallel itC had  wjlh R = 100 St and C = 1.5 gF is to bc r n a r c M  to a 30 R line over a 
frequmcy band from 2.0 10 10.0 GHz. Whar is the best remm loss over this band that can be 
obtained will1 an optimum matching nciwork'? 

5.26 Consider a series RL load wi(h R = 80 R md L = 5 nH. Design a lurnpcd-clement L section 
miching network ro match chis: load LO a SO R h e  at 2 GHz. Plol Irl versus hquedcy for this 
network to dctcminc the bandwidth for which Irl 5 r, - 0.  I .  Compare Lhis wirh the m a . ~ i r n m  
Wsslble bandwidth for this load, as given by thc Bde-Fmo criterion. (Assume a squm reflection 
cwfficient respnme like that of Figure S.25a.l 



Microwave Resonators 

I Microwave resonators are used in a variery of  app[icdions. inf ludhg filters, oscilla- 
tors, hquency meters, a d  tuned mplifieis. Since the operation of mic~owave resonators 
is very sirnilx 10 that of the iumped-sJemertt resonaror5 of circuit theory. We will begin 
by reviewing h e  basic ctlaractcristics of series a d  parallel resonmt circuits. We 

then discuss various i mplemsnratiom of resonators a[ tnkruwave frequencies using 
&st&uted elements such as wans~nission lines, rectangular and circular waveguide, and 
dje]e&c cavities. wc will also discuss open resonalors of the Fabry -Pc~ l  type, and the 
excitation of resonators using apertures afld current shf~As. 

6.1 SERIES AND PARALLEL RESONANT CIRCUITS 

N ~ a r  resnnance. a mic~nwave resonator can usually be mudeled by either a series 
or parallel RLCr lumped-clcmcnr equivalent circuit, artd st, we wdl derive some of the 
basic prc~perties of such circuits below, 

Series Resonant Circuit 

A series HLC lumgxd-elemcni reson;irrl rircuir is shorn in F i p e  6. la,  The input 
impedance is 

and the complex power delivered to Ihr: resonator is 

The power dissipated by h e  resistor. R+ is 



6.1 Series and Pamllsl Remnant Circuits 

FIGURE 6.1 .4 series RLG resonator and its rcsponsc. la) The series HLC circuit. {b) The 
input impdance inagniti.de versus frequency. 

the average magnetic energy stored in the inductor. L, is 

and the average elec&ic energy stored h b e  capacitor, C. 

where V, is the voltage across the capacitor. Then the complex power of (6.2) c m  be 
rewritten as 

and the input impedance of (6.1) can be rewritten as 

Resonance accms when the average stored magnetic and electric energies are equd. 
Or Wn, = W,. n e n  h m  (6.5) and (6.3a). the input impedance at resonance is 
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which is a purely real impedance. Fmm (6.3b,c), Wm = W, implies that h e  monmt 
frequency, wo, must be defined as 

h o h e r  jmportmt parameter of a n2scinmt circuit is its Q. or quality factor, which 
is defined as; 

(average energy stored) 
Q - d  

(energy bss/ secund) 

Thus Q is n measure of the loss of a resonant circuit-lower loss implics a higher Q. 
Fur the series resonan1 circuir of Figure 6. la. the Q can be evaluated from (6.7) using 
(6.3), and the fact hat  Fq', = Uk a1 resonance, to give I 

which shows that Q inereaqes as R decreases. 
Now consider the behavior of the input impedance of this resonator n e a  its resonant 

frequency [I]. We let LJ = + Ad, where ALJ is smallr The input impedance can then 
be rewritten from (6.1 ) as 

since w; = I/LC. Now w' - W; = (u - WO)(& -t WOI = hw(2w - Au) ~WAW fm 
small Aw. Thus, 

This form will be useful for identifying equivalent circuits with distributed element 
resorza tors. 

Alternatively, a resonalor wllh loss can be treated as a I o s s ~ ~ s  resonator whose 
resonant frequency q has been replaced witb a complex effective resonant frequency: 

This can be seen by considering the input impedance of a series resonator with no loss, 
as given by (6.9) with R = 0: 



6.1 Series and Parallel Resonant Circuits 

Then substituting h e  complex frequency of (6.10) for wa to give 

which is identical to (6.9). This is a useful pmcedure because for most practical resonators 
the loss is very small, so h e  Q can be found using the perturbation mehod, beginning 

the solution for the Inssless case. Then the effect of loss can be added to the input 
hpedance by replacing i ; o  with the complex resonant hequency given in (6.10). 

Finally, consider the half-power fractional bandwidth of the resonator. Figure 6.3 b 
shows h e  variation of the mapirude of the jnput impedmce versus frequency. When 
the frequency is such h a t  12;,12 = 2 ~ ' .  then by (6.2) the average (real) power delivered 
to the circuit Is one-half that ddivered at rtsonance. Lf BW is the fractional bandwidth, 
h n  AW,/LV'~ = BW/2 at h e  upper band edge. Then using (6.9) gives 

Parallel Resonant Circuit 

The parallel RLC resonant circuit, s h o w  in Figure 6.2a, is the dual of ae  series 
RLC circuit. The input impedance is 

and the complex power delivered to the resonator is 

The power dissipated by the resistor, R, is 

the average electric energy stored in the capacjlor, C. is 

1 we = -\Vl2C', 
4 

and tile average magnetic energy stnrcd in the induc~or. L. is 
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FICURfr: 6.2 A p~941e2 RLC resoontur and its ~cspnsc .  ( a )  l??e parallel IZLC' circuit. {b)  The - 
input impedance magnitude versus frequency . 

where IL is the current through the inductor. Then the complex pwer of (6.13) can be 
rewritten as 

which is identical to (6.4). Similarly, h e  input impedance can be expressed as 

which is identical to (6.5). 
As in the series case, resonance occurs when W, = We. Then from (6.16) and 

(6.14a) the input impedance at resonance is 

which 3s a p m l y  red impedance, From (6,14b, c), I,, = WL implies &ar the resonat 
frequency. do, should be dched as 

which again is  identical to tlts series resanmt circuit case. 



6.1 Series and Paraitel Resonant Circuits 

F~-om the definition of (6.71, and the results in  (6.141, the Q of thd parallel resonant 
circuit can k expressed as 

W,, = We at resonance. This resllIt shows that the Q of the parallel resonant 
increases as R increases. 

Near resonance, the input impedance of (6.12) can be simplified wing the result that 

Letting u, 5 ~c'o + Ad, W ~ E E  Aw is smallv e.12) can be rewritten as [ I ]  

since 4 = 1 /LC. When 12 = x (6. [ 9) reduces to 

As in rhe series resonator case. the sffecr of loss ran be accounted for by replacing 
wg in this expression with a complex effective resonant frequency: 

Figure 6.2b shows the khavicsr of c f I ~  magnitude of the Input i m p e h c e  versus 
hqnency .  ' h e  half-pwer bandwidth occur at frequencies (&'/a = Bw/2), 
such that 

which, froM 16.19). implies that 

in the sdes  resonance case. 
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Resonant 
circuit 

Loaded and Unloaded Q 

The Q defined in the preceding sections is a characteristic of the ~ s o m t  circuit 
itself, i~ the absence of any loading effects caused by external circuitry. and so is called 
the unloaded &. Ln practice. however, a resonant circuit is invariably callplcd h other 
circuitry. which will al~ ,ays have the cffect nf lowetirlg the overall, or loaded Q. QL, 
of the circuit. Figure 6.3 depicts a resonitor coupled to an external load resistor, RL. If 
the resonator i s  a series RLC circuit, !he load resisrur RL adds in series with R so that 
the effective resistance in (6.8) is R; Rt. If the resonator is a parallel RLC circuit, the 
load resistor RL combines in parallel with R so thal rhe effecrive resistance in (6.18) is 
RRL/ (R  + RL). TI we define an external Q, Q,. $5 

w0L 
for series circuits 

BL 
Rr - for parallel circuits, 

h JOL. 

then the loaded Q can be expressed as 

Table 6.1 sumrnarizcs h e  above results for series and parallel resonant cucuits. 

6.2 TRANSMISSION LINE RESONATORS 

As we have seen. ideal luniped rlcrnents are usually unamirrable at microwave 
frequencies, so di.stributed elements me more commonly used. h this section we will 
study the use of transmission line sections with various lengths and terminations ( u s u d y  
open or short circuiteb) to form resonators. Since we will be interested in !he Q of these 
resonators, we must consider lossy transrnissirm Lines. 

Short-circuited A/2 Line 

Consider a length of lussy msmission line. short circuited at one end. shown 
in Figure 6.4. The line has a characteristic impedance Zo, propagation constan? $, and 
srtcnuatitiun constan1 n. AL the frequeacy d = d o .  the Length of the line is 1 = X/za 
where X = 2.rr/p. h r n  (2.911, the i n p u ~  impedance is, 
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TABLE 6.1 Summarjl of R d t s  for Ser ia  and Parallel Resonators 

Quantily Series Resonator I'mallel Resonator 

PQWH kSS 

Storeil magnetic energy 

Stored elecrric energy 

Resonant frquency 

Unloaded Q 

Extcrnd Q 

Using an identity for the hyperbolic tangent gives 

tanh at + j tan PE 
ZIn = 1 + j tan DP tanh a! 

Observe thaf Z,,  = jZo tan ,t3l i f  CI = 0 (no loss). 

FIGURE 6.4 A short-circuited length of lnssy txu-,srnission line. and the voltage distributions - 
for PI = f ( E  = X/2) and YZ = 2 ( B  = A) resonators. 
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3n practice, rnoa emsmjsdon Unes have small loss, so we can assume that at 1, 
and so tanhal -. oC. Now let s = ~0 + Aii, where A A ~  is small. Then, a s s u g  a 
TEM line, 

where up i s  the phase velocity of ihe cramnissinn line. Since .!? = A12 = T U , / U ~  for 
w = do. we have 

and then 

Using rltrese results in (6.24) gives 

since AwaP/uo << I .  
Equalion (6.25) is of the fom 

which is tfie input impedance of a series &LC resonant circuit, as given by (6.9). We 
can then identify the resistance of rhc equivalenl circuit w 

and inductance of the equivalent circuit as 

%e capacitance of the equivalent circuit can be found from (6.6) as 

The resonaror of Figure 6.4 rhus reso~afe.~ for di; = O (1 = A/2), and its h p ~ t  
impedance at this frequency is Z;, = R = Zoo(. Resonance also occurs for f = d / 2 ,  
n = 1 , 3 , 3 .  . .. . The voltage distributions for the rz = 1 and rr = 2 resonant modes S e  
shown in Figure 6.4. 

The Q of this resonator can be h u a d  from (6.8) and (6.26) as 
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sin= 8f = -rr at h e  first resonance. l%is result shows that the & decreases as the 
attenuation of the line increases. as expected. 

EXAMPLE 6.1 Q nf HaW-Wave CoaxiaI Line Resonators 

A 4'2  resonator js ro be made from a piece of copper coaxial h e ,  with an 
inner conductor radius of 1 mm and an outer conductor radius of 4 mm. If 
the resonant f~equency is 5 GHz, compare the Q of an &-filled c ~ m i a l  kine 
resonator ti, Ihai of a Teflon- filled coaxial line resonator. 

Solurdnn 
We must first compute h e  attenuation the coaxial line, which ran be done 
using rhe results of Example 2.6 or 2.7. From Appendix F, the ~onduciiviv of 
copper i s  g = 5.8 13 x 107 S/m. Then the surface resistivity is 

and the attenuation due to conductor loss for the air-filled fine is 

For Tcflan, F, = 2.08 and tan 8 = 0.0004. so the attenuathn due to conductor 
lasts for the Teflon-filled line is 

The dielectric loss of the air-filled line is zero, but the &electric loss of the 
Teflun-filled line is 

Finally, from (6271, the Qs cm be computed as 

n u s  it is seen that the Q of the air-filled line is almost twice that of the Teflon- 
filled line. The Q can be furher increased by using silver-plated conductors. 0 
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Short-Circrrited X/4 Line 

h padleI of resonance (antiresonance) can be achieved using a sh~rt-c&~ic~d 
eansmission line of length X/4. The input impedance of the shorted line of length ! is 

1 - jtanhaPcot~t 
= zo 

tanh t-d - j cot fit ' 

where the Iast result was obtained by multiplying both numerator and denominator 
-3 cot@. NOW a m e  that E = XI4 at IJ = 130, md let = wo + nu. Then, far a 
TEM line, 

Aha, as before, t a d  at .- a[ far small loss. Using these results in (6.28) gives 

since Q ~ A W / ~ ~  << 1. This result is of the s m e  form as the impedance of a parallel 
&LC circuit, as given in (6.19): 

Then we can identify the msistance of the equivalent circuit as 

and capacitance of the equivalent circuit as 

The inductance of the equivalent circuit can be found as 
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The resonator of Figw 6.4 thus has a p d l e l  type resonance for t = A/4. with an input 
impedance at resonance of Z;, = R = Zo/ak. From (6.18) and 16.30) the Q of this 
monaor is 

since d = .rr/Zj' at resonance. 

Open-Circuited A 12 Line 

A pmtical resonator that is often used in microstrip circuits cnnsists of an open- 
circuited length of transmission line, as shown in Figure 6.5. Such a resonator will 
behave as a parallel resonant circuit when rhe length is A/2. or muhples o i  A(2. 

The input impedance of an open-circuited line of length E is 

As before, assume that P = X/2 a! w = wo, and let w = do + Adl Then, 

and so 

FIGURE 6 5  An open-circuited kngrh of lossy transmission line. md the voltage distribrtthns - 
for la = I It' = X/2) and n = 2 ( l =  A) resonators. 
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md tmh cd .- a!?. Using these results in (6.32) gives 

20 
Ziu = nE + ,j(Awrr/ud- 

Cornparing with the ir~put impedance of a paalkl resonant circuit as given by (6.~9) 
suggests chat the resistance of  he equiudcnt RLC' circuir is, 

and the capacitance of the equivalent circuit is 

since ! = x/P at resonance. 
n 

EXAMPLE 6.2 A Hal[-Wave Microstrip Resonator 

Consider a micrustrip resonator constnicted from a ,4/Z length of 50 open- 
circuited rnicrrxstrip line. The substrate chichess is 0.159 cm. with €J = 2+2 
and tan 6 = 0.001. The conduct~rs are copper. Cornpu~e the length af thc line 
for resonance at 5 GHz, and the 0 of the wsonat~r. Ignore fringing tields at 
the elid of the Lne. 

Srrhriun 
From (3.1973. h e  width of a 50 $2 microstrip line on this subsuatc i s  found to be 

~JV = 0,49 cm, 

md the effective permittivity i s  

Tbm the resonant length can be calculated as 

- 
C g = - = - -  - 3 x lo8 

= 2.19 cm. 
2 2f 2f 6 - 2(5 x I P ) ~  

Tbe propagation constant is 
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From (3+199), the anmuation due to conductor loss is 

where we used R, from Exarnple 6.1. From (3.198). the attenuation due to 

Thcn from (6.35) t l ~ e  & i s  

6.3 - RECTANGULAR WAVEGUIDE CAVITIES 

Resonators can also be constructed from closed sections of waveguide, which should 
not be surprising since waveguides are a type of transmission Line. Because of radiation 
Lcbss frwn open-ended waveguide. waveguide resonators arc usually shorr cjrcuited at 
both ends, thus forming a closed box ur cavity. Electric and masmetic energy is stored 
within the cavity. and power can be dissipated in the metallic walls of the cavity as well 
as in the dielectric fillin3 the cavily. Cuupfing to rile res[~natr>r can be by a small a p c f i u ~  
or a smd I p~.ut)e or loop. 

W-c wil l  firsr derivc [he resolmnt frequencies for a general TE or TM resonant mode, 
and then derive an expressiun for [he Q OC l he  TEltlc mode. A complete treatment of 
the Q fur arbilrary TE and TM modes can be made using the same procedure, but is not 
included here because of iis length and cumplcxity . 

Resonant Frequencies 

The geometq of a rectltngular cavity is shown in Figure 6,6. It consists of a 
1 ~ ~ 2 t h  d of rec~angular wa\*cguide shorted ar bod1 ends Iz = 0, d),  We first find the 
resonant ii.qucnuies of this cavity under the assumption that the cavity is lossless. then 
we determine the Q using the penurbation method outlined in Section 2.7. We could 
&,gin wilh the wave cquarions and use the method of separation of variables frs solve 
for the eleanc and mage~ic.  fields that satisfy the boundary conditions of the cavity, 

it is easier to stm \\fith rhe TE and TM waveguide tields, which already satisfy h e  
"=essay boundary conditions on rhs side walls (a. = 0, n and y = 0, b) of [he cavity. 
Then it  is only necessary to enfmce the houodary condih ls  lhat E, = E, = 0 on the 
end wails a1 2 = 0. d. 

From Table 3.2 the transverse electric fields (Ex. E,) of the m,, ur TMmn rec- 
taflg~l;u waveguide n l d c  can be written as 
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FIGURE 6,6 A recbngu lar resunant cavity. and rhc electric tield dis&ibutions for ihe TElnl and 
TEloz msonrtn t modes. 

where E(x. y) is the transverse variation of the made, and A*, A- are arbitrary amplitudes 
of the forward and backward traveling waves. The propagation constant of the m, nth 
TE or TM mode is 

where k = w fi. and p, are the permcahility of permittivity of the material filling the 
cavity. 

A p p l y i ~  the condition that EL = 0 at 2 = O to (6.36) implies that A+ = -A- {as 
we should expect for reflection from ii pcficcly conducting wall). Then the condition 
that = 0 ar z = (I Ieads to the equation 

&(x,  o, d) = -E(x, u)A+2j sin pmnd = 0. 

The only nontrivial (A+ # 0) solution thus occurs for 

which implies that the cavity must be an integer multiple of a half-guide wavelenfl 
long at rhe resonant frequency. No nontrivial solutions arc ~ossible for other lengths, 
or for frtquencies olher than the resonant frequcncjes. The rectangular cavity is thus a 
waveguide version of the short-circuited X / 2  mnsrnission Line n%oflator. 



8.3 Recta~gular Waveguide Cavities 

A cutoff w a v ~ n u m h  for the rectangular cavity can be defined as 

men we can refer to the TE,,,t or TM,,t resonant mode of the cavity. where the 
indices m? ,n. E refer lo the number of variations in the standing wave pattern in the 
X, y, z chctions, respectively. The resonanr frequency of the TEmd or TMme m& 
is then given by 

Tf b < a < d, the dominant resonant mode (lowest resonant fiequencyl will be the TElo1 
mode. corresponding to the TElo dominant waveguide mode in a shorted guide of length 
A,/2. The dominant TM mode is the TM1 10 mode. 

Q of the TEioe Mode 

From Table 3.2, (6.36). and the fact that A- = -A+, the total fields for the TElot 
resunan1 m ~ d e  cim be written as 

T X  
E, = A+ sin - r e - j k  - $DZ], 6 . 4 1 ~  

0, 

Letring Ea = -%AC and using (6.38) allows these expressions to Ix reduced to 

T S  P7rz 
E, = & sin - sin - 

u d l  
-jE* TX 

sin - cos - 
a d '  

j ~ E a  x e ~ 2  H* = - 
h a  

CoS - sin - 
a d "  

Which ~ l a ~ l y  show that the fields form standing wavcs inside the cavity. We can now 
comp~fe the Q of this mode by finding the stored elecb-ic and magnetic energies. and 
the power lost in the conducting walls and the dielecmic- 

The sbred electric energy is, from ( I  .84), 
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wble the stored magnetic emrgy is, firm {l.g6), 

Since ~ K E  = Bv/flt and f l =  fllD = d m , .  me quanljty in pannh~sees in (6.4.761 
can be reduced 

which shows that I've = Wvk. Thus, the stored electric and magnetic energies WE equal 
at resonance, analogous to the RLC rcsonant circuits of Secrion 6.1. 

For small losses we can find the power dissipated in tbe cavity walls using h e  
pertubation method of Secdon 2.7. Thus, the power lost in h e  cirnducting ~ a l I s  is 
given by (1.131 as 

where fl, = d- is the sufidce resistivity of the metallic walls. and fft is the 
tangentid magnetic field at the surface of the walls. Us@ (6.42b.c) in (6.44) gives, 

where use has been made of the symmetry of the cavity in doubling the contrib~tiuns 
from rhe wdts at. .J: = r3,y = 0, and t = O tn accnuRt for the ~~ntr ibut iom €ro~n b e  
walls at s = 4.y = I ,  and z = d, re~pecti~~cly, The relations that k = 27r jA and 
& = k ~ i . 8  = 2dtlICA were also used in sjmplifying (6.45). Thlhen. from (6.7), the Q of 
the cavity with lossy conducting wdls but lossless dielectric can be found as 

We now compute the power lost in the dielecti5c. As discussed in Chapter 1, a lmsy 
dielectric has xi effective conductjvi ty D = wc" - wc,q rand. whme F = d - yd' = 
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e,tO(l - 3; tan 6). and tan 6' is the loss tangent of the material. Then the power dissjpated 
in the djelechc is, from (1.92), 

where I? is given by (6.423). Then from (6.7) the Q of the cavity with a lossy dielectric 
filling, bul with perfectly conducting walls, is 

The simplicity of this result is due to the fact that the integral in  (6.43a) for W, cancels 
with the identical integral in (6.47) for Pd. This result thus applies to Q,{ for an arbitrary 
resonant cavity mode, When both wall [osses and dielectric losses arc: present. the total 
power loss is PC + Pd, so (6.7) gves  tIzz Iota1 Q 3s 

EXAMPLE 6 2  Design of a Rectangular Waveguide Cavity 

A rectangular waveguide cavity is made frum a piece uf copper WR-I87 H- 
I band wak-cgujde. with = 4,755 cm and b = 2.3 15 c n ~ .  The cavity is filled 

with polyethylene { r ,  = 2.25, m6 = O.OU0-l). L€ resonance is to occur at 
f = 5 GHz, find the required length. d, md tl~e resuIring Q for the C = 1 and 
e = 2 resonan1 modes. 

SuIufion 
The wavenumber k. is 

From (6.40) the required length for resonance can be found as (m = 1: n. = 0) 

7r 
for C =  1, d =  = 4.65 cm! 

d(157.08)' - (~j0.02215)" 

for P = 2. d = 2{4.65) = 9.30 cm. 

From Example 6. I ,  the surface resistivity of copper at 5 GHz is Rs = 1.84 X 

R. The invinsic impedartcc is 
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Then from (6.46) the Q due to c m d u c ~ r  loss only is 
f o r t = l .  QE=3330. 

for e = a. Q, = 3864. 

From (6,48) the Q due to dielectric loss only is, for both l = 1 and = 2, 

So the teal Qs are. from (6.49) 

1 1 - 1 

for t = 2, Q = (= + %) = 1518. 

Note that the dielectric loss has the dominant effecr a n  the Q; higher Q 
could thus be obtained iising an air-filled cavity. These results can be compared 
to those of Exanlples 6.1 and 6.2. which used similar types of materials at the 
same frequency. 0 

6.4 CIRCULAR WAVEGUIDE CAVlT lES 

A cylindrical cavity resonator can be constructed from a section of circular wavc- 
guide shorted at bath ends, similar to rectangular cavities, Since the doruinant circular 
waveguide mode is the TEIl mode, the dominant cylindrical cavity mode is the TEIII 
mode. We wrll derive the resonant frequencies for the En,& and TMnd circular cavity 
modes. and the expression for the Q of ihe TEnnrP mode. 

Circular cavities are often used Tor microwave frequency meters. The cavity i s  
cclnshcted writh a movable top wdl  to allow mechauical runing of the resonant frequency, 
and the cavity is loosely coupled to a waveguide with a small aperture. In operation, 
power will be absorbed by the cavity as i t  is tuned to the operating frequency of he 
system; this absorption can he monitored with a power meter eisewhere in the system. 
The tuning d i d  is usually directly cdibrated in frequency, as in the model shown in Fig- 
ure 6.7. Since frequency resoiurion is dztermincd by the & of the resonator. the T ~ I  I 

mode is often used for frequency meters because its Q is much higher dm the Q of b e  
dominant circular cavity mode. This is also the reason for a loose coupling to the cavity. 

Resonant Frequencies I . 

The geometry of a cylindrical cavity is shown in Figure 6+8. As in  the case of the 
rectangular cavity. h e  solution is simplified by beginning with the circular waveguide 
modes, which already satisfy the necessary boundary conditions on the circular w a v e p d e  
wall. From Table 3.5, the transverse elecmic fields (E,,,E,) of the TEam OT m n m  

circuiar waveguide mode caa br: written as 
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mGm 4.7 Photograph of a W-band waveguide frequency meter. The knob rorates to changc 
the lengrh of the circufar cavity resonator; the scale gives a readout of the fre- 
quency. 
Photograph courtesy of Milljtecb C~rporadun, S. Deerheid Mass. 

where 5{p, 4) represents che tnrrsverse variation of the mode. and A+ and A- are 
arbitrary amplitudes of the foward and backward Waveling waves. The propagation 
constant of the TE,, mode is, from (3.126). 

while the propagation constant of the TM,, mock is, from (3.139), 

where k = wfi- 
Now in oroler to haw & = 0 at 3 = 0, ~ 1 ,  we musC haw A+ = -A-, and 

FIGURE 6.8 - 

A+ sin $v',,,d = 0, 

@t~md = t ~ ,  for C=0,1.2,3 ...., 

+4 cylindncd resonant cavity, and the elecb-ic field distribution for resonant modes 
with P =  1 or t =  2.  
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whicb implies that the waveguide must bz an integer number of half-guide wavelenm 
long. Thus, the resonmt frequency of the TEnd mode is 

and the resonant frequency of the INnd mode is 

c I,: 

Then the dominant TE mode is the Ell n l d e ,  while the dominant TM mode is the 
TM, lo mode. Figure 6.9 shows a nrud~ rlzarr for the lower order resonant modes of a 
cylindrical cavity, Such n chari is very useful for the design of cavity resonators, as it 
shows what ~nodss can be excited at a given frequency, for a given cavity size. 

Q of the TEnmt Mode 

From Table 3.5. (6.50), and he fact h a t  A+ = PA-, h e  fields of the Sd mode 
can lx w &en as 

Resonant mode c h a ~  for a cy Iindrical caviry- 
Adapted From data h r n  R. E. Collin, F~rrndcr~io~rsJ~r Miemwave Enginering (New Y&- 
McGraw-Hill. 1966). Used with pmmission. 
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.t.rrr 
Eo = cos n.0 sin - 

d '  

whae q = m, and 6 = -2jA+.  
Since the time-average stored elech-ic and magnetic energies are equal, rhe total 

stored energy is 

where the integraI identity of Appendix C. 17 has been used. The power loss in the 
conducting walls is 

nen .  from (6.8). the Q of the cavity with imperfectly conducting walls but lossless 
dieleclrir: i s  
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Fmm (6.52) anl (6.51) we see that d = e?rjd and (ka)? are constants mar do not vary 
with frequency, for a cavity with fixed dimensions. Thus, the Frequency dependence of 
QL. is given by k / R , .  which varies as 1/n; this gives the variation in Q, for a given 
resonan1 made and cavity shape CGxed tr,  rn, t, and ndn/a. 

Figure 6.10 shows the norrndized Q due lo  conductor loss for various resonant 
modes of a cylindrical caviiy. Observe that h e  TEoll mode has a Q significantly higher 
ihm rhe lawer-order T E l l l ,  TM(11rs. 11 modes. 

To compute the Q due to dielectric loss, we must compute the power dissipated in 
h e  dieIeotric, Thus, 

Then (6.8) gives the Q 

wherc m 6 is the loss tangent or the dielectric. This is  he same as the result for Qd of 
(6.48) for the rectangular cavity. When both cond~ctur and dielectric losses are present, 
the twd cavity Q can be fnund from (6.49). 

mGUR]E 6.10 Normalized $ for variaus cylindrical cavity modes. 
Adapted from dats from fl. E. CblYm. Forrnbulin~~~ for Micrt~wrrve firgirre~rir~g (New York: 
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n 

A c k u k  cavity resonatw with d = 2rm is to be designed to resonate a1 5 .Q GI+ 
in the TEflll mode. If h e  cavity is made f 3 ~ 1  coppr and is air-filled find its 
dimensions and Q. 

From {6.53a), !he resonant frequency of the TEUI i mode is 

Thus, since d = 2a 
f 

Solving for a gives 
. .- 

&A, l2 + ( ~ / 2 )  - - J ( 3 . 8 3 2 ~  + c~iii" 
a = = 3.96 cm. 

k 104.7 

Then d =  2~ = 7.91 cm. 
The surface resistivity of coppef (0 = 5-81 3 x 1 o7 S/m) at 5 GHz is 

Then from (6.57). with n = 0, 777 = = 1, and d = 2a* the Q is 

(ka)'qab 1 - ku-q -- 

Qc = 4@;, I2R, [(ad- 22R, 
= 42: 400. 

This can be compxed wirtr the rectmgular cavity of Example 6.3, which had 
Qc = 3,380 for the Elni mode and Qc = 3,864 for fie T E ~ I ) ~  mode. Note 
from Figure 6.113 that = 2a is clo$e to the opthum size f3F maximizing the 
Q of the TEQII mode. 0 

6.5 
DlELECT RIC RESONATORS 

A smdl disc ur cube of low-lws high dielecrtic cons tar  material can also b used 
as a microwave resonator. Such dieledtfic resonators are similar in principle to the 
rtctmgulzer w cylindrical cavities p r e v i @ ~ l ~  discussed; the high dielectric constanr d 
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the resonator ensures that most of the fields are contained within the d i e l e c ~ c  but, unl jke 
metallic cavities, there is some field fringing or leakage from the sides and ends of the 
dielechc resonator. Such a resonator is generally smaller in cost. size, and weight 
than an equivalent metallic cavity. and can very easily be i n c o ~ ~ ~ t c r l  into microwave 
integrated circuits and coupled to planar transmission lines. Materials with dielectric 
constants 10 < - e,. - < 10U are gcnerzilly used, with barium tetratitanate and titanium 
dioxide being typical exampfes. Conductor loss~s  are absent, bul dieleclric loss usua]lv 
increases with dielccrric constani; (2s of up to several housand can bc achieved, however. 
B J ~  using an adjus~able metal p la~e above the resonator. the resonant frequency can be 
mechartjcally tuned. 

Below we will present an approximate analysis for the resonant frequencies of the 
TEoF mode of a cylindrical dielectric resonator; ths mode is h e  one most conunody 
used in practice, and i s  analogous tu the TEoll mode of a circular metallic cavity. 

Resonant Frequencies of TEOlb Mode 

The gcmetry of a cylindrical die-Iechic resonatur is shown in Figure 6.1 I .  The basic 
operation nf h e  TEal& ~nnde can be explained as follows. The dielectric resonator is 
considered as a short lenglh, L. of' dielechic waveguide open ar both ends. The lowest 
order TE mode of this guide is the T h l  mode, and i s  the dual of the TMol ma& 
of a circular n~etallic waveguide. Because of the high permitliviry of the resonator, 
propagation dong chc z-axis can occur inside the dielectric a1 the resunant frequency, 
but the fields will be cut off {evanescent} in the air regions around the dielectric, Thus 
the H, field will look like h a t  sketched In Figure 6,12: higher-order resonant m d e s  wlll 
have n~are  variations in the 2 direction inside the resonator. Since the resonant lengthfi, 
L,. for the TEora mode is less than Xg/2, [where A, is rhe guide s.avelength of rhe TEQI 
delecuic waveguide made). the symbol 6 = 2L/A!, < I is used to denote the r variation 
of the resonant mode, Thus the equivdeni circuit of the resonator looks tike a length of 
transmission line terminated in purely reactive Inads at both ends. 

Our analysis will follow that of refcrcnce [2 ] ,  which involves the assumption that 
a magnetic wall boundary condition can be imposed at p = a. This approximation is 

FIGURE ti.11 Gtomelry of a cylindrical dielectric resonator. 
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Magnetic 
r f o r p =  

wall boundary condition approximation and distribution uf 
0 of the 6rsi mode of the cylindrical dielectric resonalor. 

based on the Fact hat  h e  refleccion cixffioient of  a wavc in a high diclecbic coilstanl 
ream incident on an air-f ikd region approaches +i: 

This reflection coefficient is the same as that obtained at a magneric wall, or a perfect 
Open circuit, 

We begin by finding the fields of the TErll dielectric wav-eguide mode with a magnetic 
wall bundary condition at p = a. For TE rnorles. Ez = 0. and Hz must satisfy the 
wave equation 

for IzJ < L/2 
for lei > L/2- 

S h e  a/at$ = 0, the transverse fieids are given by (3.1 t O j  as follows: 
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wherc k: = k2 - P2. Since Hz must be finite at p = 0 and zero at p = a (the magnetic 
wall), we have 

whpre k, = 1al/a, and A h I  ) = 0 (pol = 2.405). Then from (6.62) tbe transverse fields 
xe 

NOW ijn the dielechic region, lz 1 < L / 2 .  fhe propagation constknt i s  real: 

and a wave i m p e h c e  cm be defined as 

In the air region, I z f  > L/2,  the propagation constanr will be imaginary. so it is couve- 
nient to write 

and to define a wave impedance in the air region as 

whch is seen to be imaginary. 
From symmetq. the H, and Eb field distributions for the lowest-order mode will 

be even func t i~ns  about z = 0. Thus the transvem fields for the T&,6 mode can be 
wrimn far 121 < L/Z as 

and for lz[ > L/2 as - 

where 4 and 3 arr: unknown amplitude coeficients. In (6.68b). the * sign is wed for 
z > L/2 or 2: < -L/2 ,  respectively. 
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Matchjog tangentid fields at z = L/2 (or z = -L,/2) leads to the following two 
equarions: 

which can be reduced to a single transcel~dental equation: 

PL BL 
-3'2, sin - = Zd cos -. 

2 2 

Using (66%) and 16.6661 dIows this to be written as 

where /3 is given by (6.65a) md a is given by (6.66a). Tlus equation can be sdved 
numerically fm X-0. which determines fie resmani F~eyuency. 

This solution is relatively crude. since it ignores fringing fields at the sides of the 
resonaxor, and yields accuracies only on the order of 10% (not accurare enough for most 
practical purposcs 1. but it servcs to ilIustriite the basic behavior of dielectric resonators. 
More accurate solutions are available in [he literature 131. 

The Q of the resonator can be calculated by deccrmining the stored energy (inside 
and outside the dielectric cyIinder1, and he power di.ssipaied in tlre dielectric and possibly 
lost to radiotion. If the latter is small,   he Q can be appro-nlaled as 1 j tantf, as in tbe 
case of the metallic cavity resonators. 

rn EXAMPLE 6 5  Resonant Frequency and Q of a Dielecltric Resonator 

Fmd the resonant frequency and approximate Q for the TEoln mode of a diela- 
I 

trit resonatw made from ~iiania. wifb c, = 95. and tan h = 0.00\. The r e s w i a t ~ ~ ~  
dimensions are a = 0.413 cm, and L = 0.8255 cm. 

5'0 lu r ion 
The ~ranscendenlal equation of (6.70) must be solved for ko, with 0 and 0 given 
by (6,BSal and (6+66a). Thus, 

where 

m d  
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S h a  a and fl must borh be red. the possible frequency range is fmm f, to f2, 
u h e  re 

Using the interval-halving method (see the Pnifit of Interesl on root-finding 
algorithms in Chapter 3) LO find the r~rrlr  of h e  above equalion gives a resrbnant 
frequency of about 3.152 GHz. This compares with a measured wlue of abuut 
3.4 GHz from referencr [2 ] .  indicating a 10% error. The approximate Q, due 
to dieleclric loss, is 

1 
Q b =  - = 1WO. 

tan b 

6.6 FABRY-PEROT RESONATORS 

In principle. the previously descl-ihed wscmn€ors can ht used at arbitrarily high fe- 
quencie~. Bui examina~ion rjf thr: sxp~.essions for Q, due Lc1 conductor losses shows hat 

the ( -  will decrease as I for a given cavity or ~ansmission line rescjnutor. Thus, at 
very high frequencies h e  Q of such resonators may be tc>o small to be useful. In addition, 
at high frequencies the physical size of a w v i ~ y  operating in a low-order mode may be 
too small to he practical. If a high-nrder mrde is used, the resonances of newby modes 
will be very clr~sc in Frequency, rrnd because of  !he iinits band wid^ of these mocks there 
may be hrle 01 no sepmijon hetwecn t h e ~ r ~ ,  muking such restmators unusable, 

A conceptud way of avoiding these difficulties is ro remove the sidewalls of a cavity 
resonator. which has h e  effect of reducing conductor losses and {he number of pnssihlc 
resanarrt modes. Such ;in upetr rcsmrunr hus consists of two pmlkl metd pl~res,  as 
shown in Figme: 6.13; this is also kno~v a5 a Fabry-Perot resonator, since ir is similar 
in principle to the optical Fab~y-Perot interferon-leter. In order ror [he device to be 
useful. the places must be very parallel. and large enough in exten1 sr, that no significant 
radiahn leaves ihc region between the plates- These constrain~s can be relaxed by using 
spherical or parabolic-shaped rsflecting mirrors to focus and confine the energy to a 

FIGURE 6.13 An idealized Fakiry-Pemt resonator oonsistbg ~f two p a d e l  conduchg plates. 
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stable mode pattern. Such quasi-op~ical resoilators we very nseful at millimeter wave 
and sub-millimeter wave frecl~tencjes. and x e  similar 10 those used in laser applications 

i n f r s ~ d  md visible wavelengrhs. Figure 6.14 shows a pho~ograph uf such a resonator, 
These types of resonators also find applications in h e  meal;~!remcnt of dielectric: constants 
31 tnillinlc~er wave rrequcn~ies 141. We will firs1 consider the operation of the idcalked 
~ r d l e l  plate resonator of Figure 6.13. and h e n  discuss the stabiliiy of remnatnrs with 
plane and spherical n~ifiotii. 

Lf we assume the p m l ~ e l  plates of Figure 6.I3 10 be infinits In extent.  hen a TEM 
{plane wave) sranding wave field can exist between the plates with the following form: 

Ex = Elo sin knz, 

where Eo is an xbjtrary amplitude constant and 710 = 377 R is the intrinsic impedance 
of free-space. These fields already satisfy the bnundary condition that E, = Q at z = 0; 
tc~ satisfy the baun&ary cotlditions that E, - O at z = $, we must have hat 

mGU RE; 6.1 4 Photagraph of a Fabry-Peror Fesonacor uperaling at I 83 GH2 with a mads: amber 
of 244 [nominally). One ~Aector is a Rat plate. and the other is a movable 
sphericd ~eflector. 

P h o b p p h  cowesy of W i w b  Carporation, S. Ikm-tield. M w .  
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which determines the resonant frequencies. Note that there is only a single index, e, fm 
these modes, as npposed ~o three indices for rcctmgulz~ csr cylindrrcd cavities; this is a 
conqnence of h e  absence of c ~ n d u c  ting sidcwails. 

We can determine h e  Q of ihe resonator as follows. The storfd elccVic energy is, 
for 1 m2 of cross section, 

T h e  stored magnetic energy per square meter. of cross section is 

which i s  seen to be equal tn the stored electric energy. The power Iost per square meter 
~JI both conducbg plates is 

so the Q due to conduc~or Ioss is 

which shows that the Q increases in proportion to the mode numbcr J!; l? is  often several 
thousand or more for such rcsmntors. Lf the rcgon between the plates is filted with a 
dielectric material w l a  tangent S ,  it i s  easy to show that the Q due to dielectric loss is 

1 
Q d =  - 

tan S - 

Dielechic is sddom used in such resonators, however, because of  its limiting effect an 
h e  Q. 

Stability of Open Resonators 

We now qualiratively discuss some of' h e  properlies of open resonators using curved 
mirrors. The general geometry is shown in Figure 6.15. which shouts two spherical 
mirrors having radii of c w 8 u r e  Rt and R?. and separated by a distance d. Depnding 
on the focusing properties of these mirrors. the energy in the resonator may be confined 
to a narrow region aboul the axis of the mirrors (stable). or it may spread out beyond 
the edges of the mimnrs (unstable), resulting in a high degree of loss. 

Using ray optics [5],  it can be shown t h a ~  the open rcsunaEor geometry of Figure 6.15 
will suppart a s~able nlode if the following condition is met: 
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FIGURE ri.15 Geometry of an open resunator using two spherical mirrdd. 

This stabiIity criterjnn can be presented in graphical f r m .  as shown in Figure 6-16. The 
boundaries associated with the inequality on the left-hand side r)f (6.77) arc straight lines 
at d / R l  = 1 and d / R  - 2 = I ,  while rhe boundaries associated wirh h e  inequality on 
the right-hand side of (6.77) are hyperbolas with a focus at d/R1 = d / R  - 2 = 1. We 
can now consider some special configurations. 

r e - e  e u r  This is essentially the idealized resonator of Figure 6-13. 
The radii nf curvamre are RI = R2 = x, so his configuration corresponds to h e  point 
d/Rl = d l &  = 0 in Figure 6.16, which is seen to be right on h e  boundary between a 
stable and unstable region. Thus, any irregutxities, such as a lack of paraUelism in the 
mirrors, will result in an unstable system. 

Confocal r-esortdor. In this case, Rr = R2 = d,  corresponding to a symmetrical 
confignration. This resnnatnr i s  represented by a point between a stable region and 
unstable region, and so is very sensitive to irregularities. 

1, FIGURE 6.16 Stability diagram far own mnators. 
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Cmcentrrc re~unaturs. Here RI = R2 = d / 2 ,  and the two minors have the s a  
center. hcnce the Eerm concentric. This configuration dso  lies at the edge of a stable and 
unstable region. 

Sju/de ~CSOIIU~U~J. Symmetrical spherical resonators can be made s ta blc by chaos- 
ing d/RI -- d/Rz arourrd 0.6, i n  which case the resonator i s  between the ctmfocal and 
parallel plane designs. or around l.4. i n  which case h e  resonator I s  between the confocaj 
and uonctln~riu designs. 

6.7 EXClf ATION OF RESONATORS 

We now discuss how the resonalrlrs of the previous sectinns can be coupled to 
extermal circuim. In general. the way in which h i s  is done depends on h e  type of 
resonator under consideration: snme typical coupling trchniques are shown for various 
resonators in Figure 6.17, In this section we will discuss the upcration of some of the 
more common cuupIing techniques. norably gap coupling and aperture coupling. First 
we wifl iliustrare [he concept of critical coupling, whereby a resonator can be matched 
to a fedl int ,  using a lumped-dement resonant circuit. 

Critical Coupling 

To obtain maximum puwer trmsfer between a resonator and a feedine, the resonalor 
must be matched to the feed at the resonant hequcncy. The resonator is then said to 
be critically coupled to the feed. We will first illusmate h e  hasic concept of critical 
c a u p h g  by considering the series resonant circuit shown in Figure 6.18. 

From (6.9). the input impedance near resonance of rhc series resonant circuit of 
Figure 6.18 i s  given by 

and the unloaded Q is, from {6.8), 

At resonance. b~t: = O2 so from (6.78) the input impedance is Xi, = R. In urder to 
match the resonator to the line we must have, 

Then the unluaded Q is 

From (6.221, the external Q is 
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FIGURE 6,17 Coupling to microwave resonators. (a) A microstrip transmission line resonator 
gap coupled to a micrns~ip feedl~nc. (b) A rectangular cavity resonator fed by a 
coaxid probe. { c )  r9 circuldr cLLv~LY Rsmator aperture coupled 10 a te~la~l$dZkI 

waveguide. (d) A dlc]ecrri~ resonator coupled lo a microstrip feedine. (el A 
Faby-Perot resonator fed by a waveguide ham antenna. 

which shows that thc externd and unloaded Qs are cqual under the condition of critical 

- 

It is useful to define a cocfficieni of co~pljng, g, as 

A series resonant circuit coupled to a feedline. 
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which cm t>r: to both series @ = ZdE2) and parallel @ = R/20) monmt 
nen ,  &= cases can be distinguished. 

1. g < 1 The resonator is said to be undercoupled to h e  feedline. 
2. g = I Thc resonator is  critically coupled lo the fecdline. 
3. g > 1 The resonator is said to be overccsuplccl to the fecdline. 

Figure 6.19 shows a Smith than sketch uf the in~pcdance loci for thc series resonat 
circuit, as given by 16.78). far various values of R correspnnding to the above cases. 

A Gap-Coupled Microstrip Resonator 

Nea we consider a h/2 npen-citcuited microstrip resonator coupled to a rnicrosvip 
feedline, as shown in Figurc 6.t7a. The gap in h e  miurnstrip line can be approximated as 
a series capacitor, sn the equivalent circuit of this resnnatnr and feed can be consmctd 

FIGURE 6.19 Smith chart Uusmting coupling 10 n xrim RLC circuit. - 
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- 
F e d  line Open-circLIl1 

b/2 resannmc 

FIGURE 6.20 Eyuivillenl circuit of the gap-couplcd micros,srrip resonator of Figure 6 . 1 7 ~  

as shwm in Figure 6.210. The normalized input impedmce seen by the feedhe is then 

Z - . [(l/wC) + ZD cot fill tm ,3P + h, z = - -  -3 
&I zn b, tan dI: 

where b, = ZuaCr i s  the normalized susceptmce of the coupling capacitor, C. Resonance 
occurs w i h  ~7 = 0, nr when 

me solutions to this transcendental equation are skstchzd in Figurr 6.2 I .  In practice. 
h, < 1, so that the first resonant frequency. wl, will be close to the frequency for 
which = T [(the first reso~lant frequency of the tinloaded resonator). Ln this case 
the coupling of the feedline to the resonator has the effect of lowering its resonant 
frequency . 

We now wish to simplify the driving point impedance of (6.84) to reIate this resonator 
to a series RLC equivalent circuit. This can be accomplished by expanding r(iz) in a 
T a y h  series about the resonant frequency, dl. and assuming that h,. is small. Thus. 

- FIGURE ti.21 Sdurions to (6.85) for h e  msonant frequencies of &e pp-c~upled mimostrip 
resonator. 
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Fmm {.EN) and (6.851, d w 1 )  - 0- ?%en, 

-,jser2~l!d(?3f) - j [ l+b ; ) !  j t j.rr 
-- - - - -- *J - - 

LC tan l i p  d u  l$ v, g~ip LJ@' 

since b, << 1 a d  f = ~ 2 t ~ / ~ 1 ~ ,  where II~, i s  h e  phase veIocity of the transmission line 
( a s s m e d  TEMj. Then the normalized impedance can he writ~en as 

So far we have ignored losses. but for a high-Q cavity lnss can be included by 
replacing Ihe resonant frequency dl with h e  complex resonant frequency given by 
w, (1 + j/2C)), which ibllows from (6.10). Applying this procedure to (6.87) gives 
the input irnpedmce of gap-coupled lossy resonator as 

Note that an uncoupled A12 apen-ckuited transmission line resonator looks Like a para]- 
Icl RLC' circuit near resonance, but present case r ~ f  a capacitive coupled A/2 resonator 
looks like a series RLC circuit ne;u rcsonmce. This is because the series coupling ca- 
pacitor has the effec~ of inverting the driving point impedance of the resonator (see the 
discussion of impedance inverters in Section 8.5). 

At resonance. thea, h e  input resistance is R = Zo7r/2&6;. For critical coupling we 

must have R = Zo, or 

The coupling coefficient of (6.83) is 

7 lf h, > J T ~ G ,  hen r -  < I and the resonator is undercoupled: if b, < n/2Q, then 
g > 1 md the resonator is overcouplcd. 

EXAMPLE 6.4 Design of a Gap-Coupled Microstrip Rmnator 

A resonator is made from an open-circuited 50 0 microstrip linc, and is gap 
I coupled to a 50 CI reedline, k~ in Fipurc 6.17a. The resonator has a length 

of 2.175 cm, an effective dieleclric: constant of 1.9, and an attenuation of 
0.01 dB/crn near its resonance. Find the vdue of  h e  coupling capacitor re- 
quired for critical coupling, and the resulting raunant frequency. 

Su 114 tion 
The first resonam frequency will occur when the resonator is about k = A,/2 
in length. Thus. ignoring fringing fields, the approximate resonanr frequency is 
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which d m  nut Ehe effect of Lhc coupling capacjrw. Then from (6,351 
the Q of this resonator is 

From (6.89) the normalized coupling capacitor susceptmcc is 

so the coupling capacitrrr ha5 a value of 

which shuuld result in  he critical cr~upling of the resonator to the 50 fl feedline. 
Now that C i s  determined, the exaa resonant freque~cy can he found by 

s~lving the kanscenckntal equation OF (6.85). Sine. we h o w  from the graph- 
ical solution of Figure 6.21 hat the actual rescrnanr lrcquency is slightly luww 
than the unloaded resonan1 frequency tsf 5.U GHz, i~ is an c a y  matter to cal- 
culate (6.851 for several rrcquencjes in this vicinity, which leads to a vaiue of 
*out 4.9 18 GHz. This is about I .6% lower t h a ~  the unloaded resonant fre- 
quency. Figure 6.22 shows a Smirh chart plot of h e  input impedance nf [he 
gap-coupled resonator for coupling capacitor values chat lead to under, critical, 
and overcnuplcd resnnators. Q 

An Aperture-Coupled Cavity 

As a final example- uf resonator excitation. we wiil consider the apeflure coupled 
waveguide cavity shown 'ur Figure 6.23. As discussed i r ~  Section 4.8. a small stperturn 
in the uansverss wall acts as a shunt inducrmce, If we consider the first resonant 
mode of the cavity, which occurs when the cavity length P = A,/2. hen the cavity can 
be considered as a ~ransmissic~n line resonator shofled at one end. The apeflure-coupled 
cavity can Fhen bt nsodeled by the equivalent circuit shown in Figure 6.23. This C ~ T C U ~ I  is 
basically the dual nf h e  equivalent circuit of' Figwe 6.20. Ior the gap-coupied micrnstrip 
resonator. so we will approach the solution in the same nsarrner. 

The nurmaiixed input admirtmoe seen by the feedline is  

(;; tan fit + x, 
3 = Z0Y = - j  - +cnt/3f) = - * j  ( 

xr. tan ,fit 

where XL = dL/Zo  is the normalized reactance of the aperture. An anriresonance occurs 
when the numerator of (6.91 ) vanishes. or whea 

which is similar in form to {6.85), Tor the case uf the gap-coupled microstrip msonator- 
In practice. PA << 1, SO thai ihc first resonam frequency. will bc clnse to Ihe resonant 
f q u e n c y  for which O l =  K* similar to the solution illustra~cl in Figure 6.2 1 .  
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FIGURE 6.22 Smih ohart plot or input impedance of the gap-couplcd rnlrrrosirip resonafar of 
Example 6.6 versus i'requerrq fur vmous vairrrs of the coupling mpaciror. 

Using the same procedure as ~II the previous seclion, the input admittance of (6.9I) 
can be expanded in a Taylor series a b u t  the resonant frequency, w i ,  assuming 1 L <( 1, 
tr, nbrain 

since $r(wl) = O. For a rectangular waveguide, 

where c is the specd of Light. Then (6.93) cm be reduced to 

j7TkD(d - cdi 1 
M(W) = 3 2 4  

In (4.941, &, 0, and 21; should be evaluated at the resonant frequency wl . 
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;:;o -Shf l  circuit 

- 
NGURE 6.23 A rectangular waveguide apenure coupled to a rectangular cavky. 

Loss can now be included by assuming a high-& cavity and replacing w 1 in h e  
numerator of (6.94) with d I ( l  + j/2Q), to obtain 

At resonance, the input resistance is R = 2 Q B 2 r ~ ~ Z u , / ~ k q i 4 .  To obtain critical 
coupling we must have R = .To. which yields rhe required aperture reactance as 

From XL, the necessary aperture size can be found. 
The next: resonmr mode for h e  aperture-coupled c a v i ~ y  occurs when rhe input 

impedance becomes zero, or Y + m, From (6.91 ) it is seen that this uccurs at a 
frequency such that tan J P  = 0, or f ie = x. In this case thc cavity is exactly Xg/2 
long, so a null in the transverse electric field exists at the aperiurt plane, and the 
apertu~e has no effect. This made is of 13 ttlc practical interest. because of this loose 
coupling. 

The excitation of a cavity resonator by m electric current probe or loop can be 
malyzed by thc metl~od of modal analysis, similar to that discussed in  Sections 4.7 and 
4.8. The procedure is complicated, however, by the fact bat a complete modal expansion 
requires fields having irratationd (zero curl) components. The i nteresfcd reader is referred 
to references [ I ]  and [6]. 

FIGURE 6.24 huivdenr c i r c ~ t  of h e  apertuteaupled cavity. 
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6.8 CAVITY PERTURBATIONS 

In practical appljcation:, uavil_v resonators are ofien modified by making small 
changes in heir shape, or by he inlrod~lction of s~wall pieces of dielcchc or med- 
lic m ~ r i a l s .  For example. the resonan1 frequency of a cavity can be easily tuned w j ~  a 
small screw (dielectric {>r rncrdlicj [hat enters [he c a v i ~  volume, or by changing thc size 
of h e  cavity with i t  movable wall. Another application ii~volves the determination of 
dielectric constant by measuring the shift in resonant kquency when a s d l  d i e l e c ~ i ~  
sample is incrduced into the cavity. 

In same cases. h e  effect of such perturbations on h e  cavily perfomance can 
cdsula~cd exactly. but often approximatinns must be made. One useful technique fm 
doing ~ h j s  i.s the perturbational method. wl~ich assumes that the actual fields of a caviv 
with a small shape n~ materid perturba~ion are not greatly different from t h ~ s e  of the 
unprturbed cavity. Thus, this techrtiquc is sin~ilar in canccpl to the pertlrrbational 
nlethud introduced in Section 2.7 for treating loss in pod ~.i~nductars, where iit w a  
assumed that tht-re was nuL a significant difterencc between the fields of a component 
with goad conductors and one with p r k c t  conductors. 

h this section we will derive expressions for d~e approximate change in resonant 
frequency when a cavity is perturbed by malJ changes in the material filling h e  caviky. 
or by small changes in its shape. 

Material Perturbations 

Figure 6.25 shows a cavity pemrbed by a chanse in h e  prmitrivity {As), or per- 
meahili~y ( L i p ) .  of all w pan of  he materid fillinb b the cavity. If Eu, Rn are the fields 
of the original cavily. and 2.B are the fields of the perturbed cavity, lhcn Maxwell's 
curl equations can be written for the two cases as 

- 

0 x Efl = -jwD0, 6 . 9 7 ~  

a x & = jkio.,rI?,o, 6.972, 

V x E = - jw(p  + Ap}ff 6.98a 

V x fi = JLJ{E + AE)E. 6.98b 

FTGURE 6,25 A resonan[ cavity pwturlxd by il chmge in tfte permittivity nr permeability of 
' 

the material in the cavity. (4) Original cavity. (b) P e h d  cnvlty . 
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where is the remnant frequency of the original cavity and w is the resonant frequency 
of the perturbed cavity. 

Now mulhply the conjugate 01 (6.97a) by X and multiply (6.Y8b) by E; 10 get 

subtracting lhese hvo equations and using the vector identity (B.8) that V . (,4 x 3) = 
B . ~ x A - A - ~ x D _ e i v e s  

Similarly. we multiply the conjugate of (6.9%) by j!? and mu[tiply (698a) by B$ to get 

Subtracting these two equations and using vector identity m.8) gives 

Now add t6.994 and (6.99b). integrate over ~e volume bb. and use the divergence 
theorem to obtain 

where the surface i n t e d  is zero because fi x E = 0 on So. Rewriting gives 

T h i s  is an exact equation Em the change in  resonant frequency due tu material 
~Hurbat ions .  but is  not in a very usable form since u.e generally do nor knnw I: and 
n. the exact fields in [he perturbed cavity. BUL. if  we assume that hr arid & wc small. 
then we can approximate the perturbed fields E. B by the orig~nd fields gou Ru. and d in 
h e  denominator or (6.10 I) by do. LO Sve the fractional change in  resonant liequency as 

W - L30 -- - Jii (Ac(Eo(' + Air dc  
- 6.102 

% J, [el&,12 + PI&/') du 

This result shows that any increase i n  E ar p at any point in the cavity will decrea~e 
the resonant frequency. I h e  reader may also ohserve h a t  the terms i n  (h.l[l?) can be 
-1ated to the stored eleclric and rna@etic energies in the original and permtbed caviues, 
so that thc decrease in resonant fiqueucy can be elated m h e  increase in stored energy 
of the perturbed cavity. 
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EXAMPLE 6.7 Material: Perturbation of a Rectangular Cavity 

A rectangular cavity operating in the TElol mode is px-tufbed by the insertion 
of a thin didechic slab into the bottom of the cavity. ax shown in Figure 6.26. 
Use h e  perturbational result of (6.102) to derive an expression for the change 
in resonant frequency. 

Suiurir'on 
Fmm ( 6 . 4 2 ~ ) ,  the fields for the unperturbed TElol cavity mode cm be writ- 
ten as 

XX 7iZ Ev = Asin -sin -, 
a d 

-jA rx 7 f ~  
Hz = - sin - cos - 

ZTE a 6 ' 
j?TA 7rT L'Z 

ffz = - cos - sin d. 
kva u 

In the numerator of 16.102), AE = T E ,  - I)cO for 0 < g 5 t, and zero elsewhere. 
The integral can then be evaluated as 

The denominator of (6.102) is proportional to the tarat energy in the unpertu&ed 
cavity, which was evaluated in (6.43), thus, 

Then (6.102) gives rhe fractional c h g e  [decrease) in resonant frequency as 

FIGURE 6.26 A rectangular cavity perturbed by a thin dielectric slab. 
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Shape Perturbations 

Changing the size of a cavity or inserting a tuning screw can be considered as a 
chmge in the shape of the cavily and. for small changas. can also be treated by the 
Frnrrhation technique. Figure 6.27 shows an x b i t r q  cavily with a perturbatiun in its 
&ape: we will derive an expression for the change in resonant Irequcncy. 

As in the case of material perturbations, let &. Ht,, LLH be the fields and resonant 
frequency of the original cavity md let E,  &. ~ c .  be h e  fields and resonant frequency of 
tht: perturbed cavi~y.  Then Maxwell's curl  equarions can be witten far tfie two cases as 

Now rnulliply rhe conjugate of (6.103a) by R and multiply (6.104b) by & to get 

Subhacling these two equations and using vector identity [(B. 8) hen  gives 

Similarly. we multiply the mnjugale of (6.103b) by J!? and (6.104a) by fl; 10 get 

Subtracting and applying vector identity (8.8) gives 

FIGURE 6.27 A resonant cavity pmubed by a change in shape. (a) Ori@d cavity. (b) Per- - W d  cavity. 
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p~~~ a& (6.105a) and (6.105b). integrate over the volume I/'. and use the divergence 
thmrem to obtain 

since ii, x ,? = Q on S. 
Since the perturbed surface S = St, - AS, we can write 

h a u s e  A x Eo = O on SQ. Using this ~ s u l r  in ('6,106) gives 

which is an exact expression for the new resonant frequency, but not a very usable one 
since we generally do not initially know E, g, or d. ff wr assume 15' is small. and 
approxinlarc E. rf by the unpenurbcd values of a. then thc numerator of (6.1 07) 
cam be reduced w follows: 

~ s $ ~ R . d s z ~ 5 $ ~ ~ g d ~ = - j d 0  ( L \ ~ ~ - ,  6.108 
L v *  

where the last id~nr i ty  follows from consen)ation of power. a derived from lhe conjugate 
of (1.87) with g. &. and lei., set to zero. Using this result in (6.107) gives an expressioii 
for h e  fractional change in resonant frequency as 

where we have also assumed thal [he denominator of C6.107), which represents the 
total energy stored in the penurkd cavity, is approximately the same as that for the 
unperturbed cavity. 

Equation (6.109) can be w h e n  in terms of  stored energies ac follows: 

where AW, and AJV, are the changes in the stored magnetic energy and electric energy, 
respectively. dter the shape pedurbation, and I+',, + Ri, is the wtal stored energy in the 
cavity. These results show r h a ~  h e  resonant frequency may either increase or de-9 
depending on where kt ~urb;l l t inn is Imakd and whefner i t inrreaes ns decreases the 
cavity volume. 

#-', 

Ex&WLE 6.8 Shape Pedurhation of a Rectangalar 

A h screw of radius mr-r, extends a distance Q through the center of the top wall 
of a rectangular cavity operatbg in the TElal mode. as shown in Figure 6.28. 
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p l ~ u R E  6.28 A rectangular cavity p a t u ~ b e d  by a tuning post in the center of the top wall. 

If tht: c a v i ~  is air-filled, use (6.109) to derive m expression for the change in 
resonant frequency from a e  unperturbed cavity, 

Sd~t io / z  
From [6.42a-cl, the fields for the unperturbed TElnl cavity can be writren as 

- 4  7rr T Z  
IfL = - sin -- cos -, 

ZTE u d 

Now if the screw is thin. we can clssurne that the fields we constan[ over the 
cross-seslion of the screw and can be represented by thc? fields at z = a/2.  z -. 
d /  2: 

Then [he numerator of (6.109) can be evaluated as 

W ~ ~ I Z  Ab' = TB< is the volume ofthe screw. The denominator of  (6.109) is, 
fmm (6.431, 
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where & = abd is the volume af the unperturbed cavity. Then (6.109) gives 

wh'rch indicates a low-g of he resonant frequency. 
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PROBLEMS 

6.1 Consider the loaded parallel resonant circuit shown below. Compute tha remnant frequency, 
ru~Ioaded Q. and loaded Q. 

Kesonatrlr Load 

6 2  Derive an exprmian far the Q of a transmission h e  monator consisting of a short-circuitd 
transmission line 1X long. 

6 3  A transmission line resonator i s  fabl-ic~led f m  a X/4 Ienth of npen-circnited line. Find tbe Q 
of rhis resonator i f  the cump1e.u propagarion constant nf h e  iine is n + j$. 

6.4 Consider the monator shown Mow, consisting of a A/2 ]en@ of losslesz uansmission line s h o d  
at both ends. At an nrbilray point z on the Iine. cornpu te the impdances Zr and ZR seen looking 
to t l ic left md to the righr, and show that ZL -- Zi.. ITlGs candiiion holds m e  fur any [usstess 
manaror md is the basis For the transverse resonance technique di.wussed in Sccdon 3.9,) 



Problems 

65 A psonaror is constructad fram a 3.0 cm length of 100 air-filled coaxial line, shorted at m e  end 
and terminated with a capacitor at the other end. as shown, (a) Determine the capacitor vduc ro 
achieve the Inwest-order resonance a1 6.0 GHz. Ib) NOW assume tha l  loss is introduced by placing 
a l0.000 R resistor in para1 lcl with the capaciror. Calculate the Q. 

-i 3.0 cm - 

6d A transmission line resonator is made from a length or tossless tmsmission line of characteristic 
irnpcdmce ZLI = 100 h2. If the line js terminated at both ends as shown, find P/X for the first 
psnnance, and the Q of this popatur.  

6.7 Write the expressions for the I? and 1-I fields for a short-circuited X/2 coaxial line resonator. and 
&OW that the time-average stored electric and magnetic energies are equal. 

6.8 A series U C  resonant circuit is connected to a length of transmission line that is X/4 long at its 
r~wnmt  frequency. Show that. in the vicinify of resonance, the input impedance behaves like &at 
of a pardel RLC circuit. 

&-filled, silver-plated recmgular waveguide cavity has dimensions a = b = d = 5 cm. f ind  
the -sonant frequency aad Q of the TElnl and TErm modes. 

'Io &rive the Q for the TMI, I mode of a rcctandar cavity, assuming lossy conduchg wan5 
]~ssless dielectric, 

6m11 Consider the mtmgular cavity resondor shown on the ncul p a g .  partially filled with dielecaic, 
&five a &anscsndcntal equation for the resonan1 frequency nf the domhmr mode by u=ri~ng the 
fields in  the air- and diclecmc-filled regions in temw of TElo waveguide moda. and enforcing 
baundarlv conditions at z = OT d - t. and d. 
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612 I)etermine the rewlianr f ~ ~ r r e n c i c s  of a rectangular cavity by carrying out a full separariun of 
variables soluliun ro the wave equation for Ez (for TM rncxlw) and H5 (for TE modes), s u b j ~ t  ro 
the appr~pria~e  boundary conditions of the cavity. (Assume a sdu tion of thc form X(Z)Y(~)Z(X).) 

6.13 Find h e  Q for thc TM,,,,l, resonant m d c  or a circular cavity. Consider both conducror and 
dielectric lossts. 

6.14 Design m air-filled circular cavity to operate in the TEI I L mode with the m a x h u m  Q at f = 7 G k  
I f  h e  cavity is silver-plated and nir-filled, rdculare the result~ng (2. 

6.15 An air-filled reclangular cavity resonator bas its firs[ Lhrec resonant modes at h e  f q ~ e m ~ c i e s  
5.2 GHz. 6.5 GHz. and 7.2 GHz. Find the dimensions of the cavity. 

6.16 Consider the rnicrnstrip ring rcsonatur shown t-reIo~-. If the effective dielectric consrant (sf the 
micrustrip line is e, ,  find an cqhatio~i tor the frr;ulit:jl of h e  firs< resonance. Suggest same 
methods of coupling to rhis resonator. 

6.17 A circular microstrip disk resonator is shown below. Solve h e  wave equation for TALd modes 
for this structure. using the magnetic wall approximation that Hfi = O at p = a. IY fkinging fields 
arc neglected, show rhat [he restsnanl frequency or he d~minan l  mode is givcn by 



618 Compute the E m a n t  freqmncy of a qlindrical dielectric resonalor wilh c, = 36-2. Za = 7.99 - 
and L = 2.14 mm. 

,619 Extend the andysis of Section 6.5 to derive a wmscendental eqnatiun for the rawant M u e n e y  
tbe next reresonant rncrde of the cylindrical dielectric resonator. ( H z  odd in 2.) 

6-20 Consider the rectangular dielectric Ksonaior shown helow. Assumc a magnetic wall houndary 
condition wound 1 1 ~  edgcs uf the cavity, a d  allow for evanescent field\ In the iz directions 
away from tbe dielectric, similar Co Ihc analysis of Section 6.5. Derive a Wanscendencd equation 
for the resonan1 frequency. 

621 A Fabry-Perot resonator is  constructed w i ~ h  wr, Ixge fld copper plates spaced 4 cm apm. 1f the 
operating frequency is 94 GHz, find rhe mod2 number and Q. 

622 A pardlel XLC circuit. with R = l(X10 i1. L = 1.26 nH. C = 0.804 pF, is colrpled with a series 
capacitor. 6,;. to a 50 R bansnrission line, as shown below. Determine L"'o for critical coupling to 
h e  line. What i s  the resonant frequency? 

An aprmrc couplcd rwtimgular uavesuide uwi ty  h a  a resonant frcque~~cy of 9.0 GHz and ii n  of 
1 1  .OLIO, Lf the uia~egu;ui& dlrnnsions a~ a = 2.5 cm, b = 1.25 cm, fiad &e narn~ali~zd a p r c  
reactance required for critical cr~upling. 

6'20 At frequencies of 8.220 and 8.14j GHz. the power absorbed by a certain rcsonafor ir exactly one- 
haif rrf rhc power ahsoh4  by he rcsnnntor a( resnmncc. If the refleulion coefficient at resonance 
is 0.33, find Ihc resonant frequency, coupling ccefficienl. and the unloaded and ioadea Qs of the 
*sonator. 

635 A I ~ o - ~ o T ~  tanrrnission resonsfor is modeled with he equivalent circuit shown on the following 
Page. If 4, and Q we the resonant fqulency and Q of the unluadcd resonator. and .q is the 
cohpli ng cozfficicn~ tu either trammission line. derive an expression Lor k e  ratio nf uru~srnirtcd tp 
incident power, and sketch Pt/PI versus g, at resonance. 
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6.26 A rkin slab of magnetic rnattdal is i n s e r t 4  next tn the 2. - U wall of the recmplar cavity shown 
below, If thc cavity is operating in the T E I u I  mode, derive a ptrltwbational expression for the 
change in wonmc frequency caused by the magnerir: material. 

6,27 hive an expression for he change in  resonant frequency for the screw-tuned rectarrpiw cavity 
of Example 6.8 if h e  screw is lwqted at J = q / 2 ,  z = Q, w h e ~  H, is maximum and E, is 
minim~lm. 



Power Dividers and 
Directional Couplers 

I Power dividers and directional cuuplers are pasrive microwave compo~~ents used for 
power divisinn or power combining. as illuslrarcd in Figure 7.1. h power divisiotl. an 
inpul signal is divided by the coupier into two (or more) signafs uf lesser power. The 
coupler may be a three-pori cornponenr as shown. with or without toss, or may be a 
fow-port camponsIst, The-por t  necworks take the form of T-junctions and other power 
dividers, whde four-port networks takc the form of directional coupIers and hybrids. 
Power dividers are often of the cqual-division (3 dB) type, but unequal power division 
ratim W.F a1 so possible. Dirce~inna l couplers can be des igned for arbi trxy power division, 
while hybrid junctions usually have equal pnwer divisinn, Hybrid junctions have either 
a 90" (quadrature) ar a 180" (magic-T) phase shift between fie outport ports. 

A wide variety of waveguide couplers and power dividers wlerc invented md  char- 
acterized at the MIT Radiation Laboratory in the 1940s. These included E- and H-plane 
waveguide tee junuiions, [be Behe hole coupler, multiholc directional couplers, the 
Schwinger coupler. the waveguide magic-T, and various rvpes of couplers using coaxial 
probes. Ln the mid-1950s through the 1960s. many of  these couplers were reinvented to 
use stripline or ~nicrostrip technology. The incrming use of planar lines also led to the 
development of new types of couplers and dividers. such a.s the Wilkinson divider. the 
branch tine hybrid, and the coupled line directional coupler. 

We wilj first discuss some of h e  general prope1-ties of three- and row-port networks, 
and then treat the analysis and design of s e v e ~ d  of the most common types of dividers, 
couplers, and hybrids. 

v.1 
\ BASIC PROPERTIES OF DIV[DERS AND COUPLERS 

I n  this secrion we wiIl use the scattering mahx theory of Sec~ion 4.3 to derive some 
basic pmpmies of three- and four-pon nerworks. We will also define the terms isolation. 
coupling. and directivity. which are uscful quantities for the chw&c~erization of couplers 
a d  hybrids. 

Three-.Port Networks IT-Junctions) 

The simplest of pawer divider is a T-*junction, which is a k c - p o r t  network 
f3ith inputs and one output. The scanering matrix of an xbiuary duet-port network 351 
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FIGUW 7.1 Powcr division and conlbinlng. (113 Power division. (b) Power combining. 

has rrinc independenr elements: 

If the componen! is passive and ronuins no anisolropjc materials. hen i t  musf be recip- 
rocal and its [,q matrix niust be symnleuic I,$, , = S],). U5uall)J, Lo avoid power loss, 
we would IiLc w have a junction that i s  Iosslcss and matched at all porks. Wc can easily 
rhnw. however. that it i s  impr~ssible to construct such a be-port lossless reciprocal 
network h a 1  is  ma~ched at alt pons. 

If all p ~ t s  we matched. then Sz, = 0, and if h e  network is reciprocal the scattering 
matrix of  (7.1 1 reduces to 

Now if the network is also Lossles~, then energy conservation (453) r e q u h  that tbe 
scattering rtlauix be unitary, which leads to the following conditions [I], 121: 

Equations ( 7 3 - f i  s h u f s  hat at least rbvo of h e  r h c  parameters (Stz, SI3, SLq) M& 
bc tero. Bur this condition will always he incunsistent with onc of equations 1 7 . 3 ~ ) .  
implying that a three-purl network cannot he lossless. reciprocal, a d  matched st all 
pofis. If my ane of these h e r  conditions is rclxted then u physically realizable device 
is possible. 

If the hrte-port network is nonrecipmcd. then S,, # Sip and fhc conditions of 
input matching ar all pons and energy nmxnla l ion can be ralisfied. Such a device is 
known as a circulator [ I ] ,  and gentrally relies on an anisoiropic material. such as ferrite- 
to achreve honmciprocal b e h a v i ~ r .  Circulators will be discussed ia mure d e t d  in Chap- 
ter 9. but we can dernonsrrate here h a t  my matched Lctssless three-port network must be 
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nonreciprocal and, thus, a circulator. The [ S ]  matrix of a matched three-port network 
has lbe following £om: 

Then if the network is Iossless, [$I must be unitary. whch implies thc following: 

Thesc equations c;u~ be satisfied in one of two ways. Eitl~er 

This result shows thar SIj $ Sji for 1: # j ,  which implies that thc device must be 
nonreciprocal. The IS] matrices for the two sfilutions of (7.6) are shown in Figure 7.2, 
together with the synlboIs for The- two pas-sihle typss of circulaturs. The oniy difference is 
in the direction of power flow berween lhe ports. Thus. srhlution (7.6a) cfirresp~nds to a 
circulator tha~ allows power Bow onIy from pan 1 to 2. or pofl 2 to 3, or POTI 3 to I .  while 
solution (7.6b) corresponds lo a circulalor with the opposite di~ection of power llilw. 

AIternstively, a lossless and reciprncal three-port nelwork can be physically realized 
if only two of its ports are rnritchcd [ I ] .  If pol-ts I and 2 are ~hese trlarchcd pnrts. then 
thc [$I nr911ix can be wriuen 

~ G U R E  7.2 The Wtl tyws of ckulaton a d  h e i r  [m mairicesA (The phase refemnccs far the - 
pons are arbitrw.1 {a) CIockuise c-t~uIation. (h) Counterclockwise circulation. 
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O ef' U I 
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FIGURE 7.3 A rrcipmai. lossless three-port network matched at ports L and 2. 

To be iossless, the following unitarity candilions must he satisfied: 

Equations (7.8d+) show that 1SI31 = I S31, so (7.XaS leads to the result that SI3 = SZ3 = 

O .  Then, IS,? 1 = IsJ3\ = 1. The scattering nlatrix and corresponding signal flow graph 
for tkis network art shown in Figure 7.3. where i t  is seen that the netwnrk actual@ 
consists of two s e ~ w t e  components, one a matched two-port line and the other a totally 
misrnatc hed one-port. 

Finally, if the hcc-port network i s  allowed to be lossy. i~ can be reciprocal and 
matched a1 all ports; this is rhe case of the resistive divider. which will be discussed in 
Section 7,2. In addillon, a lnssy three-port can be made to have isolation between its 
oulpur pork (for example. S23 = S3? = 0). 

Four-Part Networks (Directiana! Couplers) 

Thc [SJ matrix of a reciprocal four-port network matched at aU ports has the fd- 
lowing form; 

If the network is lossless. 10 quations result from the ~mitarity, or energy consenfatian* 
condihon ill. (21, k t  us consider tfte multiplicalion of row 1 and mw 2, md the 
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multiplication of row 4 and row 3: 

Now multiply (7.10a) by S$ and (7.10b) by ST3, and subtract to obtain 

Similarly, the multipIicarion of TOW 1 and row 3, and the multiplication of row 4 and 
row 2, gives 

Now multiply u. 12a) by S I ~  and (7.1 2b) by SJ4, and subtract to obtain 

One way for (7.1 1 ) and (7,131 to be satisfied is if S14 = ST3 = 0, which ~ E S U L ~ S  in a 
dirwtional coupler. Then the self-prdu~ts of the rows of the unitary IS] m a i x  of (7.9) 
yield the following equations: 

whch impIy that lSld = lSul (using 7.14a and 7.14b), and that lSlzl = ISXI (using 
7.14b and 7.14d). 

Further simplification can be made by choosing ihe phase references on three of the 
four ports. Thus, we choose SI2 = S34 = 0 . 3 ~ ~  = .0ej8, and SZ4 = Oef4, where cr and 
0 are real. and 8 and Q are phase constants k~ be determined (om of whch we me still 
h e  to choose). The dot product of rows 2 md 3 gives 

which yields a relation between the remaining phase constants a 

ff we ignore integer multiples of 2 ~ ,  there are two particular choices that commonly 
W u  in practice: 

1. The Symmetrical Coupler: 8 = $ = 7~12. The phases of the terms having 
amplitude 13 are chosen equal. Then the scatrering matrix has the following 
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2. The Antisymmetrical &?upler: = 0, qj = s. The phases of the [ems having 
amplitude ;-I are chosen co be 130' apart. Then the scattering matrix h a  the 
following form: 

Notc that the two couplers differ only in the choict af reference planes. Also, rhe 
amplitudes a and 3 are not independent, as I 7.14a) requires that 

Thus. apart h r n  phase references. an ideal directional coupler has only one degree of 
freedom. 

Another way ror 17.1 I }  and 17.13) to be satisfied is if IS131 = 1S24] and ISQ = [SM1. 
If we choose phase references, however, such that SIJ = SZ4 = 0. and Sll = S34 = 
j/3 (which satisfies (7.16)), then I7.10a) yields dSZn + Sr4) = 0. and (7.12~~) yields 
$[S;,-.9;13) = O. These two equalions have two possible solutions. First. SIJ = Sz3 = 0, 
which i s  I h e  same as the above soI~rtic~n for the directional coupler. The oiher solution 
occurs for n = ,8 = O, which impIies hill SI1 = SI3 = SZ4 = S34 = 0. This is the case 
of two decoupled two-port networks (between ports I and 4, and ports 2 and 31, which is 
of trivial interest and will not be considered further. We arc thus left with the c~nclusion 
h a t  any reciprocal, Iassless. matched fnur-porr nelwork is a directional coupIcr. 

The basic operation of a directionat coupler can then he illustrated with the aid of 
Figure 7.4. which shows two conunonly used syrnhols for a directional coupler and the 
port definitions. Power supplied to port 1 i s  coupled to pon 3 (the coupted port) w i h  
~ h c  coupling farfor )513/1 = 3?, while h e  remainder aF Lhe input power is delivered to 
port 2 Ihr through port) with the coefficient  IS^^[' = a' = 1 - d2. In an ideal directiend 
coupler. no prwer is delivered to port 4 (the isolated pm). 

The follo~ving three quantiriea we generally used in characterize a directioaal coupler 

Pl Col~pling = C = 10 log - = -20 log fi dB, 
p3 

p 3  dB, Direct i~ ty  = D - 10 log - = 20 - 
p4 v14 I 
PI Isolation = I = I D  log - = -201og 1Sj41 m. 
p4 

The coupling f a c ~ ~  indicarcs the faction of the input power that is coupIed ro the ouipuc 
port. The directivity is a measwe of thc coupler's ability tu isolate fornard and backward 
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- 
holatcd @ @ Couplsd 

FLGURI.: 7.4 Two commonly lrscd symbols fordirdonal couplers, and power flow conven- 
tions, 

waves, as is h e  isolation. These quantilies are then related as 

The ideal coupler w o ~ l d  have infinite directivity and isolation (S14 = I)). Then both cy 
and !g could be determined from thc coupling hctnr. C +  

Hybrid couplers arc special rases of directio~-la1 cotlplers. where thc coup11 ng factor 
is 3 dB. which implies that a = i3 = I / &  Thsrs are two ~ypcs of hybrids. The 
quadrarure hybrid has a 90" phase shift between pons 2 and 3 (0 = = ; r / 2 )  when fed 
at pmr 1, and is an example of a symmetrical couplcr. Tts [,q matrix has the following 
form : 

The magic-T hybrid GI rat-race hybrid has a !SOC phase difference between ports 2 and 
3 when fed at purl 4. and i s  an example of an antisymrnewical uuupler. Its [S] matrix 
has the following fom: 

POINT OF TNTEREST: Mcmuri-inp C q l e r  Directivity 

The directivity o f  o directional coupler i s  a measure of the coupler's abiliy rn separate fmard 
1 

or &eater) directivity- Poor direclivity will limit the accuracy of a rcflectorncter. and can cause 
v ~ a t i o n s  in  the coupkd pnwr  level Cmm a coupler when there is even a smJ1 mismatch on the 
h u g h  line. 
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The d M v i t y  of a coupler generally cannot be measured directly k m e s e  it involves a low- 
level simd rhat can be masked by coupled power from a rcflcctd wave on h e  hmugh a m -  F,, 
example, i f  a coupler has C = 20 dB and D = 35 dB. with a load having RL = 30 dB, the signal 
level !hrough [he djrectrviry path w d  be D -h -- 55 dB beluw f i e  Input power, but the reflected 
power through the coupled arm will only he RL + C = SII dB helr~w the Input power. 

One way to memure coupler directivity uses a sliding matched Load, as follows. First, the 
coupler i s  connec~cd t u  a source and matched load. as shown in rhc lefi-hand figure below, and 
h e  coupled ourpui puwet is measued. If we assume an input power P,. his  power will 
P, = c'P,. where C = 10'-Cba~iN is the numerical voltage coupllng factor d the coupler. Now 
reverse &G position of the coupler as shown in the right-hand figure below and terninate rhc 
through line with a slidiig load 

Changing the position of thc sliding Iaad tnboduces a variable phase shift in the signal reflected 
from the bad and coupled to thc output port. Thus thc voltage at Lhc output port can be written as 

p - 9  Prnm 1 
Slldlrig 

C Load C - t t load 

where VI. is h e  input voltage, D = 1 0 ~ ~ ~ ~ ~ ~  > 1 ES the numerical value of the directivity, [rI 
i% the reflection coefficient ma,giitude of h e  load. and 8 is the path leogth difference between 
the dlrectivi ty and reflected signals. Moving the sliding load chan~es 0. so the two signals wdl 
combine to m e  out a circular locus. as shown in the following figure. 

& 

The miniml~tn and maximum outpur p o w m  are given by 

D / ' \  / .  

I d 

Now let M and 7n be defined in terms of these powers a follnws: 

v , . p ,  . vim 4 



7.2 The T-Junction Power Divider 

These ratios can be 8 c c w 1 y  measured directly by using a variable attewator between the 
source and coupler- The directiv3y [numeticaI) can then be found as 

This method requircs that [rl < 1/R or, in dB, RL r D. 

Rqferetzc~; M. Sucher and J.  Fox. editors. H a v l & ~ f  i v  M @ ~ u r t m n t s ,  third dition, 
volume TI, Poiylerhnic Press. New Yo&, 1963. 

7.2 - THE T-JUNCTION POWER DIVIDER 

The T-junction power divider is a simple three-port network that cm be used for 
power division or pvwer combining, and can be implemented in virtually any type of 
msmission line medium. Figure 7.5 shows some commonly used T-junctions in wave- 
guide and microsrrip or stripline form. T h e  junctions shown here arc. in  the absence of 
trmsmission linr Ims. lossless junctions. Thus. a? discussed in the preceding section, 
such juncljuns cannot be matched simuItanenusly at all ports. We will treat such junctions 
below, followed by a discussinn of the resistive divider. which can be marched at a i l  
ports but is not lossless. 

- n G ~ ~  7.5 Various T-hUIctioo power dividers. ( a )  E plane wavcguidc T. (b) R plane wave- 
guide T+ Ic) Microshp T-junction. 
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FIGURE 7.6 Transmission line model of a bssless T-junction. 

LossJess Divider 

The lossfess T-junctions of Figure 7.5 can all be modelled as a junction of three 
transmission lines. as shown in Figure 7.6 [3]. In general, there are fringng fields and 
higher order modes associaled with the disconrinuity at such a junction, leading to stored 
energy that can be accounted for by a lumped susceptance, B. Ln order for the divider 
to be matched to the input line of characteristic impedance Za, we must have 

If the transmission Lines are assumed to be lossless (or of low lass), then the characteristic 
impedances are red. If we also assume B = 0, then (7.24) reduces to 

In pradce, if 3 Is not negljgjble. some lype of reac~ve  tuning element can usually k 
addcd to  he divider to cancel this susceptance, at least over a narrow frequency range. 

The output Line impedances Z1 and Zz can then be selected to provide various power 
&vision ratios. Thus, for a 50 62 input line. a 3 dB (equal split') power divider can 
made by using two 100 R output lines. If necessq,  quarter-wave transformen can be 
used to bring the outpul line impedances back ro the desired levels. If the output lim~ 
are matched, then the Input line will be matched. but there wd l  be no isolation b e t w m  
the w o  nutpot ports, a d  here will be a mismatch loohng into the ourput ports. 

EXAMPLE 7.1 The T-junction Power Divider 

A lossless T-junction power divider has a source impedance of 50 0. Find the 
I output characteristic impedances so thai . te input power is divided in a 2: 1 ratio* 

Compute the reflection coeficients seen looking into  he output ports. 
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Sulufiorr 
If the voltage at the junction is &, as shown in F i p  7.5, the input power to 
the matched divider is 

while  he outpuE powers are 

These m l r s  yield the characte~stie impedances as 

Then the input impedance to the junction is 

so that the i ~ p u t  is matched to the 50 0 source. 
Looking into the I SO 0 output line, we see an impedance of 501 175 = 30 R, 

while at the 75 fl output line we set an impedance of 5011 150 = 37.5 S1. Thus, 
h e  reflection coefficients seen Zooking into these ports are 

Resistive Divider 

If a three-port divider c o n e  lossy components it can be made to be matched at 
all ports. although the two output porn may not be isoIaIed [3]. The circuii for such 
a divider is illustrated in Figure 7.7. using lumped-element resistors. An equal-split 
(-3 dB) divider is shown, but unequal power dirt isian ~ L Q S  a ~ e  also pcrssible- 

The resistive divider of Figure 7.7 can easily be anaIyzed using circuit theory, AS- 
m i n g  that aIl ports are terminated in h e  characteristic impedance &, the impedance 
Zl seen lwking into the Zo/3 resistor followed by the output line, is 

lhen the input impedance of the divider is 
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Port I 
- 

4- 

FIGURE 7.7 An equal-split three-port resistive power divider, 

which shows that the input Is  nsatched to the fa line. Since rhe network Is symrnet~r 
From all three ports. the output pods are also matched. Thus, Sl = SI2 = S33 = 0. 

If the voltage a! port 1 is 1.;. then by voltage division the voltage 'C" at the center of 
the junchon is 

md the output voltages are, again by vdrage division 

n u s ,  S21 = = S23 = 112, which is -6 dB below thc input power level. The 
network is reciprocal, so the scattering matrix is symmetric. and can be written as 

The reader may verify that this is not a ullitary mamix- 
The power delivered to the input of the divider is 

while the output powers are 

which shows that half of the supplied powex is dissipated in the resistors. 
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72- THE WlLKlNSON POWER DIVIDER 

The lossless T-junction divider suffers from the probIem of nor being matched at id1 
porn and, in adhtion, does no1 have any isolation between output ports. T h e  resistive 
divider can be matched at all ports, but even though it is nut lossless, jsdation is still not 
achieved, From the discussion in Section 7.1. however. we know lhat a lossy three-port 

can be made having all ports matched with isolation between the output porn. 
 he Willunson power divider 141 is such a network and is the subject of the present 

It has the uxefuI properiy of being IossIess when the outpu~ ports xe matched; 
that is, only reflected power is dissipated. 

The Wilkinson power divider can be made to give arbitrary power division, but we 
will first consider the equal-split (3  dB) case. This divider is often made in rnicrostrip or 
s~ripline form, as depicted in Figure 7 . 8 ~  the corresponding transmission line circnit is 
given in Figure 7.8b. We will analyze this circuit by reducing it b two simpler ckcuits 
h v e n  by syrnmeh-ic and antisymmetric saurces at the output ports. This "even-od$" 
moJc analysis technique [5] will also bc useful far oher  networks that we will analyze 
in laser sections. 

Even-Odd Mode Analysis 

Fnr simplicity. we can normalize all impedances to the chxacrieristic impedance 
Zo, and ~edraw the circuit uf Figure 7.8b with voltage generators ar h e  output porrs as 
shown in Figure 7.9. Ths  network has been drawn b a form that is syrnrnetrjlc across 
the midplane: the ~ w o  source resistors of nrmnalized value 2 combine in pmllel  to give 
a resislor of normalized value 1 ,  representing the irnpcdance of a rna~cl~ed source. The 
quarter-wave lines have a normalized characteris tic impedance Z ,  and the shunt resisior 
has a normalized value of 7.; we shall show that. for the equal-split power divider, these 
values should be Z = fi and r = 2, as given in Figure 7.8. 

Now we define two separate modes of excitation fur rhe circuit of Figure 7.9: the 
mode. where VgZ = = 2 V. and tbc odd mode, where Vg2 =. -Vi3 = 2 V. 

, FIGURE 7.8 The Wlkinson power divider. [a) An equal-split Wilkloson power divider 
rnicmshp f ~ m .  (b) Equiv&nt trmsmksian line &dL 
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& - -L - 

FIGURE 7.9 The Wilkinsan p w c r  divider circuir in a o m ~  and symmetric fum. 

Then by superposition of these two nlodes, we effrctively have an excitation of Vg2 = 
4 V, ITq3 = C). from which we can find the S parameters of the network. We now m 
these two mr1de.5 separately. 

Even mode. For [he even-mode excitation, Vg2 = Ify3 = 2 V, and so VF = V: and 
there. is no current flow through the j4/2 resisrors or the short circuit between the inputs 
of the two ~msmission fines at pon 1. Thus we om bisect the network of F~gure 7.9 
with upell circuits a1 these points to obtain he nerwork of Figure 7.10a (the grounded 
side of rhe ,414 line i s  not shown). Then. loohng into pc~rt 2, we see an impeclirncx 

since the transmission line looks like o quarter-wave transformer. Thus. if Z = a, 
p n  1 wi l l  be rna~chzd for even mode excitatiw: then V -  = L' since Z', = 1. The rp 
resistor i s  superfluous in this case, since one end is open-circuihd. Next ,  we h d  V," 
fro111 the transmission line equations. If we lct .T = 0 at port I and a = -X/4 at pofi 2, 
the voltage on  he trimmission line section can be written as 

I/@) = ~ + ( ~ - j ' ~  + r$ax). 
Then, 

The reflection coe&cienl r is that seen at port I .  looking loward h e  resistor of sormnlizd 
value 2, so 

and 



7.3 The WUkinson Power Divider 

Pon 2 

Port 1 

- - O.C. D.C. 

Port 2 

FIGURE 7.10 Bisection of the circuit af Figure 7.8. (a) For even-mode excitation. (b) For 
odd-mode exriu~ion, 

Odd triode. For h e  odd-mode excit2tion. Pi3 = -kg3 = 2 V, and so VT = -V;O. 
and there is a voltage null dong fie middle of the circuit in Figwe 7.9. Thus, we can 
bisect rhis circuit by grounding ir at two points o n  its nlidplnnc lo give the network 
of Figure 7 .  lob. Looking into port 2, we see an Impedance of ~ / 2 ,  since the parallel- 
coonecccd transmission line is  X/4 long and shorted at port I ,  and so looks likc an open 
circuit at port 2. Thus, port 2 will be matched for odd mode excitation i f  we select 
r = 2. Then - 1' and = 0: for this mode of excitation all p o ~ e r  is delivered ro 
rhe rl2 resistok. with none going to port I .  

Finally, we muat find the inpul irnped~nce st port I c)f the Winkinson divider  hen 
ports 2 and 3 are terminated in matched loads. Thc resulting circuit is shown in Fig- 
ure 7.1 la. where it is seen that rhis i s  s i n ~ i l x  to an even mode of excitation. since Vz = =:3+ 

n u s ,  nc, currcnt flows through the resisror or normalized value 1, so it can be removed, 
leaving lhc circuit uf Figure 7.1 1b. We now 11at.e the parallel connection of two quarter- 
wave transformers terminated in luads of unity (nmal i zed ) ,  The input in~pedance is then 

In summary, rve can establish the following S paTameters for the Wilkinson divider: 

(Z;, = I at port I )  

(ports 2 and 3 matched for even and odd modes) 
v;+v,= - - = -j/& Sir = SZI - ,+q ( s y m e - a y  due to reciprocity) 

s13 = s31 = - j / &  (symmetry or ports 2 and 3)  

Sn = Sx = 0 (due to short or open at bisection) 
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Part 3 

Port 1 

- - f 
Part 3 - 

Ss3 

Port 2 

FIGURE 7.13 Analysis of the Wilkinson divider to find Sll. [a)  The terminated Wilkinson 
ditbi&. (b] Bixction uf h e  circuit irr (a). 

The preceding formula for S12 applies because all ports are matched when terminated 
with matched loads. Note ha t  when the divider is driven at port 1 and the outpuls are 
matched, no power is dissipated in the resistor. Thus Ihe divider is lossless when the 
outputs are matched; only reflec~ed power from ports 2 or 3 is dissipated in the resistor. 
Since SZ3 = S3? = 0, ports 2 and 3 art: isolated. 

EXAMPLE 7.2 kip and Performance of a Wilkinsan Divider 

Design an equal-split Wilkinson power divider for a 50R system impedance 
I at frequency fu ,  and plot the return loss (S1l), insertion lass = S3* j, and 

isolatiun IS'= = S32) versus Frequency from 0.5f0 ~o 1,5fo+ 

Salrtrion 
From Figure 7.8 and the above derivation, we have thar the quarter-wave trans- 
mission h e s  in the divider should have a characteristic impedance of 

and the shunt resistor a value of 
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FIGURE 7.U Frequency respnse of an equal-split WiIknso~  power divider. Port 1 is 
h e  inpul porr: pons 2 and 3 are the output ports. 

The ~ansmissiw lines arc X,/4 long at the frequency lo. Using a computer- 
aided design program fm the analysis of micmwave circuits, the $ parameter 
magnitudes were calculated and plotted in Figure 7.1 2.  0 

Unequal Power Division and N-Way Witkinson Dividers 

Wilkinson-type power dividerr; can also be made with unequal power splits; a mi- 
crostrip version is shown in Figure 7A13, Lf the power ratio between ports 2 and 3 is 
K' = P3/P2, then the following design equations apply: 
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FIGURE 7-14 An 9-way, eqd-split WiUrinson power divider. 

Note that the above results reduce ti, the equal-split case for A' = 1. Also observe 
that the output lincs are ma~ched LO the iinpcclar~ces R? = ZtlA- llnd Rj = Zo/lq-, as 
oppsed 10 the impedance ZO; matching trmsformers can be used lo transform &ese 
ou t p u ~  Impedances. 

The Wilkinson divider can also be generalized to an N-way divider or combiner [4], 
us shown in Figure 7.14. This circuit can be matched at dI ports, with isolation between 
all puns. A disadvanlage, however, i k  the fact that the divider requi~es crossovers for 
h e  resistors for LV 2 3. This makes fdbricatiun difficuh in planar form. The Wilkinson 
divider can also be m d c  wih stepped multiple S & C ~ ~ U R S .  fur imreaed badwidth. A 
photograph of ;l Williirtson divider network is shown in Figure 7.15. 

7.4 WAVEGUIDE DiRECTIONAC COUPLE AS 

We now turn our aneftlion to directinnu1 couplers, which are four-pon devices with 
&e char-ilcteristics discussed io Section 7.1 . To review the basic operation, consider the 
directional coupler schematic symhnls shown ill Figure 7.4. Power incident at p r t  1 
will ciruple to pon 2 (the through poit j and to por~  3 (the coupled port'), but not 10 port 4 
(the isolated port). Similarly, power incident in port 2 will couple tn ports 1 and 4, 
not 3. Thus, ports I md 4 are decoupled. as are ports 2 and 3. Tne fraction of power 
coupled from pnn 1 to port 3 is given by C. the coupling, as defined in (7.Ma), 
the leakage of power from port 1 to port 4 is given by I, the isalation, as defined in 
17.20~). Another quantity that can be used 10 characterize a coupler i s  the dircctivit~. 
D = 1 - C (dB), which is h e  ratirj of the power beliverrrd to the coupled pon and the 
isolated port. The ideal coupler is characterized solely by the coupling factor, the 
isnlation and directivity are infinite. The ideal coupler is also jclssless and marched at ali 
porn. 

Directional cnuplcrs can be made in many different forms. We w a  ! k t  drscuss 
waveguide couplers, fol~rrwcd by hybrid jnnctions. A hybrid junction is a specid case 
of a dirccti~nal cuupIer, where rhe coupling factor is 3 dl3 [equal spli~). and the phse 
relation bewee11 the output porrs is either !XIb (quadmum I~@rid), ar 180° ( m ~ ~ 2 - T  
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FIGURE 7.E Pholugraph of a four-way cgrporate power divider nerwurk using three rnicrnsuip 
Wil kinsnu powcr divide=. Note the isolation chip resistors. 

C w f i a y  of M. D. A h : ~ h r a ,  MK Lincoh Ldatwratq, Lexin5011. Msw, 

ar rar-race hybrid). Then we will discuss the implementation of directional couplers in 
coupled transmission line fomi. 

Bethe Mole Coupler 

The di~ectional properly of all directional couplers is pmd~ced through the use of 
two separate waves or wave components, which add in phasc at the coupled port and are 
canceled a1 ithe isutated port. One nf the  simples^ ways of doins this is to couple m e  
wawguide to ano~hcr through a single sn~al] hole in the common broad waII bstween 
&e two guides. Such a coupler is known as a Behe hole coupler. two versions uf which 
We shown in Figufe 7.1 6. F m n ~  Lhe small-aperture coupling theory of Section 4.8. we 
h o w  [ha! an aperliire cm be replaced with cquivalr-nt saurccs consisting of electric and 
magnetic dipole manrents 161. The n o r l i d  electric dipole moment s ~ d  h e  axial magnetic 
dipole moment radiate with even 5yrnmeuy i n  the coupled guide, while Me trmsvcrse 
magnetic dipole mornen1 radiaics with <,dd symmetry. Thus, by adjusting the relative 
amplitudes nf hesc twu eyujvden~ sources, we ran cancel h e  radiation in the directin13 
Of tht isolated port. while enhancing the radiation in [he direc~ion of the coupled pun- 
Figure 7.16 shows two ways in alllich hese wave wnpli~udes can bc cnnmlled: in the 
coupler shown in Figure 7.16a, the rwo guides are pardlei and the coupling is cona~lled 
by S, the aperture offset from the sideu:dl of the guide. Fur h e  coupler of Figure 7.16b, 

Wave amplihrdcs are controlled by Lhr angle, 8. between the two guides. 
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FIGURE 7.16 TWO versions d the Bethc hole directional coupier. la) Pwdlel guides. [b) Skew4 
guidcs. 

First ccmsider the configuration of Figure 7,16a. with an incident TEIo rnode into 
port 1. These fields can be written as 

- -A ~ I X  - Hz = - 3Pa sin -e , 
2 1 0  Q 

where 210 = koq1/B is the wave impedance of the TElo mode. Then. from (4.124) 
(1.125). this incident wave generates the follttwing equivalent polarization currents at he 
aperture ai x = s. y = b. 2 = 0: 

578 = aa,~,4 sin - h ( r  - a)iSIy - h ) b ( ~ ) .  
u 

Using (4.128a,b) to relate pe and P,,, to the currents j and AT, and then using (4.118h 
(4.1 20). (4.1 22), and (4. ! 23) gvcs  the amplitudes of the forward and =verse traveling 
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waves in the b o w  guide as 

-jwA ?. ~ r s  
sin - - i? 5 "" + - 

a z!o n pa2 cos2 z)] a , 7.4012 

where Plu = ab/Zlo is the power normalization constant. Note from 17+40a,hl that the 
amplitude of the wave cxcited toward port 4 (A;) is generally different from that excited 
loward port 3 ( A  ,) (because H .  = - H,- ) sa we ~m cancel he power belivered (0 
port 4 by setting ;l;b = 0. ti we assume that the aperture is  round, then Tahle 4.3 
gives the polarirabilities as a. = 2 r i / 3  and a?, = 4ri/3. where YO is the radius of the 
aperture. Then from (7.40a) we obtain the following condition: 

2 TS 4dp0 2 TS 
COS - = 0, 

a 

TS n , ns 
(ki - 282) sin - = - cask - 

a [ I  2 a 

The coupling factor is then given by 

and the directivity by 

n u s ,  a Bethe hole coupler of the type shown in Ftgure 7.16a can be designed by 
using (7.41) to find s, the position of fit: aperture, and then using (7.42a) to deternine 
the aperture size. I*O, to give [he required coupling factor. 
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For the skewed geometry of Figure 7.16b, the aperture may be mnkred at s = G/Z, 
and the skew angle 19 adjusted for cancellation at pod 4. In chis case. t l~e normal elechc 
field does not change wiLh 8, but the lrnnsverse magnetic Iield components are reduced 
by cos 8.  We can thus account far rhe skew by replacing cum in the previous derivation 
by a , c o s 8 .  The wave amplitudes of (7.30a,b) then become, for s = a/2,  

Settisg A& = 0 malts in  the following condition for the angle 19: 

Tfie coupling factor then simplifies to 

The geornetry of Ihe skewed Bethe hole coupler is often a disadvantage in terms 
of fabrication and application. Also. bnth  couple^ designs operate properly only at the 
design I'reyuency: deviation fro111 this fsequency wiU alter ihe coupling tevel and the 
directivity, as shown in the followhg example. 

EXAhIP1,E 7.3 Bethe Hde Coupler Design and P e r f o ~ r e  

Design a Bethe hole coupler of the t p p  shown in Figure 7.l6a for X-band 
I wiiveguide operating at 9 CHz. with a coupling of 20 dB. Calculate and plot 

the coupling and directivity from 7 to 1 I GHz. Assume a round aperture. 

S,-drition 
For X-bmd waveguide at 9 GHz, we have h e  foIlowing constants: 
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Then (7.41) can be used to 6nd the apenure position 3: 

n 
a = - sin-' 0.972 = 0,424~ = 9.69 mm. 

X 

The coupling is 20 dB. so 

hns, [-4;/AI = 1/10. We now use (7.40b) to find ru: 

This con~plefes the design of the Bethe hole coupler. To evaluate the coupling 
and dircciiiity versus frequency. we evaluate (7.42a) and (7.32b). using rhc 
expressions for A, and A h  given in (7.40a) and (7.40b). In these expressions, 
rfie apttrtirre pnsirian and size arc fixed at s = 9.69mm and rhu = 4.15mm. 
and thc Irequency is varied. A short computer program was used to calculalc 
h e  data shown in Figure 7.17, Observe that the coupling varies by less than 
I dl3 over the band. Tne directivity is v e q  Iarge F>60 dB) a1 the design 

Frequency GHI 

FIGUFW 7.17 Coupling and directivity versus frequency for the Bellle ho!e coupler af: 
Example 7.3. 
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frequency. blrt decreases to 15-21) dB at the band edges. The directivity is a 
more sensitive function of frequency because it depends on the cancellation of 
two wave components. 0 

Design of Mulfihole Couplers 

As seen from Example 7.3, a single-hole coupler has a relatively narrow bandwid&, 
at least in terms of  its directivity. But if the coupler is designed with a series of coupling 
holes, the extra degrees of freedom can be used to increase this bandwidth. The principk 
of operation arid desigfi of such a rnuitihnle waveguide coupler is  very simila to that of 
the mu[iiseclion matching transformer. 

Firs! tet us consider thc opcrarion of the two-hole coupler shown in Figure 7-18. 
Two parallel waveguides sharing 3 common broad wd1 are shown, although ~e same 
type uf structure could be made in microstrip 01. stripline Form. Two small apertures 
are spaced A,j4 apart. end couple the two guides. A wave entering at pork i is moray 
transmitted through lo port 2. but some power is coupled through the two apertures. If a 
phaqe reference i s  taken at the firs1 aperture, then the phase OF the wave incident at the 
second apemrc will be -9W. Each aperture will radiate a forward wave conlpontnt and 
a backward wave component intn the upper guide; in general, the forward and backward 
mplitudes are differenr. In the dhction of port 3, both components am in phase, since 
bod1 have traveled A,)4 to the second aperture. Bur we obrain a cancellaljon in  he 
diecticm of port 4, since the wave coming though the second aperture travels Ag/2 
hrther han the wave component coming through the first aperture. CIearly, this can- 
cellation is frequency sensitive. maki~ig h e  directivity a sensitive function of frequency. 
The coupIing is less frequency dependent, since rhe path lengths from port I to port 3 
are a!ways the same. Thus. in the multihule cuupier design, we synlhcsize the ciirectivily 
resporsse, u opposcd to h e  coupling response, as n Function of frequency. 

We now consider the general case of the muItihole coupler shown in Figure 7.19, 
where W + 1 equally spaced apertures couple two parallel waveguides. The amplimde of 
the incidenr wave in the lower left guide is A and, for small coupling, is essentiauy the 
same as the amplitude of h e  through wave. For instance- a 20 dB coupler hm a power 

FIGURE 7.18 Basic operation of a two-hole directional coupler. 
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FIGURE 7.19 Geurnew of an + I hole waveguide directional cr~upler. 

coupling factor of 10-'D/lU = O.Ol. so the power transmitted through waveguide -4 is  
1 - 0.01 = 0.99 of the incident power ( 1  % ~vrrpled co the rrpper guide), TIic voltage (or 
field) drop in waveguide A is = 0.995, os 0.5%. Thus. the assumption thal the 
amplitude af the inciden~ field is identiud at each aperture is a good one. Of course. the 
phase will change from one aperture to the next. 

As we saw in the previous section For the Bethe hnlc coupler. m apenure generally 
excites furward and backward [raveling waves with dif'fercnt amplitudes. Thus. let 

F, denote the coupling coeficient of the nih aperiure in the forward direction. 

B,, dennot h e  coupling coefficiem of the n.th aperture in the backward directinn. 

since alI components travel the same path leugtl~. The amplitude of the backward wave 
i s  

s h e  the path length fur the nth component is 2,Lhd. where d is h e  spacing between 
the apertures. In (7.46) and (7.47) the phasc reference i s  taken a[ the I r  = 0 aperture. 

From the definitions in (7.2Ua) and (7.20b) the coupling nod directivity can be 
cornpill~d as 

= -C - 20 log 1 ~ ~ c - ~ l m ~  I dB - 
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Now assume that the apertures are mmd holes with identicd positions, s, relative 
the edge of'& guide, with I., k i n g  the radius of the nlb aperture. Then we know bm 
Section 4.3 and h e  preceding sectran thaf the coupling coefficients will be prop~niom 
to h e  polkzabilities a, and u,, of the a p e m e .  and hence prr~puriional lo T:. So we 
can write 

whew Kf and Kb are consian~5 for the f m a r d  sod backward couphng cmffjcierrts 
are fie same for dl apertures, but are functions of frequency. Then (7.48) a d  (7.49) 
reduce tu 

In (7.5 1 1, the second term is conspan1 with frequency. The firs1 tern i s  not affected 
by the choice of r,s, but is  a relntivuiy sluwiy varying function of frequency. SirnilarIy, 
in (7.52) the first two tcms arc slolvly varying functions of frequency, represent~ng the 
direc~ivity of ;a single aperture, bul r k  last term ( $ 1  is a sensitive fmction of keq~rewy 
due to phase ~anceflatiori in summation. Tl~us we can choose the r,s to synthesize 
a desired frequency response fur fie direcdvity, while the coupling should be relatively 
r on st an^ with frequency. 

Observe that the last term in (7.521, 

is very similar in form to the expres~ion obtained in Section 5-5 for multise~tion quarter- 
wave matching transfomers. As in ha1  case. we will develop coupler dcxips that 
yield either a binomial (rn~uirnalIy flat) or a Chebyshev (equal ripple) response for lhe 
dlreclj viry. Another intep~z~ation of (7.53) may h recognizaMe to thr student familiar 
with basic antenna theory, as his expression is iden~ical to the m a y  panern fac~or of 
an 4 1 element m a y  with clemen~ weighs I.:. In that case, too. rhe patlern may 
syllthesized in terms of binomid or Chebyshcv po~vnomials. 

Bii~arndcrI respnse. As in the case af the multisechn quarter-wave matching trans- 
formers, we can obmin a binomial, or maximally flat. response for the directivity of the 
multiholc coupler by making the coupling coefficients proportional to the binomid W- 

e f i c i ~ n ~ .  Thus, 
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where X: is a constant to be determined, and C' is a binomial coefficient dven in (5.51). 
To hnd k ,  we evduate the coupling using (7.51) to give 

N 

c= - ~ ~ I ~ K ~ I  - 2 0 l o g k - 2 0 1 n g ~ ~ ~  dB. 7:55 
n =O 

Since we h o w  lij. N, and €', we can solve for k: and then find the requird aptwe 
radii from (7.54). The spacing d should be A,/4 a the center frequency. 

Chehyshe~ respo~~se. First assume tbat N Is even (an odd number of holes), atid 
h a t  the coupler i s  syrm~letric. so that rn = r v 4 ~ ,  1.1 = ~ ~ v - 1 ,  etc. Thefl from (7.53) we can 
write 5' as 

where 0 = Od. To achievt a Chebyshtv response we equate this to the Chebyshev 
polynomial of dcpree Av: 

where: A: and 0, are constams I r ,  he de~ermirred, From (7.53) and (7.56), we see that for 
B = 0, S = c:=~ r:' = LITN(sec a,, ) 1. Using this result in (7.5 1) gives thr coupling as 

c = -2Olog[~~1 m i o g s  / 
= -30 - log I K I [  - 20 log k - 20 log IT3-isw8,)/ dB. 7,57 

From (7,52) the directivity is 

K, T\~{sec 0,) 
= 201og, +2010: m. 

11 / I  ~ V ( S ~ C  8,, cns B )  

The term lugKj/l'r, i s  a hnclion af frequency. so U will not have ~JI exact Cheby- 
shev response. This enor is usually sn~all. however. Thus, we cm assume h a t  the 
smadesi value of D will occur when TAy{sec fl, cos 8 )  = 1 : since I.T,V lsec 8,,)I > 
[Tylsec 4, cos I!?)]. So if D,,,,, is the specified mjnirnum value of directivity in the 
passband. then 8, can be fc~und frum the relahon 

41tmatively, we could specify h e  bandwidth. which then dictatts 8,>, arid Ddn. 
eithcr case, (7.57) c m  hen  be uscd to find k. ard then (7.56) solved for the radii. r,. 

If -v is odd (an even number of holes), thc results fur C. U: and Dmi, in (7.57), 
(7.5 81, and (7.59) stdl apply. but instead of (7.56), the following relation is used to find 
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the a p e m  radii: 

EXAMPLE 7.4 Multihole Waveguide Coupler Design 

Dcsign a four-hole Cheb yshe v coupler in X- b u d  waveguide using round apcr- 
rws  located at .L; = a/4. The center frequency is 9 G b .  the coupiing is 20 dB, 
and the minimum directivity is 40 dB. Plot the directivity response from 7 to 
I 1  GHz. 

SoC2r riun 
For X-band wav~guide at 9 GHz, WE have the following constants: 

From (7.40a) and (7.40b), we obtain far an aperture at ,Y = 4 4 :  

Far a four-hole coupler. 12r = 3, so (7.59) gives 

40 = 20 log T3sec 8, ) dB, 

100 = Z(sec 4.) = coshu cosh-'(sa 19,)), 

sec Or,, = 3 -0 1, 

where (5.58bl was used. Thus Om - 70-6" and 109.4" at the band edges.  Then 
from v.57) we can solve for k: 
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Frequency GHz 

FIGURE 7.20 Coupling, and direcrivi~y versus hqumcy for the four-hole coupler of Ex- 
ample 7.3. 

Finally, (7.60) and the expansion from ( 5 . 6 0 ~ )  for T3 allow us to soIve for the 
radii as foIlows: 

S = 2[ri cas 38 + r: cas 01 = k[sec3 @,(ms 30 t 3 cos 8) - 3 sec 0, cos 01, 

The resulting coupling and directivity are plotted in Figurn 7.20; note h e  in- 
creased directivity bandwidth cumpared to that of rhe Bethe hole coupler of 
Example 7.3. 0 

Ti5 
-- THE QUADRATURE (90" HYBRID 

Quadrarurc hybrids are 3 dB directiond c~uplers with a 90' phase difference in the 
outputs of  the hrough and coupled m s .  This type of hybrid is often made in microship 
or stripline form as shown in Figure 7.21, and is also known as a hranch-line hybrid. 
Oher 3 dB couplers, such as coupled line couplers or Lange couplers. can also be used as 
quadrature coupiers; thesc components will be discus5ed in  Jater sec~ions. Here we will 
malyze tRe operation of the quadraiure hybrid using an even-odd mnode decompsi\ion 
kchnique similar to that used for the Wihnson power divider. 

Wlrh reference to Figure 7.21 h e  basic operation of the branch-line coupler is as 
follows. With all pods matched. power entering port 1 i s  evenly divided between porL7 2 
and 3. w i h  n 40" phase shift between these outpurs. No power is crlupled to port 4 (the 
isdated part). Thlls, the [S] matrix will have h e  follosving form: 
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FIGURE 7.21 Geometry of a branch-he coupler. 

Ohserve that the branch-line hybrid has a high degree of symmetry, as any port 
be used as the input port. The output ports will always be on Lhc opposite side of the 
j u n r r j ~ n  f ~ o m  h e  i n p r  pan. m d  rhe Isdared p?fi will be h e  remaining port on the same 
side as h e  inpu~ port. This symrneuy is reflected in scattering mawlx. as each mw 
can be ob~ained as a transposition uf the first row. 

Even-Odd Mode Analysis 

We 6rst draw the schematic circuit of the branch-tine coupler in normalized form, as 
in Figure 7.22, where it i s  understood t h a ~  each line represents a ~ ~ n s n ~ i s s i o n  line with 
indicated characiistic impedance normalized to Zo. The cclrnrnon ground return for 
each transmission line is flat shorn. We assume t h a ~  a wave of unit amplitude A1 = 1 
is incident ar port 1. 

Now thrt circuit of Fipurc 7.32 cm he decomposed into h e  snpespositi~rr of an 
even-mode excita~ion and an odd-mode excibtion [5], as shown in Figure 7.23. Noh, 
chat adding the two sets of excitations produces the original excitation of Figure 722, 
and since the circuit i s  linear, the acbal response (the scrrltcred waves) can be obtsnd 
h m  the sum of ~e responses to the even and odd excitations. 

Because of the s y m m e q  or antisymmetry of the excirrttion.  he fow-port network can 
be decomposed into 4 set of two decoupled No-port nelwonks, as &own in Figure 7.23. 

FIGURE 7.22 Circuii of the branch-line hybrid wupjer in normabd f0m. 
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Lirre of symmetry & - 
t = o  
V = m a  

Line of antisymmetry & - 
v= 0 
I = m w  

short-ckuitcd stubs -L - 
(2 separate 2-pa*) 

FIGURE 7.23 Decomposition of the bnnch-line coupler into even- and odd-mudc excitations. 
' 

(a) Even m d e  [e). [b j  Odd mode (0). 

Since the amplitudes of the incident waves for these two-ports are *I/2, b e  amplitudes 
of the emerging wave at each port of the branch-line hybrid can be expressed as 

where re7, and T,.,, are the even- and odd-mode rdlection and mnsmissj ~n coefficients 
for the two-pri networks of Figure 7.23. First consider the calculation of I?, and 5,  
for the even-mode two-port circuit. T h i s  can best be done by multiplying the ABCD 
matrices of each cascade component in that circuit. 10 give 

Shunt A/4 Shunt 
Y = j Transmission y = j 

line 
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wl-sere the individual matrices can be fouad from Table 4.1, and the admittance of & 
shunt open-circuited A / 8  stubs is = j tan l ib  = j. Then 'Fable 4.2 can be mcd 
convert fronl d3< 'D parameters {defined here ~ i l h  Z,, = 1) r $ parameters, which are 
equivalent to the reflection and ua~smission coeffic~ents, Thus, 

Similarly, fm the odd mode we obtain 

which gives the reflection and transmission coefficients as 

Then using (7.64) and (7.66) in (7.62) gives h e  following results: ti 

Br = U  (pan 1 is matched), 7.67a 

B2= -- ' W-power, - 90" phase shift from po~c 1 to 2 ) .  
42 

7.67b 

B4 = 0 (no power €0 port 4). 7.67$ 

These results agree with the tirst row and column o f  the [ S ]  matrix given in (7.61); 
the remaining elements can a s l y  be- found by transposition. 

In practice. due to the quarter-wave length ~equirerncnt. the bandwidrh of a branch- 
line hybrid is limited ta 1&20%. Eul as with rnultisecti~n ma~cbng transformers and 
multihole directional couplers, the bandwidth of a brmch-line hybrid can  be increased to 
a decade or more by using multiple sections in cascadc. Figure 7.24 shows a p h o t o g a ~ b  
af a quadrature hybrid. In adhtion. the basic design can be modified f'or unequal poww 
division andlor different characruiztic impedances at ihr output pons. Another practical 
point to be aware of 1s the f a a  thal discontinuity effects at the junctions of the branch-line 
coupler may require that the shunt m s  be lengthened by 10"-20". 

EXAMPLE 7.5 D e s i g n  and Performarrce d a Quadrature Hybrid 

Design a 50 R bratlch-li ne quadrature hj-brid junction. and plot the S parameter 
magnitudes fronz 0.5f0 to I .Sfrl, where So i s  the design frequency. 
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FIGURE 7.24 Photograph of a microstrip qlradrarure hybrid prototype. 

Suluriurl 
ArLer the preceding analysis. [he design of a quadrature hybrid is trivial. The 
Iines are X/4 at ht: design fkquency j0. and thc branch-line impedances are 

The calculated frequency response is plotted in Figure 7.25. Note that we obtain 
perfect 3 dB pnwer diuision in pmis 2 and 3, and perYsct isol;nion *mtl rclurn 
loss at ports 1 and 1 .  respectively, a[ ~ h c  design frequency J,. All or fiese 
quan~ities, however, degrade quickly as the frequency departs from A].  0 

7.6 - COUPLED LINE DIRECTiONAL COUPLERS 

When two unshieldcd transmission Ihes are close together, power can he coupled 
bemeen the Iines due to LIIE interaction of the ele~rrornagncti~ fields nf each line. Such 
tines a ~ e  referred LO a coupled uansrnission lines, and usually cntlsisi o f  three cond~ctnrs 
in dost proximityl xithough more conductors can bc! used. Figure 7-16 shows several 
exampIes of coupled trans~nissinn lines. Coupled transmission tines are usually assumed 
to Operate in the TEM mude, whicl~ is rigorously valid for shipline strucmres a d  ap- 
proxirna~cly valid For micmsrrip shctures. In gei~eral. a three-wire line, like rhose of 
Figure 7.26. can suppod two distinct pmpagating modes. ' l k s  feahm can be wed 10 
implcmen t directional couplers, I~ybr~ds. and filters. 
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FIGURE 7.25 S pameter  magnitudes versus frequency for [he branch-line coupler of Exm- 
ple 75. 

We will first discuss the- Lheory of coupled lines md present some design data for 
couplzd swipline and coupled ~nit~oship. Then we will analyze the operation of a single- 
section directional coupler. md extend these results to multisection coupler design. 

Coupled Line Theory 

Tlte coupled lines of  Figurt 7.26. or any other three-wire Line. can be represented 
by the stmcrure shown i n  Figure 7.27. I f  we assume a TEM ~ y p t  of propagation, then 
the electrical characteristics of the ct~uplcd lines can be complctcly determined from 
the effective capacitances between h e  lirles and the velnciry ol' propagarion o n  €he line. 
As depicted in Figure 7.27, CI? reprcsenls the capacitance the rwo strip cnnductors 
in the absence of  the g f ~ u t ~ d  conductor, while Cl and C22 Fepresent Lhe capacitance 

IiTGURE 7-26 Various coupld Uansmissi~n l ine geomelries. (a) Coupled suipline (pian=. Qr 
d~c*orrpled). @I CuupIrd stripline (stacked. or broondsidc-coupled). (cf CoU- 
pled microship. 
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FIGURE 7.27 A three-wirc coupled traosruhion h e  and its equivalent capacitaum network. 

between the two strip conductors in the absence he ground conductor, while rll and 
CZ2 represent the capacitance between one strip lductor and ground. in the absence of 
tbc orher strip conductor. If [he saip conductors are identical in size and locarion reiative 
to the p u n d  conductor, then Ci 1 = Cza. Note that the designation of '-ground" for the 
third conductor has no special relevance beyond the fact that it is convenient, since in 
many applications this conducto~- is the ground plane of a stripline or microstrip circuit. 

Nr~w consider two special types of' excitations for the coupled line: the even mude, 
where the currents in the s h p  eoaductors are equal in amplitude and in the same direction, 
and the odd mode., where the currenls in the strip conductors are equal in xmplitude but 
in opposiw directions- The electric field Lines for hese two cases xe sketched in Fig- 
ure 7.28. 

For the even mode. the electric field has cven symmety about the center line. and 
no current flows between the two strip conductors. This Ieads Ir, the equivalent circuit 

I A-w all 

FIGURE 7.28 Even- and odd-mode cxcita~ions for s coupled line, and the mu!ting cqlljtqaltmi 
capacitance nerworks. (a) Even-mode excitation. (b) Odd-mode excihlion. 



Chapter 7; Power Dividers and Direction& Couplets 

shown, where CYr is effectively open-circlli kd. Then tb r m d w  capacitance of either 
h e  LO ground for the even mode is 

asswing chal the ~ w o  suip conductors are identical in size and tocation. Then &e 
characteristic impedance for the even mode is 

where t1 is the velocity of propagariun ofi i l l e  line. 
For the odd mode. the c.leuh-ic ficfd lines have an odd syn~rnehy about the center 

line, and a vol~age null exists between the rwt, s h p  conducrurs. We cat? imagine h 
as a ground plane through the middle of C12, which leads to the equivalent circuit as 
shown. J n  this case. rhe effective capaujtmce between either strip conductor and ground 
i s  

and the charactistic impcclmce fur the odd mode is 

In words, Zrl,(Zrl,,) is the characteristic impedance of one of the strip conductors 
re1ative to ground when the coupled line is operated in the even {add) made. An arbitrary 
excitation of a coupled line can always be treated as a S U ~ ~ ~ P O S ~ Q O I I  of appropriate 
arnplitudcs or cvcn and odd modes. 

If the coupled line is purely TEM, such as coaxial, parallel plate, or stripline, malyt- 
ical techniques such as conformal mapping [7I can be used to evaluate the capacitances 
per unit kngth of line;, and the even- and odd-mode char~c~eristic impedances can then 
h~ deterinitled. For quasi-TEM lines, such as microstrip. rhese rcsults can be obtained 
nun-lericdy or by approxin~ate quasi-stahc techniques [HI. In either cac. such cdcu- 
lations are: generally coo involved for our consideration, su W E  wilI present only two 
exalnples of design dara for couplcd lines. 

For a symrnehc coupled stripline of the type shown in Figure 7.26a, the desig 
graph in Figure 7.29 can he used to determine the necessary strip widths and spacing for 
a given se[ of characteristic impedances, gOe and Z[,,,. and thc diclcctric constant. This 
graph should cover ranges of parameters Tor most practical applications. and can he  US^ 
for 'my dieiectric constant. since stripline suppnm a purely TEM rnrrde. 

For ~~~icrost r ip .  the results do not scale with dielectric constant- so desipn glaphs 
must k made for specific values of dielecuic canstant. Figure 7.30 shows such s design 
graph for coupled micrnstrip lines on a substrate with c,. = to. Anoiher difliculty with 
microslrip coupled lines is thc Cact h a t  the phase velocity i.? usually different for the two 
modes OE p~~opagation, since the two modes operaie with differen1 field contigurarions in 
the- vicinity uf the air-dielectric interface. This can have a degrading effect on coupler 
directivity. 
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FIGURE 7.29 Normalized even- and odd-mode characteristic impedance design data fur edge- 
coupled striplines. 

EXAMPLE 7.6 Impedance of a Simple Coupled Line 

For the coupled mipline georncny of Figurc 7.26b, let R' >> S and I+- >> b, 
I so that Fringing fields can be ignored, and determine h e  even- and add-mode 

characteristic impedances, 

So&u tiun 
We first find the equivalent network capacitances, Cl 1 and Clz (since the line 
is symmetric. Czz = C1 1 ), Cl 1 is h e  capacitance of one of the strip conductors 
€0 the ground planes, in the absence of the other strip conductor. 

The capslcitrtnce of a parallel plate capacitor with plate area, A, and plate 
sepwation. d. is 

with E king the permittivity of the material between the plates, This fornula 
ignores fringing fields. 

Now C, , is formed by the paallel combination af two capacitors h r n  one 
strip to the two ground pianes. Thus, the capacitance per unit length is 
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160 - 
- 

IGI, - 

- 

140 - 
- 

120 - 
- 

p,f l o o -  
- 

FIGURE 7.30 Even- and odd-mode chmteristic impedance design data for coupled micros* 
lines. 

The capacimce between the stsips is, per unit length, 

Then from (7 -68) and 17-70], the even- and odd-mode capacitances m 

The phase velocity on the line is 

so the characteristic impedances are 
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Design of Coupled tine Couplets 

W irh the preceding definitions of h e  even- and odd-mode chmdcteristic i rnpedances. 
we can apply an even-odd mode analysis to a Iengrh o f  coupled line to m i v e  a1 rhe design 
equations for a singk-section coupled lint. coupler. Such a lis~c i~ shown in Figure 7.31. 
Th is  four-pori network is ~cnninatcd i n   he irnpedanue Z(, at three of i ~ s  ports, and driven 
w i b  a volrage generator uf 2 V and inren~al impedance ZL, at port 1 .  Wc wiil show that 
a cc~upler can be designed with arbi~rary coupling such that the input {pun 1 1 i s  nlatched. 
while port 4 is isolarcd. Port 2 is  the hrough port. and porr 3 is rhe coupled pn .  In 

Figure 7.31, a $round cnnduccw is undcrslnod to be common LO both strip conductors. 
For t l~is prohlens we wiIl apply the even-odd mode analysis technique in conjunction 

with the inpi~t in~pedmces uf the line. a opposed to the reflec~iun and 11-msmission 
cneflicIents of the line, So by superpusilion, the sxci~ation a1 port 1, in Figure 7.3 1 can 
be trea~ed as the sum of the even- and odd-]node excitarions sbown irl Figuri17.32. From 
symmetry. we can see tha~ IF = r:, I.. = 1;. I;" = V;, and = T.? For the even 
modes, while = -1;. If = -I$. 17: = -IT, and C.;" = - L/i0 For the odd n~odt. 

Thc input impedance at port 1 - 6  the coupler af Fiyre 7.31-can bus be expressed as 

FIGURE 7.31 A single-section coupled line coupler. (a) G e o n l c v  arid port designations. 
(h)  The schemaric circuit, 
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FIGURE 7.32 Decwrnposition of the coupled line coupler circuit of Figure 7.31 into even- and 
odd-mode excitations. [a) Even mode, (b) Odd mde. 

Now if we kt 2; be the input impedance at port 1 fur the even mde,  and qn be the 
Input impedance for the odd mode, then we have 

since. for each mode, the line Iooks Mse a transmission line of characteristic i m p d m e  
20, or Zoo. terminated in a load impedance, Za. Then by voltage division 
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Using these results in (7.72) yields 

Now if we let 

then (7.73a.b) reduce to 

SO that Z;Z; = ZoeZuo = xi. and (7.76) reduces to 

Thus, as long as (7.77) is satisfied, port 1 (and, by symmeby, dl other ports) will be 
matched. 

Now i f  (7.77) i s  satisfied. sn that Zl, = Z0. we have that = V, by voltage 
division. The voltage ar port 3 is 

where (7.74) has k n  used. From (7.73) and (7.771, we can show that 

v3 -- v jLG, - 20,) tan 8 
220 + jtzo, + Zoo) MI 8 ' 

NOW define P as 

which we will soon see is a e ~ a l l  y the midbad voltage cwpling coefficient, &/v. Then. 
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FIGURE 7.33 ~ o u p l d  and h u g h  port vulbges (squaced) versus fkqumcy fm h coupled 
Line coupler of F i p  7.3 1. 

Similarly, we can show that 

and 

Equations (7.82) and (7.84) can be used to plot the coupled and through port voltages 
versus frequency, as shown in Figure 7.33. At very low frequencies (61 << r/Z), virtually 
all pnwer is transmitted through port 2, with none being coupled to port 3. For B = ~ 1 2 ,  
he couphg to porr 3 is at its first maximum; this is where the coupier is generally 
operated, fw s d  size and d imurn  h e  loss. Otherwise. the response is p o b i c ,  
with maxima in 6 for $ = ~ / 2 , 3 ~ / 2 ,  . . .. 

For I!? = r/2, the coupler I s  A/4 long, and (7.82) aqi (7.84) redw to 

which shows that C < 1 is the volage coupling factor at design frequency, B 
a j2-  Note that these results satisfy power conservation, since en = ( I  /2)l~I'/Zo. 
while the output powers are fi = ( 1 / 2 ) ~ ~ 1 ~ / ~ ~  = (1/2)(I - c ~ ) ~ v ~ ~ / z ~ ?  P) = 
[l/2)[c121vlz/~o, fi  = 0, SO that Ph = fi + fi + PJ. Also observe that there is 
a 90' phase shift between the two output port voltages; thus this coupler can be used as 
a quadratwe hybrid. And. as long as (7.77) is satisfied. the coupler will be matched 
the inpul and have perfect imlarion, at m y  fiqumcy. 

Finally, if the characteristic impedance, ZD. and the voltage coupling coefficient, C,  
are specified, then the fnllowing design equations for the required even- and odd-mde 
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characteristic impdances can be easily derived from (7.77) and (7.81): 

I - C  
zoo = 2 0  Jm- 

In the above :malysis, i t  was assumed ha1 the even and odd modes of the coupled line 
smcrure have the same velwi~ies of propagation, so h a t  the line has the same electrical 
length for borh modes. For a coupled micrustrip. or otl-ter non-EM, line this condition 
will generally nor be satisfied, and the coupler will have poor directivity. The fact 
that coupled microstrip lines have unequal even- and odd-mubc phase velocities can be 
intuitively explained by considering the field line plots of Figure 7.28, which show that the 
even mode has less fringing field in the air region than tke odd mode. Thus its effective 
dielectric constant should be higher, indica~ing a smaller phase velocity for the even 
mode. Techniques for compensating caupled microstrip lines to achieve equal even- and 
odd-mode phase velocities include the use of dielectric overlays and anistropic substrates. 

This type of coupler is best suited for weak couplings, as tight coupling requires 
lines that are too close together to be practical, or a combination of ekren- and odd-mode 
characteristic impedances that is nonreduable. 

EXAMPLE 7.7 SingleSection Coupler Design and Performance 

Design a 20 dB single-swiion coupled line coupler in stripline with a 0.158cm 
I ground plane spacing, dielectfic constant of 2 3 .  a ckiracteristic impedance of 

50Sl. and a center frequency of 3 GHz. Plot the coupling and directivity from 
1 to 5 G&. 

Sdufinn 
The voltage coupling factor is 

From (7.8T), the even- and odd-mode characteristic impedances are 

To use Figure 7.29, we have that 

6 Z a e  = 88.4, 

&Zh = 72.4, 

and so, Wjb = 0.72, Sib - 0.34. This gives a conductor wid* of 

W = 0.726 = 0.114 cm, 
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FIGURE 7.34 Coupling versus frequency For Lhc single-section coupler of Example 7.7. 

and a conducior separation of 

S = U.34b = 0.054cm. 

Note that these lines are quite close together, which may d e  fabricarion 
difficu kt+ 

The coupling and directivity are plotted in Figure 7.34, 0 

Design of Multiseetion Coupled Line Couplers 

As Figure 7.33 shows, the coupling of a single-section coupled kine coupler is limited 
in bandwidth due to the X/4 length requirement. As in the case of matching transformers 
and waveguide colrplers, handwidth can be increased by using multiple sections. In fact, 
there i s  3 very close relarion between multisection coupled line couplers and mulrisection 
quarter-wave transformers [9] .  

Because the phase characteristics arc usually better, multisection coupled line m u -  
plen m generally made with an odd number of sections. ;FS shown in Figure 7-35. 
Thus, we will assume t h a ~  N is odd. We will also assume rhat the coupling is w e d  
IC I 10 dB), and that each section is A,/4 I t~ng (8  = 7 ~ 1 2 )  at the center f'requcncy- 

Now for a single coupfed line section, with C << I ,  (7.82) and (7.84) simplify to 

men for 19 = ir/2, we have that &,/K = C and V2/v  = -j. This approximation 
is equivalent to assuming *dl no power is lost an the (hrough path fmm one section 
to the nest, and is sirmlar to the multisection waveguide coupler analysis. It i s  a good 
assumption for small C, even haugh power conservation is violated. 
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FIGURE 7 3  An N-section coupId line coupleL 

Using these results, the total voltage at h e  coupled gofi (port 3) of the cascaded 
coupler in Figure 7.35 can be expressed t~s 

6 = OC, sin ~ e - ~ ' ) 1 . i  + U C ~  sin ~ e - j ' ) ~  g-2js 

+ - . . f ~ C N  s h  6e-je)vi e -2j(N-I)B 7 7.89 

where C, i s  the voltage coupling coefficient of ihe nth section. If we assume that the 
coupler is symmetric. 5~ that C1 = CN , C2 = CXp1, etc., (7.84) can be simplified to 

= 2jK sin @e-jMB Ci ms(N - 118 + C? COS(N - 318 I 
where Ad = (N -k 1)/2. 

At the center frequency, we define the voltage caupIing factor Go: 

Equation (7.90) is in the form of a Fourier series for the coupling, as a function of 
frequency. Thus. we cm synthesize a desired coupling response by choosing the coupling 
coefficients, C,, . Note ha t  in Lhjs case, we synthesize the coupling response, while in  the 
case of the multihole waveguide coltpfer we synthesized the directivity respnse.  This 
is because tbe path Far the uncoupled a ,  of the multisection coupled line coupler is 

the foward direction, and SO is less dependent on frequency than the coupled a m  
Path. which is in rhe reverse direction; this is rhe oppsite situation horn h e  rnulhhole 
waveguide coupler. 

Multisectim c0~pIefg of this form can achieve decade bandwidths. but coupling 
levels must be low. Because of the longer electrical length, i t  is more: critical to have 
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equal eve-0- and odd-made phax velocities than it is for the single-section coupler. nis 
usually means thar shipline i s  hc preferred medium for such couplers. Mismatched 
phase velncstics will degrade the cuuplel djrec~i\.ity. as will juflc~ion discontinuities, load 
mismatches. and fabrication tolerances. A photograph of a coupled line conpIer is shown 
in Figure 7-38, 

EXAMPLE 7.8 3Iultisetrtion Cuupler Design and Performance 

l lesign a three-section 20 dB cijuplcr with a binomial (maxi rnally Aat) response, 
a byslcrn impedance of 50 $1,  and a center frequency of  3 GHz. Plnt the coupling 
and directivily from 1 to S GHz, 

Sc}luriurl 
For a &ally flat respmse for a three-section (N = 3) coupler, we require 

= CI (sin 38 - sin 8) t C2 sin 19 

= C1 sin 3H + (C,'2 - C1) sin 8. 

FIGURE 7.36 Photograph of a single-scctiou microsrrip coupled Ihe coupler. 
Courtesy of  M. U. Abouzah, MIT Lincoh h b a m t q .  Lexhgbn. M~ss. 
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Now at midband, B = n/2 and Co = 20 dB. Thus, C = 107'u1'0 = OAl = 
Cz - 2Ct. Solving these two equations for C1 and Cz gives 

Then from (7.87) the even- and odd-mode characteristic impedances for each 
section are 

The coupling and directivity for this coupler are plo=d in Figure 7.37. 0 

I ! I J 
7 3 4 5 

Frequency (GHz) 

FIGURE 737 Coupling versus frequency for the &rw-aixtion binomial c q l e r  of E x ~ p l e  7.8- 
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7.7 THE LANGE COUPLER 

Generally, ~e coupling in a coupled line coupler is too loose to achieve coupling 
factors of 3 dB 01 6 dB. One way to increase the coupJing between edge-coupled ]hes 
is to use several lines parallel tu each ohrr. a) h a €  ihe fringing fields ar both edges 
of a line contribute to rhe coupling. Probably the r n w  practical iniplernentarion of thjs 
idea is the Lange coupler [10]. shown in Figure 7.3%. Here, €OLE coupled h e s  are 

used with interconnections to provide tight coupling, This cuupler can easily achieve 3 
dB coupling ratius, with an octave or more bandwidth. The design tends to compensate 
for unequal even- and odd-mode phase velocities. which also improves the bandwidth. 
There is a 90° p h a e  diffkrence between the output h e s  @arts 2 and 3). so the Lange 

0 

w Coupled - 
0 0 

FIGURE 7 3  The Lange coupler. (a)  Layout in micmstrip form. Ib) The unfolded W g e  
coupler. 



coup[er is a rype of qi~adraiure cuupler. The main disadvantage of the Lange coupler 
is pI-abably practical. $3 the lines are very narrow, close mgether, and i t  is difficult to 
fh f i~a te  the n e c e s s q  banding wires across the [ines. T h i s  lype of coupled Iine geometry 
is &o referred to csq htcrdigitated; such s~~ctures  can dsv IX used for filter circuits. 

n e  utlfolded Lmgc couplcr [ I l l .  shrbwn in F i p r c  7.38h. operates essentially the 
same 3s h e  nfigind Lmpe coupler, but is easier LO mudel w i h  an c.quii.alnlt circuit. 
~ l l c h  an cquivdrnt c & u i ~  consists af a four-wire coupled line stmcLme. as shown in 
Figure 7.3ga. All h e  lines have I ~ C  same width and spacing. If we make the rca- 
sonable assumption ~ h a l  each l i n e  couple.$ aniy to its nearest neighbor, and ignare 

distant coupling+, then we effectivety have a two-wire coupled line ckcuit. as 
shown in Figure 7.39S Then. i f  we can derive the even- arid odd-niode characteris- 
Lit irnpdanues, ZF4 u ~ d  Zd. of the four-wire circuit of Figure 7.39a in t e r n  of Zo, 
and Zoo, h e  even- md odd-mode characteristic impedances of any adjacent pair of 
lines, we can apply the coupled line coupler rzssdh of Section 7.6 trJ anaIy7. the Large 
couplcr. 

Figure 7.403 s h o ~ < s  the effective capacitances between the conductors of Lhe four- 
wire cc~uplcd [ine of Figure 7.39a, Untike the twu-line case of Section 7.6. rhe capaci- 
talces of the follr lines to ground are differen1 depending on w11etIzcr the line is c>n h e  
outside (1 and 4). or on the inside (2 and 3). A n  approximate reladm between these 

FIGUm 7.39 Equivalent circuits for the unfolded L a n ~ e  coupler. (a) Four-wire coupied [inc 
m d d .  (bl Approximate twc-wire coupld line model- 
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FIGURE 7.40 Effective capacitance networks for the unf~lded b n g e  coupler equivalent circuib 
- of Figurn 7,JY. {a) Effective c a p r i t m c ~  for the f~~-~lvk m&l. (b) E f f . h v e  

capacitance for h e  two-wirc model. 

For ,an even-m& excimtion. all Four conducttlrs in Figure 7.40a are at the 
potential, so C,, has no effect and the total capacjtance of my line to ground is 

Fur an odd-mode excitation, electric walls effectively exist though lhe middle of each 
C,,. so the capacitance of any line to ground is 

The even- and odd-made characteristic impedances are then 

where u is the velocity of propagation nn the line, 
Norv consider any iLwJared p r  nf adjacc-nr conducts in the $ow-line model; the ef- 

f d ~  capaci tmces are as shown in Figure 7.40b- The even- and odd-mode capacitanc~s 
are 

Sdving (7.95) for Cc, and cn,. and subshruting into (7.93) with h e  aid of 17.92) 
the even-odd mode capacitances of the four-wire line in t e y s  of a two-wire coupid 
h e :  

S ~ C G  chwacieristic impedances are nelaced to capacitance as Zo --- 1 /wC, we can mwde 
(7.96) to give the s v e n / d  made chzractcristic impedances of the lange coupler in t e r n  
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of the characteristic impdances of a two-conductor line which is identical to any pair 
of adjacent Lines in the coupler: 

where Zap, Zo, are the even- and odd-mode ch~iicteristic impedances of the two-conductor 
pair. 

Now we ran  apply thc results of Section 7.6 to ihe cnuplcr of Figure 7.39b. Fran~ 
(7.77) &e characlcristir: impedance is 

while thc voIt;lge coupling coefficient is. from (7.8 11, 

where (7.97) was used. For design purposes, i t  is usehl to invert these results 10 give 
the necessary even- and odd-mode impedances for a desired chmctertsfic impedance 
and coupling coefficient: 

These results are approx h a t e  because of the simpljftcations involved with the appli- 
cation of two-line characteristic impedances to the four-line circuit, and because of the 
assumption of eql~zrl even- and odd-mode phase velocities. In practice, however. these 
results generally give sufficient acuracy. If necessary, a more complete analysis can be 
made to directly derermine Ze4 and Zd for the four-line circuit. as in reference [13]. 

7.8 - THE 180a HYBRID 

The 1YO" hybrid junction is a four-port network with a 180° phasc shift between 
the bvo output ports. IL cart also be operated so that the nutputs are in phase, With 
~ f e r e n c e  to the 180° hybrid symbol shown in Figure 7.41. a signal applied to port 1 
will be evenly split inlo two in-phase components at pons 2 and 3, and pun 4 will be 
isolated. If the input is applied to port 4, it will be equdly spljl into two ~01np0nentS 
with a 180" phase diiT'erence at ports 2 and 3, and port 1 will be isolated. men owrated 
as a combiner, with input signals applied at pods 2 and 3. the sum of the inputs will be 
formed st port 1 ,  while ihe difference will be formed at port 4. Hence. pons 1 and 4 are 
referred to as the s u m  and difference parts, respectively. The mttering far the 
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hybrid 

W + 

FIGURE 7.41 Symbol for a 180" hybrid junction. 

ideal 3 dB 180' hybrid thus has tfic following form: 

The reader may verify that this matrix is u~z'ttary and symmetric. 
The 180" hybrid cw be fabrica~cd in several fonns. The ring hybrid, or rat-raceT 

shown in Figurrs 7.42 and 7.43a, can ea<ily be rul~structed in plan= (nlicrosbip or 
srriplinc) fonn. although waveguide versiuns are also possible. Anorher lype of planar 
180" hybrid uses [apered matching lines and crwpleri lines, as shown in Figure 7.435. 
Yet another t y p e  of h_vbrid is the l~ybrid wavcguids junction, or magic-T. shown in Fig- 
ure 7 .43~ .  We wi I1 first maly ze the ring hybrid. using rn even-odd modc analysis similar 
10 that t~sed for the branch-line hybrid, and use a similu technique for the analysis of 
the Lapc~eb line hyrid. Then wc will qualitatively discuss the operation of the waveguide 
magic-T, 

FLGUIW, 7.42 Phutograph of a mimstrip ring byh id  
Courtesy of hl+ D- Ahlrzahra, Lincoln L3bOrptov, ixsingm. Mass. 
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t Difkrtnre 
input 

+ 
('J) 

FIGURE 7.43 Hybrid junctions. (a) -4 ring hybrid. or mr-race, in nucrcssrrip or strjpfine 
t + c ~ m .  (b) A tapered caupled line hybrid. (c) A waveguide hybrid junction 
or mgic- T: 

Even-Odd Mode Analysis of the Ring Hybrid 

Firs1 considcr a unit amplitude wave incident at port I (the sum port) Of the ring 
hybrid of Figure 7.43a. At the ring juzlction chis wave will divide into two components, 
which both arrive in pl~rrse at ports 2 and 3. and IXO* out nf phase at port 4. Using  he 
even-odd m d e  andysis technique 151, we can decompnse  his case i n ~ u  a supcrposilian 
of the two simpler circuits and excitations shown in Figure 7.44. Then the mplirudes 
of the scattered waves from itre ring hybrid wil l  be 
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--- S.C. 

FIGURE 7.44 E v a -  arid odd-made decomposition of the ring hybrid when purr 1 is excited 
wih a unit amplitude incident wave. (a} Even mode. @) Odd mode. 

W e  can evaluate the required reflection and transmission coefficients defined in 
Figure 7-44 using the ABCD rnarrix for the even- and odd-tndr cwo-port circuits in 
Figure 7.44. The results are 

Then with the aid of Table 4.2 we have 



Using these results in (7.102) gives 
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7.104-c 

7- 1W 

whch shows that the input pan is matched. port 4 is isolated. and the input power is 
evenly divided in phase between ports 2 and 3. These results farm the first raw and 
column of the scattering matrix in (7.101). 

Now consider a unit  amplitude wave incident at pri 4 (the difference port) of he 
ring hybrid of Figure 7.43a. The twn wave components on the ring will arrive in phase 
at pofis 2 and 3, with a net phase difference of 180' between these ports. The two wave 
cumponznts will bc 180' out or phase at pori I .  This case can be decon~posed into a 
superposition of h e  two simpler circuits and excitations shown in Figure 7.45. Then the 
amplitudes of the scattered waves will he 

The ABCD r n ~ c e s  for the even- and odd-mode circuits of Figure 7.45 are 

Then from Table 4.2, the necessary reflection and transmission coefficients are 
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3 ----- ---- - -7 - - -  O.C. --J 

- - 

FIGlRE 7.45 Even- and odd-mode decomposition of the ring hybrid when part 4 i s  excited 
with a unit amplitude incidenl wave. (a) Even mode. (b) Odd mode. 

Using tbesr: results in (7.106) gjves 

B1 = 0, 

which shows that the input port is matched, port 1 is isolated, and the input power is 
evenly divided into ports 2 and 3 with a 180" phase difference. These results form the 
fourth row and column of the scattering matrix of (7.101). The remaining elements in 
this matrix a n  be found from symmetry considerations. 
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RGURE 7.46 S pwamztcr magnitudes versus keguency for lhc ring hybrid of Example 7.9, 

me bandwidth of' me ring hybrid is limited by the frequency dependence of the ring 
ienglhs, but is generally on ht. [~rdcr of 2&30'%. Increased bmdwidth ~;tn be clhtained 
by using addiliond secrions, or a syllmletric ring circui~ as suggested in reference 1141, 

E W L E  7.9 PesEgn and Performance of a Ring Hybrid 

Design a 1 80" ring by brid for a 50 fl system impedance, and plot the magn i tudc 
of the S parameters (Sl 1 from 0.5 fil to 1.5 So, where fi, is rhe desjgn frequency. 

Solzdrior~ 
With reference to cure 7.43a, the char;rcteristic impedance of the ring t rans-  

mission line is 

while the feedline jn~pebances 50 $1. The S parameter magnituda are pI0lted 
versus frequency in Fi~nrc 7.46, 0 

Even-Odd Mode /lnalysis of the Tapered Coupled tine Hybrid 

Tile tapered coup~ed line L8O" hybrid 1151. shown in Figure 7.438. can pn~vide any 
power division ratio wjfi a bandwidth of a decade or more. This hybrid is also referrgd 
to as an asymmetric laprt?d cowpled line coupler. 

The schelnatic ciruuit r , f  this coupler is shown in Figure 7.47: the pods have been 
numbered to correspond hnctionally Lo the prEs of the 180" h y h r i h  in Figurizs 7.41 and 
7-43. The coupler consi~ts of two coupled l h t s  with raptring chatac~erisiic impedances 
over the len@ 0 < 2 < L. At z = 0 the lines are very weakly coupred so that 
Zk(0) = Zo,(0) = Zo, while ar z = L thc coupling is such that Z [ l , ~ L I  = Zu/C- 
and &(L) = kZn, wbere O 5 k 5 I is a coupling factor which we will relate Lo 
tbe vobage c o u p h g  factm. The even mode of the coupled linc rhus nlatchcs a load 
impedace of Zo/k (at 2 = L)  ro &. while h e  udd mode matches a load of kZu tu 



408 Chapter 7:  Power Dividers and Directional Couplers 

Ourput Sum input 

FIGURE 7.47 ca) Schematic diagmm of thc tapered coupled line hybrid. (bl The variation of 
characteristic impedances. 

Za; note that Zn,(z)Zou(z] = 2: for all 2, The Klopfensteio taper k generally used for 
there tapcred matching lines. For L < e < 2L. the lines are unmopled. and both have 
a characteristic impedance Zu: these lines are required for phhasc compensation of the 
coupled line section. The length of each section, B = 13L, must be the same, and should 
be elec[rically long to provide a good impedance match over the desired bandwidth. 

Fist consider an incident volragr wave of ampli~ude C; appliud lo pon 1. h e  ddif- 
ference inpu~. This excitation cm he reduced to Lhe superposition of an evro-male 
excitation and w odd-mde excitation, as shown it1 Figure 7.38a.h. At rhe junctions of 
the coupled and uncoupled lines (2 = LI.  he refltcliun coefficients seen by the even or 
odd modes of the ~ p e r e d  lines are 

Then at z = O these cueflicien~s m transformed to 
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Then by superpositi~n the scattering parameters of poris 2 md 4 are as follows: 

By symmetry. we a[so have that S2? = 0 and S3? = S24. 
To evaluate thc transn~issicln coefficients into ports I and 3. we will use the ABCD 

parameters for the equivalent circuils shutvn in Figure 7.49. where the tapered matching 
sections have been assumed to be ideal. and replaced with transfmcrs.  The ABCD 
matn x uf thc transmission line-transfomler-trag~srnissio~ 1 ine ca~cade can be found by 
multiplying the three individual A RC'D rnahces Fat hcsc  compancnls, but i t  is easier to 
use t l ~e  Fact that the transmission line sections affect only the phase of the ti.ansrnission 
coefficients. The ABCD ma& of the transformer is 

for the men mode, and 

nGURE: 7.43 Excitation of the tapered coupled line Rvhrid. (a )  Evcn-mode excitation. (b) Odd- - 
mode excitation. 
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FEGLTRE 7.49 Equivalent circuits for the tqered coupled line hybrid, for bmsmissirn fmm 
port 4 lu port 3. (a) Even-mode case. (bj Oddmode case. 

for the odd mode. Then h e  even- and odd-mode uansmission cmfficierrts are 

s k e  T = 2/(.4 + B/Zo +- CZo + Dl = 2&/ (k  + i ) frn b t h  modes: the eP2jD factor 
accounts for the phase delay of the two transmission line sections. We can then evaluate 
the following S parameters; 

The voltage coupling factor h r n  port 4 l o  port 3 is then 

while the voltage coupling factor born p r t  4 to port 2 i s  

Power conservation is verified by the fact that 

If we nnw appIy even- and odd-mode e.xcitations at ports I and 3, so that suprP0- 
sihun yields an incident vulhage wave at poa 1, we can derive the remaining scattering 
parameters. With a phase reference at  the input ports, the even- and odd-mode reflex tion 



7.9 Other Couplers 

coefficients at port 1 wiU be 

Then we can cdculare h e  following S parameters: 

From symmetry. we also have that = 0, S13 = S31. and that itl4 = Sf2 = 
S3+ Thc tapered coupld line 180" hybrid thus has the following scattering matrix: 

Waveguide Magic-T 

The waveguide mag ic-T hybrid junction in Figure 7 . 4 3 ~  has terminal propcrhes 
similar tu those of the ring hybrid, and a scattering matrix similar in form to (7.101). A 
rigorous analysis of this junction is too complicated to present here. but we can explain 
its operation in a qualitative sense by considering the field lines for excitations at the 
sum and difference ports. 

First consider a TEI0 mode incident at pod 1.  The resulting E3, field lines me 
illustrated in Figure 7.50a, where i~ is seen that there is an odd symmetry about guide 4. 
Since the field lines of a TElo mode in guide 4 would have even symmetry. there is no 
coupling between ports 1 and 4. There is identical coupling to puns 2 and 3, however. 
resulting in an in-phase, equal-split power division. 

For a TEIo mode incident at pan 4. the field lines are as shown in Figure 7.50b. 
Again ports 1 md 4 are decuupled. due tu symmetry (ur reciprocity). Ports 2 and 3 are 
excited equally by the incident wave, b~tt with a 180" phase difference. 

In  practice, tuning posts or irises are often used for malching: such components must 
placed symmetrically to maioiab proper operaLion of the hybrid. 

7.9 
OTHER COUPLERS 

While we have discussed the general properties of couplers, and have analyzed and 
derived design data for several of the most frequently used couplers. there arc mmy 
other t w s  of couplers that we have not treated in detail. In this section, we will briefly 
describe some of these. 
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FIGURE 750 Electric held lines ~ D T  a wavegujde hybrid ju~crIm. [a)  lnbdena wave at pxr 1, 
(b) Incident. wave at port 4. 

Mureno crossed-g uirle coupler. This is a waveguide directional coupler, consisting 
~f IWD u7aveg~ides a1 right angles. wilh couplj~~g provided by iwo apmres in  the 
common broad wall of the guidcs. See Figure 7.51. By proper design LIB], rhs two 
wave components excited by these apertures can be made to cancel in the back direction. 
The apertures usually consist of crussed slots, in order to couple tightly to the fields of 
both guides. 

Through 

/ 

FIGURE 7.51 The Mareno crossed-guide coupler. 
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Sck winger reversed-phase coillder. This waveguide coupler is designed so that the 
path lengths for the- two coupling apertures are the same for the uncoupled port. so 
that the directivity is essentially independent of frequency. CancelIation in h e  iso- 
laled port is accomplished by placing €he slols on opposite sides of the cenrerjine of 
the waveguide walls, as shnwn in Figurc 7.52, which couple Co rnxgnetic dipoles wirh 
a 180" phase difference. Then. the Xy/4 slot spacing leads to in-phase combining 
at the coupled (backward) port. but this coqling is very frequency sensitive. This is 
h e  opposite situation horn hat of the mu1WoIe waveguide coupler discussed in Sec- 
tion 7.4, 

Riblet shurr-slut rolrpfcr. Fipure 7.53 shows a Riblet short-slot coupler. consisting 
of two waveguides with a common sidewall. Coupling t&cs place in the region where 
p m  of the common wall h i ~ 5  been removed. 111 this region. both rhe ITI(, (even) and the 
Em {odd) nwde we excited, and by proper design can be ntade to cause cancellation 
at h e  isolated port and addition at the coupIzd port. The width of the interaction region 
musr generally he reduced to prevent propagation of the undesired TE30 mode. This 
coupler can usually be made smaller than other waveguide couplers. 

S ~ ~ ~ u ~ e r r i c  r~7pcred c ~ ~ I P L I  lixre c.txtpier. Wc saw rl~iit a rl on ti nuousl y tapered Bans- 
mission line matching transformer was h e  Iogical extension of the muttisection match- 
ing transformer. Similarly. the multisec~ion coupled line coupler can be cxttnded LO 

a continuous laper. yielding a c{wplcd line cr>upler with goad hmdwidih chilrac~efjs- 
iics. Such s ct~upler is shown in Figure 7.54. Generally. both the conductor width and 
stpamtirm can  be adjusted to provide a synthesized coupling or directivity response. 
One way to do this involves the computer optirnirariun uf a srcpped-sertion uppruxiina- 
tion to the con~inuous taper [17]. This couplcr provides a 90' phase shift between h e  
outpurs. 

--- FIGURE 752 The Schwinger rwersed-phase coupler. 
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FIGURE 7.53 The RiMet short-slot coupIsr. 

FIGURE 7.54 A symmetric rapered cuupld h e  coupter- 

Cmrpiers w i ~ h  opertu res in planar lirtes. Many of h e  above-mentioned waveguide 
couplers can also be fabritaetd with planar lines such as microsnip, stripline. dielectric 
image lines. or various combinations of these. Some possibilities me illusrrated in Fig- 
ure 7.55. In principke. the design of such couplers can be &ed out using the small- 
hde coupling theory and analysis techniques used in this chapter. The evaluation of the 
fields of planar lings, however, is usually mucb rnure c~rnplicated than for rectangular 
waveguides. 

POINT OF INTEREST: The Refiectoaeter 

A reflectornetcr is a circuit that uses a directional coupler to isolate and sample the incident 
I and reflcctcd pwers h r n  a rnismar~hed fwad. I t  forms the head  of a scalar or vector n c ~ o r k  

analyzer. a5 i i  can be used tu measure the reflection coefficient of a one-po~ n~w0.k and. in a 
more general configuration, the S parameters of a twsport network. It can also be used as a 
SWR meter. or as a power monitor in systems appljcarians. 

The basic mflectometer circuit shown below can bt used ro measure h e  reflectiou coefficient 
m p i l u d e  of an unknown bad, Lf we assume a reasonably matched coupler wilh Imse coupling 
(C << I) ,  so that d m  zf 1. [hen the cku i r  can be represenled by rhe signd now p p h  
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~ i c r o & ~  
lines 

Couplin~ 
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FIGURE 7.55 Various aperture coupled planar line couplers. (a) hilicrmtrip-lo-microstrip cou- 
pler, (b) Microstrip-to-\vaveguide cau plcr. ( c )  Microssip- tu-dielectric image 

shown below. In operation. rhe directional coupler provides a sample, K ,  of the incident wave, 
and a samplc. V,, of the retlcctcd wave. A ra~io mctcr with an apprupliatrl~~ calibrated scale can 
then measure these volkges and provide a ~ a d i n g  in terms of reflection coefficient magnitude, 
or SWR. 

Realistic dircctioml coupkrs, however. have finik directivity. which mems t h ~  both the 
incident and rcflectcd powers will contribu~e to both 57, and V,, leading to rn enor, 11' we assume 
a unit incident wave from the source, inspection of the s i p d  flow gaph lea& 10 the following 
expressions for 1.: and I<.: 
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where I? is the reflection coefficient of the bad.  D = 10 " d8/20' is the numerical hmtivity of fie 
coupler. a d  8 . 0  arc unknown phase delay differences through the circuit. Then Ihe maKimllm 
and minimum values of the rnfign~mde of 5/;./K can k written as 

For a coupler wirh infinite directivity &is reduces to the desired result of iri. Otherwise 
a measurclrnenl uncertainty 01' approximatc!y + IrI)/D is i n u d u c d 7  Goad a c c m y  &us 
rcquireh a coupler wilh high direrrlvitgr, preferably gtrntcr than 30 dB.  
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Problems 

PROBLEMS 

7.1 Coflsider the T-jurlction of three lines with characteristic impedances 2'1. &. and 5. as .*own on 
the next page. Dernoasixdte thar it is impossi-blz for dl h m  lines to be matched when Iwhg 
loward rhe junction. 

7+2 A directional coupler has the scattering matrix given bdow. Find h e  directivity. coupling. isolation, 
a d  return loss at fit input port when the other ports me cerminakd in matched loads. 

73 Two identical 80" couplers with C = 8.34 dB m connected as shown below. Find h e  msuIring 
g b e  and amplitudes at ports 2' and 3'. relative to porl I. 

7.4 A 4 W power source is connected rs h e  input of rr directional coupler with C = 20 dB. D = 35 dB. 
and an insertion loss of 0.4 dB. Find the ourpur pourers (in d3mj ai the through. coupled. md 
isolated port$. Assl~rne 311 ports lo be matched. 

7+5 k i g n  a lossiess T-junction divider wi& a 30 Q source impedance ro give a 3: 1 power split. 
Design quarter-wave matching transfonrlers to convert the i nlpedmces of the output lints tu 30 0. 
b l e n a i n e  rhr: magnilude of h e  5' parameters for this circuit. using a 30 ( 1  characterisric i m ~ d m c e .  

Consider the f and n resistive arknuamr circuits shown on the next page. If the input md ourpur 
are matched to 20. and the ratio of output voltage to input voltage is a, derive the design equations 
for R1 and W: for each circuit. Tf Zo = sOR, compuk RI and R2 for 3 dB, 10 dB. and 20 dB 
attcnuaims of each type. 
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7.7 @sign a me-pofi -isrile &lli& fm an iquaI P n l c r  3 1 Wfi System im-e. If 
vrr 3 is matched, calculnrt h e  change in ouiPUL Po%'er Pofi 3 ( in  dB) when Pon2 is c o n n ~ ~  

cither to a matched IWXI or to m Iaad hating a mismatch of = C)-3. 

7.8' Consider the general resistive divider sh~wir hlfiw- Far an atbiUaq4 p w a  division ratlo, Q = 
e / P 3 .  derive expression! for the rtsisrofi Rl, Rz. aid R-J. imd the output characteristic impedmces 

Za3 SO lhat d ports are matched. assuniW SOurCe in~pdance is 20. 

7 9  Desip a WilKnson p w p ~  &ivider wfi  a pDWer divishn m t i ~  0f fi/q = 1 /3, and a Mlrrce 

impedance af SO Q. 

7.10 Dthve the daiga equations in (7.37qb,c) fid h e  un~ua l - sp l i t  W u n s a l l  divider- 

7.11 For [he Rethc hale coupler of t y p  shorn in Figure 7.16% derive a design for s so that - 3 

is the isolated port. 

7.12 Design a Bcthc hole coupler of thc t j p  sh03'a in Fi- 7- for Ku-bmd wavemi& nprariog 

at I I GH7.. The required coupling is 20 dB. 

7.13 Design a Bethe hole coupler of tyw shoVJn F ~ w  7-l6b for Ku-barad waveg~be ~ p e ~ t i ~ g  

at 17 GHe. The required coupling is 30 dB. 
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7.14 Design a five-hole directional coupler in Ku-band waveguide with a binomid directivity mponse, 
The center fhquency is 1 7.5 GHz, and h e  required coupling is 20 dB. Use round apertures centered 
acmss the bruad wall of the waveguides. 

7.15 Repear Problem 7.14 for a design with a Chebyshev response. having a mhhm directivity of 
30 dB. 

7.16 Develop h e  necessary equations required 10 design a two-hole directional coupler using two wave- 
guides wirb apeiWzs in 3 common sidewalr. as shown helow. 

7.17 Consider the general branch-line coupler shown below. having shunt am charactdstic impedmck 
Z, , and series arm characteristic impedances Zh. Using an everiaid mode analysis, derive design 
equations for a quadrature hybrid coupler with w arbirrary power division mtio of a = &JP3, 
and with the input pfi (pn 1) matched. Assume all i-urrt3 ase X/4 long. Is port 4 isolatwl, in 
gencral? 

7.1 8 An edge-coupled shipline with a ground plane spacing of 0.32 cm and a dielectric constant of 2.2 
is required 10 h-ave even- arid dd-mode ch.xacreristk irnperlmw of Zu, = TUG md Zoo = IM Q. 
Find the necessary strip widths and spacing. 

7-19 A couplcd microstrip line on a substrate with t, = 10 and d = 0.16 cm has strip widths of 0.16 cm 
and a smp spacing of 0.0W cm. Find the even- and odd-mode characteristic impedances. 

7-20 Repcat the derivation in Section 7.6 for the design equations of a single-section coupled line 
coupler using re€le.ctlon and transmission coefficients. instead of voltages and currents, 

7-21 Ucsim a single-section coupled line coupler wirh a coupling of 19.1 dB. a sysrem impedance of 
6Ofl. and a centsr frequency of 8 GHz. Lf rht caupler is ca be made in stripline kdge~oupledl, 
with E,. = 2.2 and b = 0.32 cm, had the necessary ship widths and separation- 

7.22 Repeat Pmblcrn 7.2 1 for a coupling factor d 5 &. Is this a pradcal design? 

7-23 Derive tqu~tiom (7.83) a d  (7.843. 
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7 a  Design a 25 dB three-section coupled line coupler wih a maximally Aar coupling response. Asshme 
xu = 50 n, and find Zo,, Zao for each scc~ion. Use CAI3 to plat [he coupling fator (in bgj versus 

lkquency. 

7-25 Repeat Problem 7.24 for a coupler with ;ul equal-ripple coupling response, where h e  ripple in rhe 
coupling is I dB over the passband. 

7.% F O ~  h e  Lmge coupler. derive the design equations E7.1001 for Zo, and Zo, from U.98) and (7.9). 

7.27 Design a 3 dB Lange coupler fur operalion ar 5 GH2. If the coupler is to k fabricated in micmstrip 

on an alumina subsrrsre with 6 ,  = 10 and d = 1.0 mm, compute 20, and 20, Ibr the t w c r  adjacent 
lines, and find h e  necessary spacing and widths nf the lines. 

7.28 Consider the four-part hybrid tramfomzez shown below. Determine the scattering matrix for this 
dcvice. and show that i t  is similar in form to the scattering mitf-rix for thc I80' hybrid. Let the 
port characteris~c impedances he = ZM = Zo; Zo2 = Zm = ZZo. (This type of transformer is 
often used in telephone circuits.) 

7.29 .4n inpul signal Vl is applied to h e  sum port of a 180" hybrid, m d  mother signal is applied to 

the difference pa. What are rhc output signals'? 

7-30 CnIculate the even- and cdd-mcde characteristic impedances for a tapered coupled line 180" hybrid 
coupler with a 3 dB coupling ratio and a 50 61 characteristic impedance. 

731 Find thc S parameten; for the four-port Bagley polygon power divider shown below. 



732 For h e  symmetric hybtid shown below. calcdate the output voltages if pm I is fcd with an 
incident wave of I /O V. Assume the outputs are marched. 



Microwave Filters 

I A microwave filter is a two-port network used to control the frequency response 
a certain point in a microwave system by providing umsmission at frequencies within 
the passband of the filter and attenuation in the stopband of the filter. Typical frequency 
respmspls jncl ude low-pass, high-pas. handyass, and hand-rejeci charac~erjstjm, AMj- 
cations can be round In virtually any type of microwave communisaban, radar, or test 
and measurement system. 

Microwave filter theory and practice hegan in the yem preceding World War n, by 
pioneers such as Mason, Sykes. Darlington, Fano. Lawson, and Richards. The image 
paran~eter method of filter design was developed in the late 1930s and was useful for 
low-frequency filters in radio and telephony. In early 1950s a g o u p  at S M o r d  
Resxch Institute, consisting of  G. Matthaej, L. Young, E. Jones, S. Cohn. md others, 
became very active in filter and coupIer development. A voluminous handbook on filters 
and coupler.~ resulted from this work md remains a valuable reference [ I ] .  Today, 
most microwave Mrer design Is done wi* soplisticatcd computer-ided design (CAD) 
packages based on the insertion Loss method. Because of continuing advancements in 
network synthesis with distributed elements, the use of low-temperature superconductors, 
and the incorporation of a c h e  devices in fijter circuits, microwave filter design ternains 
an active =search area. 

We begin our discussion of filter theory and design with the frequency characteristics 
of periodic structures. which consist of a transmission line or waveguide pe r iod idy  
loaded with reactive elements- These structures are of interest in themselves, because of 
h e  applica~inn to slow-wave comporren ts and traveling-wave amplifier design, and also 
because they exhibit basic passband-stopband responses that Iead to the image paameier 
method of filter design. 

Filters designed using the i trmg~ purumctrr ni~thad consist of a caqcade of slrnpler 
two-pr31-t filter sections to provide the desired cutoff frequencies and attenuation tharac4 
tcristics, but do nor allow h e  specification of a frequency response over the complete 
operating range. Thus. although the procedure is relatively simple, the design of filters 
by the image parameter method often must be iterated many times to achieve the desired 
results. 

A more mnodem prnoedrrre, called the inrerrion luss meihod, uses network s ~ m e d  
techniques to design fi lms with a completely specified frequency response. The desi€P 

422 is simplified by beginning with low-pass filter prototypes that m normalized in t e r n  
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of impedance and frequency. Transformations are then applied to convert the prurotype 
designs to the desired frqutocy range and impedance level. 

Both the image parameter and insertion loss method of filter design provide lumped- 
clement circuits. Fur microwave applications such designs usually must be modified to 
use distributed elements consisting 01 trmsn~ission [ine sections. The Richard's wms- 

furmarim and the Kuroda identilies provide (his step. We will also disccus.~ fianstr~issiu~~ 
line tilters using stepped irnpedmccs and coupled lines; filters using coupled resonators 
will also be briefly described. 

The subject of microwave filters is quite extensive, due to the importance of thcse 
components in practical sysiems and the wide variety nf possible implementations. We 
give here a treatment of only the basic principles and some af the more common filter 
designs, and refer the reader to references such as 111, 121, 133. a d  141 for further 
discussion. 

8.1 PERIODIC STRUCTURES 

An infinite transmission line or waveguide periodically loaded with reactive elements 
is referred to sls a periodic structure. As shown in Figure 8.1. periodic struclures can 
take various forms. depending on the kansmission line media heing used. Often the 
loading dements are formed as discontinuities in the line, but in  any case they can be 
modeled as lumped reactances across a transmission line as shown in Ft gure 8.2. Per! odic 
stmctures srrpporl slow-wave pmpogaiion (slcrwer char1 the phase velocity of the unloaded 
line), and have passband and stopband characteristics similx 10 those rrT filters: they find 
application in traveling-wave tubes. masers, phase shifters, and antennas. 

FIGURE 8.1 Exmpies of periodic structwe9. {a) Peridic stubs 011 a rnicmMp line+ @) Pen- 
odic diilphgrns in a rvaveguide. 
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Analysis of Infinite Periodic Structures 

We be@ by srudying tke propagarion: characksbcs of the k6nitt: loadwl line showrl 
in Figure 8.2. Each unit cell of this line consists of a length d of transmission line with 
a shunt susceptance across [he midpoint of the line; the susceptance b is normalized to 
the characteristic impedance. Za. If we consider the infinite Iinc as being composed ofa  
cascade of identical two-port networks, we can relate the voltages and currents on 
side of the nth unit cell using the ,;LBCD matrix: 

where -4, B. C. and I3 are h e  mamx pameters for a cascade of a ~ ~ s m i s s i ~ n  line 
section of length d/2, a shunt susucpta~ice b. and arlothcr rransrnission line section of 
length d/Z. From Table 4,1 we then have. in normdized fbrrn. 

b b 
c o r 8  -sins) 2 j (sin#+-cord- 2 - 

/I I) [Go. B - b sin 0 
8: 8 

- E B S ~ +  - 
2 2 

where 8 = kd, and k is the propagation constant of the unloaded line. Thc reader cim 
verify that A D - BC = 1. as required for reciprocal networks. 

Now fr any wave propagating i;l the +z direction, we must have 

for a phase reference a1 z = 0. Since the: structure is jnfini~r.ly long, h e  ~drllge and 
current at the nth terminals can differ from the vahape and current at the n + 1 terminds 

FIGURE 8.2 Equivalent circuit of a periodically loaded u-ansmis~ion line. The unloaded line 
has characteristic- impedmce 21, and propagation c o m n t  k. 

I - 

I . .  jb i b  jh V t  jb + I 

I /, - I-, A, - - ? , .  

ib jb . * A  
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only by the propagation fxtor, e-rd. Thus, 

Using h~ result in (8.1.) @vm the following: 

For a nontrivial solution, the determinant of the above matrix must vanish: 

or, since AD - 3C = 1, 

where (8.2) was used for the values of A m d  D. Now if = a + jfi, we have &at 

b 
cosh rd = cosh ~ C O S  pd + j sinh rrd sin ,5d = cos 8 - 2 sin 0. 

Since the right-hand side of (8.8) is purely red. we must have either a = 0 or P = 0. 

CESE I :  a = 0. @ f 0. This case corresponds to a nonatrenuating. ~ropagating 
wave an the periodic structure. and defines the parssband of the smcture, Then ( 8.8 } 
reduces to 

which can be solved for r3 if the magnitude of the right-hand side is  less than or equal 
to unity. Notc that here are an infinite number of values of ,d hat  can satisfy (8.9a). 

Case 2: c~ # U, J = U. T. In this case the wavc does nor propagate, but is attenuated 
dung the line; this defines the slapband of the structure. Because the Iine is lossless, 
power i s  not dissipated, but is reflected back LO the input of the line. The magnitude of 
18.8) reduces to 

which has ~dy one solution (a > 0) for positively bawling waves: a < 0 applies for 
negatively traveling waves. If cos &J - ( b / 2 )  sin 0 5 - 1. (8.9b) is obtained from (8.8) 
by letting B = v; then all the lumped loads on the line are X/2 apart, yielding UI input 
impedance the same as if /3 = 0+ 
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n u s ,  depending on the frequency and nomalizcd susceptance values, the perid, 
icdy loaded line will exhibit e~ther  passhands ur stnpbmds. and SO can be considem 
as a tvpr: of filter. I t  i s  important tu note that the voltage and current waves defined is 
(8.3) (8,4) me meaningful only when measkred at the terminals of h e  unit cells. afid 
h not apply ta uclltages and currents rhal may exist at points within a unit cell. mese 
walfes we sometimes referred to ; ~ r  Blach 1rta L*PS because of their sirnlIarity to the elastic 
waves that propagate ~ r n u g h  periodic crystal lattices. 

Besides the psnpag;llir~n constant of the waves on the periodically hided h e ,  we 
wiIl atso he interested in the characteristic impedance for these waves. We e m  define a 
characteristic i~t~pedance at the unit cell terminals as 

since 'T/,+, and I,, I in [he above derivation were narmaIized quantities. This impedance 
is also referred to as the Bloch impedance. Fmm (8 .5 )  we have that 

sr, (8.1 03 yields 

From (8.6) we can solve for F?' in t~rms of A and D as folIows: 

Then the Blmh irrrpedance ha! two solutions given by 

For symmetrical unit cells (as assumed in Figure (8.2)) we will always have A = D. h 
this case (8.1 1 )  redtlces to 

The 3 soluti~ns correspond to h e  characteristic impedance for positively and negdtively 
traveling waves. respective1 y. For sy rnrnetrical networks these inlpedances are the same 
except for h e  sign; the characteristic impedance for a negatively traveling wave turns 
to be negative because we have defined I, in Figure 8.2 as always being in the positive 
k e c ~ i o n .  

From (8.2) we see thai B is always purely imaginary. If a = 0. U # 0 (passband)+ 
then (8.7) shows that coshyd = A 5 1 (for symmetrical networks) and (8.12) shows 
ZB will be real. If LI # 0, P = 0 (stopband). hhcn (8.7) shows ha t  cosh yd = A 2 1. 
and (8+12) shows thai ZB is imaginary. This situation is similar to that for a e  wave 
impedance of a waveguide. which is real for propagafing modes and imaginary for cutoff. 
or evanescenr, mdes.  
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Terminated Periocilc Structures 

Next consider a truncated periodic smctwe. terminated in a Ioad impedance ZL, as 
shown in Figure 8.3. Ac a e  terminals of an arbitriq u it cell, the incident and reflected 
voltages and currents cm be written as (assuming uperation in the passband) 

where we have replaced yz in (8.3) with j f lnd,  since we are interested only in terminal 
quantities. 

Now define h e  following incident md reflected voltages a! the nth unit eel: 

Then (8, L3) can be written as 

At the load. whete n = AT, we have 

so the reflection coefficient at the Ioad can be found as 

If the unit cell network is symmetrical ( A  = D), then 2; = -Zi  = Zs, which reduces - 

(8.17) ro rhe familiar resul~ that 

Unit 
cell cell 
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So to avoid reflections on the terminated periodic structure. we must have ZL = zB, 
which is real for a Iosdess smsture c~perating jn a pssl>and. If necessary, a quarter-wave 
amsf~mer  can be used betwecn the periodically loaded line and rhc load. 

k g  Diagrams and Wave Velocities 

When studying the passband and stopband characteristics uf a periodic stnrcme, 
it is rrsefuI ti, plot the propagation constant. d. versus the propagation constant of 
unloaded line. X: (or ~u'), Such a graph is called a k-,13 dit7.qrm~1, or Brilluuin diagram (&er 
L. Brillouin. a physicist who studied wave propagation in ptriodic crystal sWuctures). 

The k-1'3 diagram can be plotted from (8.9a). which is the dispersion relation for a 
generaI periodic structure. h fact. a k-d hagram can be used to study the dispersion 
uhrlracterisrics of many types uf microwave components and transmission lines. For 
instance, consider the dispersion relation for a waveguide mode: 

where kc is the cutoff wavenumber of the mode. k is the free-space wavenumber. and 
9 is the propagation constant of the mode. Relation (8.19) is plotted in the k-/3 diagram 
of Figure 8.4. For values of k < k,, there is no real solurion for 3, so the mode is 
nonprupagating. For k > A:, . the n~ude  propagates, and k approaches 0 Tor large vdues 
of B W M  propagation). 

The R-d diagram is a1 so useful for interpretins the v h o u s  wave velocities associated 
with a dispersive structure. The phase velocity is 

Slope = 

Slope - 
U 

FIGURE 8.4 k-;j dia- for a waveguide m&. 
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wbch is seen to be equal to c [speed of light) times the slope of the line from rhe origin 
to b e  operating pohr on the k-.i3 diagram. The p u p  velocity i s  

whjch is the slope of the A*-,3 curve at the operating paint, Thus, referring Irl Figure 8.4, 
we see that the phase vclncity Lor a prapagaiing waveguide mode is infinite ac cutoff and 
approaches c (.from above) as k increases. The group veluci ty. however, is z c ~ o  at cutoff 
and appmaches {* (from below) as k u~creases. We finish our discussion uf periudic 
structures with a pracrical example of a ctipacitively loaded line. 

EXAMPLE 8.1 Analysis of a Periodic Structure 

Consider a periodic capdcitively loaded h e ,  a shown in Figure 8.5 {such a 
line may he implsmenkd as in Figure 8.1 with short capacitive stubs). I f  ZD = 
5U fl,d = 1.0 cm, and C0 = 2.666 pF, sh tch  Ihe k- : j  diqrorn acld compute 
the propagation constarst, phase velocity, and BZoch impedance at f = 3.0 GHz. 
Assunie k = kO. 

Snlrr tian 
We can rewrite the dispersion reIation of 18-83) as 

Then 

so we have 

cos Pd = cos bcl - 2 h d  sin k ~ d .  

The most straightfornard way to proceed at this point il; to numerically evaluate 
the right-hand side of  the above equalion for a set of values of kud stating at 
zero. When the magnitude of the right-hand side is unity or less, we have a pass- 
band and can solve 13d. Otfiewi~c we have a stopband. Calculation shows 
that ~ l ~ e  first passband exisls for O 5 kod 5 0.96. The second passband does 

Ges. an not begin u n d  h e  sin kod tern changes sign ai kod = n- As kad increa, 

FIGURE 8.5 A capacitively loaded h e .  
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FIGURE 8.6 k-13 diagram for Example 8.1 

infinite number of passbands are possi Me, but they become narrower. F i p  8.6 
shows the k-j3 diagram for the first two passbands. 

At 3.0 GHz, we have 

so pd = 1.5 and the propagation constant is +3 = 150 radm. The phase velocity 

which is much less than the speed of light. indicating that this i s  a slow-wave 
stnrcture. To e v d ~ t e  ihc B'ioch impedance, we use (8.2) and (8.12): 

6 
A = CCJS 0 - - sin 8 = 0.0707, 

2 

Then, 
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8.2 - FILTER DESIGN BY THE IMAGE PARAMETER METHOD 

The image parainera d h d  uf hlkr  design involves the specificatinn of passband 
and stopband characteristics for a cascade of two-porr nehvorks. and so is  similar in 
concept to the periodic smcrures that were studied in Section 8.1. The method is 
relatively simple but has the disadvantage that an arbitrary frequency response cannut be 
incorporared into the debign. This is in contrast to the insertion loss method. whiclr is he 
subject of thr: fallowing sechn. Nevertheless. the image parameter methml is usefcil for 
si mpte filters and provides a link between infinite periodic str~rctures and prac~ica! filter 
design. The inlage pawneter method also finds application i~ solid-slate traveling-wave 
amplifier design, 

Image Impedances and Transfer Functions 
for Two-Port Networks 

We begin wih definitions of the image impedances and voltage- transfer function far 
an arbitrary reciprtxal two-port network; these results are required for the analysis and 
design of lilters by  he image parameter method. 

Considcr the arbitran, mJo-pun netwr~rk shown in Figure 8.7, where the network i s  
specified by its ,slBCD pa.ramelers. Note that the reference direction for the curreni at 
pon 2 bas been chostlfl accordng to the convenrion for .MC'D pararnerers. The image 
i m p e h c e s .  Zil and Z,?, are defined for this network as rollows: 

ZiI = input ilnpedance at port 1 when port 2 is terminated with Zil. 

Zi2 =input impedance a[ port 2 when port 1 i s  termhated wiLh Zil. 

Thus both prms arc matched when terminated in  heir image impedances, Wc will now 
derive expressions fur the image impedances in terms of the ABC'D parmeters of a 
nework. 

The port voltases and currents are related as 

FIGURE 8.7 A hvD-poFt network terminated b its image impdaxxs. - 
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Thc input impdance at port 1. with port 2 terminated in Zi2,  is 

since V2 = Zi212- 
Naw solve (8.22) for 15,1z by inverting h e  ABC'D matrix. Since AD - BC = 1 

for a reciprocal nerwork. we obtain 

Then the input impsdmce at port 2. with port 1 terminated in Z,,, can be found as 

since Vl = -Zi Il  (circuit of Figure 8.7). 
W-e desire that Zml - Zil and Z,s = Ziz, so (8.231 and (8.25) give two equations 

for the image impedances: 

Solving for Zil and Zi2 gives 

with 2,-: = D.Z'.il /A.  lf the network is symmetric, rhea -4 = D and Zir = Zfl as 
expected. 

Now consider the voltage transfer function for a two-prt network terminaced in its 
image impedances. With reference to Figure 8.8 and (3.24a), the output voltage at port 2 
can be expressed as 

(since w e  ogw have V\ = Ill Zbl) so the voltage ratio is 
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FIGURE 818 A twuport network terminated in its image impedances and driven with a voltage 
- generator. 

The factor dF/x occurs in reciprocal positions in (8.29a) and (8.29b3, and so can 
be interpreted as a transformer turns ratio. Apxi  Ersm this factor, we c m  define a 
propagation factor for tJ~e  network as 

with y = LY + j$' as usual. Since e7 = l/(m - m) = (A D - ~C'l/(m - a) = + m, and c o s h ~  = jEi7 + e-7)/2, we also have thnt 

Two important types of two-port networks are the T and IT circuits, which can be 
made in symmetric fom. Table 8.1 lists the image impedances and propugation factors, 
along with uther useful parameters, for thew two networks. 

Constant-k Filter Sections 

Now we are ready to derclop low-pass and high-pass filter sections, First consider 
the T network shown in Figure 8.9; intuitively, we can see that t h i s  is a low-pass filter 
network because rhe series inductors and shunt capacitor tend io block high-frequency 
signals while passing low-frequency signals. Comparing wiih Lhe results given in Ta- 
ble 8.1, we have .XI = jdL and Z2 = I ,/jwc. so the image impedance is 

If we define a cumff frequency, w,. as 

2 

a d  a norninal characteristic impdance, &, as 
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TABLE 8.1 Image Parameters for T and .rr Network 

%, / 2, 

T Network YT Network 
- 

ABCD param~krs: 
A = I + 2,1222 
B = Z ,  +2$42, 
c = I f &  
a - 1 +2,/q 
Z parameters: 

ZI I - & = Z; + 2,/2 
512-&1=z2 

Image impedance: 

ZJ = Jz,zl 4-3 

ABCD parameters: 
A = 1 +z, rz  
B = Z ,  
C= 1% + zIf;1z; 
D =  L +z,m 
Y  ti?^: 
YII = Yzl = l/Z, 4 1/72, 
YI2= Y2, = lJZL 

Image impedance: 

ziv = K g  = Z12$zir 

Propagation constant: 

ey = J + Z1& + J ~ Z ~ / % )  + ( 2 $ 4 ~ $ )  

where k is a constant, then (8.32) can be rewritten as 

Then ZiT = for c~ = 0. 
The propagation factor, also from Table 8.1, is 

FIGURE 8.9 hw-pass constant-R filter sectitins in T and 7~ fom. (a) T-sectim L.) ~-5eccion- 
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Now consider two frequency regiom: 

1. For < G: T h i s  is the passbmd of k c  filter section. Equation (8.35) shows 
that ZiT is real. and (8.36) shows tha? *y is imaginary, since w2/w2-1 is negative 
and ley1 = 1: 

2 h2 
,ey2 = ( I )  + 

( I  -5) = I 

2. For w > U I ~ :  This is the stopbarid of the filter seclion. Equation (8.35) shows 
h a t  ZiT is imaginary, and (3.36) shows that 7 is real, since ~7 is real and 
-I < e? < 0 (as seen from the limits 8s c~.' 4 and LJ + CO). The attenuation 
rate for A >> uC is 40 dB1decade. 

Typical phase md attenuation constants are sketched in Figure 8-10. Observe that 
the attenuarion, n. is zero or relatively small near the culoff frequency. although a w 
as id + w;. Illis type ui filler is known as a constant-k 102-pdss prototype. There 
are onIy two p x m ~ e t e r s  to choose ( L and C) .  which me determined by d,. the cutoff 
frequency, and R,,. the image impedance at zero frequency. 

The above resulls are vdid only when the filler seclion is terminated in  i ts image 
impedance at both ports. This is a major n 1 e h e s s  of t l~e  design, because the image 
impedance is J funciian of tycquency which is nclt likely lo match a given source or 
load impedance. This disallvmtage. as well as the fac~ thar hc artenuation is rather 
small near cutoff, can be remedied with the rnc~dified 7mderived sections to be discussed 
shortly. 

For the low-pas T network of Figure 8.9. we have [hilt Z1 = fwL and Z2 = 
I / jwC,  so the proprlgatio~~ factor is rhe same as that Tor the low-pass T network. The 
cutoff frequency, w,, and nominal characteristic impdance,  flu, are &e same as the 
corresponding quantities for the T network as given in (8.33) and (8.34). At d = 0 
we have that Zi7' = Zss = &. where Z,ip is I ~ P  image impedance of the low-pass 
T-network, but Zl1- anti Z,, are generally not equal at. othcr frequencies. 

FICUU 8.10 Typical passbmd and s t o p h d  characteristics of the low-pass consrani-k mans 
of Figure 8.9. 
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la) (bj 

FIGURE: 8.11 High-pass constmt-k ti1 ter seciirms in T and T; form. la)  T-section {b) ~i.-=dm. 

High-pass cunstanr-k sections are shown in Figure 8.1 1: we see that ~e positions 
of the inductors and capnci~nrs xe reversed from thusr: in rhe low-pass prototype. me 
design equations are easily shown LO be 

milerived Filter Sections 

Nre have seen ~ h a r  h e  constant-k filter section suffers from the disadvantages of a 
rc1ativcIy slow attenua~ion rate past cutoff, and a nunconsrant image impedance. The 
rra-d~riued filter section i s  a modi licalion of the conslani-k section designed tu overcome 
these prc>hIems. As shown in Figure 8.12a.b the impedances ZI and 2, in a constant-k 
T-section u e  replaced with 2; and Z;. and we let 

Then we choose 2: - to obtain the same vaIue of ZiT as fur the constant-8 section, T b ~ s ,  
from Table 8-1. 

Solving for 2: gives 

Because the impedances ZI and .& repregent reactive elements. Zi represents two de- 
ments in aerier, a,, indicated in Figure 8.12~. Note that rn = 1 reduces to the ori,hd 
constant-k section. 

For a low-pas  filter. we have ZI = j w L  and Zz = l/jwC. Then (8.39) and (8.41) 
f$ve the m-de~ived components as 
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FSGURF8.12 ISeuclopment~fanm-deri~cdfiltersectionFmn~aconstm~-kwction. (a}Consht- 
k section. (b) General m-den ved section. i'c) Final i r t  -derived sccrion. 

which results in the circuit of Figure 8.13. Now consider b e  propagation fac~or far the 
m-derived sscrian. F m  Table 8.1 . 

For the low-pass m,dtriv~d filter, 
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If we rertrict O c m i I . then rhese results show that c' is  real and 1 rT 1 > I for > w,, 
Thus the stopband begins at ~ L I  = uC, as for the constant-k: section. However, 
w = W-, w h ~ r e  

denominators vanish a d  e' becomes infinite, implying infinite atte~lualicm. Physi- 
cally, this pole i n  the attenustion characteristic is uuused by the resonance of the series 
L-c resonator in  the shunt arm of h e  T; this is easily verified by showhg thal the 
onant frequency of this LC resanator is ex.  Note that (8.44) indicares that w ,  > ,,, 

infinite atrenuation occurs after he curoff frequency. w,. as i[lus~ated in Figwe $,14- 
The p s i  tinn of the pale at L, can be controlled with the valuc of m. 

We now have a very s h w  cutoff response, hut anc probkm with the ?ii-tJerived 
section is ha1 iis attenuation decreases for > J,. Since i~ is often desirable lo b v e  
infinite attenuation as ; -+ x ,  the nl-derived section can be rasuaded with a constm-k 
smtion to give. h e  composite attenuaiion response shown in Figure 8.14. 

The ~n-derived T-secdon was designe.d so ha t  iils Wage impedance was identical 
to t h a ~  of the constant-k section {indeperrdsnt of ~ 7 1 ) .  so we slill have the problem of 
3 nonconstant i m a p  impedance. But the image impedance of the T-equivalent will 
depend w m. and this extra degree of freedom can be used to design an optimum 
matching section. 

The easiest way to o b h n  the cofle~ponding T-section is lo consider it s a piece 
of an infinite cascade of m-derived T-sections, as shown in Figure 8.1Sa,b. Then the 

FIGURE 8.14 Typical amnuation responses for constmr-k, m&~cd. a d  compos*h filters- 
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FIGURE 8.35 Dcvehjpmenr of m rm-derived T-section, (a) Infinite cascade of m-derived 
T-sections. (b) A de-ern bedded ri-equivnlerlt. 

image impedance of this network is. using the resuI~s of Table 8.1 and (8.35). 

Now ZIZz = L,/C = and 2; = -wZI,' = -4~:(u./w,)', so (8.45) reduces to 

Since  his ilnpehnce is a function of rrs. wc: can choose m to minimize the variation of  
Zi, over the passband of the filter. Figure 8.16 shows t h i s  variucion w i h  frequency for 
several values of Ir l ;  a vduc of nl. = 0.6 generally gives the best rssulis. 

This type of rn-derived section can then he used at the inpur and ou~put of rhe filter 
to provide a nearly c~nstiml impedance match to and from ~ I C ; ) .  BuL the image in~pdance 
of the cons~mt-X: and 17~,-dcrivcd T-sections. Zi7.. does not match Z,,: this prnblem 
can be surmounted bv bisecting the 7i--sections, as shnwn in Figure 8.17. The image 
impcdaoce~ of this circuit arc Zil = ZiT and Z,? = Z,,. which can he shown by finding 
its ABCD parameters: 
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FIGUFE 8.16 Variation of Z,, in the passband of n low-pass HZ-derived section FOC v a r i o ~  
val11es of m, 

FIGURE 8.17 A bisected T-section used to match Z,,  to Z,T, 

and then using 18-27} for ZT1 and Ztz: 

w h m  (8.40) bas b m  used for ZT.  

Composite Filters 

By combining in cascadc the constant-k. m-derivcd sharp curoff, and d e  m-derived 
matching sections we can realize a filter with the desired atrenuation and matching prop- 
erties. This type of design is called a composite filter, and i s  shown in Figure 8.18. The 
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FIGURE 8.18 The find four-see composite Wer. 

Matching -8 shnrp Matching 
secdnn cu toff cutoff section 

&p-cutoff section, with 7n < 0.6, places an attenuation pole near the cutoff frequency 
to prrwide a sharp attenuation response: h e  constant-k section provides high attenuation 
hrther into the stopband. The bisected-T scctions at the e,nds of the filter match the 
nominal source and load impdance, 4, fu the internal image impedances. ZiT. of the 
constant-k and nl-derived sections. Table 8.2 summarizes the: design equations for low- 
and high-pass a~nsposjte filters: notice har once the cu~nff frequency and impedance 
are specified, therc is only one degree of freedom (the vdue of n> fur the sharp-cutoff 
section) lefr to control the Uter response. The fdlowing example iuustrates h e  design 
procedure. 

EXAMPLE 8.2 Low-Pass Composite Filter Wi 

Design a low-pass composite filter with a cutoff frequency of 2 MHz and 

0 ' 

- Ku - 
0 

I impedance of 75 62. Place the infinite attenuation pole at 2.05 MHz, and plot 

%, Z# 2, 

the frequency response from 0 to 4 MHz. 

' 

Solrrfinle 
All the component values can be found from Table 8.2. For the canstant-k 
section: 

Can-mutt 
k 
7 

r n  = 0.6 
1 
- 7 
? 

-. 

+ 

For the m -derived sharpcutoff section: 

m < 0.6 
T 

+ 
--- 

m=1).6 
1 - 72 
2 

' ' 

+-% 
0 

+ 
--A 

+ 
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TABLE 8 2  S~unmaq of Composite Filter Design 

Law-Pass High-PEES 
- 

L,  C Same as cmsunl-6 section 

\I 1 - (w,Iw,)~ for sharpcuwff 
m= 1 0.6 for matching 

- ---la- 
Ti -  7-f 

L. C Same as cons tan^-k s t i o n  

,/(w,lug for sharpcutoff 

0.6 For matching 

Bisected-.rr matching secti~n 

2C/nr ZC/nl 

For the m = 0.6 matching sections: 

n>,L - 
2 

- 3.582 pH, 
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Matching Constant-k m-derived 

FTGWRE 8.19 Law-pass cornpositc filter for Example 8.2. 

Frequency {MHz) 

FTGURE 8,20 Frequency response for the low-pass filter of Example 8.2. 

The completed filter circuit is skaum in Figure 8.19; the series pairs of induc- 
tors between the sections can be combined. Figure 8.20 shc>ws the resulting 
frequency response for 1SI21. N a e  the sharp dip at = 2.05 MHz due to the 
m. = 0.2195 section. and the pole at 2.56 MHz. which is due to the m = 0.6 
ma~china sections. c2 

8.3 - FILTER DESIGN BY THE INSEHTION LOSS METHOD 
- 

The perfect Alter would have zero insertion lass in the pdssbmd, infinite atCenuation 
in thc stopband, and a lineas phae response (to avoid signd distortion) in  the passband. 
Of course, such filrers do not exist in practice, so comprurnises must be made; herein 
lies the aft of 6lwr design. 

The image parameter method of  the previous section may yield a usable filter re- 
sponse. but if n d  there is no ckar-cut way to improve thc design, The insertion lass 
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method, however, allows a high degree of control over the passband and stopband m- 
pljtude and phase characteristics. with a systematic way tu synthesize a desired reswn*. 
The necessary &sign trade-offs can be evaluated to best meet the applicalion requhe-. 
merits. If, far example, a minimum itlsefiion loss is most important, a binomid respoase 
could be used: a Chebyshev response would satisfy a requirement for the shapest curoff, 
If it is possible to sacrifice the a~enuation rate, a betier phase response can be obtained 
by using a Ijnear phase liI~ar deign. And in all cases. he hswtjon loss m e t h d  allows 
filter pedomance to be improved in a straightfonv~d manner, at the expense of a hzlgher 
order filter. For the filter prototypes to be discussed below, the order o f  fie filter is equal 
to h e  number of reactive elements. 

Characterization by Power Loss Ratio 

ln the insertion Ioss method a filter response is defined by its insertion loss. or power 
lass rario, P L ~ :  

Power available frorn source - Pjnc 
-- - - 1 

PLR = Puwer delivered to load 8/49 
Plo4 1 - lrbJ)12 ' 

Observe that this quantity is the reciprocal of ISr? 1' if both load md source are matched. 
RE insertion loss (IL) in dB is 

From S ~ ~ i o n  4.1 we know that Ir(w)\' is an even function a€ LC.': therefore it can be 
expressed as a polynomial in w'. Thus we can write 

where i"M and 1%' are real polynomials in wZ. Substituting this form in (8.49) gives the 
following: 

Thus. lor a filter to be physically realizable its power loss ratio must be of the form 
(8.53). Notice that specifying the power Ioss ratio simultaneously constrains h e  reflection 
coefficient. r(i~). We now drscuss srsnlr practical, filter responses. 

M i  a ,  This characteristic is also called the binomial or ~urtetworth re- 
sponse, and is optimum in the sense that it provides the flattest possible passband response 
h r  a given filter curnplexlty, or order. For a low-pass filter, i e is specified by 

where N is the order of the filter. and w, is the curoff frequency. The passband extends 
from = 0 to w = WC; at t he  band edge the power loss mtio is 1 + k 2 .  If we choose 
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&is as the -3 68 poinl. as is common, we have k - 1, which we will assume h m  
now on. Fw w > dC, h e  attenuation increases monotonically wilh Frequency, as shown 
in Figure 8.21. For kit >> w,. PLR 2 h-'(d/~u'~)'". which shows that the insertion loss 
increases at the rate af 30:Ir dB/decade. Like the binomial responsc for ~nultisection 
quarter-wave matching transformers, the first (2N - 1 ) derivatives of (8.53) are zero 
# = 0. 

Eq~lnl ripple. If a Chehyshev polynomial is used to specifj the insertion loss o f  an 
N-order low-pass fi 1 tcr as 

hen a sharper cutoff will result, although the passband responsc wi[l have ripples of 
amplitude If  k2, as shown in Figure 8.21, since TJv(x;u) oscillates between f 1 for 1x1 5 I .  
Thus, A:' determines the passband ripple level. For large rc, Tx(x) 21 1 / 2 ( 2 ~ ) ~ ,  so for 
w >> 4. the insertion Iuss bccomes 

which rrlso increases at the rate of 20AT dB/decade. But the insertion b s s  for the Ch~by-  
shev case is (22")/4 wearer thm thc binomial responsc, ut any given frequency where 
k.J >> LJc- 

Elli!~tic. ,fidrtction. The rnaxirnaIIy Rat and equal -ripple responses both have mono- 
tonically increasing atcenuntlcrn in the stopband. In many applications i t  is adequa~irc to 
specify a minimum sropbmd attenuation. in which case a better cutoff rate can be ob- 
tained. Such filters are called elliptic function filters [3]. and havc equal-ripple responses 
in the passband as weil as the stopband, as shown in Figure 8.22. The n~axi rnun~ at- 
tcnualion in the passband A,,, can be specified, as well as the minimum attenuation 

0 I)..? 1 .O I .S o/w, 

FIGURE 8.21 h . l d l y  flat and equal-ripple bw-pass film responses [A' = 33). 
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FIGURE 8.22 Elliptic function luw-pass filter response. 

in the stopbmd Amin. Elliptic func~ion filters are difficul~ tu synthesize. so we will a 
cmlsider them further: the interested reader Is referred ta reference [3]. 

Linear plzas~. The above fibers specify the amplitude response. but in some appli- 
cations (such as multiplexing filters tbr communication systems) it is impor~ant to have 
a linear phase response in the passband ro avoid signal &stortion. 11 r m  out that a 
sharp-cu~off response is generally incompatible with a good phase response, so the phase 
response of the filter must be dcli berately synthesized, usu;lll y resulting in an inferior 
alnplirl~de cutoff ch~acferisfic. A l incx phase characteristic WI be achicved wirh 
following phase response: 

where &{d) is the phase of h e  voltige transfer function of the filter, and p is a coastid. 
A related quantity is the goup delay, defined as 

which shows that the grnup delay for a linear phase filter is a maxirr~ally flat function- 
More general filter specifications can be obtained. bur the above cases are the nlost 

common. We will nexl discuss the design of low-pass 61ter prototypes which are nor- 
malized in terns of impedance and frequency: this normalizadqn simplifies the desip 
of filters for arbitrary Irequency. impedance- and tyl>r: (low-pass, high-pass, bandpass: 
or bandstop). Thc low-pass protoiypcs are then scaled to the desired frequency and 
impedance; and he lumpcd-elemen1 camponents replaced w i h  distributed circuit ele- 

nts far implementation at microwave frequencies. This design pmcess is i llusadted 
in Figure 8.23. 
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FIGURE 8.23 The process of filter desib by the insertion 105s method. - 

Filter 
specificatinns 

Maximally Flat Low-Pass Filter Prototype 

Consider che two-element low-pas& filter prototype shown in Figure 8.24; we will 
derive the normaIlzed element values, L and C, for a maximally flat response- We 
assume a source impdance of 1 a, and a cutoff frequency r~ ,  = 1, From (8.53), the 
desired power loss ratio wdl be, for N = 2, 

4 P ~ = l + w .  

The input impedance of this filter is 

- 

hplernentation 

Since 

- Low-pxs 
PrOtQtW 

design 

the power loss ratio can be written as 

Scaling and 
converrrian 

Now, 2, + Zit, = 
2R 

1 + w2R2Cz' 

3, 

FIGURE 8.24 h w - w s  film p ~ t ~ t ~ ,  N = 2. 
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2 
= I + -- [(l - R)' + (dd + L' - ~ L C R ' ~ J '  + L'c'Pw~]. 

4n 8-HI 

Notice that this cxprcsnion is a poly nornial in YI'. Comparing to the desired resppme of 
(8.57) shnwa hat  R = 1, since PLR = 1 for ~ u '  = O .  In addibon, the coefficient: of w2 

must vanish, so 

or L = C. Then for the coefficient of w3 to be unity we must b v e  

Ln principle, this procedure can be excended ti, find h e  element values for filters wirh 
an arbitray number of elements, N ,  but clearly this is not practical for large N. Far a 
normalized low-pass design where h e  source impedance i s  1 Q and the cutoff frequency 
is w, = 1, however, the element values for the ladder-type circuits of Figure 8.25 can 

~ I G m  8.25 tadder circuj ts for lo~~-pass fiIter prototypes and their element definitions, [a] 
Iotype begimhg with a shunt element, (b) Prototype beginaing with a series 
tkrnen~ .  
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TABLE: 8 3  Element V d u ~  Tor M W a l l p  Flat h w - P m w  Filter ProtoQp!!~ @n = 1, dc = 1, 
N = 1 to 10) 

Swrcr: Reprinted from G. L. :Matthaei. L. Young, and E. hl- T. Junes, Micrawwe Fiirm. l~npednwc-Marcking 
.?Je~:orks, and Coupling Suzserur~s (Dedhan Mass.: Artecb House, 1980) wi&h permlssiw. 

be tabulated [I]. Table 8.3 gives such element values For maximally f la~ low-pass filter 
proto~pss for rZ' = 1 to 10. (Notice that the values for W = 2 agree with the abovc 
maIytical solution.) This data is used with either of the ladder circuits of Figure 8.25 in 
the following way. The element values are numbered from go a1 thc gcneralor impedance 
to g ~ + l  at the load in~pedance, fur a filter having rV reactive elemenis. The elcmcnts 
dilternate between xria and shunt co~ections, and gk has the following definitinn; 

generator resis tmce (network of Figure 8.25a) .={ generator conductance (network of Figure 8.25b) 

inductace far series i~~ductars 
capacitmce fm shunr capacitors 

toad resistance if - q , ~  is a shunt capacitor 
load conductance if gy is a series inductor 

Then the circuits of Figure 8.25 can 1w considered as h e  dual of each other, and both 
will give the same response. 

Final l y. as a mattcr of practical design procedure. it wifI be necessary tn deremine 
ihe size, or  order. of the filter. This is usually dictated by a specificalion on i l~e insertion 
loss at some frequency in the stopband of  the filtcr. Figure 8.26 shows the attenuation 
characteristics for various N. versus normalized frequency. I F  a filter with N > 10 is 
r q u i r d ,  a good resulr can usually be obtained by cascading iwrr cieaigns of lower order. - 

EXAMPLE 8.3 Low-Pass Filter Design 

A maximally flat low-pass filtcr is to be designed with a cutnff frequency of 
I 8 GHz and a mininlum attenuation of 20 dB at 1 1 GHr. How many filter 

elcmenfi are r q ~ h d ?  
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BIGURE 8.26 A~enuation vcrsus nmaI ized  frequency for maximally flat filter prototypes. - 
Adapted (?om G. L, Matthaei. L. Young, E. M. T. Jones. Microwu\te Fi'l- 
k r s ,  /rnpfdf~,~ce-Mo tuh ~ I I  g Nefivurks, urld C ~ u p l i ~  y Strrrctltres IDedham. Mass.: 
h e c h  House. 1980) with permission. 

Soluriorl 
We have W / ~ K  = 11 GHz and ~ ~ 1 2 7 1 '  = 8 G k .  50 

Then froin Figwe 8.26 vie see that an attenuation of 20 dB a1 this frequency 
rcquires that iV 2 8. Furher dcsign details will be discussed in Secti~n 8.4. 0 

Equal-Ripple Low-Pass Filter Prototype 

For an equal-ripple low-pass filter with a cutoff frequcnc y a, = 1 . the power loss 
ratio h m  (R.54) is 

where 1 -k k q s  the ripple Iepiel In he passband. Since the Chebyxkv p l y n o a d s  hitye 
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the properry t b f  

for 1V odd, 
for N even, 

equation (8.61) sbows %ha{ tfie f i l ~ r  will have a unity p w w  loss ratio at u = 0 fw N 
d d ,  but a power lass ratio nf 1 -t k2 at LJ = 0 for .M even. Thus, there are two cases to 
consider, depending on 12'. 

For ~e two-element filter of Figure 8.24, the power loss ratio is @Yen in terms of 
the component values in (8.601. From (5.56b1, we see fiat T3(x) = 232 - I ,  so equating 
(S.61) to (8-60) gives 

1 2 2 2 4  
1 + k 2 ( ~ 4 - 4 d ' + 1 )  = 1+-[(l - R ) % ( ( R ~ C ~ + L ' - ~ L C ~ ) ~ ~ + L  C R u 1. 

4R 
8.62 

which can be solved for R, I,, and C if h e  ripple level (as determined by k" is known. 
Thus, at w = 0 we have chat 

or R = 1 t- 2A? 2 k d l  t k? (for N even). 

Equating coefficients of w2 and wl' yields the additional relahns, 

which cm be u s d  co find L and C. Note rhat (8.63) gives a value for R rhat is 
not unity, so there will be an impedance misn~atch if the load acrually has a unity 
(wrma1izd) impedance; this can be wrrccLed with a quarter-wave transformer. or by 
using an additional fiIter dement tn make 2%' odd, For odd M, i t  can bc shown that 
R = 1. (This is because there is a unity power Ioss ratio at c~ = O for N cdd.) 

TaMes exist for designing equal-ripple low-pass filters with a normalized source im- 
pedance and curoff frequency (L.J;. = 1 )  [ I ] ,  and cart be applied to either of the ladder 
circuits of Figure 8.25. This design data depends nn the specified passband ripple level; 
Thle 8.4 lists element values for nomaIized low-pas filter prototypes having 0.5 dB 

3.0 dB ripple. for ,%' = I to 10. Notice that the load impe-dance g , ~  ,,I # 1 for even 
N .  kf &e stopband aitenuation i s  spmi5ed. Lhe curves in Figures X.Da,b can be used 10 

dfSmmine the necessary vdue of N for these rippIe values. 

Linear Phase Low-Pass f llter Prototypes 

FiIrers having a rnaxinldly flat time delay. or a linear phase response, can be de- 
signed in the same way, but things we somewhat more complicated because the phase 
of tbe voltage transfer function is not as simply expressed as is its amplitude, Design 
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TABLE 8.4 Element Yalucs for Equal-Ripple I,o\v-Pass Fil trr Prototypes Igl, = 1, Wc 

1 to 10, 0.5 dR and 3.0 dl3 ripple) l .N ,  

Source: Reprin~rrl from G. L. Matthuci. L. Yoang, a d  E. 34. T. Jones. .Mrcro~crt-r~lc Filter.\, ~ r ~ ~ ~ e d n n c e - M a t c h l f i ~  
Ntnt-r~rks, nrrd G,rrplirtl: Srritcndr@s (Derlhim, Mass. : Artmh House- 1 980) with penhission. 

values have been derived lor such filters [I], however. again for f i e  ladder circuits of 
Figure 8.25, and are given in Table 8.5 for a normalized source impedance and cutoff 
frequency (w: = 1). The resulting group delay in the passband will be T. = I/wL = 1- 

8.4 FILTER TRANSFORMATIONS 

The low-pass filter prmatypes of the previous section were norm Jized designs having 
a source impedmce of R, = I Q and a cu~off frequency of d, = 1. Here we show how 
these designs can be scaled in terms of impedance and hrquency. and converted to .i$ve 
high-pass. bandpass. or bdndstop c k a c  teristics. Sevmal examples will be psesc nted to 
~llusirate the design procedure. 



FIG U R E  8.27 Arteauation versus nomalized frequency Ibr equal -ripple fiIter pmtotypcs. 
(a) 0.5 dl3 ripple level. Ih) 3.0 dB ripple level. 

Adapt~d from G. L. Matthacr. L. Young. md E. M. T. fanes. M i c r o ~ ~ ~ m - e  Filr~rs, hrzpe&nct- 
Mflrc..king ATcrhrmrk~m, o~rd Lhrrpling Stnrc.trfre.r {D&am. Mass.: .4nxh House, 1980) with 
permi?;sio~ 
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TABLE 8.5 Element Values for Maximafly Flat Time Delay h w - P a s  Filter Prototv 
d c  = 1, hf = 1 to 10) - W h i  

1 

Swrce: Reprinted firm G. L M a t h e ? ,  L. Young. and E. M. T. Jones, Mrcrorvave F i i r ~ r ~ ,  J~n~ebnnce-Marrhi~ 
Nenr.orks. unrl Cu~plrclg Srrrtct~tres IDeclhm. Mass.: h w h  House. 1980) w~th permission. 

Impedance and Frequency Scaling 

! m p e d n ~ ~ c ~  waling. Lo the prototype design, the source and load resistances are 
uniw [exrepl for equal-ripple filters with even Pi. which have nonuni ty load resistance). 
A source resistance of Rfi can be obtained by mu1 tiplying the inlpedances of the prototype 
design by &. Then, if we let primes denote impedance scaled quantities, we have h e  
new hirer component d u e s  given by 

where L, C, and RL are the component values for the original prototype. 

Fr~quency scaling for low-pss frlrcrs. To change the cutoff frequency of a lw- 
pass prototype from unity to w, requires that we scale the frequency dependewe of the 
filter by the factor 1 jut, which is ~ccamplished by replacjng w by w/wC: 

Then the new p w e r  1 ~ s  ratio will be 



8.4 Filter Transformations 

where .J, i s  the new cutoff frequency: cutoff occurs when ~ g / ~ * r ,  = 1, or w = w,. njS 
transfomlation can be viewcd as a siretching, ,or expmsloo, of the originat pssband. as 
illustrated in Figure 8.28a.b. 

The new clement values m determined by applying the s u b s ~ i m t i ~ ~  OF (8.65) to the 
series reactances, juLk,  and shunt susceptances, j1c.47~~ of h e  prototype titter. Thw, 

which shows that the new element values are given by 

When both impedance and frequency scaling are required, the results of (8.H) can be 
combined with (8.66) to give 

Low-pass ro high-pss t ra~~ f l f omf ion .  The frequency su hsti t u tion where. 

can be used to crrnvert a low-pass response to a high-pass response. as shown in Kg- 
ure 8 . 2 8 ~ .  T h i s  substitution maps w = O to w = *w, and vice ver9a; cutoff wcws when 

FIGURE 828  Frequency scaling for low-pnss filters and rrmsforrnatio~ IQ a @$-pass response. 
(3) LowJ pass li lter prototype response lor ds = 1 . @) Frequency scilling for luw- 
P w  reSPonse. Ic) Trmsforrnation to high-pass rmprlse. 
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w = &uc. 'Ihe negative s ip  is needed to convert inductuxs (and capacitors) 10 r n d m b ~ ~  
capacitors (md inducrors). Applying (8.681 to the series reactances. jdLk, and the shunt 
suscepbnces. j w C k ,  of the prototype filter gives 

which shows that series inductors Lk must be replaced with capacitors $, and shunt 
capaci~ors CA- must be replaced W I ~  inductors Lk. The new component values 
given by 

hpedmce scaling can be includd by using (8.H) ta give 
1 

EXAMPLE 8.4 Low-Pass Filter Deign Comparison 

Design a nmtimdy Hat low-pass filler with a cutoff f k q u e c ~  of 2 GHi, 
impedance of 50 R, and at least 15 dB insertion loss at 3 G b .  Compute 
md p h r  the amplitude response m d  zroup delay for f = O to 4 GHz, and 
compare with aa equal-qpIe (3.0 dB ripple) and Mear phase filter having the 
same order. 

Solution 
First find the required order of the maximally flat filter to satisfy the insertion 
loss specifica~inn at 3 GH7, We have that ],l/w,l- 1 = 0.5: from Figure 8.26 we 
see that It' = 5 wilI be suffclent. Then Table tS.3 gives the prototype element 
values as 



8.4 Filter Transfornations 

FIGURF, 8.29 law-pass maimally  f la~  filter circuit for Example 8+4. 

Then (8.67) can be used to obtain the scaled element values: 

The final filler circuit is shown in Figure 8-29: the ladder circuit of Figure 8.25a 
was used, but that of Figure 8.22b could have been used just as well. 

The component vsiues for the equal-ripple filler and the lineiw phase filrer. 
far .V = 5. can be determined from Tables 8.3 and 8.5. The amplitude and group 
delay results for these [bee filters xe shown in Figure 8.30. These results clearly 
show the trade-offs involved with h e  three types of fitters. Tlxc equal-ripple 
response has the sharpest cutoff, but the worst goup delay characteristics, The 
maximal !y flat response has a flatter attenuation characteristic in h e  passband, 
but n slighlly lower culi~ff rate. The l i n e s  phase filter has: the won1 cutoff rate, 
but s very good group delay characleristic. 0 

Bandpass and Bandstop Transformation 

Low-pass prrbtotype filter designs can dso be transformed to have h e  bmdpass 
or bandstop responses illustrated in Figure 8.31. Lf ~~1 and a denote the edges of 
the passband. then a handpass response can be obtained using tfte following frequency 
substitutiun: 

is Ehe fractional bandwidrh of the passband. The center kquepcy. L~D, could be chosen 
as the arithmetic mean al' and & I ,  but the equahons are simpler if il  is chosen as the 
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Frequency ((3%) 

FIGITRE 8.30 Frequency wsponse of h e  filtcr design of E,~mpIe  8+4. (a) Amplitude r e s w  
(b) Grc'up delay response. 

geometric mean: 

Then the lrmsformation nf (8.7 1) maps the bandpass characteristics of Figure 8.3 1 b to 
fhc law-pass response of Figure 8.3 1 a a follows: 



8.4 Filter Transformations 

FIGURE 8.31 Badpass and bmbstop hquency transformarions, ( a )  Low-pass filter profoppe 
response for UE = 1. (b) Transformation to bandpass response. ic) Transforma- 
t on to bandstop response. 

When w = w , ,  
A 

When w = wz, 

The  new filter elements are determined by using (8.71) in the expressions for the 
series reactance and shunt susceptances. Thus, 

which shows that a aeries inductor, Lk, is wmsfomd to a series LC circuit with element 
values, 

b 

which shows that a shunt capaciror, Ck, is transformed to a s h u t  LC circuit with element 
v a l w j  

The low-pass f 1 t~ elements are thus converted to series resonant circuits flow impedance 
at resonance) in the series arms, and tn parallel resonant circuits {high impedance at 
resonance) in lhe shunt m. Notice that both series m d  paralleI resonator elements 
have a resonant muency of wo. 
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n e  inverse transfom~atinn can bc used lo c~btain a b~ndstop response. T'hus, 

where A a d  wa have &c same definitions ax in (8.72 5 arid (8.73 Then series inducton 
1 a w - p ~ ~  prointype are c o n v m ~ d  to parallel LC c i ~ u i t s  having element vdua 

given by 

The shunt capiicitor uP h e  low-pass prototype is cofiverted to series LC ckcuits having 
eletnen~ values given by 

The clen~enl ~ansf~rrn;itions from a low-pass prntotype to a hig hpass. bandpass, or 
bandstop filter are summarized in Table 8.6. Ihcsc results do nnl include impedance 
scaling. which can be ~nade using (8.64). 

EUhIPLE 8.5 Bandpass Filter Desim 

Desizn a bandpass fi!ier lraving a 05 dB equd-ripple response, with N = 3. 
Tne center frequency i s  1 GHz, the bandwidth is: 10%. and the impedance is 
SO 62. 

Subu&inn 
From Table 8.4 the clement values .fnr Ihe lout-pass p r ~ o t y p e  qirazil of Fig- 
ure X.25b are given as 

Then (8.64) and (8.74) give ibr in~pedance-scaladandnce-s d f requency-~s famd 
elernenr values for the circuit of Figwe 8.32 as 



8 4 Filter Transformati~ns 

TABLE 8,6 Summary of Prototype Filter Transformations 

The fesul~ing amplitude response is shown in Figure 8.33. 
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50 
0.5 (1.75 1.1) 1.5 

Frequency (GHz) 

FIGURE 8.33 Anplitude response for the bandpass filter of Example 8.5. 

8.5 FILTER IMPLEMENTATION 

The lun~ped-elemeni filter design discussed in rhe previous sections generally works 
well at low frequencies. but two problems arise ar microwav~ frequencies. First, lumped 
elements such as inductors and capacitors are - eenerally available only for a limited range 
of values and are difficult to irnplemenr at microwave Frequencies. b u ~  must be approxi- 
mated with diswibuted components. Tn addition, at microwave frequencies the distances 
between filter components is not negligible. Richard's transformation i s  used to convefl 
lumped eJerneots to transmission tine scctiuns, while Kuroda's identities can be u ~ d  
to separate f i ! tc~ elements by using transmission h e  sections. Because such additional 
transmission line sections do no1 affect the f i l le~ response. this type of design is called 
redut~dnrrt filter synthesis. It is possible to design microwave filters that take advantage 
of these sections to improve the filcer response 141; such ~onr-edlmdunl synthesis does 
not have a Iumped-element counterpart. 

Richard's Transformation 

The bansformation, 

maps rhc plane to the II plane, which repeats with a period of w€/v, = 2a. This 
transformation waq introduced by P. Richard [6] to synthesize an LC network 
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open- and short-circuited transmission lines. Thus, if we replace the frequency variable 
i~ with R, the reactance of an inductor can be written as 

and the susceptance of a capacitor can be written as 

jBc = j nC = jC tan fl!. X.78b 

R e s e  results indicate that an inductor can be replaced with a short-clrcuited stub of 
lengb j3E and characteristic impedance L, whif e a capacitor em be replaced with an open- 
circuited srub of Iength ,Of and characteris~ic impedance 1/C. A lmity filter impedance 
is assumed. 

Cutoff o c m  at unity Frequency for a low-pass filter prototype; to obtain the same 
cutoff frequency for the Richard's-transformed filter, (8.77) shows that 

which @ves a stub length of t = A/$. where X i s  the wavelength of [he line at the 
cu~aff frequency, u ~ . 1 ~  AI ihe frequency uu = LC. the lines will he ,414 long. and an 
attenuation pole will occur. At frequencies away from w,, the inlpedances of the stubs 
will no Inngel- match the original luinped-eternent impedances, and the filter response 
will dtffer from the desired prototype response. Also. [he respmse will be periodic in 
frequency. repeating every .Id,. 

In principle, thent the inductors and capacitors of a lumped-element filter design can 
be replaced with short-circuited and open-circuited stubs. as iilustrated iu Figure 8.34. 
Since the lengths of all the stubs are the same (A/8 at w,). these lines are c d e d  corn- 
rnensumte Ji~es.  

A I S  at w,. - 

FIGURE 8.34 Richard's transfoma~ion. (a) For an inductor w a short-circuited stub. (bj For 
a capacitor to an ~ p a t - c k u i f e d  stub. 
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Kuroda's identities 

The four Kuroda idaltities use redundm1 transmission line sections to achieve a mom 
practicd niicrowave fiiter irnplmentation by performing my of Lhe following w m ~ o n s ;  

Physically separate transmissiun line stubs 
Transfom series stubs into shunt stubs, or vice versa 
Change inspracLicd characteristic impedances into more realizable ones 

The additional transmission line sections are called unit elrments and are ,A18 long %; 
chc uriit clcments arc thus c~mrnensurare with h e  stubs used to implement the inductors 
and capacitors of the prorocvpe. design. 

The four identities are illushated in Table 8.7. where each box represents a unit 
element. or transmission line, of the indicated characteristic impedance and length (A18 
a1 u;,:). The inductors and capaciiors represent short-circuit and open-circuir stubs, re- 
spec~ively. We will prove the equivalence al h e  first case, and then show haw lo use 
these identities in Example 8.4. 

TABLE 8.7 The Four Kurodo identities 

,.Z - 

n- 

where n'= I + Z2/Zl 
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The rwa circuits of identity (a) in Table 8+7 can br redrawn as shown in Figure 8.35; 
we will show that these two networks are equivalent by showing that their ABUD 
matrices a e  idenricd. From Table 4.1, the ABCD matrix of a length t' of transmission 
line with characteristic imgedance Zt is 

cos 01 jZI sin fit I 

J sinel. cos N l  
8.79 

where Q = tan fit. Now the open-cjrcuited shunt stub in the first circuit in Figure 8.35 
has an i ~ n e a n c e  of -jZ2 cotof == -jZ2/fl, so the ABCD matrix of the entire 
circuit iS 

The short-circuited series stub in the second circuit in Figure 8.35 has an impedance 
of j(Zl/ra2) km$l -- j(iZZ1/n2). so the -4BC'D malrix of the entire circuit is 

The results in (8.80a) and (8.80b) are identical if we choose T Z *  = 1 + Zz/Z1, The other 
identities in Table 8.7 can be proved in rhe same way. 

S.C. , 
series 

Unit Unit 
elmen1 element 

shunt 
stub ?? = I +  +22121 

FIGURE 835 Equivalent circuits iI]ustrating Kurda identity (a) in Table 8.7. 
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EXAMPLE 3.6 Low-Pass lWter M g n  Using Stubs 

Design a low-pass filter for fabricatinn using microsEip lines. The specifications 
1 are: curoff frequency of 4 G k  rhird order, impedance of 50 a, and a 3 a 

equal-rippje chat teristic. 

Soiutio~ 
From Table 8-4, the narrnalized low-pass prototype element d u e s  are 

FIGURE 8.36 Filter design procedure for Example 8.6. (a) Lumped-element law-pass 
filter prototype. (b) Using Richard's transfornations 10 convert inductors 
and capacitors to series and shunt stubs. {c) Adding unit elements at ends 
of fitter. 



8.5 Filter Irnpl8mentation e? 

he lumped-clement circuit shown in Figure 8.36a. 
The ,EX€ step is to use Richard's rransfbnnnlions to convert seriGs inductor?i 

io series stubs, and shunt capacitors to shunt s~ubs, as shown in Fipre  8.36b. 
AccorhnE 10 t8.38). the c-?aracterisikc i mpdance 07 a sefies srub \hfiuam) i s  
L, and me characteristic impedance of a shunt stub (capacitor) is l/C- For 
commensurate line synthesis. all stubs are A/8 long at u = d,. (It is usually 
most convenient to work with normalized quanrities until the last step in the 
design.) 

The series stubs of Figure 8.3Iib would be very difficult to irflplement in 
microst@ fm. SO we will use one of the Kuroda identiljes to convert these to 
shunt stubs. First, we must add unit dements at either end of the lilt@, shown 
In Figure 8 .36~ .  These redundant elements do uot affccr 61 ter perfommce since 

FIGURE 8% Continued. (d) Applying h e  second Kurodo identity. (e) After j m m @  
md I ~ q u e n c ~  scaling, (fi Micwstrip fahricaliun of final filter- 



they are matched to the source and load (20 = 1 1. Then we can apply K u r d a  
identie @) from Table 8.7 to both ends of the filter. In both cases we have tha 

The resalt is . $ h o w  in Figure 8.36d. 
Finally, we impedance ~ n d  frequency scale the circuil, which simply in- 

volves multiplying the nom&ed chamtieristic impdances by 50 and chms- 
in& the line and stub lengths to he ,418 at 4 GHz. The final circuit is shown k 
Figure 8 . 3 6 ~  with a nu'crostrip layout in Figure 8.36f. 

The cdculakd amplitude response of this design is  plotted in Figure 8.37, 
dung w i h  the respilnse of h e  lumpcd-element version. Note h a t  the paqsband 
characterisrics im very similx up to 4 GHz. but thc distributedelcmcni filter bas 
a sharper cutoff. Also notice that  he distributed-dement filter has a response 
which r e p t ~  every 16 GWL, as a result of the periodic natum of Richard's 
 ans sf or mat ion. 0 

Impedance and Admittance Inverters 

As we have seen, i t  is often desirable to use only series, or only shunt, elements when 
inlplemenring a Cllter with a particular type of transmission linc. The Kurclrla identities 
can k used for conversions uf this fnrrn, but another possibility i s  10 use impdance {If) 
or admittance { J )  inverters [I].  141. [7], Such inverters me especially useful fix bandpass 
or bandstop filters wirh narrow (< 10%) bmdwidhs. 

ElGuRE 837 Amplitude responses of lurnpedelement and dsmhred-element low-pass filter 
of E~ample 8.6, 
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The cunceptud operation of irnpedmce and admittance inverters is illustrated in 
Figure 8.38: since thew inverters essentially form the inverse of the load impedance or 
admittance, b e y  can be used tu tramform series<onnectcd elements to shunt-connected 
elements, or vice versa- This prrxedure will be illustrakd ia later sections for bmdpws 
m d  bandsrop fillers. 

In its simplest fornl, a J or Ir' inverter can be constmcted using a quarter-wave 
cransfmer of the appropriate characterisric inipdance, a x  shown in Figure X.38b. This  
implementation also allows the ABCU matrix of h e  inverter to be easily found from 
rhe ABCU prumeters for n lcn,$h of rrmsmissir?n line given in Table 4. I .  Many 
oher w s  of circuits can also be used J or K inverters, with one such alternarive 
king show11 in Figure 8 . 3 8 ~ .  Inverters of his  Iorm Lum out €0 bc useful for modeling 
the coupled rtsonalor filtcrs of  Scchon R.RA The tcngths. R/2, of the transmission linc 
sections are gcnerdiy rcyuired to he negative for this type of inverter, but this poses no 
problem i f  these lines can be absorbed into connecting trmsnzission Iines on eilher side. 

hpcdancc inverters Admittance i n v m  

mGURI3 838 I~npedanct: and admittance inverters. (a) Operation of irrs~darce and admithcc 
jnvcnen. [b) Implementation as quarter- wave transformers. (c) An atwrnative 
implementation. 



470 Chapter 8: Microwave Filters 

- STEPPED-IMPEDANCE LOW-PASS FILTERS 

A relatively easy way to in~plerncnt low-pass filters in microstrip or stripline i s  to 
use alternating sections of very high and very low charactenstic impedance lines. such 
filters are usudy referred to as siepped-i~tpcdance, or hi-Z,low-Z filters, and at@ pplt lar 
because thcy are easier lo design and take up less space than r similar low-pass Nler using 
stubs. Because of the approximations involved, however. their electrical ~ I f 0 I T X 3 r l c e  is 
not as good. so the use of such filters is usually limited to applications where a sharp 
cut& is not required (for instance, in rejecting out-of-band mixer prnducts). 

Approximate Equivalent Circuits for Shorl Transmission Line 
Sections 
We begill by findin,o the approximate cquivale-nt circuits for a sh01-1 length of trans- 

mission line having either a very kargc: or very small characteristic impedance. me 
ABCD parmeters of a lengrh, f, fir line having cl~aracteristi c impedance Zo zre given 
in Table 4.1; the conversion in Tabk 4.2 can then be used to find the Z-patarneten as 

I 
Ztz = Zy = - 

C 
= - jZo esc of. 

The series elements of the T-quivalmr circuit am 

while the shunt element of the T-equivalent is Z1?+ So if d l  < 7rj2, the series elements 
have a positive reactance (inducto~s). while the shunt clement has a negative reactance 
(capacitor). We &us: have the equivalent circuit shown in Figure $.39a, where 

1 
R = - sin pe. 8.831, 

20 

Now assume a short length rrf line (say BH < ~ 1 4 )  and a large charact&dc 
impedance. Then (8.83) approximakIy reduces to 

whch implies the equivalerlt circuit of Figure 8.39b ( a  series inductor). For a short 
h g r h  of b e  and a small characreristic impedance. (8.83) approximately reduces to 



8.6 Stepped-lmpedence Low-Pass Fibem 

FIGURE 8.39 Approxi~llate equivalent circuits fol short secdons of transmission fi~ines. (a) T- 
squivdcnt circuit for a msn1i.c;sion line section having 0! < < ~ / 2 .  (b] Quiv- 
dent circuit for small and large 20. ( c )  Equivahnt circuit for small @l and 
mall Za. 

which implies the equivalent circGt of  Figure 8.39~ (a shunt capacitor). $0 the series 
inductors of a Iow-pass prototype can be repked with high-impedance line sections 
{Zn = Zit), and the shunt capacitors can be replaced with low-impedance line sections 
(Zn = Zt) -  The rario Z,,/Zi, should be ac; high a possible. so the ncrual values of Z,, 
and Zl are usually set to the highest and lowest characteristic impedance that can he 
praaically fabricated. The jengihs of the lines can thca be determined fronl (8.84) and 
(8.85): to px [he b e s ~  response near cu~aff. these Izngths should be evaluated at w = dc. 
Cornbilling the results of (8.84) and (8.85) with the scaling equations of (8.67) allows 
the elecmcal l e n g h  of the inductor sections ro be calcuIated as 

(inductor). Dl= - 
21 

and the eleot~ical length of rhe capacitor sections as 

(capacj tar), 

where & is the Glter impedance and L and C! are h e  n o r m a e d  elemeat values ( L b  

g k ~ )  of the low-pass protoype. 

EXA IMPLE 8.7 S tepped-Empedance Filter Design 

Design a stepped-impedance low-pass filter having a maximal1 y flat response 
I and a cutofffrrquency of 2.5 G H ~ .  It is necessary to have more than 20 dB 

insertion loss at 4.0 GHz. The filter impedance is  50Q; [he highest practical 
line impedance is 150 R, and the lawesl is 10 W. 
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Salution 
To use Figure 8.25. we calmlate 

then the figurc indicates iV = 6 should give the necessary mennation at 4.0 G&. 
Table 8.3 gives the low-pass procarype values as 

The Iow-pass prototype circuit i s  shown in Figure 8.50a. 
Next. we use (8,861 to find the electrical Ictlsths of  he hi-Z. low-Z trans- 

mission h e  sections to replace the series inductors and shun1 capacitors: 

FIGURE 8.40 Filter design for Example 8.7. (a) Low-pass Bltct prototype circu~ t. (b) Step* 
i m ~ d m c e  rmplernentatron. [c)  Miaosrrip Layout of find fitter. 
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The final filter circuit is shown in Fipre  8.406, whew Zl = 10 (1 and Zh = 
150 (1. Note h a t  .M < 7r/4 in all cases. A layout in micrustrip is shown in 
Figure 8.40~. 

Figure 8-41 shows the calculated amplitude response, compared with the 
tespnnse of h e  corresponding lumped-element filter, The passband character- 
istics are very sirnilair. but the lumped-element circuit gives more artenuaion 
at higher frrlquencies. This is because the stepped-i nlpedance filter dements 
dep-art signilicantly from the lumped-stenlent values at the higher frequencies. 
The stepped-impedmc~ fiIter m y  have other passhands at higher frequencies, 
but h e  responst: will not be petfccCly periodic because the lines are nm com- 
mensurate. 0 

FIGURE 8.41 Amplitude response af &e step@-impedance low-pass h1ter nf Exam- 
ple 8.7, co tnpaed wit11 the corr~ponding lumped-elemeat design. 
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8.7 COUPLED LINE F~LTERS 

The parallel coupled wansmission lines discussed in Section 7.6 (for directional 
couplers) can also be used to construct many types of filters. Fabrication al' r n u l t i ~ ~ ~ & ~  
bmdpass or bandstop coupled Line filters is patlcdarly easy hi microstrip or ?;tripfine 
fom~, for bandwidths less thm about 20%. Wider bandwidth filters generally requh 
veq  lightly coupled lines, which are difficult to fabricateA We will firsc study the filkr 
ch~acteristics of a single qumer-wave coupled line sectiun, and hen show how these 
sections can be used to design a bandpass filter 171. O ~ e r  filter designs using c o ~ p l d  
h e s  can be found in reference [I]. 

Filter Properties of a Coupled Line Section 

A pmllcl coupled line section is shown in Figure 8.42a. with port vdtage and 
current definitions. We will derive the opcn-circuit impedance matrix for this four-port 
network by considering the superposition of even- and odd-mode excitations [8], which 
we shown in Figure 8.42b. Thus. the current sources .II and i3 drive the line in the even 
mode, while i? and i4 dnve the line in the odd mode. By s~rperposition, we set ha1 the 
total port currents, I,, can be expressed in ienns of the even- and odd-mode currentq as 

Fkst consider the line as being driven in the even nlode by the i l  current s o w .  
If the ortter ports are open-circuited, the impedance seen at port 1 or 2 is 

The voltage on either conductor can be expressed as 

This mult md (8.88) can he used to rewrite [8,89) in terms of as 

1 cos O(E - z) 
v;(z)  = % ( z )  = -j-25& i t .  

sin 34 

S i d z l y ,  the va)tages due to current sources 23 driving the Iiac in the even mode 

cos pz . 
u : b )  = ?&dl = -3Z0e - 5 j j - 2 3 .  
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/ 
O.C. 4 2  

FIGURE 8.42 Definitions pertaining to a coupItd Line Fiiter section. la) A p d e l  cnupkd line 
section ufjth port voltage and ourrcnl definitions. Ib) A parallel coupled line sec- 
don wi* even- and odd-mode current sources. (cj A two-pon couplcd line 
secljon having a bandpass response. 

Now con side^ the line as being driven in the odd mode by current iz. If the other 
prts  are open-circuited, the impedance seen ar port 1 or 2 is 

Z$ = -jZh cot fit. 8.92 

The vohgc on either conductor can be expssed as 

V;(Z) = -I&) = ~;[e-ja'-O + &ma-"] = 2 ~ :  oosB(f - I). 8.93 

Then the voltage at port 1 or port 2 i s  

= -T$(o] = 2Vz cmpt = izZ;. 
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l h s  result and ( 8 9 2 )  can be wed to rewrite (8.93) in t e r n  of iz 

= -v;(.z) = - jZo, 
cos p(e - z j . 

sin BC 22. 

Similarly, the voltages due to c u m 1  i4 driving, the line in the odd mode are 

4 cas pi: . v,(z) = -wt(u] = -jZoo-~l. 
SIn ,!It? 

Now the tW voltage ai pmt 1 i s  

where the results of (8.901, (8.9 11, (8-941, and (8-95) were used, and fl = flk'+ Next, we 
solve (8.87) for the ij in ~~TIIIS of the 1s:  

and use these results in (8.96): 

This result yields the top row of rhe open-circuit impedance matrix [a that d e s c d b  
the coupled line section. From symmetry, al€ other matrix elements can be found once 
he fin1 row is hewn. The nlalrix elements are h e n  

A two-port network can be formed from the coupled line section by terminating 
of €our p ~ s  in either open 01- short circuits; here we k n  @ossibk combinaljm 
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as illustrated in Table 8.8. As indicated in this table, the various circuits have different 
frequency responses, including lornf-pass, bandpass. a11 pass, and all stup. For bandpass 
filters, we are most interested in the case shown in Figure 8,42c, as open ciscuitc; are 
easier to fabricaie LRan are short ~irclrits. h his case, i2 = I .  = 0, so the four-port 
impedance matrix equations reduce to 

where Zij is  given in (8.99)- 
We can analyze the filter characteridcs of  [his circuit by cafculating the image 

impedance (whlrch is the same at pwts 1 and 31, and the propagation constant. From 
Table 8.1, the image impedance in terms of the Z-parameters is 

When the coupled b e  section i s  A/4 Icing (8 = ~ / 2 ) .  the image impedance reduces to 

which is red and positive, since Zu, > Z(1,. But when R + 0 or K~ Zi -' f jm, 
indicating a stopband+ The reid part of rhc image in~pecimce is sketched in Figure 8.43, 
w h e ~  the culoIT Frequencies can be fomd from (8.101) as 

The propagation constmi can also be calcuIated h m  the ~ s u l t s  of Table 8.1 as 

which shuws is I-& for BI < B < Bz = T -  HI , where 01 = I& - zod/(z& + ZOO)- 

Design of Coupied Line Bandpass Filters 

Narrowband bandpas filters can be made with cascaded coupled line stxtiorra of the 
form shown in Figure 8 . 4 2 ~ .  To derive the design equations for filters of this type, wc firs[ 
show that a single coupled Line section can he i~ppruxirnatefy mudetcd by the equivdenr 
circuit shown in Figurt. 8-44, We W-ill do this by calculating the image impedance and 
propagation constant of the quivdent  circuit and silowing [bat they are approxkxdlely 
equal to  hose of thc coupled linc section for B = 7r/2. which will correspond to the 
center hquency of the bandpass response. 
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2zlkZ&, COS B 
4s = 

JGCk + z~,,,)' C O ~  ' H  - (ZU, - ifLlrr)' 

TABLE 8.8 Tea Canonical Coupled The Circuits 

L 
pass z 

-. - 

- T 3 w 

Circ~i t  

JE 4th -z*+ - tzk +zJcas2u 
Z ~ I  = (%or z ~ )  sin fl 

MI pass 

Image Trnpcdance 

I All p s  

R e s ~ o m  =2 

AU stop 

z+, = j Jzd car o I AU stop 
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FIGURE 8-43 The real part of the image inlpedmce of the Bandpass net~6rk of Figure 8.42~. 

The ABCD parameters of the eqnivalent circuit can be computed using the ,4Bt?D 
matrices for transmission lines horn Table 4.1: 

j&"n" 1 0 +/,J]][ cosB jZosinB [t :] = [ j s i n  zo 0 cos B - j ~  j sin B cos 0 
zu 

The ,4BCD pwslrneters of the adrnimncc inverter were obtained by considering it as a 
quarter-wave length of trmsrnissiun uf characreristic impedance. 1 / J .  From (8.27) the 
image impedance of the equivalent circuit is 

which reduces to the FoIluwing value at the center frequency, # = n/2: 

FIGURE 8.44 Equivalent circuit of the mupIed h a  section of Figure 8.42~. 
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From (8.31) the propagation constant is 

Equaling the image impedances in (8.102) and 18.106), and the propagation c o n s h ~ ,  o~ 
(3.103) and (8.107) yields the following equations: 

where we have assumed sin 6 -. 1 for 0 near r/2. These eqmions can be salved for the 
even- and odd-mode line impedances to give 

Now consider a bartdpass filter composed of a cascade of N + 1 cnupled line sec- 
tions. as shown in Figure 8.45a. The sections are numbered from left tr, righ~, w i h  the 
load on the right. bur the filtcr can be rcversed wirhout affecting h e  response. Since 
each coupled liae scclion has an equivalent circui~ of h e  form shown in Figure 8.44, 
he equjvdent circuit of tbc cascade is as shown in Figure 8.45b. B c t ~ ~ e e n  any two 
consecutive inverters we have a uansmissiun line section that is effectively 26 in length, 
mis line is approximately X/2 long iil the vicinity of the bandpass region of the filter, 
and has an approximate equivalent circuit that consists uf a shunt parallel LC reeonator, 
as in Figure 8 . 4 5 ~ .  

The first step in establishing thjs equjvdence is to find the parameters for the 
T-equivalent and ideal transformer circuit of Figure 8 . 4 5 ~  (an exact equivalent). The 
ABCD mauix frw this circuit can be cdculated ~rsing the results in Table 4,l for a 
T-cireuit and ideal transformer: 

Equating this result to the ABCD peameters for a rrxnsnrission line of length 28 
chaacteristic impedance Zo gives the paramebrs of the equivalent circuit as 

-1 jzo _ -  ZI2 = - - 
C sin 28' 

Then the; sen'es a m  impedance is 

~ 0 ~ 2 8  t I 
ZLI -Z I2  = -jZO = -jZ, cot 8. 

sin 28 



- 28- -jZ,, cot 0 -jZo cot tr 1 : - 1 

FIGURE 8.45 Development of an equivalent circ~lir for derivation of design quations for a 
coupled line bandpass liltcr. (a) Layout of an ,V +- 1 section coupled line bandpass 
filter. (b) Using equivalent circuir. of Figure 8.44 for cach coupkd lim sectirlnL 
Ic) Equivalent circuil For ~rmsmission lines ol'1cngt.h 28. (d) Equivalent circuit 
of the nd~nimncc invertem. (e) Using results of [ c j  and Id) for h e  N = 7 CStse- 

(fl Lumped-element sirsuit for a bandpars fiI~er Fur N = 2. 
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The I:- i transformer provides a 180' phase shift, which cannot be obtained with the 
T-network alone: since this does not affect the amplitude response of the filter, it be 
discanled. For 13 - n/2 h e  series arm impedances of (8.1 1 1 )  are near zero, and also 
be imored. - The shun1 impedmce Z12. huwever. looks like h e  impedance nf a 
resonant circuit for # - n/2- If we let w = d o  + Ad. where 8 = ~ , / 2  at the center 
frequency wu. then we have 20 = Of = d!/vp = (wu + Aw) l r /wo  = x(l -t A Q / ~ { , ) ,  so 
(8.11 Oa) can be writien for small ALJ as 

5% .-., - j ~ ~ ~ ~  
2 1 2  = - sin s( l + A ~ J / w ~ )  T(U - ~ 0 1 .  

From Smtion 6.1 ~ impedan~q near resonance of a padkel, LC circuit is 

wilh 4 = ]/LC. Equating this to (8.1 12) gives & eqeqoivd~nt inductor and capacitor 
values as 

The end sections of the circuit of Figure 8.45b require a different ucatment. The 
lines of length B on either end of the filter are matched to Zo, and so can be ignored, 
The end inverters, J1 m d  JNtl ,  can each be represented as a ixansformer followed by 
a X/4 section of line. as shnwn in Figure 8.456. The M C D  m a ~ x  of a transforn~er 
with a tlrrns ratio IV in cascade with a quarter-wave line is 

Comparing h s  to the ABCD mamx of an admittance inverter (part of [8.lOQ)) shows 
the mecessary turns ratio is N = JZrr. The X/4 line merely produces a phae s h f i ~  

and so can be ignored. 
Using these results for the interior and end sections allows the circuit of Figure 8.45b 

to be transformed intn the circuit of Figure &.45e, whch is s p ~ c i ~ ~ e d  to the i\- = 2- case. 
We see that each pair of coupled line sections leads tn an equivalent shunt LC resonata? 
and an adrni~tance inverter wcurs between each pair of LC resonators. Newt, we show 
that the adminance inverters have the effect or umsfonning a shunt LC resonator into 
a smirics LC resonator, leadins to the final equivalent circuit of Figure 8 . 4 3  (shown fm 
fi = 2). This will then allow the adrmrtance inverter cnosfanh, J,. to be determined 
h m  the element values of a low-pass prototype. We will demonstrare Ws for the N 2 
case. 
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Wi* r e f m c e  lo Figure 8.4Se, the admittance just tto h e  right of the 5 2  inverter is 

I 
jwG2 -I- - j ~ L 2  t .To$ = jJC (5  - z)  + E ~ J : ,  

L? d u  
since the bansformer scales the load admittance by the square of the turns rah.  Then 
W admittance seen a1 the inpul of the filter is 

n e s e  resulk also use the fact frnm (8.114). that L,C,, = l/wg for all LC res- 
onators. Now the zdmittance seen looking into the circui~ of Figure 8.45f is 

which is identical in form to (8.1 16). Thus, the two circuits will be equivalent if &e 
following conditions are met: 

We know I., and C, from (3.1 14): L:, and CA are determined from dement  
values of a lurnpd-element low-pass prntotype which has been impedance scaled and 
frequencu trmsfomed to a bandpass filter. Using tbe results in Table 8-6 and the 
impedance sealing formulas of (8.64) allows the Lk and CA values to be w ~ n e n  
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where A = (wz - wi)/wo is the fractional bandwidth of the filter. Then (8.118) can be 
solved for the inverier cunstants w i h  the f~llnwing results (for N = 2): 

Afier the J,,s are found, Zo,, and xh for each coupled fine section can be calculaw 
from (8.108). 

The above results were dclived for t h ~  spccial ease of N = 2 (three coupled h e  
sections), but nlore genera[ results can be denvcri far my numbcr uf sections, and for h e  
case where ZL # Zu (or g w + ~  # I ,  as in the case of an equal-ripple response with N 
even). Thus, the design cqus~ions For a badpass filkr w i a  N + 1 coupled lint sections 
are 

The even and odd mode characteristic irnpebancw for each section are then found b m  
(8.103). 

EXAMPLE 8.8 CoupIed Jaime Bandpa$% Filter Design 

Design a coupled line bandpass filter wilh ,h] = 3 and a 0.5 dB qud-ripplrs 
I response. The center Frequency is  2.0 GHz, the bandwidth is 1096, an8 Zo = 

50R, W h a ~  is the a~tenualion ai 1.8 GI*? 

SoIuthrr 
The fractional bandwidth is A = 0.1. We can w Figure 8.27a to obtain ~e 
altenualion at 1.8 GHz. but 6nt wls must use (8.71) to cunvert this trquency 
to the n o d i z c b  low-paxs form (w, = 1): 
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Then the ydue on  he horizontal scale of Figure 8.27a is 

which indicates an attenwatinn of about 20 dB for N = 3.  
The low-pass prototype values, g,,. arc given in Tabie 8.4; then (8.121) can 

be used 10 calculate the admiltmce inverter cnnstants, J,,. Finally. rhc cven- and 
odd-made characteristic impedances cm be found from (8,IOH). These results 
arc surnnlarized in h e  following table.: 

Norc that the filler sections are symmetric aboul the nljdpoiut, The cdcu- 
lated response af this iiltlter is shown in Figure 8.46; passbands alsn occur at 
6 GHz, 10 G&+, etc. 

Many atfret types of film can be conslructed using cuupled Line sections; 
most of thesc are of the bandpass or bandstop variety. One partiuu1;i~ly compact 
design is  the in~erdigitatcd filter. which can bc obtained rrtm a coupled Line 
filter by folding the lines at their midpoints; see [ I  I and [3] for details. 0 

FIGURE H.& Amplitude response of the coupled Line b @ a m  filrer d Example 8.8. 
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8.8 FlLTERS USING COUPLED RESONATORS 

We have seen that bmdpass and bandstop filters require elements that khave a, 
series or psrallrsl resonanl circuits; the coupled line bandpass lilten af the previous 
section were of h s  type. Were we will consider several other types of dmic~t>wav~ f i l b  
h a t  use aansniission line or cavity resonatm. 

Bandstop and Bandpass Filters Using Quatter-Wave 
Resonators 
From Chapter 6 we knnw h a t  quarter-wave open-circuited or sho-circuited 

mission h e  stubs look like series or pxtrallel resonmt circuits. respectively, nus we 
can use such smbs in shunt dong a transmission tine 'to implement bmdpass nr band- 
stop filters. as shown in Figure 8.47. Quarter-wavelength sections of  l ine ktwcen the 
stubs act as admittance inverters to effectively canvcn dkmate shunt resonators to 
resonators. The stubs a d  the transmission tine sections are X{4 long at the center fm 
quency, a. 

For nmnw bandwidths the response nf such a filter uskg stubs is ess~ntially the 
same as that of a coupled line filter using + I secrions, The internd impedance of 
the stub filter i s  Zo. whilc in the case of the coupled line filter end sections are required 
to trmsfnrm the impedance level. This makes the stub filter mnre compact and easier 
to design. A disadvantage, however, is that a filter using stub resonators often requires 
chwacteristic impedances that are difficult to re& in prachce, 

FIGURE 8.47 Bandstop and bandpans Blrers using shunt trnnsnlirsioo line resonators (0 = r/F 
sr the cenIm frcquenry). (a)  Bandstop Hrer. B m d w  filter. 
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We first consider a bandstop filter using N open-circuitd stubs. as shown in Fig- 
ure 8.47~ The design equations for fie required stub characteristic impedances, ZopL, 
will be derived in terms of the cle~neac values of a low-pass prototype chrough the use of 
an equi vdent circuit. The analysis of the bandpass version, using short-circuitcd stubs, 
follows the same procedure so the design equations for this case are presented without 
detailed derivation. 

As indicated in Figu~e 8.48% an open-circuited stub can be appimirnated as a series 
LC resonator when its length is near 90". The input impedance of an npen-circuited 
transmission line of characteris tic impedance Zo, is 

FIGURE 8.48 h u i  vdent  rircuil for the bandstop fi Itcr of Figure 8.47a. {a) Equivalent circuit of 

open-citcuited stub for V near r / 2 -  (b) F~.y~ivaltat filter ccircuii ushg resonators 
and admi ttmce invefiers, [c) Equjvalen~ lumped-element badstop filter. 
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where 19 = 7r/2 for LJ = ao. If we let u, = GO f ALL. where AUJ << uo, &n 
19 = .rr/2{1 $ Ar*l,/wo), and this impedance can be approximated as 

fur frequencies in the vicinity of the center frequency. 4,. The impedance of a s e ~ B  
LC circuit is 

where L. C,, = l/wi. Equating (8.122) and (8.123) gives the characteristic impedance 
of the stub in terms of the resonator parameters: 

Then. if we consider the quarter-wave sections of line b i w m ~ ~  &e stubs as i d d  
admittance inverters, the bandstop filtr'r of Figure 8.47~1. can be represented by the quiv-  
dent  circuit of Figure X.48b. Next, the circuit elements of h i s  equivalent circuit can be 
reIatcd LO hose of the lun~ped-element bandstop filter prototype uf Figure 8 . 4 8 ~ .  

With reference to Figure 8.48b, the admittancs, Y, seen looking toward the &Cz 
resonator is 

The admirtance at €he corresponding point in the circuit of F i w  8.48~ is 
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These two resulrs will be equivalent if the following condjt~ons are satisfied: 

Since L,C, = Lk CA = I/c$, these results can be solved for L,: 

Then using (8.1241 and the impedancescakd bandstop Alter elements horn Table 8.6 
gives the stub characeenstic impedances as 

where 3 = (wz - w l ) / ~ - f ~  is tbe fractional bandwidth of tfie filter. It is easy to show that 
the general result fnr the characteristic impedances of a bandstop filter is 

For a bandpass filter using short-circuited stub resonators the corresponding resul~ is. 

These results only apply to filters having input and outpul impedmces of Zo, and so 
c m o t  be used for equal-ripple designs with 1V even. 

EXrIMPLE; 8.9 Bandstop Filter Design 

Design a bandstop filter using three quarter-wave opcn-circuit stubs. The cenm 
I frequency 1s 2-0 (3132, the bandwidh is 15%, and the impedance is 50Q. Use 

an equal-ripple response, with a 0.5 dB ripple level. 

Snf rrlio!~ 
The fractional handwidth is A = 0. I S ,  Table 8.4 gives the low-pass prototype 
values, g,,, for N = 3. Then the characteristic impedances of the stubs can be 
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Found from (8.130). The results are listed in the following tabIer 
- 

f 7 C  $n 20, 

The filter circuit is shown in. Figure 8.479. with all stubs mil transmission 
line sccrions A,/4 long at 2.0 GHz. The calculated attenuation fnr this filter 
is shown in Figure 8.49;  he ripplc in  the passbands is somewhat greater than 
0.5 dB, as a result of the approximairons involved in the development of the 
design equations. 0 

The pertbmlance of quarter-wave resonaror filters can be improved by dillowing 
the characterisric impedances of thc interconnecting lines to be variable; then an exact 
correspondence with coupled line bandpdss or bandstop fibers can be demonstrated 
Design details for this case can be found in reference [I]. 

Bandpass Filters Using Capacitively Coupled Resonators 

Another type of  bandpass Filter that can be conveniently fabricated in microstip or 
s ~ p l i n c  form is the capacitive-gap coupled resonator filler shown in Figure $SO. An Nth 
order filler rrf his form will use ;IT resonant sectit~ns of umsmimion line with jV 4- 1 
capacitive gaps between them. These gaps can be approximated as series capacitors; 
design data relating the capacimce to [he gap size and transmission Iine parameters 

FIGURE 8.49 Amplitude response of the bandstop filter of Example 8.8. 
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& given in graphical form in referertce [I]. The hher can then be modeled as shown In 
F i p e  8.5Ob. The resonalms are approximately h/2 long a1 the center frequency. q. 

Next, we redraw the equivalent circutl of Figure 8.5Ub with negative-length tram- 
mission line sectinns on either side of the series capacitors. The lines of length cb will 
be X/2 long at wa. so the electrical length, B,, of he  ith section in Figures 8.50ab is 

1 I 
& = r + - 4 2 + 5 A + ~ 4  for i =  1,2 , , . . ,N,  

2 

with 4; < 0. The reason for doing this is that the combination of series capacitor and 
negative-lenm bansmission Iines forms the equivaient circuit of an admittance inverier. 
as seen from Figure 8 . 3 8 ~ .  In order for this equivalence to be valid, the fcdlowing 

F I G W  8.50 Development of &e equivalence of a capacitive-gap coupled resonator bandpass 
fiJtm to the coupled line bandpas filter of Figure 8.45 {a) The capacitive-gap 
coupled resonator bandpass filter. Ib) Trmsmissian line model. ( c )  Transmission 
h e  mndel with nepalive-length sections fonning admittance inverters (9;/2 < 
05- Equrvalenr c~rcuit using lnvenefs and X I 2  resonators ($ = rr at 40 ) -  This 
circuit i s  now idenlical in Form with l[le coupI6d line bandpass filter eqlrivaIent 
circu~r in Figure 8.45b. 
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relalionship musl b i d  between the dechical length oF the b e s  a& the capacitive 
susceptance:: 

Then the resulting inverter constant can be related to rhc capacitive susceptance as 

(TTiese results we given in Figure 8.35, and their derivation is requesred in Problem 8,15-) 
The capacitive-gap coupled filter can then be modeled as shuwn in Figure ~ . S & J -  

Now consider the equivdent circuit shown in Figure 8.45b for a coupled line bandpass 
filter. Since these ~wt) circui~s are identical (as @ = 20 = ' 7 ~  at tllc cenlcr frequency), we 
can use Lhc rcsults from the coupled line filler analyiis to cornptete the present pmbIern. 
Thus, we can use (8.121) to find the ndmiitance inverter constants, J,. from Lhe low-pass 
prototype values (g;) and the fracrional bandwidth, A. As in the case of the coupled line 
hlter, h e r e  will be N + 1 inverter constants for an Nth order filter. Then (8.134) can be 
used ta find the susceptanm, Bi, for the ith coupling gap. Findly. the electrical length 
r>f thtl resonator sections can be h n d  from (8.132) and (8.133): 

EXAMPLE 8,I U Coupled Resonator Randpas Filter Daign 

Design a hmdpass filter using capacitive coupled reso~rators, with a 0.5 dB 
equal-ripple passband characteristic. The center frequency is 2.0 C k ,  the 
hndwisirh is ID%, and ,!he impedance i s  50Q. At Ic,x.t 20 dB of atlenuad~n is 
required at 2.2 GHz. 

Sudrisinn 
We first determine the d c r  of the filter to satis'Fy the atienuation specificatim 
a1 2.2 GI*. Using (8.7 1 ) tr) convert tu normalized frequency gives 

Then, 

Erom Figure 8.27a we see hat N = 3 should satisfy ~e attenuation specifica- 
tion at 2.2 GHz. The low-paqs prc~otype values are given in Table 5.4, horn 
which the inverier constants can be calculzted using (8.121). Then the coupling 
stiscepmces can be found horn (8,134), and the coup1 ing capacitor values as 



8.8 Filters Using Caupkd Resanatacs 

Finally, the resonator lengths can be dculated from (8,135). The following 
table surnmaaizc~ these resu Its. 

The caIculatd amplitude response is plotted in Figure 8.5 1 . The s p i  fica- 
tions of this filter are the same as the coupled line bandpass filter of Example 8.8, 
and comparison of the results in Figures 8.51 and 8.46 shows that the rrrsponses 
are iden~ical near h e  pasband region. $0 

Direct4hupEed Waveguide Cavity FIIters 

Ano!her type of bandpass filter that is conunonly made in waveguide form is the 
direct-coupted cavity filter shown in Figure 8.52a. Inductive irises spaced along the 
waveguide form resonators that are approximately A,/? in ]en,@+ The equivalent circuit 
is shown in Figure 8.5Zb. Observe  hat this circuit is the dual of fie capacitive-gap 
coupled resonator firer circuit of Figure 8.50b; therefore, the design and operatinn of 
these two filtcr; will be very similar. One difference is chat h e  waveguide filter rnllst 
be designed in [ems af ((f /kob = dc. instead nf ~ r ,  because the clcctrical tlenghs 

FIGURE 8-51 Amplitude re~p.~rnw for h e  capacitive-gap coupled resonator bandpass fltw of 
Example 8.10. 
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m G m  8.52 (a) A bct-coupled wavcgnide cavity filter. h) Its equivalent circuit. 

of h e  transmission line sections are pmpohonal ru ,8, the propagation wrrscrrat af the 
waveguide. Tn addition, [he reactme of tbt inductive diaphragms is propurLiod to ,B, 
rather than J.  Design equations and other details for waveguide cavity Mtm can be 
found in h e  literature [I]. 
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PROBLEMS 

8.1 Consider the firtire piodic smctwe shown on the next page, consisting of A g h ~  8OR ~ s j s t a m  
spaced at intervals of X/2  along a ~rnn~mission line wih Zo = 50 62 .  Find the volkge V{z) dong 
the Line, and plot I I f  (x)] versus z. 
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&2 Sketch the k-,3 diagram for f i e  iafini te periodic smcturr shown below. Aqsume ZO = 1 00 Kt, d = 
1.0 cm, k = h, and LD = 3.0 nH. 

83 Verify the expression for h e  image impedance of a x-network given in Tablc 8.1. 

PA Compute thc h a g e  impedances md propagation factor for the network shown below. 

85 Design a composite Iow-pass filter by the image pmmeter method with the following specifications: 
Ra = SO IZ, f, = 50 MHz,  and j ,  = 52 MHx. Use CAD to plc)t the insertion Ims versus 
frcq uency, 

8.6 Design a composite high-pass filter by dle image pmmater method wilh the follnwing specifics- 
tbns: &, = 75 Q. I ,  = SO MHz, and j- = 48 MHz. Use CAD to plot the insertion 10s versus 
frequency. 

8.7 Solve the d e s i y  equations in  Secticm 8.3 for the elements of an = 2 equal-ripple filter if the 
ripple specification is 1 .O dB. 

8.8 Design a low-pass maximally flat Nter having a passband of  O to 13 G f i ,  and an altenuation of 
20 dl3 at 5 GHz. The  characteristic impedance is 75 f2. Use CAD co plot the insertion lass versus 
frequency. 

@ Design a five-scctiw hi&-pa% filter with a 3 dg equal-i~pplc response, a cutoff frequency of 
1 GHz. and an impedmcc of 50Q. What i s  the resulting attenuation at 0.6 GHz? Use CAD 10 
plor the insertion Ir~ss versus frequency. 

8*10 Design a four-section bandpars filter having a maximally flat p u p  delay respunse. The bandwidUl 
sh~uld  tx 5% with a center frequency nf 3 GHz. The impedance is SDR. Use CAD to plat the 
k c  rtion loqs versus frequency, 

Design a three-section baatistop fitter w i ~ h  a 0.5 dB equal-ripple response, a handr id~h of 10% 
centered at 3 GHz, and an impedance of 75 L!. What is tht rc~uldng attcnuacion a1 3.1 GHz'? Use 
CAD to plot the insertion loss vmus f equcncy. 
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8.12 Verify the second K u d a  identity io Table 8.7 by calculating rhe ABCD matrices for choib- 
8.U D&gn a loa pars Urd-order rnmimal ly flat filter using only ieries stubs. fie cutoff frepurnEy 

is 6 G& and the impedance rs 50fl. Use CAD to plot h e  insedon loss versus frequency- 

8.14 ~sus s low-pass fowth-~~rdtr ma*rnall y Rat filter using o d y  shunt shbs. The cutoff hEquMey 
I& 8 GHz md rhe impedance is 50 51. Use C.40 to plot the insertion loss vemus frequency. 

8.15 Veifv the operation of the a d n ~ i m c e  inverter of Fspre 8 . 3 8 ~  by calculating its AHCD matrix 
and cr~mparine i t  to the -4BC'II rnawix of the admtcance invertcr made from a quatter-wave tine. 

8.16 S h o ~  chat the c e q u ~ ~ d e n ~  circuit fur a s h o ~  lellglh of transmissbn line leads to eqilivdtent c j r c l l j ~  
ibcn~icd lo thost: in Figure K.39h and c. for large md small characrerjstic imperlmce. rcspectjveIy, 

8.17 Des~gn a stepped-impedance tow-pass filtcr having a cutoff frequency nib 3.0 Gl-Iz and a fitth-or&F, 
0.5 dB equd-npplc response. -4ssun1e % - 100n.Z~ = 15fl. and 21, = 201)a. Use CAD b 
plot the insertinn lnss versus t'requeocy. 

8.18 Design a s~epped-impedance low-pass filar with lc = 2.0 GHz md Ro - 5 0 0 ,  using rhe exat  
uansmissian line equivalent circui~ of Figure 8.391 Assume a maximally flat N = 5 response. 
and solve for the necessary llne length< iuld unpedmces if %g = 101? and Zh = 150R. Use CAD 
to plat the insertion loss vcrsub frequency. 

8.19 Design a four-sectinn couplcd line bandpass filter with a rnaxjrnally flat rcsywnse. The passband 
i s  3.00 tn 3.50 GHz, and the impedance is SCI51. What is h e  attenuation at 2.9 GHz'? Use CAD 
to plnl h e  insertion loss versus frequency. 

8.20 Design a maximally Aat bancistop filter u e n g  four opsn-cirruited y uartcr-wave stub resonators. 
The ccntcr frequency is 3 GH7, h e  bandwidth is 15%. and thc rmpedmcc i s  -10 12. Usc CAD to 
plor thc insenion loss versus frequency. 

8.21 Design a bandpass fiitcr using thrce qua~er-  w r a t  short-circrrifed stub resonators. The filter s W d  
have an equal-ripple mspmse with a 0.5 dB ripple. a passband from 7-00 to 3.50 GHz, and an 
impedance of 50 $2. 1.Jke CAD LO pplt the ln\ertion loss versus frequency. 

8.22 Derive the design quation of (8.13 1 ) fix bandpass Rlters using qumer-wave shoned stub re§- 
onators. 

8.23 Design a bandpass filkr using capacitive-gap coupled msonaton. 'me response should be d* 
mally Ral, u i d ~  a center frequency of 4 GHz, a bmdwidth of 12%, md at least 12 dB attenuation 
at 3.6 GHz. The characterisuc impedance is fl) £2. Find the electrical hm lengths a d  h e  coupling 
capaci mr values. Use CAD to pior the insertion loss + e m s  hquency .  

8.24 Derive rbc design equations for an IV-section dimtxoupled waveguide cavity filter. (Hrnt: Use 
the impedance inverter of Figure 8 . 3 8 ~  ro put the equivalent circuit in the forn~ of ths cnupld line 
61tcr equivalent in Figurc 8.4Sb.1 



Theory and Design 
of Ferrimagnetic 
Components 

The compnnents and networks discussed up to this point have d1 been reciprocal. 
That is, the response between any two ports. I and j ,  of a component did not depend 
on Fhe direction of signal flow (thus, S,, = .Sj,). This will always be the case when 
the comprmenr cansists of passive and isslropic material, hut i1 anisotropic (difiercnt 
properties in  di ffcrenr direc [ions) materials are used. nonreciprocal behavior call Be ob- 
tained. This allows rht implenmtation of a wide variery of devices having directional 
properries. 

In Chapter 1 we discussed materials w i ~  electric anisatmpy {tensor permittivity), 
and magnetic anisotrop): (lensor perl~leability). The mosr practical artisompic materials 
for microwave applicarir~ns xe. renomagnetic compounds such as Y [G ( y ttriuin iron gar- 
ner), md €mites composed or Iron oxides and various other elements such as duminum, 
cobalt. manganese. and nickel. In conlrasl to fernmagnetic materials (e.g.. iron, steel), 
ferrinlapnc~c campuunrls have high rt'sis t iv~ty m d  a ssignificant ansounr of anisrrtropy 
at mjcrowave frequencies, As we wil l  see, the magnetic anisotropy of a ferrimagnetic 
material is actually induced by applying a DC magnetic bias field. This held aligns ~e 
magnetic dipolt-s in the ferriic mawrial to prnducc a nei (nonzernl magnetic dipole mo- 
ment. and causes the magnetic dipoles to precess ar a frequency cantrolled by *G strength 
of the bias field. A nlicrowrrve sigrlal circulariy polarized in the same direction as this 
prcccssion n-ilZ interac~ .strongly w i h  the diprde moments. while an oppusjtely pnlarizcd 
fieEd will interact less suongIy. Since, for a given direction of rotation, the sense of p+ 
Iximtion c hanses wirh the direcrion of prnpagacion. a rnicroulave si~nal wi I1 propagate 
through a fcnite differenlIy in different directions. This effect can Ire utilirrd to fabricate 
directional devices such as isolators. circulatisrs. and gyrators. Another useful character- 
istic of ferrimagnetic materials is that the iflterarstion with rin applied micmwave signal 
can be cont~olle-d by adju.sting the strength of Lhe bias fieId. T h s  effect leads to a variety 
of sonrrol devices such as phase shif~ers. switches, and r~\nabie resonams and filters. 

We will b q i n  by considtrine rhc rnicroscnpic behajfior of a Fcrrirna-metic macerial 
and its interiiction wit11 a microwave signal lo derive &c permeahili~y tensor. This 
macroscopic description of the material can then bts used with Maxmreli's equations lo 
malyze wave propagation in an infinite ferrite medium. and in a ferrite-loaded wave- 
midc. These canonical problems w i 11 illustrate &e nanreciprocd propagation properties 
of ferrimagnctic materials, including Fanday roca~triun and biref ingenc-c effects: and wi1I 
bc used in later sections when discnssing the operation and design of waveguide phaw 
shifters and isolators- 497 
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9.1 BASK PROPERTlES OF FERRIMAGNETIC MATERIALS - 

Ln this senion we will show how the permeability tensor for a ferdrnagnelic makm 
can be dcml~ed f m  a relatively simple nlicroscvpic view of h e  alom. \ ~ e  also discuss how loss affects the pemeahili~y lensor, and the dmapetization field imide a 
finite-hized piece of Crrrile. 

The PermeaM1Ity Tensor 

n,e magnriiu properties of a material are dw 10 the existence of magnetic dipole 
moments, which arise primarily from electrun sph. From quantum mechanic4 conrid- 
eratiom 111, the magnetic dipole moment of an electron due to its spill is given by 

where h is Planck's const ant divided Fy Zx, p i s  the electron charge, and me is h e  m a s  
of rhe elec~~nn.  An clcctron in orbit unund a nucleus gives rise to an effective cumnt 
loop. and thus an addi tiorla1 magnetic moment. but h s  effect i s  generally insignificant 
c n n - r p d  ro r,br rnagnp~cb tnomcnt due tr, bpin. The Lrlrrde g fastr>r is a masure of 
relative conrrihu~ions or the orbital mumen1 and the spin moment LO the total mapetic 
moment: g = 1 when the moment is due only to orbital motion, and g = 2 when the 
morncnr is duc anly ti) spin. Fnr most n~icrowave ferrite materials. g is irr the range of 
I .Y8 tu 2.01. so g = 2 is a good approximalion. 

In most solids, clecaon spins o~cw in pairs with apposite signs so the o w d l  
magnetic moment is negiigible. h a magnetic materid, however, a Iarge kactiion of the 
electron spins are unpaired [more left-hand spins than right-hand spins. or vice venal, 
but are generally uriented in r a n d m  directions so tha~ the net rnagaetic mamen€ 
smalt. An extenla1 magnctic field. however. can cause the dipole moments to dip f l r ~  
same djrecdun to pnduce a Luge overall magnetic moment. The existence of exchm%~ 
forces can keep adjacent e1ech.o~ spins aligned after the external field is removed; 
materid is then said to be permanently ~nagnetized. 

-4n electron has a spin angular momentum given in terms of Plmck's constant 
Ill* 121 

Cr 

The vector direction of his momentum is opposite h e  hrection of the spin magetis 
&pole moment. as indicated in Figure 9. I. The ratio the spin mpetic mornat lo 

spin angular momentum i s  a constant called tht gyru~nagnetic muM: 

where (9.1) and (9.2) have been used Then we can write t h ~  following vecmr 
r d a ~ o n  

between the magnetic moment and the angular rnomenlum: 

.Ex = -w-, 

where the negative s i p  is duc to ihe fact that these vcclors arc directed# 
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FIGURE 9.1 Spin magnetic dipole moment and mgular momentum vectors for a sphning 
ekestron. 

M e n  a magoedc bias held HQ = Z& is present,, n torque will be e x e W  ~n the 
magnetic dipole: 

~ = ~ , ~ X ~ = ~ ~ i i - c x R ~ = - ~ ~ ~ ~ ~ +  9.5 

Since torque i s  equal to the time rate of change of angular mornenturn, we have 

This is the equation of maim for the magnetic dipole moment. fh. We will solve &is 
equalion ta show that the magnetic dipole precesses around the &)-field vskar, like a 
spinning top precesses around a vertical axis. 

Writing (4.6) in ternis uf its thee vector cumponenLs gives 

dm, - = I). 
dt 

Now use (9.7abI to obtain two equations fur m, and my: 
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where -71 = filn(&l 
9.9 

is called he  hrdn~nur, or yr.ecesrio~l. frequency. ( h e  soiution to (9.8) lhat is compatible 
w i ~  (9.73,b) is given by 

77 = A CDS u0t, 
9-I& 

m', = A sin wtrt. 
9. [oh 

Eyunioo (9.7~) shows thar m, is a constant. and (9.1) shows that h e  mgnjlude of 
is d s o  a consrant. so we have the relation that 

Thus the pmas!on angle. 0, between .m and I& (the z-axis) is given by 

The prtliertioa uf 61 on rhe . r a y  plan2 is given by 19-10). which shows that f i  ~ x z s  a 
circular path in t h a  plane. Thc posiiim of tl~s prc~jrctiun fit Lime t is given by Q = dnt, 
so the angular rate of rotation is d@/df = wfl, he precession frequency. In the absence of 
any damping htcss- the ncn~nl precession angle will be determined by the initia! position 
ul'thc rnagnelic dlpoIc. and the dipole will precess about IIu at h i s  angle indefinitely (free 
precession). Tn reality. hnwever, the cxtqtmce of damping forces will cause the mapetit 
dipt~le moment tu spiral in h n i  its initial mglc u n ~ l  rir is aligned with & I 0  = 0'). 

Now assume that there are 5 unbalanced ~Lect rau  spins (magnetic dipoles) per llnit 

vt->lumz. so rhal the total magnrtizaticin 1s 

and the equalion of motion in (9.61 becomes. 

where R is the internal applied field. (Nee: In Chapter 1 we Pm for rnagnelizaribd- 
and .u fur m a p e ~ c  currents: here rve use :TI ft>r magnetizadon. h i s  i s  common 

practice in ff37bagncfics .s\t.orli. Since we will not be using mage[ic culTeefs in lhis 

chapter. there rhnuld hc n o  cunfusion.) As the s t ~ n g l h  of [he bias field Ho i s  increased' 
Inore magnetic dipole nxment.; will align with until 711 a n  aligned. and rmchcs 

ill1 upper Limit. See Figure 9.2. % materid is h e n  to be mameti~aIly a 
satu"lrd* 

and is denoted 3s tht- .~c~r~trulion nzagt~rfi:afiu,r. 11 [, is lhr ls  3 physical pr( lF fly of the 

ferrite material. and lppiull y ranges fronl 4nA l, = 300 to 5000 gauss. (A wndix lists 

Ihe satwation magnetization and other phy sicill propcrcies of several types of dcrow3Ye 
ferrifc materials.) Belew salurahon. ferrite materials can very lossy at microwave 
frequcncics, a~ld the RF  interaction is ~.edurcd. Thus ferrites ~e u t ; u d y  OF eraled in * 
saturated swte, and this assumplion is made fur the remaillder of this chaprer. 
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O 
Applied bias field HHg 

FIGlIKE 9.2 Magnetic rnorncnt uf a ferriu~agnetic m~e t i a I  versus bias field. Ho. 

The snuraticrn magnetization of a material is a strong function of temperature. de- 
creasing as Lelnperrtture incrrtuscs, as illustrated in Figure 9-3. TIlis cf'fect can be un- 
ders~rjod by noting thal the vihratioilal energy of an atom increases with te~nperattue. 
ttlabng ii more difficuIt to align all the magneric dipoles. At a high enough mnpera- 
r u t .  Lhu thermal energy is p a l e r  than the energy s~lpplied by the in~ernal niagnetic 
field. md a zem net n~aveti~ation results. This tem~rature  is called the Curie temper- 
ature, TCJ. 

We now consider tile interaction of a small AC (microwave) magnetic field wilh a 

magnetically saturated ferrite material. Such a field will cause a forced precession of the 
dipole rnoinents around the flfl ( 5 )  axis at thc frequency of the npp[ied AC field. much 
like the operation of an AC synchzronous motor. The small-signal approximalion will 
apply to all the Ferrite components of interest to us, but there are applications where 
high-power signals can be used to nhtain itseh~i nonlinear efiecb. 

If fi is the applied AC hid, the ~otal n~agnelic field is 

F l G t r m  9.3 Magnetic moment or a ferrimagne~ic m a W  versus mmwrature, T .  
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I 

where we assume that HI << f i l l .  T h i s  field produces a total magnetization in ihe 
ferrite material given by 

where is the (DC) saturation rnngnelizalion and AT is the additional (Ac) magneti- 
zation (in the ap  plane) caused by a. Substituting (9.16) and (9.15) into (g 14) 

gives the following component equations of motion: 

since dl./rlt = 0. Since HI << XO, we have IXfllRl << Ijl?]HO and l&jllAl qq 
~*~lal ,  so we can ignore AlH products. Then (9.17) reduces to 

where wo = , i ~ - y H ~  and wTTi = pO~~l;IS. Solving (9.18a,b) fur APB and ~ 1 4 ~  @VS. the 
following equations: 

These are the equations of motion for the forced precession nf the magnetic dipoles 
assuming small-signal conditions. It is now an easy step to arrive at h e  prmeabihtY 
tensor for femtes; after doing this. we will try to gain some physical insight inlo 
magnetic interaction process by considering circularly polarized AC fields- 

If the AC fi field hlls art $"' lime-harmonic dependence, rhe AC steady-state fomr 
of 19.19) reduces to the following phasor equations: 

(& - W ' ) M ~  = W I ) O . J ~  Hr + jwwWI A;, 9.!?0@:! 

(4 - 3 ) ~ ~  = - jww,H, + WOM.,JK,, q*zae, 

which shows the h e a r  relationship betwean and M. As in  (1.24). (9.20) @ &'' 
written with a tensor susceptibility. [XI, to relate a and a: 
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where the elements of [XI are given by 

The 2 component of I? docs not affect he magnetic moment of the material, under the 
above assumptions. 

To relate B and H .  we have from 11 2 3  1 that 

where the rensnr permeabiIity [p] is pven by 

r2 bias). 

The elements of the permeability tensor are then 

A material having a permeBiIiLy tensor r ~ f  this form is called gvrotropic; ride that an ? 
(or $1 conlponent of fi gives rise to both 2 and iJ conlponents of B, with a 90' phase 
shift between them. 

If the direc~ion uf hias is reversed, both Ho and 11.1, will clrange signs. so J{J~ and 
will change s igns,  Quati011 (9.25) hen  slluws r h a ~  11. wil l  be uchanged. but h-. will 

change sign. If the bias field is suddenly ren-roved (Ha = 0). the ferrite will generally 
remain mapnetized (0 < 1 A 1 1  < Ad,); on ty by derna,onetizinp the Fen-iie (with a decreasing 
AC bias field, for example) can ,?d = O be obrahed. S i n t t  thc results of  (9.22) and 
(9.25) assume a saturated ferrite sample, borh & and No should be set to zero for the 
iinbiased. deniagnt.tized case, Then d t l  = u;,,, = O, and (9.251 show that p = jro and 
ri. = 0, as  expected for a nonmagnetic material. 

The- refisor results of (9.24) assume bias in the Z direction, If the ferrite is biased in 
a different dircctir~n the permeability tensor will be transfumed acunrding tn the change 
in cuordiaates. Thus, if flu = ?Ho, the pernleability tensor wiIl be 

( 2  bias)? 
- J ti 

while if = $& the permeability tensor will he 

p 0 - j ~  
@ bias). 
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A comment must be made about units. By tradition most practical work in magneti 
cg 

is done wirh CGS units. with rnasnelization measurcd in 9aUss ( 1 gauss L = 1W4 w&,ndrn2], 
and field slrenglh measured in oers*ds 1 4 ~  x W3 oersted = I A h ) .  nus, ,4, 
1 gauss/oersted in CGS units. implying that D and H have the same numerical values ha 
nonmagnetic material. S:ierstion rnagetization is usuaIly expressed a 4rrlI, gausx lh, 
cixrespol~dieg MKS value rs hen /rudl, weberlm' = (4sr~bI~ ggauss). In CGS 
the L m o r  licqurncy can be expressed as fo = d 0 / 2 ~  = ,uo~&l2a = (2.8 wrnrst4) 
(Ho oersted). and J, = drrr /27i = p G 7 M s / 2 ~  = (2.8 MHd~ersted) (4nM, gauss), 
practice, these units are convenient md tasy tu use. 

Circularly Polarired Fields 

To get a ber~er phy s i r d  ui~derstanding of the interaction of an AC signal w j h  a 
saturated fenimagnehc material we will consider circuhrly polmized hcTds. As discussd 
in Section 1.5. a right-hand circularly pola-ized field can be expressed in  phasor form 

and in time-domain form as 

where we have assumed the amplitude fit as real. This latter form shows that %+ 1s a 
vector ~ h i c h  rotatrs w i h  time, such tlnt at time t it is oriented at the angle wt  from h e  
x-axis: rhus its angular velocity is d. (Also nore that Ifi+ 1 = H+ # IA+l.) Applying 
the RHCP field of (9.28n) to (9.20) g i v a  the wignetization cornpments a 

so the magnetization vector resulting from fif cm be written as 

which shows that tht rna_suetirdtion is also RH-, and so mates with w l a t  velhtY 
u in synchronism with thc driving field, ti++ Since and fi+ are vecton in the 
same direction, we call wr i te  Bi = po(lll' + ITL) = +R+ - where p+ is (he e f f ~ A ~ ~  
pem~eability for m RHCP wave gven  by 

The mgIe, $hi, between M+ and the x-axis is given by 

& f + l  - y.,Hf - - LdoH" 
tanOAI = = - - 

A *  Lwo - d,h(E6 (Lou - 4Ho ? 

while the angle, BH. between fi+ and the x-axis i s  given by 
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For freyucncics such that cl: < 2 ~ 4 ,  (9.311 and (9.32) show hat Q,.I/ > BH, as ilIusualed 
in Figu~e 9.4n. Tn this case the magnetic dipole is precessing in the sanie direction as it 
would freely prcccss in the absence af B'+ .  

Nosv consider a Ief1-hand circularly polarized field, expressed in phasor form as 

md i n  time-domain form as 

3-1- = ~ e ( l f - e ' " ~ ]  = H-(2ccrsc~t - $sinwt). 9,33b 

@ualjoo (9.33b) shows b a t  s- is a veclnr ro~acing in hc -,. (left-hand) direction. 
Applying the LHCY field of (9.33a) to (9.20) gives the ma@etiza;ion cclme~nents as 

so % vector mgnetiz~ion can be written as 

which shows that the magnetization is LHCP. mating in  synchronism with B-. Writing 
B- = ,i0(A~- t G-1 = p - f f  -. gives the effective penneabihy for an LHCP wave aq 

F [ C W  9.4 Forced p~ecessiun of a mawetic dip& with circularly polarized fidds, (a) RHCP, -- 
#nr > On. ib) LHCP, -= < B R +  
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The agle, Bnf,  between -Ti- and the z-axis is given by 

which is seen to be Jess than fig of (9.32). a$ shown in Figm 9 4 .  In bs 
mL 

magnetic dipole is precessing in the apposite direction to I t s  free prtcessiom 
Thus we see that the interaction of ii circularly polarired wave with a biased bhre 

depends on the sense of the polarization (RHCP or LHCP). This is bemu.- the bias 
L l d  sets up a preferential precession direc~ion coinciding with the direction d foRd 
precession for an RHCP wave bur: oppnsitc to that of an LHCP wave. As we wal ee in 
Section 4.2. rh i s  effect leads tn nonreciprocal propagation characteristics. 

Effect of Loss 

Eqwtiuns (9.22) and (9.25) show $ha1 the dernerlts of *e susceptibility br perme- 
abilib tensors becoint: illfinitc when the Frequency, d, equals the L m ~ r  frequency, 
This erfecc is knrjwn as gyrnlcrgneiir . . ut.soJurnce. and occurs when €he forced p l s ~ s $ ~ n  
frequency is equd to the frcc precession frequency. In the absence of loss h e  respQm 
may hc uaboundcd, in the s-me way thal h e  response of an LC rcsunanz circuit wig 
be unbounded when dfiven w i h  311 AC signal having a frequency equal to the resonad 
frequency of the J,C circuit. All real ferrite materials, however, have various mametic 
Iass mecha~isms h a t  damp ool such singuIarities+ 

As w i ~ h  othw resonart systrnls, loss can be accounted for by mahng the resowt 
Frequency complex: 

where n is a dampins factor. Subsrituiiq (9.37) into (4.22) makes me susceptibilities 
camplex. 

where: rhe real and imaginary pats are p e n  by 
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FIGURE 9.5 Complex s u s c ~ ~ i b i  litics for a typicd ferrite. (a) Real and Imaginary parts of x,, 
{ b) Real and imaginary parts of 3zu. 

Equation 19-37) can dso be applied 10 (9.25) to give a complex p = p' - jp8". and ~1 = 
3-jrr";  this is why (9.38b) appears to define x:, and x:, backward as x,, = ja/m. 
For most ferrite materials the loss is smdl. so n << 1 ,  and the (1 + a') terms in (9.39) 
call he approximated as unity. The real and i m a g i n q  parts of the susceptibilities of 
(9.39) are sketched in Figure 9.5 for a typical ferrite. 

The damping factor. 0, is related tc, the linewidtl~, AH. of the susceptibility curve 
nerrr resonance. Cmsider h e  plot of versus bias field, HQ, shown in Figure 9.6. 

FLGLW 9.6 D e w ~ n  of the linewidth. AH. of the gyromametic iesmmce. 
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For a fixed frequency, w. resonance occurs when Hi) = H,.. such h a t  *, - - WR;, The linewidth. AH. is defined as thc width of [he curve cd x:k(, versus wheR yw 
has d t ~ ~ a ~ &  to half its peak value. If assulne ( 1  + c?) = 1 .  (9.39b) shows 
the maxinlum value of t:r is d,,/2ail;. and O C C U ~ K  when w = wo. Now let ,,, be Ule 
Lamlor Frequency for which $10 = H2. when y:, has decreased to half ib maximw 
value. Then we can solve (9.39b) for a in terms of wo2: 

men A* = 2(wol - Q) 2[w(I -I- a) - wJ = 2au. and using (9.9) gives 
linewidth as 

Typical Ijnewjdths range fmm Ies~ than 1 Oe Ifor @urn imn garnet) to 100-50U & 
{for fen-ites): sjrrglc-crystal YIG can have a linewidth as lrrw as 0.3 Oe. Also note that 
this loss is separate frrjnl the dielectric loss that a ferrimagnetic marerial may have. 

Demagnetization Factors 

Thc DC bias field. Hu. internal to a ferrite sample is generally different from the 
externally applied field, H,,. because of the boundary condilions a1 the surface of the 

fcmte. To illustrate t h i s  effect. consider a thin fcrrite plate, as shown in Figure 9.7. When 
the applied held is no~~rnal to the plate, continuity of B,, at the surface of the plate ~ W S  

B, = i.iofIn = p o i - V 5  + no), 
so [he internal magnetic bias field Is 

H,, = H, - A$,. 

7%;~ sho~\;s thar the internal field is less than the applied field by an amounr rqhd to the 
saturation magnc~izarion. When h e  applied ficld is parallel to tl~e femi~e plate. continuity 

Dentid 
FIGURE 9.7 l n tcmal md external fields f a r  a thin feni~e plale. (a) Normal bias- (h) 

bias, 

Air , ii[ 
- HO - 

re* - H$) fit.$ 
C 

.4 u Air t ~ .  - 4 
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of I?, at the surfaces of the plate gives 

H t  = H,, = Hi). 

In this case the in~ernd held is not reduced. In generid, the internal fieId [AC or DC), 
H ,  is xffected by the shape of the ferrite smple and i ts orientation with respec1 co the 
external fieid, A,, and can be expressed as 

where N = N, ,  AT,, or IV, is called the d~u~agrrcti:nl io~~ fnr~ur for that directiun of 
the external field. Differmt shapes have d i f f c ~ ~ n t  dernagnctizalion factors, which de- 
pend on Uw direction of rhe app!ied field. Table 9.1 lists the rlemagnc~ization factors 
for a few simple shapes. The demagnetizatinn factors are defined such hat rVT + iZI, f 
NZ = 1. 

The demagnetization factors can also be used to relate [he internal wd exremal RF 
fields near the boundary of a ferrite sample. For a 2-biased ferrite with transverse l3.F 
fields. (9.4 1 ) rcduces to 

whe~e H,,., . Hi,, are the RF fields external to b e  fwrite. and & is the tx~trndy applied 

TABEAT 9.1 Demagnetization Factnrs fur Some Simpk S h ~ p  
- . - 

S h a p  

Thin diQ or 
plare 

'Ihin rob 

Sphcre 
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bias field. Equation (9.2 1 1 relates the internal Z I - Z U W V ~ ~ ~ ~  W fields and magnetizati 
O n  43 

AT, = y,r& + x s y H y ,  

A& = xyz& + xypJH*- 
Using (9.42a.b) to diminate Hz and H ,  gives 

These equarinns can be solved for Idz, M, to give 

where D = (1 4- XSZ%)[~ 4- X ~ ~ N ~ I  - x ~ ~ Y ~ ~ ~ V ~ N ~ -  - 9 4  
This result i s  of the form M = [x,]J?, where h e  coefficients of H,. and H,, in (9.43) 
can be defined as "external" susceptibilities since h e y  relate nragncLizatjon to the extemd 
RF fields. 

For an infinite f i t e  medium gyromagnetic resonance occurs when the denomina- 
tor of the susceptibilities of (9.22) vanishes, at the frequency w, = w = w. But for a 
finite-sized fen-i~e sample the gyromagnetic resonance frequency is idrered by &e demag- 
netization fackors. md given by he codt ion that D = h (9.43)- Using rhe expressions 
in (9.22) for the suscepCihilities in (9.44), and settirig h e  result equal to zero gives 

After some aIgebraic manipulations this resdt can be reduced to give the resonance 
frequency, w,, as 

dT. = w = J h a  + dm hrZ ) h o  + wmNy) 

Since 41 = Pa?% = po?,(H. - 111,). and dm = p o ~  Jfs, (9.45) can be rewritlen in 
terms of applied bias field strength and saturation magnetization as 

This result is known as KicteI's equation [4j. 
n 

POINT C)F INTEREST: Permanenr M e n d s  

Since fndk components such as isolators. gyrators, and circulators generally Pfmmenr 

mapef i  to supply h e  required DC bias field, it may be useful to mention some of the wt 

characteristics of permanen1 magnets. 
A Pmanenl maenel is made by placing h e  magnetic material in a smng magnetic fie" 

d 

h n  removing the field, ro leavc the marerial magnetized in a reruanenl stnre. Unless LtE map' 
'I1 caug shape fornls a closed path f like a toroid 1. h e  dllcrnngnetkatioo hc ton at rhe rn~gnet enr$ 

a afiphllp negative H field to be induced in the magnet. Thus h e  ''operating poinrp' of a permanen' 
magnet will be in h e  second quad ran^ of the B-H hysteresis curve ibr b e  magnet fl,"ial- 

Ttias 
podan of the curvc is called the hedcrnapnetization c w e .  A typical example is shorn belor' 
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The midual ma~etizatiiln, for I! = 13. is called the remancnce. H, . of the material. This 
quantity characrwizes the s~rcngth 01 the magnet, so generally a magnei material is chosen tu have 
a large remmence. Ano~her impurrmt parantler is rhe cwc iv i t y .  H,. which b the vdae of rhe 
negaiive H held requird ti) rcduce rhe magnetization to 7xr~. A good pernuncnr rnagnel should 
have a high coercivi~y to reduce thc effects of vibration, ternpermre changes, and external fields. 
which crul l a d  ro a Iosa of magnetization. An o\eraI,ll figure of merit fur a pwmanent magnet 
i s  sometimes givcn as h e  maxilnurn vdue of h e  13H p r o d ~ l c ~  IBH), , .  on the demagnetization 
curve. quantity is essentially the mmirnum magnetic energy densj~y that cm be srvred by 
the magnet. and can be useful i n  elcc~omrchanical applic;iliona. Tire following table lists Ihe 
remanence. ctjercivity, and (BH),, for snme of the most common pemanenz mamet materials. 

r 1qr (HH), 
Material Cnmpasi~im ( 0 2 )  G (G-0elx106 

ALNICO 5 A1.Ni.Cu.Cn 1Z.OrM 720 5 0  

AWLTCO 8 Al. Ni. Cu. Cu. Ti 7.100 2,000 5 -5 
ALNICO 9 Al .Ni ,CaCu.T,  IO,4m 1,600 3 3  
Remdloy Mo, Co. Fe 10.500 250 1.1 
Platinum Coball Pt. Co 6.3513 3.300 9.5 
C c m i c  BaO6Fe:O;l 3,95(1 2,400 3.5; 

Cobalt Sandurn Co, SIN 8.4M 7,WO t6.0 

9.2 - PLANE WAVE PROPAGATlON IN A FERRITE MEDIUM 

The prcvious section gives an expianalion of the microscopic phenomena that o c c ~  
inside a biased ferrite marerial lo produce a tensor pemcabilhy d* h c  form given in 
(9.24) (or in (9.26) or (9.27). dcpencling on the bias dirccrion). Once we have this 
miimoscnpic description of h e  ferrite material. we tan solve Maxwell's eqnatiuns far 
wave propagation in various geurnerries irlvelvinp ferrite materials. We bcgin with plans 
wwc propaption in an infinile ferrite medium. fnr prupagariun e i h r  in the directivrt 
of bias. or propagation transverse tp the bias firld. These problems WLLI iflustrate tbe 
imponant et'fccts of Faradrry rotation and birefringence. 
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Propagation in Direction of Bias (Farabay Rotation) 

Consider an infinite ferrile-filled regon with a DC bias Beld given by Ra = 
=a, and a tensor permittivity ipl given by (9.24). Maxwell's equations can be writLen 

7 x E =  - ~ U [ ~ ] B ,  9 .47~  

V x H = j s e E ,  
9.47b 

v - D Z Q ,  9.43~ 

v . B = o .  9.47d 

Now assume plane wave propagation in Qe z direction. with = a/& = 0. &,, 
the electric and rnagnetic fields will have the following form: 

E = fi,e-jO: 
9 . 4 8 ~  

H = HDe-iPz, 9.48b 
The two cud equations of (9.47a,bj then reduce to the following, &r using (9.24): 

Equallons 19.49~) and 19.49Q show that E, = H, = 0. as e x p e c ~ d  for TEM plmes- 
Then we also have G - D = C . = 0, since a/aX = (I,/@ = 0. Equations (9.49d.e) 
give relations between the tramverse field components as 

- 
#*here Y is [he wave admittance. Using (9.50) in (9.49~1) and (9.49b) to eliminate 
and f& gives the following results: 

For a nontrivid solution for E, and E, the dete-mt of this set of equacfim mwt 
vanish: 

w4.2n2 - tp - ~ 2 ~ d  = 0, 

fi* = uJ&Z%. 
9-59 

Qt 

So there arc two possible propagation constants, fl+ and P-+ 
First considcr rhc fields associated with fi+, which can be found by substituting .a+ 

into (9,51aj, or (9.5 1 b): 

j w 2 € d z  -t L d 2 d U  = OI 
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or Ey = -,jEz- 

Then the eIectric field of (9.48a) must h u e  the foUowing fom; 

I?+ = Eu(b - ,j#)e-jfl+', 

which is seen LO be a right-hand ciTcularly p h i z e d  plane wave. Using (9.50) gives ~e 
associated magnetic field as 

a, = EoY+(j2 + fl)e-j@+: 9.536 

where Y, is a e  wave admittance for this wave: 

Sinlilarly. the fields associaled wilh J3-. are left-hand circularly polarized: 

E- = &($ + jg)c-id- '? 9.530 

fl- = EoY_ I- j? + 9je-j"7 9.5415 

where 1 7  is thc wave admittame for this wave: 

Thus we see &at RHCP snd M C P  plme waves are the sourceefree mndes t~t'  the 
;-biased ferrite medium, and these waves propagate tl~rozlph the ferrite medium with 
different propagation wustane. As discussed in the yreviuus sectiijn, ch physical ex- 
planalion for  tlis effect is that the magnetic bias held creates a preferred direction for 
magnetic dipole precession, arld cine sense of circular pnlarizatiot~ causes precession in 
this preferred direction while the other sense of polari~ition caust..~ precession in thc 
opposite direction. Also nnre rhar for an RHCP wave, the ferrite material can k reprc- 
sented with an sffecrivs penneahility of + K. while for an LHCP wave the effective 
permeability is ir - x. I n  milthematical tcms, we can state that [,LL + K )  md ( { t  - h;). w 
,f3+ and ;$-. art the cigerivalu~s of the system of  equalions irt 19.51 1, and that E+ and 
EL are [he assnciatcd ~ ~ ~ L I I I ' E C I C I ~ : T ,  When Insses are present. the attenuation constants 
for RHCP and LHCP wt~vts  wilt also be different. 

Now consider a linearly polarized electric field at 2 = 0, represenled as the sum of 
an WCP md an LHCP wave: 

T h e  RHCP cclmponent will propagate in rhe 2 direction as ~ - d ~ ' + ~ ,  and the LHCP cnm- 
pment will propagate as e-jfi-', so che totd field of (9.55) will propagate a s  
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fis is s t i l l  a linearly polarized wave, but one whose polarization rota& the wave 
p~pagares along the z-axis. At a given point b e  z-axis the polarization &[ion 
m m u r d  from the x-axis is given by 

This effect is called F~rmid?* mrotiurr. afler Michael E ~ i ~ d a y ,  who first observed hs 
phenomenon during his study of the propagation of light bough liquids that had mametic 
propelties. Note thar for a fixed position on the z-axis, the pol~zacion angle is fixad 
unlike the case for a circularly polarized wave, where the polarization wwld rotate 
time. 

Fox u < WU, jt and K, are positive m d  p > K -  Then b+ 0-+ Wd (9.57) shows 
that r;i becomes more ~~egative as ; increases. meaning hat the polarization (direcrion of 
Ej rotairs counterclockwise as we look in h e  +z drecdon. Reversing the bias direction 
(sign of H n  and 111 4 ) changes h e  sign of  K ,  which chmges the direction uf rotation 
to clockwise. Sin~ilarly, for +: bias, a wave  raveling in the - 2  direction will ratate 
its polarization clnckwisc 3s wc look in h e  direction of propagation ( - 2 ) ;  if we were 
looking in the +; directjr~n. however. the direction of rotation would be c~unterclockwisc 
(same as a wave propagating in the -2 rlircction). Thus. 3 wave  ha^ ~ave l s  from z = 0 
to 2 -- L m d  back again to 2 = 0 undergoes a ~otd pdarizatiun rotation of 2$, where & is  
given in (9.57) with z = L. Sn, unlike h e  situation of n screw being driven into a block 
of w ~ d  and then bxked out, the. pulakaticsn does t m r  "unwind" when the direc~im of 
propagdlion is reversed, Fanday rotation is thlrs seen to be a nonrecjpr~al effect. 

/---, 

EXAMPLE Y,J Plane Wave Propagation In a Ferrite Medium 

Consider an infinitc Iemte medium with 4nMS = 1800 gauss. AH = 75 oer- 
sted, c,. = 14, and tan 6 = U.00 1, If the bias field saength is WD = 3570 oersted. 
cnlcuhte and plot h c  phase and attenuation canstants fbr RHCP and LHCP plane 
waves versus frequency, for f = 0 to 20 GHz. 

So Cu riun 
The L m o r  precession frequency is 

fo = 2 = (2.8 MHz/oers~ed)(3570 oersted) = 10.0 G&, 

Bild k.r, 
I m  = = (2.8 MHdaersted) (1  800 gauss) = 5.04 GHz, 

A1 tach frequency we can compute the complex propagation constant 

where c = ~ ~ t , . + ( l  - j tan 6) is the complex permittivity, and p,  n are given by 
(9-25). The following substitution for 4 is used to account for ferrirnaPtic 
loss; 
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which is derived from (9.37) and (9.40). The quantities (p=kic) c n  be simplitid 
to the following, by using CY.25): 

P + K = M  l f -  ( u::&J)j 

The phase and attenuatiorl constants arc plotted in Figure 9.8, normalized to ttme 
he-space wavenumber, b. 

Observe thal ;I,. and a+ (for an RHCP wave) show a resonance near f = 
fa  = 10 GHz: ;3- and u, Ifor am LHCP wave) do na, Rowevc~, because the 
singularitics in  p and ti cancel in h e  ( p  - rr;) term contained in y-. Also note 
horn Figure 9.8 that a smphand (/3+ near zero, barge as) exists for RHCP 
waves for frequencies between and fo -k fm (between and + w,). 
For frequencies in this range, the above expression for (p + K )  shows that this 
quantity is negative, and d., = O (in the absence of loss), so m RHCP wave 
inciden~ on s ~ c h  a ferrite medium would be rotally reflected. 0 

Propagation Transverse to Bias (Birefringence) 

Now consider the case where an m i t e  ferrite region is biased in the % direction, 
transverse tn the direction of propagation; the pcrmeabilify tensor is given in (9.26). For 
pIane wave ficlds nf the fbm in (9.483, Maxwe[lks curl equations reduce to 

Frequency (GHz] 

FIGmE 9.8 Normalized phase and attenuation constants for circularly polarized plane 
waves in h e  ferrite medium of Example 9.1. 
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-jBEz = -juJIpHy - l- j~H~), 
9% 

0 = -jU(-jdp + pHz), 9% 
496 = &EJ% 9.58d 

-jj3Hx = ~ U E E ~ ~  9-58e 
0 = J ~ E E ~ .  9 . 5 8 ~  

Then E, = 0. md V b = 0 since alax = 6'/ad = 0. Equations (9.58d;e) give a 
admittance relation between the transverse field components: 

H ,  - -fix Ld6 y=---- = -  
Ez E Y  A : 9.59 

Using (9.59) in (9.58ab) to eliminare Hz H,, and usbg E9.5kS in I9.58b) to 
eliminate Hz give the following results: 

One solution to (9.60) wcurs for 

with E, = O. Then the camp[ete fields are 

since (9.59) shows that H, = when ,?$ = 0, and (9.58~) shows that 61. = 0 when 
4 = 0. The adnlittnnce is 

This wavc i s  callcd the o,-di,larv wave, because it is unaffected by the magnelization 
of h e  ferrite. This happens whenever tl~e mawetic field components iransvrfie 
bias direchon are zero (8, = = 0). The wave propagates in either the f z or -+ 

direction with the same propngaiian constant. which is independent of Ho- 
Another solution to (9.601 occurs for 

,be = ,/G, 9.64 

with Ep = 0, where pe i s  m effective pemeabilit~' given by 

This wave i s  called the ~ x l r n ~ ~ d { ~ ~ m  rvovg, and is sffected by the ferrite rnagnerizatiofl. 
Note that the effective perrileability may be negative for certain values of d. u@ n c  
elecmir: field Is 

Ee = 9.@ 
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Since Ev = 0, (9.58e) shorn that H, = 0. Htr C a  be found fmm (9.584)~ H z  from 

(9.58~), &ing thc complete magnetic field as 

These fields constitute a [inexly wave, but note that the magnetic field has a 

component in the direction propngaliojl. Except for the existence 01' H,. the exuanr- 

dinuy wave has elutfic magnaic: fields that perpendiculur 10 the cnrrespondiny, 
fields of h e  ordinary w;ive. Thus, a ~ + v e  polarized in the y direction will have a 
propagatic>g ~0nr;vanl /jQ (ordinary )r;;ive), but a wave plarized in [be s direction will 
have a propagation constant .:$, (exlraord i n q  wave). ?'his efftci, where h e  propagation 
constall1 depends on polaizatiun direction. is cal led hirefring~rrca [2 1. Birefringence 
often occLirs in  optics work. whcrc index r ~ t '  refraction can have different values 
dependillg 011 the poJ,Gzation. T]ls double image scen rhrough a culcilt crystal i s  an 
example of this effect. 

From (9.65) we u r n  see lhat ~ 4 , .  the effective pertneabihty for the extraordinary 
wart, cdn bc negative if K z  > CLJ. This depends on the values of li, dn, and 
dm, f. I{(,,  and :Ifs, but for a fixed kqusncy and saturslion n1;ignetizuiinn ihere 
will always be some range of bins field for which 0, < C) [ignoring loss). Wltn this 
occurs ;jp will become jnlaginay, as seen fro111 (8.64). which hiplies thar the wavc will 
hc cutoff. nr evanescent. h 5 polarized plane wave incident a1 h e  interface of such a 
f e i t e  region would be cotally reflecred. f l~s  elTectivt. pern~eahifity is plcrtted versus birrs 
field strength in  Figure 9.9. for scverd ~ d r r e s  of fruqucncy m d  sdurntion n~agne~imtion. 

F I G W  9.9 Effective permeabjJ ily, vdSUs b h  heu. &I. fox various sal~ratiqn ma@&+ 
rations and frequencies. 
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9.3 PROPAGATION IN A FERRiTE-LOADED RECTANGULAR 

In the previous section we introduced the effects of a ferrite material 00 

mapetic waves by considering ihe propagation of plme waves in an infinite f e ~ c c  
medium. In practice, however, most ferrite components use wavegu~de or other types 

of transmission h e s  loaded with ferrile materid- f V l ~ s t  of these geornehcs me , 
eQ' dificu]( to analyze. Nevertheless, i t  is worth h e  effwt to mat some of the easier cases 

hvolvillg ferrite-loaded rectangular waveguides. in order ro quantitatively demonstrale 
he operation and design of several types of practical femte components. 

TE, Modes of Waveguide with a Single Ferrite Slab 

We Iirsr consider the geometry shown in Figure 9. LO. where a rectangular wavegG& 
is loaded with a venical slab of ferrite material. biased in the 4 direction. This pametry 
and its analysis will be used in later wctinns to mat he operation and design of resonance 
isolators. field-displacement isolators, and remanen1 [nonreciprocal) phase shifiefi. 

In h e  ferrite slab, Muxwell's equations can be written as 

v x $7 = - jw[pl fT! 9.68a 

v x B =  WEE, 9.6% 

where [ p ]  is the pemeability tensor Sbr $ bias. as given in (9.27). Then if we lei 
E(x, t / , ~ )  = Ip(rTg) f Pe,@, y)~e-i8z and B(x, y, +) = [h(x,y) + E~,(X,~)J~-~~~, 
(9.68) reduces to 

d 
FlGZlRE 9.10 Geometry of a rimangular waveguide loaded with a m s v e r s e l ~  b 

dab.  
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For TE,, modes, we know that E, = O md LI/tlg = 0. The11 C9.69b) a d  (9.696) 
imp1 y h a t  e, = h, = O (since /3' # d2 for a waveguide mode) and SO (9.69) reduces 

h e  equalions: 

we sdIve (9.70a.b) for h, and IL, as foJl[)ws. Multiply (9.70a) bY p and (9.70b) by 
- j ~ ,  hen  add 10 ob& 

NOW rnultipjy {9.70u) by jh; and (9.71a) by p. hen add to obtain 

where p, = (p2 - K ~ ) / ~ .  Substituting (9.71 ) inro (9.70~) gives a wave equation for c,: 

where Lf is defined as a culoff wavenumber tbr h e  ferrite: 

2 tf = w k r  - b2. 
We can obtain the corresponding results for the air regions by 1ettiniS P = Iro: fi = 0. 

and E~ = I+ to obtain 

where X:, i s  b e  ~ ~ t ~ f f  wavenumber for the air regions: 

g = g - p  



520 Chapter 9: Th~ory and Design of Ferrirnagnetic Components 

The magnetic field in the air reson is given by 

-3 - I  

The s~lutions for e, in the air-ferrite-& regions of the waveguide &en 
( -4 sin k.x, 'Rk 0 - 6  &,- < c, 

( D sin krr(u - r), € ~ r c . + t  <xr@, 
whch  have been constructed to facilitate Un. enforcement of houndary ~ ~ n d i t i ~ ~  
:c = O.c, c + t ,  and u [3]. We will dw need h,, which can be h d  Fmnl (9.77a), 
(9.7 I bk and (9.74b): 

I u k a A / ~ p c J  cos k m x .  for 0 < x < ,I 
h Z  = 

( j / u ~ l . ~ ) ( - ~ . $ B s i n  ki(a - c )  + Csin kj(c + t - XI] 
+pk j [Bcoskf (x -C)  - Ccos k t (c+t - z ) ] ) ,  fix c - r  r < r + t ,  

( (- jk,  Djwp.) cos k.(a - r) ,  forc+t < x < Q .  
9.77b 

Maxchhg E, and h, nt x = c and s = c+b = a- d gives fow equations fur the constmts 
A,B. C,D: 

A sin k,c = C sin kft, 9.78~1 

Solving (9.78a) and (Y.78b) for C a d  D. substituting into (9.78~) and (9.78d3. and 
rhtn ehinatinp -4 or gives the following i~ansccndeutal equati011 far the p ~ ~ p a g a ~ o n  
Eonstant. (j: 

After using (9.73) and (9.75) to express the curoff wavenumbers kf and in 
of 8. (9.79) can be solved numerically. The fact bar (9.79) conhins terms ma' afe 
odd in nfi indicates that the resulting wave propagation will he nonreciprwdg since 
changing the hrection of h e  bias field (which is equiralen~ to changhg the direction of 
propagalion) changes rhe sign of K,. which leads to a dfferent solution for i3. we dl 
identify these two soludons as $+ find ;3-, for positive bias and prop;ig~tion in the cz 
direction (positive nl. or in the -2 direction (negative &I, rcspecrively. The c f f c ~ ~  
magnetic loss can easily be included by allowing do D be complex, as in (9.37). 



9.3 Propagation in a Ferrite-Loaded Rectangular Waveguide 

In later we will also need ro evaluate the e tectric field in *e pi&. as given 
in (9.774. Lf we choose the arbitraq su~lplirilde cimstml as ,A, h e n  B. C'. and t) can 
be found in terns of +4 by using (9.7Xa). (9.78b). and (9.78~). Note from (9.75) that if 
8 3 k+,, then kc, will he imaginaq. In  lBis case. the sin k , . r  f~nct inn of 19.77n) becomcs 
j sinh ] k ; , /~ ' .  indicating nn almost exponential variation in  h e  field bisrribution. 

A usefui approximate result can be oblained for the differential phase shift. i7; - 8-, 
by expanding ;? i n  (9.79) in a Taylor series about t = 0. This can bc accomplished with 
impticit differentiation after using (9.73 1 and (9.75) to express kj and kn irt terms of fl 
[4]. The result is  

-2k& h; AS fi+ - #- = sin 2k,c = -2R,-- sin Zk,c, 
P S  

w h e ~  kc = n /n  is the curoff frequency of tbe empq guide, and AS/S = t / a  is h e  
filling fircrnr. or ratio of slab cross-sectional area to tvaveguidt cross-secrionnl area. Thus. 
this formula can be applied to ulher geornehes such as waveguides loaded with small 
ferrite strips nr mds. olthough the appmpriate dernagnctizalion factors may be required 
for some ferrite shapes. The resuit in 19.80) is accurate, however, mly for very small 
ferrite cross sections, typically for dS/S < 0,01. 

This same technique can be used to obiain an approximate expression for t!x f~mard 
and reverse attenuation constanrs. i n  terms of he  irnaginay parts of the susceptibilities 
defined in (9.39): 

A S  - 

n*=-{.OZ D ~ i r  " sin h r  t k , ~ , ~  .Z rr ws 2 ic.x T x ~ ~ ~ , B .  sin Z~,X).), 9.81 
w o  

where fl, = \JkFe- is rhe propagation constant of the empty guide. This result will 
be useful in the design of resonance isolainrs, Both (9.80) and (9.81 1 can also be derived 
using a perturbation method w i ~ h  the srnpty waveguide ficlds 141. and so ;ire usually 
refemd to as the perturbation theory resulb. 

TE,, Modes of Waveguide with Two Symmetrical Ferrite 
Slabs 
A related geometry i5 tbe rectangular waveguide loaded with two symrneh-ically 

placed ferritc slabs. as shown in Figure 9.11. With equal but upposice fi-directed bias 
fields on the ferrite slabs. N i s  configuration provides a useful model fw thc nonreciprvcal 
remancnt phase shifter. which will be discussed in Section 9.3. Its analysis is very sirniiar. 
to t h a ~  of the single-dab geometry. 

Since the h,, w d  11, fields (including the bias fields) are antisymmetric sboul thc 
midpime if' fl~e wavepide at :C = ujZ. a nugnelk wa\I can be p l m d  at ntrhis pint .  
Then we oniy need to consider ~e re@ for O < .s < a/2 .  The electric field in this 
regiun can be written as 

11 sin ka:c7 O < x < c ,  

BshKt ( z  - c)+Cs inkI(c+i  - x), u < z < c + t ,  9 . 8 2 ~  

D cos k = ( t ~ / 2  - xj4 c + t  < x < a / 2 ,  
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FIGUL(E 9.11 Geome~y  of a rectmgular waveguide loaded with two symmetrical ferrite 

I 

which is similar i n  form 10 (9.77a), except that h e  expression for c + t < a < wsr 
construckd to have a maximum at x = a / 2  (since it, must be zero at 2 = a/2). & 
cutoff wavenumbers Xp and k, xe defined in (9.73) and (9.75). 

Using (P.71) and (9.76) gives the h ,  fieid as, 

( j , /~3pp~) { - r ; j3 [B  sin kf[a - r> + C sin k f ( c  $ t - a)] IL* = 
+pkf[Bcoskf(s - c) - Ccos k j ( e + t  - XI]), c < x < c+ t ,  

( ( j%D/wpc)  sin k.(a/2 - 11. 

Matching e3 md h, at s = e md 3 = c + .t = 4 2  - d gives four eqwtions fbr 
constants A, B. C, D: 

B sin k j i  = D cos kad, 9.B3b 

B b ka 
- ( -~Ps in  k, t $ p k f  coskfi) - G- = D- sin k,d. 9.836 
PPr P E P o  

Reducing lhese results gives a banscendental equation for the propagation consf-4 8: 

.. . 

This equation can be solved numerically for 8. As in (9.79) for the sing 
le-slab 

case, n and .3 appear in (9.54) only as ~ 3 .  n', or p2, which implies nonreciproc 
J 

propap~ion, since changing the sign of K (or bias fields) necessimes n chaW e in s i p  

for p (propagation direclion) for the same rool. At first glance i t  may seem thab 
far 
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h e  waveguide and slab dimensions and parmeters, Iwo slabs would give twice 
the phase shift of one slab, but this is generally untrue because h e  fields are highly 
concerltrated in Ierrite regions. 

9.4 - FERRITE ISOLATORS 
One 0% the most useful microwave ferrite components is the isuiuror. which is a 

twwport device having unidirectional transmission characteristics. The S rnalrix for an 
ideal isolator has the form 

indicating that both ports we matched. but transmission occus only in the direction from 
pon 1 10 port 2. Since [a is no1 unitary, fhe isolator must be lossy. And: of course, [ S ]  
is no1 symmetric, since an isolator is a nonreciprocal component. 

A common application uses an isolarsr berween a high-power source and a load to 
preveni possible retleclions from danlaging the suurce, An isolator can be used in place 
of a matching or tuning network, but it should be realized h a t  any power refltcred from 
the load wi l l be absorbed by the isolator, as opposed to beirtg reflected back to the load, 
which i s  ~ h c  case when a matching nenvork IS used. 

Although there are several types of ferrite isolators. we will conccnwatc on the 
re.sonancc isolator and the field djsplacernen~ isolator. These devices are of pracricaI 
iruponnnce, and can be analyzed and designed using the resulu for h e  ferrite slab-leaded 
waveguide of rhe previous section. 

Resonance Isolators 

We have seen that a circularIy polarized plane wave rotating in ihe same direction as 
the precessing magnetic dipoles of a femte medium wil l  have 3 strons interaction with 

materid, while a circutarly polarized wave rotaking j n the opposite direction will have 
a weaker intcracti~n~ Such a result was illustrared in Example 9.1. where the attenuation 
of a circula~ly polxized wave was very large near the gyromagnetic. resonance of the 
ferrite. while the ai~~rruation uf a wave propagating in th opposite hrection w ~ s  very 
small. This effect can be used to construct an is~littitsr; such isolators must operate 
near gyromagnetic resonance and so a s  called resononce iisu/~~tor.~. Resonance isolators 
usually consist of a ferrite slab or strip mounted at 3 certain p i n t  in a waveguide. We 
will discuss fie two isolator geometries shuwn in Figure 9.12. 

Ideallv, the RF fields inside  he ferrik nnlaferial should be circularly polarized. In an 
empty rectangular waveguide the magnetic fields of h e  TElo mode can be written as 

where k, = m/n b thc cutoff wavenumber and >go = ,/'eT is rhe propagation 
consmr of the empty guide. Since a circdariy polarized wave must satisfy h e  conditinn 
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tbl  H,/& = +j ,  [he location. I. of the CP point of the empty guide is gjvcn by 

kc  tan kc,?. = f -. 
i?(, 

Ferrite iua&n_e. however. may perturb [he fields so tha (9.86) may not give the actual 
optimuni position. or it may prevenl the internal fields from being circularly pol;irm 

rml 
for any position. 

First consider the h~ll-height E-plane slab geonlruy of Figurc 9.121; we can ;inalyrr 
this case using ihe exact rzsults from ihe previous secdon. Alternatively, \ye 
the perwrha~W11 resul~ of (9.81 1, hut !his would require the use u l  a demagnetjr&n 
factor for /I., . sod would be less accwntc than 1hc exact results. Thus. Tor given set 
of parameters. (9.791 can be suIved numerically fur the con~plex propagarion cons- 
of the forward and reir.lerse waves of the felrite-loaded suidc. I t  i s  necessary to include 
h e  effect of magne~ic loss. which c m  bt: done by using (9.37) fnr the complex msunmr 
hequency. ~ ~ ( 1 ,  in hc expressions fnr ( 1  and K-. The imaginary pa? of dr, can be related 
to the li~lewibth. AH* or the ferrile through (9.40). Usdly the waveguide width, a, 
frequency. ;i. ruld ferril~. paramekrs 4i;i112. arid r,.  wil! 11e fixed. m d  the bias field and 
slab position md rhickness wiil be determined to give the oplimum design. 

Ideally. the fornard artenuattinn constant It!+) would be zero. with a nonzem anm- 
uation coustrtnt [n - )  i n  the rsversc direction. But Tor the E-plane ferrite dab there is 
no pusiliun .r* = c whrre h e  fields are perfeclly CP i n  h e  ferrite (tlus is because the 
dernaguetiz;ltiotl factor ;\'., 2 1 [4]). Hencc the forward arid reverse waves hoih con- 
tain an RHCP component md im LHCP cr,i-npunent. st) i d e d  attzntlatinn chw;loteristics 
cannot h r  obtained. Ths optimum desip.  hen. generally rnini~nizes h e  fnrward atenu- 
ation. which determines the slab position. .4ltematively. i~ may be desired to maximize 
the ratio nf h e  reverse to fc~rrvuct  atrenuations. Since rhc maximuin revezsc attenuation 
pnerally does not occur at the s;ms slab pcailioa as the minimum forward atten~lion! 
such a d e s i ~ n  will in r!olw a trade-g>ff of the forward Inss 

fa1 &I 

FIGURE 9-12 Two wsonance isolator geume~ries+ (a) E-plane. firll-height (b) fl-- 
slab. 



Fnr a long, thin slab. the demagnetization facrors are appruximatef y those of a  in 
disk: N, zz I .  N ,  = ATz = 0. It can &en be shown via the fittel cquaiion of (9.45) that 
the gyromagnetic resonance fi-equency d the slab is given by 

which determines fIo, given [he operating frerluency and satu~ation magnetization. This is 
an appraximgle result: the rranscendsntaI equation ul'i9.79) accounts l'or demagnetization 
exactly, srj the actual internal bias field, No, can be found by numerically solving (9.79) 
For the altenua~inn constants for vaiues of near the appro.uimare value given by (9,871, 

Once the slab positicln, u. and bias lield, H,. have been foimd the slab length, L. 
can be chosen to give the desired total rever.sc attenuation (or isolarioo) w ( Q - j L .  The 
slab thickness ran also be used tn adjust h i s  value. Typical rtumcricd resails are given 
in Example 9.2. 

One advantage of this geornety is that the hll-height dab i s  easy to bias with an 
extemai C-shaped permanent magne1. with no demagmtiza~ion factor. But it suffers 
from several disadvantages: 

Zero fornard attenuation cannot be obtained because the internal ~nagnetic field 
i s  nor rruly circularly polarized. 
The bnndwidth t)f the isolator is relabveiy n m w ,  dictated essenrially by the 
I ineuridrh. AH , of the fem te. 
T h c  geornelry is not well suitcd for high-power applications because nf poor 
heal transfer from the middle of' the sIah. and ;In increase in temperature will 
cause a change in I\&, which will degrade pe~fommce. 

The first two pr0blcTlls noted above can be remedied tu LI significant degree by adding 
a dielectric loading slab; see reference I51 for details. 

EXAMPI ,E 9.2 Ferrite Resonance lsdalur Design 

Design an E-plane rarsnartre isolator in X-band waveguide to cspera~e ar 10 GHz 
1 with a minimum forward insertion loss and 30 dB rcversc attenuation. Use a 

0.5  rlml thick ferrite slab with 4.irllJa = 1700 G, A H  = 200 Or. and f, = 13. 
Dctemine the bmdwid~h for which the reverse at~enuatton is at least 27 dB. 

SoIn/ion 
The complex roots of (9.79) were found numerically using an interval-halving 
routine followed by a Ncwton-Raphsan ircratian. The approximate bias field, 
IJo. given by (9+87) is 2820 Oe. but numerical results indicate the actual field La 
be closer to 28JO Oe for resonance at 1 I) GHz. Figure 9.I3a shclws h e  cslculatcd 
forward (ct,) a d  rsirerse (a_) atrenlratiun consrants at 10 GHz versus slab 
position. and it can be seen that the minimum fol-ward ahenuatim occurs for 
c /u  = 0.125: the reverse artcnuabnn ar c l ~ i s  pnint is c l -  = 12.4 dB/t~n. Fig- 
ure Y, 1% shows the at~enua~jon constants versus frequency fur rhis slab pusition. 
For a total reverse attenuation of 20 dB, the !en@ of the sIab must be 

L = 
30 dB 

= 2.4 cm. 
12.4 dB{cm 
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FIGURE 9-13 Forward aid  reverse altenumion constants for the resonance i s d a  tor of Ex- 
ample 9.2. (a} Versus slab position. 1,b) Versus frequency. 

For ~e total reverse attenuarion to be ar ieast 27 dB, we must Rave 

So the bandwidh according Lo h c  above definihn is, from the data of Fig- 
ure 9.13b. less than 2%. This figure could be improved by using a ferrite with a 
larger l inewidth, at the expense of a longer or thicker slab and a higher forward 
attenuation. O 

Next we consider a resonance isolator using the H-plane slab geomem of Fig- 
ure 9.12b. If the slab is much thinner than i t  is wide. h e  demagnetizalion facton will 
approximately be N j  = N, = 0. N, = L. nis means h a t  a suoneer applied bias field 
will be required to produce h e  internal field, fAI, in h e  g direction. But the 01%- 

netic field components, hX m d  ndh;. will not be affected by the &ferrite boundary since . . 
NZ = Nz = 0, and p e r k t  circular polarized fields will exia in the ferrite when I t  lS 

posilioned at the CP point of the empty guide. as given by (9.86). Another advantag e of 
this geometry is that it has betrer thermal propraies than ihc E-plane version. since 
ferrite slab has 3 large surface area in cantact with a waveguide wall for heal dissipaliorr- 

Unlike the full-height E-plane slab case, the H-plane geomev  of Figure 9.lZb 
cannot be analyzed exactly. But if the slab wcupies only a very fraction of 
t ~ t a l  guide cross section (ASIS << 1, where AS and s are &e ms sectionat @ 
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of a e  and waveguide. respectively). the perlurbahonal result fur a, in (9.81) can 
tK used with reasonable results. This expressioo is dven h terms of the suscepribilitjes 

f ?I - t . I f  Xrt  = xXp- j x X L .  x z Z  - ysa - j x a Z .  and xX, = ,&$ j~:.~, a defi~ed €or a $-biased 
ferrite in a mamer similar ro (9.22). For fenite shapes other than a thin M-plane sIab, 
these susceptibilities wouId have tu be modified with the appropriate demagneriaation 
factom. as in (9.431 [4]. 

As seen born Lhe suscepeihility expressir~ns of (9.22). gyromagnetic resonance fur 
h s  geornetrq. will occur when L; = un. u?lich determines fie internal bias field. TI,,. The 

center of slab is psirir~ned a1 the circular polarization poini ol  the ernpLy guide, as 
given by (9.86). This should result i n  3 ncar-zero fontrard attenuation cunstartt. The roral 
reverse attenuation. ur isolation. can be conmiled ~vih either the tmg~h. L. of the ferrite 
slab or ils cross section AS, since (9.81) shows [ Y +  - is propoflinnal to AS/S. lf AS/S 
is too large, however, thc purity of circuIar poIarization over the slab cmss section will 
be dep-sded- and funward loss will increase. One practical alternative is to use a second 
idenrical ferrile dab 031 the t o p  waIl of the guide. to double dS/S without significantly 
degrading polarization purity. 

The Field Displacement Isolator 

Anather type C I ~  isolator uses the k t  that the decfric f idd distributions of the 
faward and reverse waves in a ferrite slab-loaded wavcpuide can be quite diff'efml. As 
illustr~ted in Figure 4.14. the electric field for the forward wave can be made Lrr vanish 
at thc side or the ferrite slab ac +r = c + t. while rhc elecuic field ol: the revcrse wave 
can be quite large at th is  same point. Thcn if a thin resistive sheet is placed in this 
posirion. h e  forward wave wiIl be essentially unaffected while the reverse wave will 
be attenua~ed. Such m isnlam is calSed a ,fielrC rlisplcrr,~rnerr~ iscslrrrnr: high values of 
isolation wilh a relatively compact device can be obtained with bandwidrhs o n  the order 

/ sheet 

Z 

FIGURE 9-19 Geomlry and e l e c ~ c  fields of a BeId displacement isolator. 
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of 10%. Anorher advantage of h e  field displacemen! isolator over the RSomce iwator 
is bar a much slualler bias lield is required, since it operates well below pronmcr, 

'Ihe main problem in designing a field disp1acernent isolator is to d e e m n e  me 
design La pararncfcrs that produce field dislribuliors Likc hose shown in Figure 9.14- 
general furrn of rile electric lield is given in (Y.77o). frnm the walysis aj. Ihe ferrite 
&b-loaded waveguide. This shnws [that for the electric field of the fm-wxd wave t, 
have a sinusoidal dependence for c + t < r < n, and to vanish at -1: = r + b. the cutoff 
wavenumber k i  alusr k red and satisfy h e  condition h r  

w e  t = 1 .  - - , In addilion. the electric field of the reverse wave should have a 
hyperbolic dependence for r + t < r < u.  which implies that k i  must be inlaginary 
Since from (9.75), k i  = k i  - B'. h e  above condidons imply thnl fi' i kD md 8- k,' 
where ko = m A t m .  These co~iditions on $, depend crirically on [he slab position: 
which must be determined by numt.riudly solving (9.79) for the propagation consrank. 
The slab rhirknsss also nf f tc~s this T~SUIL .  b u ~  less crilically: 3 ~ypical value is t = n,/lO. 

It also turns out t l m  in order t r ~  satisfy (9.881, 10 [brcc E,, = O at a = c+f :  IZ, = 
I pL-til)//l musl be nega~ive. This requircrnent can be intuitively uoderstoi3d by *inking uf the waveguide modc ibr r + t < -r < u as a superpositio~i of two obliquety ir&velhg 
plme waves. The ~nqnetirr l i ~ l c l  components H.,. and H ,  of these waves are bath 
perpendicular ta the bias field, a si~ualinn which is similar to h e  exbaordinq plane 
waves discussed in Section 9.2, where i t  was seen that propagation wouW not occur for 
11, < 0, Applying lhis cutoff conchtion to the ferrite-loaded wave,@le will allow a null 
in E', for rhe forward wave ro be ibmed at 3; = c + L. 

The condition chat p, he negrttive depends on the frequency. salzuation magneliza- 
 on, and bias field. Figure 9.9 shows rhe dependence of i t ,  versus bins field for seved 
frequencies and saturation magne~ization. This type of data can be used to select the 
saturation mage~iza t ion  and bias field to give p, < O at Ihe design frequency. Observe 
that higher frequencies  ill require a ferri~e wilh higbr saturntion magwtization. 21 

higher biks field, b u ~  , l .  c O always occurs before Llle resonance io p. at. J-. 
Further design derails will be given ia the folbwing example. 

EXAMPLE 9.3 Field Displacement lsolatflr Design 

Design a field displacemenr isolator in X-band waveguide to operatc at 1 I (3%. 
The ferrite has 4sril.G = 3000 G, and E, = 1 3. Ferriie loss can be i.gnored. 

Si>/rrrion 
We first determine the internal bias &Id. Hu. such that p. < 0. This cm be 
fwnd  from Figure 9.9. which shows j i r , / p o  versus Hi) for 47rdf8 = 3m 

1 I cur. We see h a 1  IYtl = 1200 Oe should be sufficient. Also note 
this figure that a ferrite with a smaller saturation magnetization would ~quiR a 
much 1wgc.r bias field, 

Next wc dctcrminc h e  slab posirian, c/cc, by numerically solving ( 9 w T 9 )  
for propagation coostants, &, as a function of c/a. Thc slab thkMess 

set LO i = 0.25cm. which is approximately a/10. Figure 9.15a sllows ihe 
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FJGLRF, 9.15 Propagstion conslanrs and elwcric field dishbutinn for the field displace- 
rnent isolaror ol' Example 9.3. (a) Forward and rcversr prt~gagiltinn con- 
stants vcrsus slab position. @) Electric fcld amplirudcs for the foruxd and 
reverse waves. 

resulting prupagation cortstmts, as weil ;rs the Ioeus of paints where [9+ and 
c /n  s A f y  the cc~nditiun of (9.88). The intersccrion uC 3+ w i h  this bcus will 
insure that E, = (7 ai J: = c. + t for the fnrwad wave; this interscrtion occurs 
for a slab position of c / a  = 0.028, Tile msulring propagation cnnsranfs rn 
p+ = 11.724kt1 < kn and A- = 1.607X-80 > kI,. 

The elecrric fields are plorrcd in Figure 9.1Sb. N ~ l e  that h c  forward wave 
&as a null a1 the face of the fenite slab. while the reverse wave has a peak 
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(the relitivc amplitudes of these fields are arbitrary). Theo a resistive shee\ cm 
be placed a1 rhis poinl to arknuate h e  reverse wave. The actual isolation 
dcpnd on the resisliv ity of this sheet: a value 01 75 R per square is typicd 

9.5 - FERRITE PHASE SHIKERS 

Another in~pornnr applicdtion af ferrite materials i s  in phose shifrers. which are 
w&prt components rhat pmvidc vxiuble phase shift by chlaghy t k  bias field of the 
ferrite. (Micmwavc dicdes w d  FETs FUO also be used to implement phase shficrrl 
Section 10.3.1 Pllase shifte1.s And application in test and measurements sysiems, but ~ 
most sigoificiinr use is in  phased army mielmas where ihe antenna beam can be s l e e w  in 
space by ele~tronically conlmlled phase shifters. Because (d Lhis demand, many differem 
[ y ~ s  of pilase shifiers have heen developed. both reciprocal (same phase shift in e i k r  
&rrrction) and nonreciprocal [Z]. [6]. One uf the nmst useful designs is the ia~chiog (or 
rnnnnent) nonreciprocal phase shifrer using a ferrite toroid in a rectangular waveguide; 
wc can analyze (his geornetq wilh a reasonable d e p e  of app~nxinlation using the double 
ferrite slah genniew discusst.d in Seclion 9.3. Then wc will qualitatively discuss he  
operation of a few nlher types of phase shifters. 

Nonreciprocal Latching Phse Shi fter 

The Seonletn, uf s latching phase shiher is shown in Figure 9.16; i~ consists of a 
toruidal l'errilc core symmetrically located in the waveguide with a bias wire passing 
through its cenler. When h e  [mite is magnetized, the mdgnetizatinn of h e  sidewalls of 
the tnroi d will be ~ppositely directed and perpendicular to the plane of circular polwiza- 
lion nC the RF ficlds. Slncc the sense ni circular polarizatiun js aIso opposite on opposit~ 
sides of the waveguide, a srrorig interaction between the RF fields m d  the ferrite can b 
obtained. Of course, h e  presence of the ferrite perturbs he waveguide Belds ( h e  fields 
tend tri concentrate in  h e  rerrite), so the circular polarization point does not wxur at 
tan X.,:): = k#./&, as it does for an emply guide, 

Io principle. such a gcornchy can be used to pmvidc n continuously variable (analog) 
phase shift by varying  he bias current. Bul a mom useful t c c h i ~  employs the m%tletic 

Torvidal 
ferrite 

FIGURE 9.16 Gmmevy of a wafecjpmal latching phase shiner using a f d E  lomid* 



9.5 Ferrite Phase Shifters 531 

hysteresis of the € e d e  io provide u phase shiR that c m  be switched he~ween LWO values 
(&gird). A typlcd hysteesis curve is shown in Figure 9.17. showing the variation 
in magnetization. ;li, with bias field, fl0. When the ferrite is initially demagnerized 
and the birrs 6eld is ofl; both -hi and HI, are zero. As the bias field is  increased, 
the rnagnetizaiion increases along r b  dashed line path untiJ the ferrite is nlagneiically 
saturated. and 41 = illA. If the bins field is now rcduccd to zert?, the magnetization 
will decrease to a remanent condidon I like a permanen1 magnet). where 111 = JJ,. A 
bias field in [he opposite direction will sarurate the rerritt wirh ,116 = -h&, whereupon 
the rern~vai of the bias field upill leave the femte in a mmanent state with JiJ = --Mr. 
Thus we can "latch" h e  ferrite rnagnerirtion in one OF two stales. where II4 = &Mr, 
giving a digital phase shift. The arnoulll of differentid phase shift between these two 
states is controlled by the length of thc fcrrire toroid. In prac~ice. several sections having 
individual bias Iines and decreasing lengths are uscd in series to give binuy djfferen~ial 
phase shifts of 180". 90". 45": etc. tcl as fine a res~~lution as desired (or can be afforded). 
An inlp~rtant advantage of the latching mode of operation is that the bias current docs not 
have to bs con!inuously applied. hut only pulsed wiih one polarity or h e  other ro change 
the p~lar i ty  of ihe rernancnt magnetization: switching speeds can be on the order of a 
few rnicrosi:conds. The  bias wire can be oriented pcqwnrlicular ro the electric field in  the 
guide, with a negIigiblc penurbing effect. The top and bunom walls of ferrite ruroid 
have very litrlc tnapletiv interdctim~ wirh the RF fields because [he magnetization is nnl 
perpendicular to the p t ane of' circular polrtrization, and the top and banom nqnerizariuns 
are oppositely directed. So these wails prr~vidc mainly a dielectric loading effect, and the 
essential opesating fcatures of the remanc~rt phase shifrers can be oblaincd by runsidering 
the simpler dual I'emrt. slab geometry of Seczion 9.3. 

For a given nperating frecjuency and wfiveguids six. the design of a fernanent dual 
slab pha-ie shifttr mainly involves h e  d~teminarion nf the slab hichess,  f.. fne spacing 
between the slabs, s = 2d = a - 2 r  - 21. (see Figure 9. I I ), and the length of the slabs 
for h e  desired phase shift. This requires the propagation c~nstmts, (9,. for h e  dual 
shb gcc~merry, which can he nurnwica[ly evaluixed frat11 the ~ r d ~ s c e n d e n d  equation of 
(9.84)+ This equation rcquirts vdues for / I  and K, which cam be determined fron~ (9.25) 

FIGURE 9+17 A hysteresis curve for a ferrite torujd. 
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The differenlid phase shiff. @+ - a-. is h c a l ~  ~ r o ~ f l i o n d  LQ R, for " / p 4 )  up to 
ahour 0.5. Then. since K is proportio~al to as seen (9-89b). it  follows 
a shofler f,sn.ile c;ul be used lo providd a given phase shift if a ferrite wirh 3 h* 
remanent magnetkation i s  selected. TPc insertion loss of the phase shifter decreares 
with lcngrh, hut is a hnction of the ferrite linewidth. AH. A figure of men1 c<3,mmo% 

to characterize phase shifrers Q the of phase shift to insertion loss, meawed 
in degeesld3- 

EXAMPLE 9.4 Remanent Phase 5hifter 

Desjen C a two-slab remaneni phase , $ h i f 1 ~  at 10 GHz using X-band waveguide 
with ferrite having 4riIfT = 1786 G and E, = 13. Assume fliat the ferrite 
slabs ;Ue spaced 1 nun apart. ~~t .ern~ime the slab thicknesses for maximum 
differenlid phase &if-1. and thc iertgths of ' h e  slabs for 180' wr] 90" phase 
shitier sections. 

Solun'opt 
From (9.89) we have h a t  

K G r  (2.8 MHz/OE)(I 788 G j -- -&-=+- = h0.5 
ksn LJ 

10.000 MHz 

Using a numerical root-finding technique such as interval halving, we solve 

(9.84) for the pr(>pagation constants !d+ and ~j- by using positive and neptib'e 
values of r;. Wgurc 9-18 shows the resulting differential phase shirt. !$+ - 
1%)/4,. versus slab ihickness, I .  f ~ l r  several slab spacings. Obscrve chd 
phdse shift increases as the spacing. s. between the slabs decreases, and hc 

slab thickt~ess jnureaes, fnr i j n  up to r t b ~ ~ t  0.12- 
From the cup,*e in Figure 9.18 for s = L mm, we see h a t  the optimum 

slah thickness for m a h u m  p h e  qhst is t / a  = 0.12. or 1 = 2.74 mm* since 
a = 1.286 cm for X-band guide, The corresponding normalized dffe=nrial 
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FIGURE 9.18 Differential phase sbifi for fhr twwslab remaneat phase sbifier of Exam- 
pk 9.4. 

The fer&e k n g h  required for h e  18W phase shift section i s  then 

L = 
180" 

= 3.75 cm. 
480 /cm 

while the length required for a 90" section is 

Other Types of Ferrite Phase Shifters 

Mmy other types of f e ~ l e  phase shifrers have been developed. wifh various crrmbi- 
natio~zs ul' rectangular or circular waveguide. transverse or iongitudinal biasing, latching 
or continuous phase variation. and reciprocal ur nonreciprucal operalion. Phase shifters 
using printed ~~nsnl jss ion lincs haw also been proposed. Even though PTN diode and 
FET circuits offer a leas bulky and Inore integratablc alternative co ferrite componcnis. 
Rnite phase shifters often have advantages in terms of cast, pouter handling capacity, 
;uld power requirements. Bur there is still s grea1 need for a low-cost, compact phase 
shi fter. 

Several waveguide phase shifler designs are derived horn the nonreciprocal Faraday 
rotation phase shirter shown in Figure 9.19. In operation. a rectanylar waveguide TElr, 
rnndc en~ering at the left is convened to a TE,, circular waveguide mode with a short 
transition secrion- Then a quxter-wave dielectric plate, oriented 45" from h e  electric 
held vector. cooverts the wave to an RHCP rvavc by providing a 90= phase difference 
be~wzzn the fieid components hi a-e parallel add perpenciicuiar LO the piatz. In the 
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FIGURE 9.19 Nonreciprocal Faradsy mta~w phase dufttx. 

ferrite-loaded region t hc phase delay is 13, r ;  which can h con(ra11ed with the bias fieM 
strength. The second quaer-wave plate converts h e  wave back to n hearly po1;irized 
field. The nperario~~ is similar for a wave enrering a1 h e  righi. except now me p h s e  d d q  
is D - I ;  h e  phase shift is thus nonreciprcrcal. The ferrite md is biased longitudinally, in 
the direction of propagation, with u solenoid coil. Tlus type of p h 8 c  shifier can be made 
reciprocal by using nonreciprocal quarter-wave plates to convert a linearly polarized 

to the same sense of circular polarization for either propa_e;ltion direciion. 
The Reggia-Spencer phase shif~er, shown in Figure 9.20, is a popular reciprocal 

phase shifter- In either rectangular or circular waveguide form, a langitodinally bimd 
ferrile rod is centered in the guide. When the diameter of the rod is  greater than a c d n  
critical size, Lhe fields becnmz lightly bound LO the ferrite and are circularly polarized- 

FIGURE 9.20 



FIGLIRE 9.21 SynlbrjI for a gyrator. which has a differential phase shift of 180". 
- 

FIGLW 9.22 An isolator cunstmckd w i a  a gyrator and two quadrature hybrids. The f a ~ d  
wave [4) is passed. while the reverse wave I+) is absorbed In the matched 
load of the fint hybrid, 

A large r~ciprocai phase shift can be oblained over relatively short lengths, although the 
phase sWi is rather fr'requency sensj the .  

The Gyrator 

An imporwl car~onical nonreciprocal component is rhc gymtor, which is a hvo-pan 
device having a 180" differential phase shift. The schematic symbol for a gyratnr is 
shown in Figure 9.2 I ,  and Lhe scattering matrix for an ideal gyrator is 

which shows &a1 it is lossless, nlatched, and nonreciprocal. Using the gyrator as a basic 
nonreciprocal building bluck in combination with reciprt~al dividers ancl colrplers can 
lead to useful equivalenr cil.cuits f<~r  nollreciprocal cornpnenls such as isolators and 
circulators. Figure 9.22, for exanlple, shows an equivalent circuit for an isolator using a 
gyrator and two quadrdture hybrids. 

The gyrator can he implemented as a phase shifter with a 180" differentid phase 
shift; bias can be provided wit11 a permanent inape t ,  mikin g tl~e gyrator a passive device. 

9,6 
FERRITE CIRCULATORS 

As wc discussed irl Section 7.1, a cir-rr~lator i s  a three-pcln device that can be lassIess 
and matched at PO-; by using the unitary propertic! of the scattering matrix we WEE 

abic to show how such a &vice must be nomiprocal. The scatwing matrix far an 
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ideal circulator thus has the following form: 

which shows that power flow can W T U r  frum pons I 10 2. 2 lo 3. and 3 to I ,  hut 
in  he reverse direcrion. By wallspoking the port indices. the opposite circularity can be 
ubwincd. I r  practice, this resuli can be produced by changing the polrtrity of f e ~ t c  
bias field. Most circulators utc permilncnl magnets for h e  bias field. buc if ;m elccao- 
magnei is used rhe circulator can operatc in 3 lalchins (remanenl) mode as a singlc-p~e 
double-throw ISPDT) switch. A circulakrr can also bc used an isolator by terminding 
one of hfrc ports with a matchvd Ioad. A junction circulalor i s  shown in Figure 9-23. 

We will tirst disclts~ rhe or ;in itnpedeclly matched circulator in t e a  
of its scarwring n~iluix. Then we will iu~slyze the operalion 01' the shipline junc(icq 

-a 

circulator. n e  operation of waveguide circulators is similar in principle., 

FIGURE 9.23 P h o ~ o ~ a p h  o f  8 disassembled fcrrire junction ci rculalrrr. showing 
s(rip'rne 

conductor. the ferritc disks. and 111c bias mtignel. The middle port of the ci~a''t'r 
is terminated with a matched load, so this circblor is a c t d l y  cofl(ird ar 

rrrr 

isolamr. Note the change in the width of ihe slripline conductors. due lo. *' 
different dielw~ric c u ~ m r m  of ;ud s u m ~ ~ ~ i n _ e  mMenol- 
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Properties of a MSsmatched Circulator 

If we assume that a circulator has circular synlrnetry around its three ports and is 
lossless. but not prfacdy matched, its scattering rna~rix can be wri#en as 

Since the cixulator is assumed lossless, [SJ rrrust be unim, which impjies the foI1mSng 
two condibons: 

If the cireula~or were matched IT = O),  then (9.93) shows that either rt. = Q and ],kl) = 1, 
of A = O and (a( = 1 ; [his descriks \he ideal circulator with irs two possible circula-ity 
stales. Observe that this conditiu~r depends only on a losslass and mutuhed device. 

Nuw assume mail i n ~ ~ e c i i r j n s ,  such h a t  IT\ << 1. Tcr he specific, cr~nsider the 
circularity state where power flows primarily in [he 1-2-3 direction. so h a t  Ic i l  is close 
to unity and Ii'lj is small. Then 31- - I), slid (9.93b) shows that d" + jjo" e 0. so 
IT - IP1. Then (9,93a) shc~w~s that -. I - 21il)' 2 1 - 2(rj2. or la1 ~r 1 - [r12. 
Then the scartefing r n a ~  of 14.42) can be written as 

ignoring phmc f a c ~ ~ r s .  This rcsult shows t h a ~  circulntor isolahn, ,3 2 T, a d  dtrunsmis- 
sion. a -- 1 - r'. both detericjrnre as the input ports become m i s n ~ i c i ~ e d .  

Junction Circufator 

T l ~ c  stripline junction circulator geo~tietry i s  sht~wn in Fipure 9.24, and in  he pho- 
tograph d Figure 9.23. Two fcrri te d i ~ k s  f i l j  the spaces hetwean the ccntw merallic disk 
and ihe ground planes d thr? stripline. Three stripline conducti)rs arc srtzlched to the 
periphery of the cca ter dc;k at 1 20" inte~.als, ro~rning the three p ~ r t s  of h e  circulator. 
The DCI hias field is applied normal to rhc ground planes. 

In opera~ir~n. h e  ferrite disks f i r m  a resonant cavity: in the absence of a bias field, 
this cavily has a single Inwest-order resonanl mode with a cos& Tor sin$] depencicnce. 
When Lhs fenire is biased this mode breaks into twn resonant rnrdes with slighrly different 
resonant frequencies. ' h e  operating frequency or the circulator can then. bc chosen $0 

that the superpnsiEion of these two modes add a1 the ootpui port md cancel at h e  isolated 
p w .  

We can malyze the junctinn circuiator by ~reaing it  as a thin cavity resonator witb 
~Iecrric walls on the mp and bottom and m approximate magnetic wall on t l ~ c  side. 
Then Ep = fie -- 0, and D/Oz = U, so we have TM modes. Since E, on either side of 
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FIGURE 9.24 A suipline juncrion circulator. (a) - 

Ib) 

Picrorkd view. [ b) Geometry. 

Lhe center conducting disk is antisymmctric. we need only consider Lhe sdution for one 
of the Ferrite disks [TI. 

We k g k  by @ansioming 192.3). B = [p]&!- f ~ ~ m  r e c ~ g u l a r  to cyhdrical mm- 
dinates: 

where ( { L ]  is [he same matrix as for recrangular ccmrdinatcs, as given in (9.24). 
14 cylindrical coordinates, with a/ i )e  = 0, Maxwell's curl aqualions reduce to the 

foU0wiKlg: 

1 BE, - - = - &(pHp -t ~ K H + ) ,  
om 
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Salving (9.97a.b) for flp and He in rerms of Ez gives 

where R2 = w2&t2 - n2) lp  = w2ePe is m effective wavenumber, and Y = d z  is 
an effective admittance. Using (9.98) to eliminate H, aud B4 in 19.97~) gives a wave 
equation for E,: 

This equatinn is identical in form to the equation for E, for the TM mode of a circular 
waveguide, so the general solution can be written as 

E,,, = [&,e'n~ t A-nr-iR4] J,.(kp). 9.100~ 

where we have excluded h e  solution wikh Y,,(kp) because E, must be firrite at p = 0. 
We will also need H,,. which can be found using (9.98b): 

The resonan1 modes can now be found by enforcing the boundary condition that H4 = O 
at p = a. 

If the ferrite is not magnetized. then HD = Ari, = O and = urn = O so &at K = 0 
and = ,ue = pd, and resonance occurs when 
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 en h e  ferrite is mqnelixed there are two possible re-sonan1 modes for w h  
of n, as associated with eitlrer a dnQ variation or t.-jn9 variation. n e  resDnaoo 
condition for the twu r j  = I lnodes is 

where T = ka. This resul~ shows the nonreciprocal property of the circulator. 
changing the sign of K (the polarity of the bias field) in (9.102) leads to the 0 t h  
and propagadon in the apposite direction in p. 

~f we irt .r+ and r- be the two m r s  of (9.1U2), thm ~ I M I I ~  frequencies fm 
~ e s e  two n = 1 modes can bc expressed as 

We can develop m app~oximle result for w+ if we assume that f i , / ~ c  is mall, 
that dt - will be close to L;O of (9,101). Using a Taylor series aboul so for the two t e r n  
i11 (9.102) gives the folIonlinp results. since Ji(:roJ - 0: 

Then (9.102) becomes 

since xo = L -841. This result g iva the resonant frequencies as 

Note that LC* approaches &I, as r; + O, a d  that 

Now we can use these two modes to design a circuiator. The amp!iwdcs 
f these 

modes provide two degrees of freedom thar can be u s ~ d  lo provide couplin2 frOm Lbe 
inpul to h e  output port. and to provide cancellatition at the isdated part- If will mm oat 

'rh 7 

that wu will be the operating frequency, between the resonances of the wk modes- 
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Hd f o over the periphery of the ferrite disks, since d # u*. If we select purt I as 
the input, port 2 as the output. and pofl 3 as rhe isdared port, as in Figure 9-24. we can 
asscrrne the following E, field at the a1 kJ = a: 

for $J = 0 {Port i ). 
E,(p=a.&)= for & = 120" (Pon 2). 9.1 M a  

for & = 240" (Port 3 ). 

~f the feedlines nwrow, Lhe Ez fi$d will be rclarively constant across [heir w i d h  
The cmesponding H, field rbould be 

Then (9.1 0U4b) can be reduced to give the electric and m a ~ e f i c  fields as 

sin $, 
+ L 

To approximately equate KYAI IO Hbh in P.Ifl6F) requires that K+ be expanded in a 
Fourier series: 

sin n@ 
x -, 

PB 
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- j  sin .JI H+l(p = a, 41 = 
27r 

which can now be equated to (9.108b) for p = a. Equivalence can be o b h e d  if Fnrp 
cwnditions are met: 

and 

me first condition is identical to the condition for resonance in the absence of bias, 
which implies that the operating frequency is GO, as given by (9.101). For a given 
operating frequency. 19.101) can d ~ c n  b~ used Lo find the disk radius, a. The second 
condition can be related to the wave irnpcdmce at port 1 or 2: 

since f i k a / r  = fi(1.84 1)/s 1 1.0. Thus. 2.. can be controled for impedance 
matching by adjusting ~ / p  via the bias field. 

We can compute the power Ruws at the three ports as follows: 

ph = PI = -b - E x gf = E,H+ I - - &Ho sin 3' - - E ~ K Y  g- I Lla 
TP 

1 

$50 -7r 

This shows thar pnwer How occurs from port I ro 2. but not from 1 ro 3. By the b u t h a '  
symmeQ of the circulaor, h s  also implies h a t  power can be coupled tiDm ~ f i  '* 
3. or from port 3 tu 1 .  but not in h e  reverse rlirections. 

The eiectric field of  (9.108a) is bkctched in Figure 9-25 dong the periphely of rhe 
circulator. showing that thc amplirudes md phases of the ~""rnodes are such mar "Ir 

superposition gives a null a1 the isotatcd port, with quai  voltages at the input and ourput 
Pfi- This ~ ~ 1 1  @ores the loading sffect of the inpur and outpul Lines, which 
dismn the field honl thal shown in Figure 9.25. This design is narrowband, but ban 

d - i d &  
.on of can be improved using dielectric loading; the analysis hen requires consideras 

higher order modes. 



FIGITRE 9.25 Mamitude of the electtic Bold around the periphery of the jrmc&n c i r d i ~ .  
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PROBLEMS 

9.1 A ccnain femlc tnarerial has a satwarion magnetization nf 4r:216 = 17806. Ignoring lass. 
mlculate Ge elements of the permeabiiity tensor at J = 10 GHz for fwo cases: (1) no bias fidd 
and fc'ctrite demapnetixed T121, = = 0)  md (3) a zd i re~ ted  bias field of' 1000 cmsted. 

9.2 Consider the falluwins kid transf~mations f x ~ m  rwtany~lx to ciiculx polarized mmycmeaW 

B+ = (8, + j t3,)/2. W' = ( H ,  + j H , ) / 2 .  
3- = (BL - jBg) /2 ,  H- = (]IL - jfluj/2, 
S, = a,. H z  = Hz+ 

For a z-biased k i t e  rnebinm. shnw h a t  the tdatinn between and fl can be expressed in terns 
of a diagonnt tensor pi-meabiiiry as follows: 
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9 3  A YIG sphere wilh * ~ - & 4 ~  = 1780 G lies in a uniforn? magnetic held having a r b c n ~ h  of I 2m 
M%ar is the magnetic field strength inside the YIG sphere? %. 

9.4 A thin rod is biased dong ia axis with an exarnol applied field of Ha = lm &, 11 4FM4, 
W G .  cdcuIatc rhe gyr~n~agneLic resonance hequencjt for rhc rod. 

9.5 ~n infinite lorsiess fenire medium with a gatwarion magnetidan of 4~6.1. = 1 2 ~  G 
a djdecrric uowjtanr of 10 is hjn.wil lo a 6dd s~r tngrh  of 51M wrrted. At 8 GRz, <dculare lh, 

differential phue shi R per meter betxvren an W C P  and an I-HC P plane wave propagaling i, ihe 
direction of bias. If a linearly p h i z e d  ware is prnpagaring in rhis material, w h a ~  is Br dirt- 
if must have1 in order rhnr its p~lari~.a,?rion i s  rorared 90".? 

9.6 An ifiuite lossless ferrite medium with a saiuration magnetization af 4xAis = 1 2 0 0 ~  
a dicle~trjc consmt of 10 is biased in h e  2 ilireciion with a fisld strength of 2W oerstd. At 

4 U Hz. two plane !vaues propagate in lhe +z direction. one i i n r i  plarized in z and the ome 
iuleariy poiari~zd in y. W3at is {Ac distance these rwb waves musl uavei so ihal the diffaentd 
phase shifi between them i s  270"? 

9.7 Consider a c i r c i ~ l ~ l y  polarized plane wave normally inciden~ on an infinite ferrite medium, as 
shown in  !he folluwing iigue. C;clculalc h e  rclltxrion and tmnsmission coefficients for w e  
(I-+. T - )  and an LHCP IT'-. 7 )  iocidenr wave. HX'iT: Tllc ir~nadined wave f i r i l l  he polarird 
in the same sense as &e inc,ident wave. but the ~flectcd wave will be ~~ppuSiteIy polari~ed. 

9.8 An infinite lossless ferrite material with 47iJ$, = 12W 0 is Lied in the 3 dhction d* Ho = 
H$- D ~ & e  h e  raa,s of flu, in oersteds, where rn extraordinary wave ( p o w  in + 
propagating in 2 )  will bc curoff. The frequency is 4 GHz. 

Ya Find the f w d  m d  revcrsc propagation ~ m s l i t n t s  lor a waveguide haif-filled with a tranflew1y 
biased ferrik. (We georncq of Epre 9.10 with c = O and 1 = o j2 . )  Assume a = 1-0 cm 
J = 10 FHA 4~ii11,~ = 1700G. and 6,- = 13. $lor \+ersus Hn = 0 io 15W Oe. Ienoe loss 

d r b  

fact that the ferric may nal be saiurared for small 6,. 
9-10 Find the f o ~ ~ a r d  and reverse propagation constmfs lor a waveguide filled with pieces 

oppositely b i d  ferrite. (The peomehy o l  Figure 9.11 with c = 0 and t = 0lZ . i  
o - I-Ocm, = IOGHr, Jadl, = 1700 G. and E ,  = 13. Plot versus = O  ro 15mm- lg"@ 
lous and the fact that the ferrite may not be saturated for srndl HD. 

9.11 C o n s i b  a wide. Ulio ferri~e siah in a rccmpular X-band w a v e ~ i d c .  as shown in F i ~ u e ~ * ~ ~ ~  
If 

= I0 GHz. 4rJ,<5 = i17WG. c = a h ,  and AS = 2 ml'. usc ib pnurbntian f a d a  of 

to plot the differential p b a  shift, (@+ - f l - ) / F c o ,  vmw rhe bias field for Ho = 0 to 12m*- 

Ignore loss. 



9.12 An E-plane resonance is6htor with the geomeky of Figure 9.12a i s  to be designed to qerate 
at 6 G&. with a ferrite having a srtturatir~n mognetizalioo of 4 r A L  = IISOIIG. Wl~ar i s  
approximate bias field. HI>, required for resonmcc? What is the required biah fisld if the H-plue 
geomeuy of Figwe 9.1 2b is nsed? 

9.13 Design a re5maFtce i s o l a t ~  using the 11-plane ferrite slab geometry of Figure 9.12b in an X - h d  
waveguide. The jsohror shnuld have minimum foward insertion loss, and a reverse attenuatiou of 
30 dB at I0 GHz. Use a ferrite slab having AS,!S = 0.01. 4mfi1, = 1700 G. and AH = 201) Oe. 

9.14 Calculate mcl plot [he two nomdizeb pnsiti~ns. r / n ,  where the magnctic fields of tbe TE10 mode 
of an empty rmraugular waveguide arc circularly ~ l a r i z e d .  Tr~r = kc to 2kc. 

9.15 The la~ching ferrite -&asse s h i h  shown in thc figure below uses h e  birefrjnpnce efrcct. In slatc 
I. the ferrite is magnetid so that Ho - i) md = 111~2. In state 2.  the Ferrite jh magnetized 
so that Ho = 0 md 12.P = dlr& If J = h GHz. E ,  = 10, 47rAi1' = l5OO G, and L ---- 2.78 cm, 
calculate the differentid phase shift between the two states. Assume the incident plane wave is f 
polariLed Ibr b t h  stales. a d  ignore I E ~ ~ S ~ ~ O I I S .  

9.16 Rework Exaruple 9.4 with a slab spacing rrf .: = 2 nlm, and a rrtmsncnr magnetization of 10I)OG. 
(Assnmc all other parameters a.; unchanged, and that the dil'fcrcntial phasc shift is linear.rIy propor- 
timd tu K.) 

9.17 Consider a latching phase shifter constructed with a wide. thin H-plane femtc slab in an X-band 
wavepidc. as shown in Fjgua 9.12h. If j = 9 GI-Iz. 47iJf,, = I7W G, ( *  = n / 4 .  and AS = 2 I I ~ .  

usc tile prturbacion iormula of (9.9U) to calcdals the required length for a diffcrcntid phase shift 
of 22.fQ. 

9-18 Desip a gyratur using the twin !I-plane f e d e  slab geometry shown below. The frequency is 
9.0 GHz. an$ the salura~inn magnctimtinn is 4 ~ 1 1 ~  = 1 700 G. The crass-srclional a n  of c;~ch 
slab is 3.0 ,nm2. wd the guide is X-band waveguide. The pmarreut  mapnct has a lield srrength 
of a, = 4001) Oe. Determine rhe jnterna) field in the fenire, Ho. and u g  he perturbaion formufa 
of (9.80) to determine the optimum localion nf the slabs md h e  length. L. to $ve dte necessary 
180" divferenrid phase smt. 
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9.19 Draw an cquivdenr circuit Tor n circulator using a gy ratur and two coupler;. 

9m A certain Inssless circulatar ha5 a return loss of 10 dB, What is the isolation'? mt is the isohtian 
if the remm Ioss is 20 dB? 



Active Microwave Circuits 

The components and cirmlits that we have discussed so far have been Ijnear and 
passive. hut my useful microwatle system wiIl require some nonlinear and active corn- 
ponenrs. Such devices include diodes, transistors. and tubes, which can be used for 
detection, mixing, mpIi ficarion. frequency mu1 ciplicarion. switching, and as sources. 
Active circuit design is s broad and rapidly evolving field, so we can only present some 
of the basic concepts and principles here, and refer the ~ a d e r  to the ret'ercoces for  more 
detail. We will dso  amid  my discussion of the physics of diodes. transistors. or rubes, 
sirrce for our purposes it will be adequate to characltrize these devices in  terms of h i r  
terminal properties. 

Thc exlics t detector diode was probably the "cat-whisker" crystal dcle-ctor used 
in  early radio work. The adveni uf tubes as detectors and amplifiers eliminated this 
component in most r a d i ~  systems, bnt the crystal diode was later used by Sourhworth 
in his  1930s experiments with waveguides, since the tube detectors of thar era could 
not aperate at such high frequencies. Southworth's co-wt~rkers at Bell Labs, including 
A. P. King and R. S. Ohl. greatly improved the crystal defector with berter matsrials 
and a n~pged cartiidgc package. Frequency conversion and heterc~dyniflg were also hrst 
developed for radio applications. in the 1920s. These same techniques were lakr appIied 
to microwave radar receiver design at the MIT Radiat'inn Laboratory during World War II 
using crystal diodes as rnixers 111. but it  was not urrtil [he 1960s that microwave solid-state 
devices saw significant dcvelopmenr. PIN diodes were invented, and used as microwave 
switches phase shifters. T I C  basic t h e c q  of ihs field effect transistor (ITTI was 
developed by Shncklcv in 1952. md lhc f i ~ s ~  FETs w e x  fabricated on silicon. The first 
gall juo~ arsenide ~ c h c k k ~  barrier FET was made by C. A. Mead at Gal Tech in 196.5, 
md nlicrowave gallium arscnide FETs were developed in the \ale 1960s 121. 

The logical rrend for microwave circuits has sirlce bcen to integrate ~msmission 
Zincs, active devices, and  he^ compncnts on a: single semiconductor snhtrare to fwm 
a mon~lithic microwavc inregrated circuit ( M C ) ,  The first .single-function MMICs 
were developed in h e  kite I~lMls. ba more mphisticated circuits such as multistage FET 
amplifiers, 3- or 4-bit phase shifiers, uomplere transmi t./receive radar modules, and ather 
chcuits were being tabricated a MMICs [?I. The present trend is toward M m C s  with 
higher performance. lower COSI, and -Preater cort~piexity. 

The electrical perTomancc of a rnicrowavc system can bc affected by many factors. 
but the effect of noise is probably one of the most fundarncntd. Thus we begin wiih a 
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discussion of the sources of noise. and the characterization of  components in 
or noise tempelaturc and noise figure. Ncxi we discuss rhc small-signal characterisLiCs 

d ~ t s t o r  diodes. and their application to the frequency conversion funclinns of rerGfica- 
tion, dctcc~on. and mixing, Then we sbow how PIN diodes can be used for a vilriety of 
conml circuits. including switches and phase shiftera. Finally, we give brief ovemiews 
of rnicr~wavc in iegaad circuits. and m i c m w a ~ ~ e  solid-smt and tube sources. we ,ill 
discuss trmsistor amplifier and oscillatnr circuit design in Chapter I I . 

Om' NOISE IN MICROWAVE SYSTf MS 

Noise power is a resulr OF m d o m  processes such as h e  Row of charges or holes in 
an clcctron tube or sol id-stntc dcviuc. prc~pqa tion t h r ~ ~ u g h  thc ianosphtrr or r ~ ~ h e r  ionized 
gas, or, most basic of ali, the thernlal vibraciuns in any coi~ipnnenr ar a temperature above 
abscslutc zeru. Noise cam be passed intu a microwave system from external S O U K ~ S .  w 
gencruied within the system itsetf. In ei~her cast the nfilsc level of a system sets the l o w r  
limit on rhc strength of a signal that can be detected in the presence of the noise. n u s ,  
i~ is generdly desired to rninin~ize h c  residual noise level 01 a radar or cormnunications 
receiver, tcr achieve the best perfomancc. LI some cases. such as radiomerers or radio 
utronomy system, the desired signal i s  au~ually tht noise power rw~ived try an m r e m ,  
md it is necessw to distinguish between ihc received noise power and  he undesired 
noise generated by tbe receiver system iL~elf. 

Dynamic Range and Sources of Noise 

h previous chapters wc have implicitly assumed hat all components were /inear+ 
~neaning the ourput is directly proportional to the input. m d  derermirrisjic. meaning 
that the nutput ir: pmdiclable Irom h e  input. In rrafity no componeiit c m  perform in  his 
way o w  a11 unlilnjted range of inpudoutpur signal levels. In practice, however. there i s  
a rmg of signal levels over whch such assumptions are vaiid: this rmge is called 
dynamic rangc of the component. 

AS an exmph. mnsider a redistic microwave tnnsistor amplifier having a gain 
10 (1B. as shown in Figure 10.1. If the amplifier were ideal. the output power would be 
rela~ed to the input power as I 

and this relation would hold true for any vdue of q.. if p, = 0. we would have 

= 0. and il. fin = 10". we would haw Po., = 10' W. Obviously =idler of 
these cnnditiclna will  bc Wrue in practice. Bccausc of noise generated by the iiWlifid 
itself* a well as external noise that might be fed into h e  anlplifier. a certain n o m a  
noise power will be delivered by thc amplifier evm when the input power is zero. For 
very high inpul powers. the o~npliftrr will be destroyrd. Thus. the acnlai relation blWm 
the input and output power will be as shown in Figure 10.1. A[ very low inp ut p w M  
levels, h e  output will he dominntcd by the noise of the amplifier. This level is offen 
Ihe noise Roor of ihc component or system; typical vallles may range horn -60 am 
- 100 dBrn over h e  bandwidth of the system, with lower v a l w s  being obtainable 

w itb 
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FIGURE 10.1 Illustrating rl~e dynamic range of a xalkric amplifier. 

cooled components. Above the noise floor. thc amplifier has a nnge of input powfen 
for bhich cmr = IOP,,, is closely approxunarsd. Tl~i, i s  [he usable dynamic range of 
the conlponcnt. At the upper end ul- the dynamic rimge. [he ulrtpllt begirls to saturate. 
~nerming that the oulput puwer no longer increases linearly as the irlpt~t power increases. 
A quantitarive measure uf the onset of saturation is given by the 1 dB ~ . u ~ ~ ~ p ~ - e s s i u n  puiflr. 
which it deiined as thc inpui power for which rhe output is  I dl3 below t h a ~  af h e  ideal 
m.~pIifier ILhc cornspanding output puwer level carr also be used to specify this point). 
if the input power i i  excessive, the amplifier can be destroyed. 

Noise ib usually generated by the randim motinns of charges or charge carri~rs 
in devices and materials. Such nlotions can be camd by my of 4 m d  mechanisms. 
leading to various sources of noise: 

Thern~id r lni~e  is  he must basic type of noise. being caused by thermal vibratim 
of bnund charges. A l ~ a  known as Johnson r)r Nyquist noise. 
.Shor ntlr.w i s  due lo random fluctuatinns of charge carrim in ao e l ~ m n  tube or 
suIid-staze device. 
Flicker naise occurs in solid-stare components aud v m u m  lubes. Flicker noise 
power varies inversely wirb frcquency, and so is often ~aI led  l /f-noist. 
PI~STJIU rrf~ise is cat~sed by random motion oi' charges in an ionized gas. such W 
a plasma. the ionosphere, or sparking eiextrical cunwrs.  
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Quantum noise results from the quantized UaWe of charge carriers and pbololls: 
insignificant relative to other noise sources+ 

~t h sometimes necessiuy for memrernenr purposes to have a cdibrated noise 
Passive generators consist of a resis~or held at a constant temperature, either ia 
9 temperature-controlled oven or a cqogcnic flask. Active noise sources can be 
using gas-discharge tubes or avalanche diodes; such sOUrCrS pnerd ly give much highR 
noise power than passive sources, 

Nolse Power and Equivatent Noise Temperature 

Consider a resistor at a temperature of T degrees kclvin (K). as depicted in Fig- 
NW 10.2. The electrons in this esistflr ar in rarrd~rrr motion, with a kinccirs energy 
is proportional to fie temperature, T, These random motions produce small. random 
t ~ ~ ] t a g ~  flrrcruafions at L ~ P  resjstor remjnals, as illustrated in Figure l0.2, This v a j m ~  
has a zero average value, but a llonzero rms value given by Planck's black body radiation 
Law. 

where 

Ir, = 6.546 x 3-sec is Planck's constmt. 

k = 1.380 x Boltzmm's constant. 

T is the temperature in d e g r s  kdv in  (K). 
B is the bandwidth of he system in Hz. 
f is h c  center frequency of the bandwidth in Hz. 
B is the resistance. in 0. 

This result comes from quantum mechanicd considerations. and is valid for my f~ 
quency. f .  At microwave frequencies the above result can be simplified by making u s  

FIGURE 10.2 A random vdfage generatad by a noisy resistor. 
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of the fact that h f << kT. (As a worst-case example-. let f = 100 GHz and T = I OR K. 
Then ILf = 6-5 x 1 0 ~ ' ~  << kT = 1.4 x 10-"-) Using the Gist two terms of a Taylor 
series axpansion for the exponential @ves 

This i s  the Rqieigh-Jearzs ~p~rnxirrzcl~io~z, and is the form most cornrr~only used in 
microwave work [3]. For very high frequencies or veq  low tempemmres. hoivever. this 
approximarian may be invalid, in which case 110.1) should be used. Nate &tar this noise 
power is independeni of frequency: such a noise source has a power specha1 density 
that is cwnslanr with frequency. and is referred to a uthir~ truise sai4rc.e. T l ~ e  noise 
power is direc~ly proportional to [he bandwidth. which in practice is usually Iirnited 
by the passband of the microwave sysrem. Since indtpendenl while noise so.lurc~~ can 
be treated as Gaussian disuibuted random variables, the noisc powers (variances) are 
additive. 

The noisy resistor of Figure lU.2 can be replaced with a Thivenin equivalent circuit 
consisting of a noixless resistor and a generaor with a voltage give* by ( 1 0.3), as shown 
in Figure 10.3. Connecting a load resistor R re-sults in maximum power uansfer from 
the noisy resistor, with the ~ s u l r  that power delivered to the load in  a bandwidih B. is 

since 11, is ail mk voltage. This important resuIt ~ i v e s  the maximum available noise 
power from [he noisy resistor at temperature T. Obseme rhe following trends; 

As l3 --+ U. P,, 4 0. =s mems that systems wi#h smaller bmdwidbs callecl 
less noise power. 
k-~ T -. 0, P,, -+ 0. This rnms that cooler devices and campunents generate 
kss  noise power. 
As R -+ w. P, 4 x;. T h i s  is the so-called ultrrcvi~l~r catasrruph~. which does 
nor occur in realiQ becausz { 10.2-1 0.3) are n d  valid as j (or B I - ix: (10.1) 
must be used in this cast, 

HGLrRE 10.3 Qui valenr circuir of a noisy resisror def vcriag maKi4ztm pow- tQ a load resistor 
thrtluph an ided badpass filter. 
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If an =bitrat). source of noise {(tllermal or  oonthermal) i s  "whire." so that ihe 
power is  not a strong function of frsquency. ii can be modeled as an equivalent thermal 
noise source. and characterized with m eyrlivdenr nohe fe~nperrrhrr-e. Thus. conside 

r the 
a r h i ~ m  white noise source of Figure 10.4. ~ h i c h  has a driving-poinl inipedanFe of 
and delivers a noise power P, to a load resistor R. This  noise source can bs repled 
by a noisy resistor of value R. at temperature T c .  where T, is an equivalenl temperare 
selected so Ll~ac rhe same nnisc power is delivrred to the luid. That is, 

Cooiponents and sysiems can h e n  be c l~~acter ized  by saying thiu lhey have 
equivnlenL noise temperature of T,: this implies some fixed bandwidth, 13, which is 
geticriily the bandwidlh uf rhe con~ponent or systenr. 

For exanlple, consider a noisy amplifier with a bandwidth B and gain G. kt 
amplifier b~ matched EO noiseless saurce and load resis~ors. as shown in Figure 10.5- ~f 

h e  sowcc resistor is ai  a (hypnchcfical) tempratwe of T, = 0 I%-. then the input power 
to h e  mpliTier will be Pi = 0, and the ouLput noise power Pa will be due only tt? the 
noise gencrdted by the amplifier itself. We can ob~ain  the same load noise power & 
driving an ided ni~iseless amplifier wid1 a resistor at u tempel-acure, 

so that the output power in both cases is P, = GkT,B. Then T, is the cqui-itdent noise 
temperature of Ihe amplifier. 

Active noise sources use a diode nr lube to provide a caIibra!ed noise power output, 
and me useful for rest and measurement applications. Active noise generatow can k- 
characterized by an equivalent noise temperalure, bur a more- common measwe of noise 
power for such components i s  the e-xcess rroix~ rurio {ENR), defined a s  

Arbirrary 
white 
nnise 

source 

FIGURE 10.4 The equivslcnt noise temper-, Te, of &itrary white ~ Q u K ~  
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T,=O K K 
Noiby 

Po= UI;T,B 

Gk3 

-D- 
Tt = L {TI Naiseles 7-t l? 

amplifier 

FIGURE 10-5 Defining the equivalent no& temperature of a &isy amplifier. (a), Noisy ampli- 
her. (b) Noiseless amplifier. 

where Pv and TN are the noise power and eqnivalen~ tempexatwe of the generator, and 
Po and To we the noise power and temperature associated with a room-temperature pas- 
sive source (a matched load), Solid-state noise generalors rypicalty have EMS ranging 
frum 20 u:, 40 dB. 

Measurement of Noise Temperature by the Y-Factor Method 

In principle. h e  equivalent noise tempersure of a component can be determined by 
measuring [he nurput power when a matched load at O K is connected at the input of the 
component. In pr~chcc, of course. 0 K source rempsrature cannot bbe achieved, so a 
differen1 method must be used. If w o  loads at significantly different temperatures are 
av~ilable, &en the '5'-fucrur niefhod can be appiied. 

This technique is illustrated in Figure 10.6, where [he amplifier fur olher component) 
under tesl is connected to one of two matchcd loads at different temperatures, md [he 
output power Is measured for each case. h r  Tb he the temperature of the hot load ancf 
T? the [ernperatme of the cdd  ioxd (TI > E ) .  and let PI and P. be the respective powers 

FIGURE 10.15 The Y-factor m e w  for rneasuritrg the equivalent noise temperature of an am- 
plifier. 
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at the amplifier output The output power consists of noise pbwer generaw 

by ;rmpmer as weU as noise power from the source resistor, Thus we have 

which are two equations for the 1 wo unknowns. TC and GB (the gain-bandwidth pmduct 
of  he amplifier). Define the 1'-factor as 

which is determined via the power measurements. Then (10.7) can be solved for 
equivalent noise temperature. 

in terms of  the load temperatures and h e  k'-factor. 
Obseme t har 10 obcain accurate resu 11s from this nlethod the two source temperat~~a 

must not be too close lagerher. If they are. 1'1 will be close to P2, Y will be close rn 
unity. and the evaluaticm of (10.9) wilI involve lhe sub~ractions of numbers close. e . ~  
each other, rcsul~ing in a loss of accwacy. In practice, one noise source is usudly a 
load resistwr at rmm [emperamre (TI). while the other noise su~rrcc is either "horter" q. 
"colder." depending on whether T, is greater or lesser than TI. An acrive noise generdtor 
can be used as a '-hotter" sauce, while a "coldei' source can be obtained by immersing 
a load resisror in liquid ni~agen (T = 77 K), or liquid helium {T = 4 K). 

EXAMPLE 10.1 Noise Tempewtnre Measurement 

An X-band amplifier han a gain of 20 dB and a 1 GHz bandwidth. Its equivalent 
noise temperature is to be measured via the Y-factor method. The following 

Determine the equivalent noise temperature nf the amplifier. If the amplifier is  
uscd with a source having an equivalent noise temperature of Ta = 451)K. what 
is the outpul noise power in B m ?  

Su/ufiotr 
From ( 10.8). he  Y-factor in dB is 

which is a numeric \*due of Y = 1.86. Then using (109) givm the 4 d ~ ~ ~ '  
noise temperature as 
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fi a source with an equivalent n~tise temperature of Ts = 450K drives the . 
amplifier, the noise- power into h e  amplif er will be kT,B. The lotd noise 
power our of the mpMer wiII be 

Noise Figure 

We have seen Ehat a noisy microwave component can be characterized by an equiv- 
alent noise lernpmatu~e. An alternative charactelizafion i s  Ihe noise figure of the cum- 
panent. which is a measure uf the degradation in  the signal-to-noise ratio beiween the 
input and oulput of h e  component. The signal-to-ncrise ratio is the ratio of desired signd 
power to undesired noise power, and so is  dependen1 on the signal power. When noise 
and r i  desi~ed signal me applied ro the inpu~ of a noixeiess network. b~Lh noise md signal 
will be attenualed or amplified by the same Factor, so that the signal-lo-noise ratirl will he 
unchanged. Bul if the netwmk is noisy, the outpui noise powa will be increased more 
than the output signaI power. so ha[ rhe output sipal-10-noise ratio will be reduced. The 
noise figure, F, is a measure of this reduction in signd-10-noise ratio, and is defined as 

where S,. .firt are the input signal and noise powers, and So, No are the output signal and 
noise powers. By definition. the input noise power is assumed to be the noise power 
resulting from a matched resistor at TI = 290 K: that is, -Wi = kT,B. 

Consider Figure 10.7, which shows noise power ;Vt and signal power Si being fed 
into a noisy two-port network. The network is characterized by a gain G. a bandwidth 
B, and an equivalent noise temperature. Tc. The input noise power is ,?ti = kToB. and 
the output noise power is a surn of thc amplified input noise and the internally generated 
noise: = kGB(Tu t T,). The output signd power is So = GLC;;. Using these results 
In (10.10) gives the noise figure as 

Noisy I +$ network R 

- 
PI=$,  + N i  P?, = .j;, + N, 

FIGURE 10.7 D e w b i n g  tho noise figure of a noisy network. 
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W, F = 10 log( 1 +- T./T,) dl3 > 0. If the network were noiseless, T. 'would be mm, 
giving f' = 1.  or 0 dB. Solving ( 10.1 1 ) for T, @ V ~ S  

~t is impofimt tn keep in mind two lhings concerning h e  defroition of noise fi- 
noise figure i s  defined fur a ~nntched input snerce. and fnr r noise source thal consisL, 
of a j--sirtor at amperalure I ; ]  = 290 K. Nvise figure and equi\'aIcnl noise tempratw 
me intercl~~g:able rhmcterizarions of h e  noise prtbpcnies of a conlpr~nent. 

An impnflmr special case occurs in practice when lhe two-port network i s  a pa%sjve 
Y 

Lossy compclnent. such as an allznuatnr or hssy ~&~srnission line, held at a ternperdure 
T. Consider such a network with a matched source resis~or. which is also at lempeultm: 
T. its showrs in Fiput~  ffl.8. The gain, G. nf a Iossy netiwork is less than unity; [he loss 
factor. L ,  can he defined as L = 1 /G > I. Because the entire sysienl is in thetlnd 
wuilibium at the t~rnperature T, and bas a hiving poinl impedance of R, the o u ~ ~ t  
noise pnwer jtlust be P,, = RTB. Bur we can idso think of this power as corning from 
the source resistor (~hrougb the Lassy line). alsl from ihe uoise generated by the line 
ikself. Thus we also have &at 

where .;2:3&d is the noise generated by che line, as if it appeared at rhe input krminak 
of the line. Solving (10.13) for this power gives 

Then 1 1 0.4) shuts $hat h e  Iussy line has an equivalent noise t e m p e m r e  (B referred to 
the input) given by 

Then from (10.1 1) the noise figure is  

TO. 15 

If fie fine is a ternpcraiure z,. then F = L. For instance. a 6 dB attenualor at TOM" 

temperature h s  P noise figure ul* El =. h dB. 

.$ 5% L. 7: Z,, 5 H w 
8, = kTB 

wd t ~ m -  
FIGURE 1U.8 i)clrmdning h e  noirc figure of P lresy h e  or a m a t o r  with ~ Q S  

perature T. 
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~ x ~ h p L E i U . 2  DynarnicRange 

A 10-12 GHz arnpiifier has a @in of 20 dB, a noise figure of 3.5 a, ;tnd an 
outpur pnwef uf 10 dBrn a! its 1 dB compression point. What is the dynamic 
range or this ampIi6erd? 

Soluricn 
The upper end of the dynamic range is set by the 1 613 c~mpression pint .  whicb 
corresponds 10 an output power of 10 dBm. Thc lower e ~ ~ d  rs set by the ou tpu~ 
noise power, KO, due to the arnpfifier itself, Fro111 110.12). tbe equrvalent noise 
ternperatwe at h e  i n p u ~  of h c  amplifier is 

$0 the output noise power is, born ( 10,s) 

So the dynamic range is 10 d8m -[-BO.0 dBm) = 70.0 dB. Note that noise 
A g u e  cannot be used rlirm~t); in chis probIem hecause [he- input noise power is 
nor X-G R. 0 

Noise Figure of a Cascaded System 

In a typical microwave system !he input signal travels through a cascade of many 
differen1 coinponenb, each of which ma). dtgra.de h e  sienal-to-noise racio 10 some &- 
grse. If n e  know Lhe noise figure Tor noise trmperacure) oL' ~ l i e  individual ~ t a p .  we can 
determine [he noiw figure [(or noise temperature) of tllc cascade conneciiun of stages. 
We will see thal rhs noise perforrnanrre of h e  first stagc is  usually the ~mst  critical. an 
interesting result lhar is v e q  inrportant in practice. 

Consider [he cascade or two cr~~nponents. having gains GI . Gz, noise figures I;;. F2. 
and noise temperature Tel. Tc2, as  s h o w  in Figure 10.g. We wish i r )  find [lie avc~all 
noise fi2ure and noise temperature of the c:~!,cade. as if i t  were a single cornpment. The 
o ~ e ~ a I 1  gain of h e  cascade is GIG2. 

Using noise temperaiures. the noise p u w ~  at the o q u r  of che fist stage is 

since jV, = kTuB for uoise figure catcularions. The n&e power at the output of the 
second stage is 
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FIGURE 10.9 Noisc figure and equivalsnl noise tempcruture of a cascaded system. (a) ho 
cascaded ne~works. Ib 1 Eq bivalent nctwork. 

For h e  equivalent system we have 

No = GI UzkB(Tm, + To), 10.19 

so comparison t v i h  { 11). 18) gives h e  noise temperature of the cascade system as 

Using (10,12) ta convert the temperatures in (10.20) to noise figures yields the no& 
figure of the cascade system as 

Eqmlinns (10.20) and (10.21) show that the noise ch;lracteris~ics of a cascaded 
system me dominated by the chwacterisrjcs of the first stage, since the effect of the 
second stage is reduced by the gain of the f i s t .  Thus, for the best overall syssem noise 
perf~mance. the firs1 stage should have a Iow noise fipurc ;u~d at least moderare gain- 
Expense and effort should be devoted primarily to the first stage, as opposed to later 
stages, since later stages have a diminished impacr on the overall noise performance- 

Eguahons (10.30) and (1 0.2 1 ) cm be generalized to an arbitriiv number of stages: 
as foli~ws; 

EXAMPLE 101 Noisc Figure of s Cascade System 

An antenna is connected to a low-noise amplifier with a piece of coaxial urns- 
mission line. The amplifier bas a gain of 15 -, a handwidh of 100 MHz. ad 
noise femporalure of t 50 K. The coaxial line has an atenuation of 2 d ~ .  Find be 
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noise figure of the transmission line-amplifier cascade. What would be the noise 
figure if the amplifier wert placed a1 the anlenna eliminating the umsmissiun 
line'! Assume all components are at an ambient temperature of T = 3M) K. 

Snlrstinl~ 
The loss factor of h e  coaxial line is L = 10~1'' = 1 +58. so from ( 10.16) the 
noisc figure of the line is 

F y n  (IU.l1), W noise figure of the amplifier is 

c 150 F Q = l + - = l + -  = 1.52 = 1 .$1 dB. 
To 290 

Then (10.21) gives the noise figure of the cascade as 

since l/Gr = L = l+58 for h e  coaxial line. Withour the transmission line. the 
noise figure would be that uf the amplifier itself. w 1.81 dB.  So wc see that 
the effect of the lossy feedline reduces the noise iigure: c ~ f  the system by nbuut- 
2 d B a  subsranrial amount. Snrnetimes such a line cannot be avoided in the 
front end of a receiver. Its effect. however. will be deleterious. because not only 
does the line icser add noise bur. since its gain is less than unily.  i t  increases 
b e  effect of rhe noise of the next stage. 0 

DETECTORS AND MIXERS 

Detectors and mixers use a nonlinear device to achieve frequency com~tersion of an 
input signal [ I ] .  Microwave diodes are most comsnonIy used as the nonlinear clement, but 
Wansistcrrs can also be used. Figure 10.10 illiistrates  he three basic frtqucncy conversion 
functions of rerrtification. detection, and mixing. We will first discms the nonlinear 
voltage-current chaacreristics of a diode. and then use a sma l l - s ipd  analysis 10 describe 
the operation of vario~s circuib that perform these hoctions. 

Diode Rectifiers and Detectors 

A diode is basically a nonlinear resislor, with a DC V-1 cbmctwistic tba can be 
expressed a< 

where a = q/nkT, and q is the charge of an electron, k is Bo lmam's  consml, T is 
temperature, n- i s  the idedty factor, and 1, is the saturation current [4l, I5l- TYPicAly, 
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FIGURE 10.10 Basic operations of recfification, detection, and mixing. (a) Diode r e c ~ e r .  
(b) D i d e  detector. (c) Mixcr. 

is between I o - ~  and 1 0- A. and n = q/nk'T is approximately I 425 mV) for 
T = 290K. The idealty factor. ra. depends on the stmcLure of the diode itself. and can 
vary froin 1.2 for Schuttky barrier h i d e s  to about 2.0 for painr-cont;ncl silicim diodes- 
Figure la 11 shows a typical diode V - I  characteristic. NOW let the diode voltage be 

where is a DC bias voltage and r .  is a smali AC signal vnltage. Thcn (10.24) can be 
expanded in a Taylor series about I..b as I~llows: 



10.2 Detectors and Mixers 56? 

f i r  

- 

1, 1 - 
t 

v 

FIGURE 10.11 V-1 charac~eristics of a diode, 

where lu = Iwo) is the DC bias currenl. The firsr derivative can be evaluated as 

which defines Ri, the juoctiun resistance of thc diode, and Gd = 1 /Rj, which is c d e d  
the dynamic conductmw of he diode. The second derivative- is 

Then (10.26) can be rewritten as the sum of the DC bias cment, ID, and an AC current, i: 

Thc three-tern1 approxiniation for the diode current in (10.29) is called the .r,trrrl(-signu/ 
appro~~imariun, md will be adequa~e for most of uur purposes. 

The small-signal approxi~na~ion is based on the DC vultage-cmnr relationship of 
(10,24), and shows thar thc equivalent circuit of a diode will involve a nonlinear re- 
sistance, Ln practicc, however, the AC characteristics of a diode also involve r e d v e  
effects duc to the smcture and packaging of thc diode. A typical equivalent circuit for 
a diode is shown ia Figure 10.1 1. The lcads and contracts of the dinde package lead to 
a series inductance. L,. a d  shunt capslcllmcc, C,. The series resistor. R,, accounts for 

IrlGIJKE 10.12 q v j v d e n t  AC circuit model for a d i d e .  
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contact and current-spreading resistance. Cg aad Rj are h e  junction cqacitace 
resistance. and are bias-dependent. 

FX.AhfPT,E i0.4 D i d e  Package Eflects 

A diode in m axial-lead packase has the following equivalent c h i t  parameters: 
I 

- - 

Cp = 0.10 pF. L ,  = 2.0 HH, Cj 7 0.15 pF, R, = 1051. ~d T5 = 0.1 
CalculaIe and plot Lhe in~pdance 01 this diode from 4 to 14 GHz. for a bias 
current lo = O and In = 60pA. Ignore the change in Cj with bias, and assume 
a -- I / (25 mV]. 

s~!idrif~ll 
From 110.27) the junction resistance for the two bias states is 

1 75 mV 
for = 0, R j  = - =-- - 2.5 x lc9 fl, 

r~[I [ l  f I,) 0. I / r  A 

- - - 
for lD = HI ,ilA, H j  = - = 41752. 

( I  + 1 (60 c 0. I ,  

7'klr h e  inp~rt impedance can be calculated from tlsr equi vdent circuit of Fig- 
ure 10.12; the resuit is pintled versus frequency on a 50 61 Smith chxt in Fig- 
ure 10.13. 0 
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3 rectifier application, a diode is used lo convert a fraction of an RF input s i ~ a l  
tn DC power. Rectificarion is a very common function. and is used for power rnoni- 
to;, automatic gain control circuits, and signal strength indicators, If the diode voltage 
consists of a DC bias voltage and a small-sigal RF voltage, 

then (10.29) shnws that h e  dide  current will he 

ID is the bias current and r~iG2/4 is the DC rectified cun.en1. The output also contains 
AC signals of frequency ;L~o. and 2ufl [and higher-ibrder harmonics), which are usuaUy 
filtered uut wih a simple Iow-pass filter. A current sensitivity, ,dl. can be defined as a 
measure of the change in DC output current for ;x given inpur RF power. From ( ! U.29) 
the RF input power is J ; G ~ / ~  (using only the: first [em). while { 10.3 I ) shuws the change 
in DC current is $Ck/4. The current sensitivity i s  then 

An open-circuit voltage sensitivity, ,ij,:;, can be defined in lerms of the voltage drop across 
the junction rmlstmce when ?he diude is open-circuitd. Thus, 

Typical values for the voltage sensitivity uf a diode range fronl 400 to 7500 mVlmW. 
In a derector application the nonlinearity of a diwde is uscd to de~noduIale an m- 

pIitude moduIated RF carrier. For ~s case, the diode volbge can be expressed as 

u(t) = LU(I + rn cos dmtj cos dot. 10.34 

where w, is the modulation frequency, % is the RF carrier frequency (uu > > w,,,], and 
,m. is defined as the modula~ion index (0 5 m 5 1). Using (10.'34) in (10.9) gives the 
diode current: 

?:; , 
$(t) = u D G ~ (  1 + m cos w,t) cos wilt + -Gd(l + m cas w, tj2 cos 'uoi 

2 

m,? 
$- m. C W S ( ~ ~  -I+ i~,,)t -k ~ c u s ( ~ ~  - dm)t $. 3 cOS 2#ot - 
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The bequency spectrum of this c)ulpat is show11 in Figure 10.14- The nutput cuneni 
r m s  ~vhich are linear in the diode voltage (terms fiwlriplying q G d )  have frequencies of 
4 0  and +dm. while the t r m s  that are proportional to thc square of the diode voltage 
( tem~s mul~iplying I:;G>/ZI include h e  frequencies and relative mpliludes listed in 
Table i O , I .  

The desired demodulated output of frequency dm is eaily sepzrated from the un- 
desired cornpo~lents with a Ii~w-pass filter. Observe hd he amplitude of this current 
is msdG&/2, which is proportional to ihc power of the inpul signal. Ths y ~ m r r - / u w  
behavior is the usual npcrating co~~dition for detectw diodes, but can be obtained onIy 
over a restricted rmzc of input powers. If  the input power is too large, small-signal 
conditions will not apply. and the output will berrr~me saturi~ed and approach a linear. 
and then a constanl. i i:ersus P chxacteristic. Az very low signal levels fie input signal 
will be lost in the noise fluor of h e  device, Figure 10,I5 shuws the typical zl,, versus 
P,,, characteristic. where rhe tlutpur voltapr: can be cunsidered as the voltage drop across 
a resistur in series with the diode. Squue-law operatian is p~t icular ly  important for 
appiications w h e ~  power levels are inferred from detector vultage, as in SWR indicaton 
and signal level indicators. Derectors may be DC biased to an operaring point that 
provides the besi sensitivity. 

TABLE 10.1 Frequencies arid Retati~e Amplitudes of the Square-Law Output of a 
Detected AM SignaI 

Frequency Relalive Amplitude 
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FIGURE 10.15 Square-law region fur 3 typical diode deteclur. 

Single-Ended Mixer 

A mixer uses the nonlinearity of a diode to generate an output spectrum consisting 
of the sum and difference frequencies of two input signals. In a receiver application. a 
low -1evd RF signal md an RF Iwai uscillatw (LO) signal are mixed logether 10 prducc 
an intermediate frequency (IF). f rF  = ~ R F  -JLoy and a much higher frequency, fw + fW. 
which is filicrcd o u ~ .  See  Figure 10.16i, The IF signal usuafly has a frequency betwee0 
1U and ! W MHz, and rill be amplified with a low-mist m~plifie~. This is called 
a heterodyne receiver. and is usefill because i t  has much better sensitivity and noise 
characteristics (using an IF ~n~plifier lninimizcs I /$ noise) than the direct detectinn 
scheme discussed in the previous scciion. A heterodyne syslern also has h e  advantage 
of being ab!e to tune over a band by simply chanpng the LO freqirency. withour the 
need for a high-gain, widehand RF anlplilie~, 

As shown *m Figure 1#.16b, a mixer c m  also be used in a m s n l i t t e r  to offser  he 
hquency of an RF signal by an amount equal to fF. This is a convenient technique. 
as it allows [he use of  identical local oscjlla~nrs in the transmitter and receiver; a single 
oscillator may senre this purpose in a radar or transceiver system. 

There are several vpes of mixer circuits. but Ihe shpIest is ihe single-e~dd mi-rer; 
single-cnded mixers often are used at; pad of  nwrs sophisticated mixers. A typical 
single-ended mixer cireuir is shown i n  Figure 1U. 17, where an RF signal, 

is combined with m LO signal. 

ura(t) = e~f l  cas ; ~o i , .  10.37 

and fed into a diode. The combiner may be a simplc T-junction combiner. or a  direcrional 
coupler. AQ RF matching circuit may precede the dicdc, and the diode may be biased 
r h ~ o ~ i p h  c 3 v . k ~ ~  * a d ~ w  DC to pass whik blocking RE;. Frorn I t0.29). h e  d i d e  c m e n I  
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RF JRF * f~r, 
Input 
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= . # h " =i"'fLi' 
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(aptioual) ~ L C I  

Sideband 
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FIGURE 10.16 Frequency conversion in a receiver and kansmitter. (a) Duwn-~:onversi~n in a 
heterodyne receiver. Ib) Up-conversion m o transmitter. 

will consist wf a constant DC bias term, and RF and LO signds of frequencies w, and 
%, due to the term which is linear in r l .  The v2 term will give rise to the following 
output cumnt; 

GL 2 I 2 2 = - (yr cos w,t + 2up0 cos *f cos wet + vo cos w0$, a 

Combiner 2 
1.j LUh !wr- wl f 

networ>rk 1-1 h p- 

FIGURE 10.17 Single-ended mixer circuit. 
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The DC terms can be ignored, and  he %,. and 21~0 terms will be atered out The most 
important terms arc hose of frequency w,- i ;JU. 

For a receiver or down-converter, the w, - L J ~  tern wiIl become the IF s i g d .  Note 
that. for a given 4ocal osciliator frequency. there will be rwo RF frequeacies that will mix 
down to h e  same IF Gequency. If the RF frequency is l ~ ,  = wo + di. then dte outpu~ 
frequencies of the mixer wiLL be dq. * r ~ g  = 2d0 + q, and LJI: if the RF frequency is 
u : ~  = d o  - wj, the mixer ourpul frequencies wiIl be 4,- k do = 2j:f1 - d; .  and -;; . I l k  
latter output is called the irrlag~ ,+~spun.~e of the mixer, and 3s indistinguishable from the 
direct respcmse. 11 cm be eliminated by RF filtering at the input of the mixer. but this 
is Mficul t because the desired RF frequency {o -k U I ~ )  is relu~iveIy close to the spurious 
image frequency at I d a  - &li), since generally w, << L J ~  Another way to elin~inate the 
Image response is by using an image rejection mixer. 

h an up-converter. or modulation. application the two inputs will usually be a local 
oscillator md m IF osci 1 lamr. as in Figure 1 0+16b. The LF signal would be madulnted 
with the desired domation signal. Then the outpul will be wn f di. where wf is the JF 
frequency. The frequency ~0 $ W$ is cal led h e  rrpper s i t l ~ l ~ u ~ t d  (USE), while r;lo - LJ; 

is called the Inbt.cr siikbund (LSB), Double sideband {DSB) moduiation retains bolh 
sidebands. while single sideband ($3 B1 n~odu lation rcnlovcs one of the sidebands by 
filtering or by uslnp an image rtjectian mixer ( a b  called a single sideband mdulalor). 

Mixer design involves impedanc-c matching the thee  ports- wlrich is cumplicated by 
the fact thal several frequencies m d  their h m o n i c s  arc involved. Undesired harmonic 
power can he dissipaccd in resistive terminations. w blocked with rsaccive termina- 
tions. Resistive loads increase the loss of the mixer, and reactive loads are usudly very 
Frequency sensitive, An importan1 figure of merit for a mixer is the C O I P \ ' U F S ~ ~ ? ~  ~SS,  

defined as 

available -W input power 
LC = 10 log .-, dB. 

IF oulpu t poivci- 

Practici~] mixers usually have a conversion loss between 4 and 7 dB. One factor that 
strongly affects rhe conversion loss of ii mixer is Lhc local osui l lator signal [or plunp,) 
power level; rnirlirnurn conversion loss usually occurs for LQ powers between 0 and 
10 dBm. This powcr level is large enough to ~'iolate the small-signal apprnxirnation of 
(10.29). sn resul~s using such a rnodd may not be vcry accuriiLe. Precise desigo requires 
nurnericd ssolution of the nunlincar equation tha~ describes tbc diode chwacterisrics 141. 

Because a mixer is often the first or second cornponenl in a receiver system, irs nuise 
characteris~ics call b5 or critical importance. Wheii specifying the nuise figure of u mixer 
lor a receiver tha[ uses a n~ixer), a disttnction must be made as to whether the inpur 
i s  a single sideband signal or a double sideband signal. This is because h e  mixer will 
produce ars lF ourpuc for tw-cl W frequencies [xo ? d j j ,  a7d theref01.~7 cnllect noisc power 
at buh  Gequmcies. Whcn used wirh a DSB inpui. the mixer wlll have desired signals al 
both RF frequencies, while an SSB ii~pilr pro\-ides rhc- desired signal u d y  at otw of these 
rrequencje~. Thus thc DSB noise figure  ill be 3 dB lvwcr than the SSH noise tigure. 
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Besides conversion loss. there arc scvcral other characteristics that describe: hXe, 
performance. Impedance matching at the RF and LO inputs is important €or good signal 

wd noise figure. In many applications it is desirable lo have good isolarion 
berween the RF and LO porrs so ihsr. for example, LO power wjU nw be crdiatd 
the receive antenna. Orher factors indude the cancellation of AM noise from the LO 
and supression of hi$ her-order harmonic S. The single-ended mixer pcrfonns reasonably 
well in terns of all hest: characteristics. but the mixer designs discussed below can be 
used to obtain subs~mrially better prrfomance for some specific characteristics. 

Balanced Mixer 

A balanced mixer combines two or more identical single-ended mixers with a 3 6g 

hybrid junction (90" or !8QQ) to give either better input SWR or better RFLO iwk;ltion. 
The balmced mixer can also give umcellatian of A M  noise from h e  local  illat at^^. 
Figwe IO, I8  shows a photograph nf a micrtlsuip circuit thal c~nlains several balanced 
mixers. 

Tlre circuit for a buiunced mixer is shown in Figurc I 0.1 9: il consists of two single- 
ended mixers with matched characteristics, driven with a 3 dB coupler. Alll~ough not 
shown, the single-ended mixers wi t l  require matching and bias networks. We first con- 
sider the case where a smdl random noise voltage- e:,,(t), is superimposed on the Iacal os- 
cillator siglal, Then h e  RF md L,O voltages at the input of the hybrid can he expressed w 

where .u, << vo. and . ~ t * ~ ( t )  << uo. If Imve a 90* hybrid. the vohges across the two 

diodcs are 

ul(b.) = I ! ,  cos (w,t - 90') + (nuQ i- vv} cos(wgt - 180°) 

The quadratic term nf the diode IT-1 characteristic will give rise to the desired mixer 
products, so we will consider only thrs term and assume identical diudes so that diode 
currents can be represented as 

where the negative sign in { 10.43b) accounts for the reversed polarity of the diodes- 
Using ( 10,421 in (10.43) gives the diode currents as 
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FIGCTRN 10.18 Photograp11 nf a 35 GHz micrustrip n~onnpulsrr radar mceivcr circui~. Three ha!- 
anccd mixcrs using nnp hybrids are shown, dong with three siepped-impedance 
lou~-p&s filters, and six quadrature hybrids. Eight feedlina m aperture m u -  
pled ro microship antennas on Ihc rtxtrse side, The circuit also cmuins a 
Gum diodc source l'nr the I K ~  uscillator. 
Courtesy nf MiSlitech Curpuratiun. S. Dcerf~cld, Mass. 
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where wr = w, - y, is the IF frequency. Combining these currents gives the IF output 

ip = i I + j2 = - 2 k ~ ~ ( q ~  + v,) sin dit 3 -2kv,q siftwit, 10.45 

et, << LU. T h i s  result s h w s  that the first-order terns io tbe noise mlmgt: 
canceled by the mixer. while the desired IF signals combine in phase. Practical &m 
can give horn IS to 30 dB uf 19M noise rejection. 

Now consider reflection of the input RF and LO signals from the diodes. lf we have 
a balanced mixer with a 90" hyhrid, the input RF signal will give rise to the following 
reflected waves [pbasors) from L I I ~  r i j  ~jdtrs: 

where r is h e  reflection coefficient of each diode. and V,. i s  the pha.sor RF input vol tag. 
These hvo reflsc~irms will hen  arrive and combine back a! the RF and LO input ports 
with the following amplitudes: 

n u s  the RF input is matched, but fhe reflected wave appears at the LO pair. SimjlarIy. 
when tht LO pon is dnven. the reflecwd wave will appear at the RF pon. So the RF 
md LO inputs of a mixer using a 90" hybrid will have good SWR  characteristic^. but 
the isulation between the RF and LO ports will be poor. 

Ailcrnatively. if a 180" hybrid is used with the RF appljed KO the sum part and 
LO applied to h e  merence port, the RF waves rc0ected h m  the diodes will k 

Then thi3 reflections back at the sum and difference pots will be 
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The LO waves reflected horn the diodes will be 

and the reflections back at the sum md difference porn will be 

In both cases. h e  mismatch appears at the corresponding input port, while h e  R F  and 
LO ports a e  isolmd. 

Other Types of Mixers 

Like the balanced mixers described above, lhere x e  several rltber mixer circuits that 
can be used to enhance or reduce various nlr~dulation products and harmonics 141- Some 
of hese are briefly described below. 

Anriparnf/e/ diode miwr. A circuit that is often used for subhm~onicdl y pumped 
mixers for millimeter wavc applIcrtrlons uses a back-to-back pair of diodes, as shown 
in Figure 10.20. h operation. the local aclsciUatnr frequency is one-half of the usual LCl 
frequency (w, - w,). a d  the diode nonlinearity generates a second harmonic of the LO 
frequency to mix with w, and produce the desired output ffequency. Actually, m w t  
mixers can be used in this manner, but the antiparallcl diode pair creates a symmetrical 
V-I chxacleristic that suppresses h e  fundamenral mixing product of the RF and LO 
signals and ieds to a better mnvers iun loss. This anfigwition alsu suppresses AM 
noise f m  the local oscillator. 

Dnuble-bnkmced m i ~ e r .  The singkended mixer has an ourpnt consisting of an 
h m o n i r  combinations of the R F  and LO s ipa ls .  The balanced mixer using a 180" 
hybrid suppresses dl even h m n n i c s  of the LO. Thc double-balanced mixer, shown 
in Figure 10.21, can suppress even harmonics of both the LO and RF signals. T h i s  

FIGURE 10.20 Subhmoajcally pumped mixer using ar~ anripdlel diode pair. 
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FIGURE 1021 Double-balanced mixer circuit. 

laads tn a very low mnversjan loss. It uses two 18U0 hybrids, SO it has good RF/LO 
iscllation, but poor input SWR. It uses four diodes in a ring cotlfiguration, although a 
"star" arrangement can alsn be used. 

I m a g ~  rqjec.tia~t jni-wr. We have already noted that two distinct RF signals, w, = 

k w;, tan produce the s m e  IF fraqlrencq-, LJ;, when mixed with a Iwal oscillalclr of 
frequency wo. These two signals can be bought of as the upper and Lower sidebands of 
modulated by kti, md are usually referred to as the real (desired) and image (undesired) 
mixer rcspnses. The red  rcsponst: cm be arbitraily selccted as either the USB or 
the LSB. Tbe image rejection mixer of Figure 10.22 cat3 he used to isolate these two 
responses into separqte LSB (LJ, -- -w~) and USB Id, .  = 2 7 1  +i2) signals. When used 
as an up-cunvcrter or modulator. this mixer can produce a single-sideband autpur signal. 

The uperation ~f the image rejection mixer can be explained as follows. Let the 
input RF signal consist of both upper and lower sidebands: 

KT = Vr.7 CoS [Ldo + idi lk + EOS (aO - w{)£. 10.52 

I .  O " I 

.<-dB input 
power rF 

0 
divider a nut .. 

90" 
I I hybrid - 

F 

FIGURE: 10.22 Image rejection mixer c i d  
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Then the input to h e  two mixers is 

L'L: .,A = - ur; 
cas ( ~ 0  + us )t + ( ~ 0  - ui)tr JZ 

After mixing with an LO signal af cos doll, the IF ocltputs of the mixers arc 

Combining tlrese two signals in the 90' hybrid at he IF ourpuc gives de top output 
signal as 

which is LSB component. Tfie battgm IF output is 

KZJU =- 
2 

sin ui tt 

which is the USE compc~nent. Lmage rejection ar iso~ation ratios af 20 dB or more are 
typical. Table 10.2 summarizes same of the basic characteristics of h e  various mixers 
we have discussed. 

TABLE 10.2 Basic Characierkitics of Same Mixers 

Number of IW RFLO Tbird- Order 
Mixer Type Dides  SWR Isnlalion Lc In tempt  

Single cndcd 1 Ytlur Fair  G o d  13 dBm 

Balanced (90") 2 Gond Pnnr Good 33 dBni 
Balanced ( 1  80e) 2 Ft~khcitllent Good 13dBrn 
Doir blc balanced 4 Pmr h ~ e I l e n t  Excelleni 13 dBm 

I mnge rejection 8 Good Good Good 15 dBm 
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Intermodulation Products 

Frequency conversion in a detector nr mixer is made possible thrnugh the use of 
a nonlinear devicc, such as a diode. We have seen. however, that this nunlinearty 
also gives rise to ;a number of undesired hmnonics and mixer products. Tllese spurious 
signals increase the conversion loss of a mixer, and can also lead to signal distortion, 
A similar effec~ can occur in amplifiers. since the active devices used for amplification 
(uansistors, diodes, or tubes) are nodinear. In gentral. a system using a nonlinear device 
has a voltage t~ansfer function that can be written as a Taylor series: 

For a detector or mixer. the q tern corresponds to the DC bias voltage, whjle ~e 
desired detected or mixed output is part af the n i  term. For an amplifier, the Linm vh, 
term provides the desired rcsponst. The operation of a subharnionic;illy pumped mixer 
depends on the r:, erm. Thus. depending on the application. one of these tenns provide 
the desired output. while the remaining tems product undesired spurious signals. 

lf the input co the system consists of a single frequency [or iurre), say vi, = cos w,t, 
then the O U I ~ U ~  voltage given by (10.56) will consist of all harmonics, mu,, of b 
input signal. These harmonics are classified by their artier. which is equal to m, Thus, 
for m amplifier, the first-order harmonic (hndan~ental') is h e  desired response, and the 
presence of higher-order harmonics is called harmonic distohon. If an amplifier had a 
bandwidth of an octave or more, the second-order &stortion pmduct of a low-frequency 
signal could be in the passband of the amplifier. hl a mixer apAication, single-tone 
distortion products arc generdly elirnjnrited by fi l  tering. 

More serious problems arise when lhc input to the system consists of two relatively 
closely spaced frequencies {trvu-tone), say 9:in = cas + cos d2t. Then the output 
spectrum will consist of all harmonics of the form mccll + ' ~ 2 ,  where rr1 and n may be 
positive ur negative integers; the order of a given product is then defined as ml + Inl. 
The c i  term of (10.56) will produce harmonics at the frequencies 2 ~ 4 ,  h2. wl -u?, and 

+ ki1. which are- all second-ordei- products. These Irequencies a ~ e  generally fai away 
from the firndmentals wl and m, and so can easily be filtered. Such filtering may 
impossible for a broadhand amplifier, or receiver system, however. The wl -i~z product is 
usually the desired resulr for a mixer. The TI: term will lead to third-order products such 
aq 3wl ,  3d2, LI +w?. and h2 +dl ,  which can be filtered, and to the p roduc~  2wt -wz 
and 2J2 - wl ,  which generally cannot hc filtered, even in u narrow-band system. Such 
products that arise Born mixing cwo input signals are called intermodulation distortion; 
the third-onla two-tone intermodulation products 2wl - wz and 2wz - 4 1  are especially 
important because they may set Lhe dynamic range or bandwidrh of the system. 
order terms in (10.56) may d5o contribute such harmonics, but usudIy the domjnmt 
conmibutions come fmm the Lowest-order tern. 

A measure of the second- or thkd-order intermodulation distortion is given by b e  
intercept points. which are points on the graph of output power versus inpur power for 
the nonlinear component or system under consideration. Such an intercepl diagam is 
shown in Figuw 10.23. A plot of outpur signal (LJ! f w2 for mixer. or and a for 
an amplifier) powcr versus input powcr has a slope of unity for smd signal levels. As 
the input power increases. saturation sets in, causing clipping of the output wavefam 
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Input power IcU?.m) 

FIGURE IU,23 Intercept diagram for a nonlinear component. 

and signal distorhon. This dislortton manifests jtselr by diverting part of  he irrpur power 
tu various hanlzonics. Equation (IU.56) shows that the power in a second-order product 
varies as I!.:, SO the curve of output power for this product will haw a s lope  of two. If the 
h e a r  paif of the small signal gain cunre is cxtrnded, i t  will inrercepr the second-order 
product power curve at the second-ordrr intercepr point, 1 1 i s  point can he spccificd by 
either the input or the outpur power at the incerscc..tiun. and is a measure of che amount 
of secnnd-order intermodulatinn distnrtion. The component would actually be operated 
wen below this point. A similar inlercepr poiat is defined for third-order inrermt~dulation 
discodon. Because ihis product is due to the ui, rerm, its curve has a slope ot' thee. 
Besides the fact that [his type of distortion i s  more difficult to filler Lhan other distortions, 
its iniercept p i n 1  usually occurs ar a tower powcr level lhan the second-order intercept 
point. If two caniponenrs having individual in~ercept output powers of II and Iz, and 
gains GI and G2. are connected in cascade. h e  ton1 intercept outpui power. IT. can be 
shown to be given as 

POINT OF I N m S T :  The Specmrn Analyzer 

A h p e c h m  aalyzer  gives frequency-domaid repres~ntation of an input signal. displaying 
the average power density versus freqllency. Thus, its function is dud ro that of [he oscillosmpe, F 
which displays a time-domain represet\lation of an input signal. A speclrum analyzer is basically 
a sensitive receiver that tunes over a spwilied frequency band and gives a video output that i s  
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pr~por-and ro the signal p w  in a TIXITOW bandwidth. Spectrum analyzers are invaluable fm 
measuring mdulati  on products. harmonic and intermodulation distortion noise and inkrference 
effects. 

The &ae;rm below shows a sirnpljtied block diagram of a spccmrn analyzer. A micmwave 
s p m m  analyzer can typically cover any frequency band from several hundred rnegnhzm to tens 
of gigahem. The frequency resolution is Let by the IF b a n l i ~ i d ~ ,  arid ih  adjustable from about 
100 Hz to I MHz. A sweep generator is used to ~ e p ~ t i t i ~ e l y  scan the receiver over h e  &s&d 
frequency band by adjusting the local oscillator frequency. and 10 provide horizontal d d e c ~ o o  

h e  display. An important pad of t11e rnndem spectrum analyzer is  the YTG-h~ned bandpass 
fiJfrr a h e  input Icr h e  ~ ~ i x e r .  This filler is mned along wjrh r h ~  jtrr:d crscifialor, and a ~ t ~  as: 
a preselecrar to reduce spurious inrcrmudulation products. An IF amplifier with a logarir~ic 
response is generally used 10 accon~modart: a wide dynan~ic range. Of course, like many 
Lest instrumcn~s. state-of-the-m specuurn analyzers often contain ~nicroprocessors TO contml fie 
system and the measurement pmcess. This improvcs pr fnrmance and n l d r s  the analyzer more 
versatile. but can be a disadvanlagc in that rhe computer tends to remove the user from the physical 
reality of the measurement, 

Switches am used extensively in micmwrrve system, for directing signal or power 
flow between other components. Switches can also be used €0 construct other rym 
of conuol circuits, such as phase shiftcrs and atlenuators. Mechanical switches can be 

made in waveguide ilr coaxid form. m d  can handle high powers, hut are bulky and slow. 
PIN diodes, however, can be used to construct an elec~onic swi~ching elcmenr easily 
integrated with planar circuivy and capable of high-sped operation. (Switching speeds 
of 10 nanoseconds o r  less are typicai.) FETs can also be used as switching elements. 

The PIN d i d e  has V-I characteristics that makc it a good RF switching element- 
when reverse biased. a small series junction capacitance leads ro a r~lativel y high divde 
impedance, while a forward bias current rcmoves the junction capacitance and leaves the 
diode in a 10 w impedance stafe 151. Equivalent circuirs for lhcse two states are shown in 
Figure 10.24. Typical values for the parameters we: Cj = I pF. or less: L, = 0.5 nH, 
or less; R, = 5 f2, or less; Rf = 1 C!, or less. The equivalent circuits da not include 

YTG hned IF Amp. Video 
filter Milcer LP filrer ( l o g )  helector 

I m p .  hput 
Variable 

nttcnuatar -Ln_ 
t>&-/\r 

v 
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T#lQ 

= ~ -m 
conuvl L! Display 

s w q  L I - - 
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FIGURE 1O.W Equivalcn~ circuirs for fm ON and OFF stales d s PIH diode. ta) Revem bizis 
(OFF) shte. (b) Fomrd bim (ON) state. 

parasitic effects due to packaging. which may be important. The forward bias current is 
typically 10-30 mA. and tlle rcverse bias voltsgc is sypically 40-60 V. The bias signal 
musl be applied to the diode with RF chokes md DC blacks to isolate i t from the RF 
signal. 

Single-Pole Switches 

A PEN d i d e  can be used in either a series nr a shunt c~mfigwalion to fbm a 
sinsle-pole. single-throw RF switch, Thcse circuits are shown irr Figure 10.25. with bias 
networks. In fie serics contiguratioa of Figure 10.25a, the switch is on when the diode 
is forward biased. while in  he shunt confipur:~~ion switch is on when the dicde is 
reversed biased. In bod] cases, input pourer is reflected when h e  swirch i s  in thc OFF 
state- The DC bIocks should have a very Tow impedance at thc R F  operati~lg bquency.  
while h e  I2-F choke i ~ ~ d u u t n r s  should have a irerlf high KF impedance. In some designs. 
high impedance quarter-wavelength lines can he used in place of  the chokes, to provide 
RF i>locking. 

Ideally. a switch wunld llsve Lero iinserliun loss in the ON stace. and infinitc atttnu- 
ation in the OFF stale. Realistic switching eismenrs. of course. result in some insmion 

p Bias p Bias 

DC D i d e  DC 
4 ,  hlock hlock t Diode 

FIGURE 10.25 Single-pole PIN diode $witches. (a) Series configuration. (b) Shunt c~t@@rn- 
tion. 
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10s fW h e  ON state, and finite attenuation fur the OFF state. Knowing the diode pa- 
rmeters for he equivalent circuits of Figure 10.24 allows h e  inschon loss for fie ON 
aod OFF states to be calculated for the series md shunt switches. With reference to h, 
sjdlplified switch circuits of Figure 10.26. we can define fhe insertion loss in terms of 
the acrrrai load voItage, liIJ. and %. which is the load voltage which would if he 
switch ( Z d )  were absent: 

Simple circuit ,;ral~s3s applied to the two cases 01' Figure 10.26 gives the fdIoWing 
results: 

I L  = -2Oiog 220 
12ZaczdI 

(series switch), 

I L  = -201og (shunt switch). 

In both cases, Zd i s  thc diode impedance for either the reverse or forward bias state. Tttu, 

Zr = & + j (~dL+ - 1 /blC1 ) for reverse biz5 
& =  { 10.60 Zj = Rf + juLi for forward bias. 

The ON state or OFF state insertion loss of a switch can usuw be improved by adding an 
external reactance in series or in pa l l e l  with the diode, to compensate for the reactance 
of the diode. Ths technique usuaILy reduces the bandwidth, hnwevcr. 

Several singlc-lhrow switches can be combined €0 form a variety of multiple-ple 
andinr multiple-throw canfigur~ioos 161. Figure 10.27 shows series and shunt circuits 
for a single-pole, doubIe-throw switch; such a switch requires at least two switching 

FMXJRE 1036 Sirnplificd cquivdenr circuhs for h e  se.erles and shunt single-pole PIN d i d  
switches. (a) Series switch. [b) Shun[ switch. 
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Input 

d' 

FIGURE 10.27 Circuits for single-pole double-throw PfN diode switches. Ia) Series. [b) Shunt. 

elements. In operation, one diode is biased in the low impedance state, with h e  other 
diode biased in  the high impedance state. The inp~tt signal i s  switched from one output 
to the other by reversing the diode states, The quarter-wave lines of the shunt circuit 
Iimit the bandwidth of his  configuration. 

EXAMPLElO5 Single-polePMDideSwitch 

A single-plc switch i s  to be constructed using a PIN diode with the fallowing 
parameters: = 0.1 pF, R,. = 1 fl. Rf = 5.0 0. L, = 0.4 nH. If the 
operating frequency is 5 GHz, and Zo = 50 St, what circuit (series or shunt) 
should be used to obtain the greatest ratio of off-to-on attenuation? 

Sollrti~n 
We first compute h e  diode impedance fbr the rev- and f o w ~ d '  Kzls s tab ,  
using ( 10.60): 
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Then using ( 10.59) gives tlse insertion losses for the ON and OFF states of 
thc series m d  shunt switches as follo\.vs: 

For the serjes circukt, 

ILm = -20 log 
zzfl 
+ zf 1 = 0-11 a: 

F Q ~  the ~Bmr circuit. 

So the series configuration has ~ h c  greatest difference in attenuation between the 
ON and OFF states. but the shunt circuit h a  the lowest ON insertion loss. 0 

PIN Diade Phase Shifters 

Several fypcs of microwave phase shiflers can be constructed with PIN diode switch- 
ing clenlents. Compared with ferrite phzx shifters. diode phase shiftzrs have the ad- 
nutages of stnall size. intcgrabi1iry with plarlar ricuitq, and high speed. The p w e r  
rqairernen~s ktr dinde phase shifwrs,  h~.rvever, are senerail y greater than h x e  for a 
latching ht- i te  phase shiftcr. because diodes r q ~ e  contin~~ous bias cumrrl while the 
latching ferrite device requirch only a currenl to change i~s sracc. There arc basi- 
cally b e e  types of PIN diode phase sfijfters: snqitched liuc. L0ad.d /Iizu. and ri?$'ecf~n~~. 

The. switched-line phase shi fter is the most srraightforward type, using two h g l e -  
pole double-throw switches to route thc signal flow between one nf two transmissim 
] ines of dilft'renl length. See Fisure 10.28, I%e diffcrentid phase shift between the two 

FIGURE 10.28 A switched-line &ase shifter. 
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paths is given by 

where i3 is the propagarinn consrmr of the line. Tf ~ h c  transmission lines are TEM (or 
quasi-TEM. like microstrip). lhis phase shifi is a linear funcijo~i ol' frequency, which 
implies a m e  time delay between the inpui and output porn. This i s  a useful realm 
in broadband systems. because disrofiitrn is mninin~ed. This type nf phase sllifter is 
also inherently reuiprocul. and can be used Fir both receive and transmit func~ions, The 
insertion loss of the switched Iine phase shlfter is equid to ihe loss of [he SPDT switches 
plus line Insscs. 

U e  111rny other Ly-pes af phase sttittcrs. &t switchd-he plme shifter is usually 
designed for binary phase shXis of Ad = 180Cl No, 45', etc, One potenrial problem 
wilh ibis type of phase shifter i s  that resonances can occur in lhe OFF line. if i ts  lengrh is 
near a multiple of A/?. The resonant frequsncy will be slightly shifted due ro rhe series 
junction capacitances of the reversed biased diodes, so the lengths t1 and tz should be 
chosen with this effkct [&en into account. 

A design thsr is useful for srnatl smounts of phase shift (generally 45". or less) is 
the loaded-line ph-me shiftzf. The bdiiic principle of ths type of phase sbfier can be 
illustrated with the circuit nf Figure 40.29a. which shows a transmission line loaded with 
a shunt susceptanGe, jB+ The reflection m d  tr,m.~rnissi~t~ cc-efhcie~lts can be written as 

whrzre h = B& is h e  momdiz~d susceptance. 7hus the phase shift in W trmsrniacd 

FIG ClHE 10.29 Loadd-line phxw sh ifterg. i a  j Basic circui~. Ib) Practical ioded-line p b ~  
shifter and i ts  equivaknt circuit. 
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wave intraduced by the load is 

which call be made positive or negative. depending on the sign of b. A disadvantage j3 

the inse7lion loss that is inherently presem. due to the reflection from the shun[ loadA hd 
increasing b 10 obtain a larger Ag entails a greater insertion loss, as seen from (10.62 

a)- me rcflectiuns from h e  shun1 soscepfmce can be reduced by using the cirrqil of 
Figure 10.29h, where two shunt Ioads arc separated by a X/4 lengfh of Line. Theh he 
p a i a l  reflection horn ihe second load will k 180" out of phase with the partial reflection 
from the first load. leading to a cancellation. We can analyze this circuit by calculating 
its M C D  matrix and comparing it to the ABCD mauk of an equivalent line having a. 
length 8, md charxteristic impedance ZF, Tl~us, for the loaded fine, 

while the equivalent transmission line has an M C D  matrix given by 

cos 8, jZe sin 8, 
c 0 jsin@,/Z, cos8, 1 * 

SO we have t h a ~  

For mail b, QB, will be close to n/2, and these results reduce to 

The susceptance, B, can be implemented with a lumped inductor or capacitor, of with a 
stub. and switched between two states with am SPST diode switch. 

third t).pe of PIN diode phase shi fm ia h e  rrRectjon phase sllifier. wbch 
an SPST switch to control the path length of a refle~ted signal. Usually a quadrature 
hybrid is used to provide a two-port circuit, alhough other types of hybrids or ever a 
circulalar, could be used for this purpose. 

Figure 10.30 shows a reflection-[ype phase shiAer using a quadraolre hybdd- 
Cn 

operalion, an input signal djvides equally among h e  nvo rjghr-hand ports of the hy b d -  

The &odes arc both biased in the same state (forward or reverse biased), SO the waves 
reflected from the two terminations will add in phase R the indicated oulpW port. 
ing the diodes on or off changes the tord path length for both reflected waves s4* 
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producing a pbase shin of Arf, at thc output. Ideally, die diodes would look like short 
circuits in their on state. and own circuits in their off state, so that the reffisction coeffi- 
cients at tile right side of the hybrid cm be wrirten a$ r = ejd for the diodes in their ON 
state, and r = for b e  diodes in their OFF state. There are infinire numbers of 
choices of line Icngrbs rhat give the dcsirzd l l ~ i  {that is, the value of d, is a degree of 
f ~ e d o m ) .  but it can be shown that bandwidth is optimized if the reflection coefficients 
for the lwo states are phase unnjupates. Thus, if bb = \'dOa. the best bandwidth will be 
obtained if r = &-j, or $ = 0, 2ir. etc. 

A good input mutch for the reflection-type phase shifter requires h a t  b e  diodes bt 
well-matrhcd. The inserrion loss is limited by the toss of the hybd.  as weU as h e  
forward and reverse resistances of h e  diodes. hnpcdmce transformation sections can be 
used to imprr~ue performame in this regard. 

Om4 MICROWAVE INTEGRATED ClRCUiTS 

The k n d  of arty maturing elecu-ical recbology is toward smaller size, Lighter weight. 
lower cost, and incr2;~sed complexity. hljcrowave technology has been moving in l h i s  
direction for tht. ias~ 10-SO years. w i ~ h  the development of microwave integruted uircui  ts 
[2J. This  lcchnology serves LO replacc buIkjr and expensive waveguide ~d caaxiol com- 
ponents with smali and inexpensive planar components. md i s  ma\ogous tn the digi~al 
integrated circuitry the1 has led tn h e  rapid increase in sophisticatinn of computer sys- 
tems. Microwave inregated circuitry I MIC j can incorpoi-ste transmission lines, discrcte 
resistors. capacitors. and inductors, and active devices suc.h ss diodes and transistors. 
MIC ~cchnology has aduanccd co tlte point where cornplete ~nicrnwavc subsystems, such 
as receiver front ends and ri~dar transnliVreccive modules. cm be integrated on a chip 
that is ~ n i y  a few squm rniliimcters ia size. 

There are two distinct types of microwave intrgrared circuits. f f  vhi+d MICs havc nnc 
layer of rnewllization for conductors a d  transmission lines. with discrete componenrs 
(resistors. capacitors, transistors, diodes, etc.) bonded to the substrate. In a thin-film 
hybrid MIC. some of the sirnpIer components am depnsircd an the subsbate. Hybrid 
MTCs were firs1 developed in the 1960s, and still prnvide a very flexible and cml- 
effeoli ve mems for circuit implementation. Mo?aodithic microwave integrated circuits 
(MMICS) arc a tnure recent devzloptncnt, where the active and passive circuit elamcn& 
are grown on subssate- The subsunte is a sernjconducror ~natcrid, and several layers 
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of metal dielecl$c, and resistive films a used. Below we will briefly describe these 
two types of MCS, in terms of the materials and fabrication processes hat are m q u ~  
md the rtiative merits of each type of ckuitry- 

Hybrid Microwave Integrated Circuits 

Malerial seleclion is an imponant considerdtion for my type of MfC: ch-tcristics 
such as e1ectricd conductivity. dielectric constant. lass tangent. thermal baskr, me- 
chanical suenpth, iind mallufacturing tompatability must he evaluated. Generally (he 
substrale material is of primary importance. For hybrid MICs. alumina, quartz, md 
Teflon Bber ate commonly used for suhsmtes. AIurnina is a rigid ceramic-like ma&d 
with a dielectric consrant of a h m  9-10. A high dielecbic constmt i s  often desirable for 
lower Frequency cirrluiis because i t  resdts in a smaller circuit size. At higkr rrquenCies. 
however. the subsmte ~ c k n c s s  must be decreased to prevent radiation loss and other 
spurious effects; then the transmission lines (typically microstrip, slotline. or coplanar 
waveguide) can become too narrow to be practical. Q c r a r ~  has a lower die1cch.i~ constam 
(- 4) which, with its rigidity. makes it useful for higher frequency (3  20 GHzJ circuits. 
Teflon and similar types of soft plastic uubs~~ares have dicleclric constants ransing from 
2 to 10. and can pruvide a large subs~rare area at a low cost, as fang as rigidirv and 
goad d~ernlal msfm are na required. Transmission h e  condrrs~m for hybrid MICS 
a12 typically coppcr o r  pold 

After the circuit ha\ been designed, ae next step is to lay out the components a d  
their in~crconnectiofis, and make a mask for the metallization layer. T h i s  step is usually 
performed wid] a CAD system for i n t p ~ a l e d  circuit layout. such as MICAD or 
CALMA@, T l ~ e  rriask itself may be made on ruby lllh (a sof~ mylar film), usually a1 a 
magnified scale (2x. S x ,  lox ,  etc.) for a high accuracy. Then an actual-size mask is 
made on a thin sheet of glass or qu-. The metalized substrate is coated with photoresist 
covered with Ihc mask, and exposed to a light source. The subsirate can then be etched 
to remove the unwanted areas of metal. Rated-through. or via, holes can be made by 
evaporaring a layer of metal inside ;i hole rhat has been drilled in the subsirate- FjnAy, 
the discrete components x e  soldered or wire-bonded ro the conductors. This is @nerdy  
the most labor-latensive part of hybrid MIC fabrication, and therefme the most expensive 
part of the process. 

Then the MIC can be tested. Often provision i s  made fur variations in co~npanrn~ 
values and  her circuit to1 erances by providing tuning or trim stubs that cm be manually 
trimmed fur each circuit. This increases circuit yield. bur also increases cost since 
uimming involves labor st a highly skilled level. The lsvout of a typical hybrid MIC 
circuit is shown in Figure 10.3 1. A photograph of a hy&d MlC module is shown 
Figure 10.32. 

Monolithic Mi-crowave Integrated Circuits 

Progress in GaAs material processing and device development since the la* 1g70s 
has led to the feasibiliky of the monolithic micmwave ktcgraled circuit where d pas+ 
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Wilkinsoa Chip 
Hyhrid divider re~isror 

Ground chip FEr Ceramic  hoke 
plane c q x i t o r  chip substrate inductor 

R G b i  1Q31 b y o w  of a hybrid micmwave integdted circuit. 

FIGURE 1032 Pho1ogmph of one of the 25.3Q hybrid integrated T R  rnd~l ies  used in h y -  
rhcnn's Ground Based Radar system. This X-band moduIe conAns phase 
shifters, amplifiers. sn'ir~hcs, couplers, a ferrite cuculator. add associated con- 
lrnf and b i z  circuitry. 

COMCL~ of Raytheo~~ Cornpay. Lex~rtglon, Mass. 
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sive and ac~ive components required for a given circuit can be grown jmplaoted 
the substrate. Potcnlially. h e  M M C  can he madc at low c o s ~  because he manual 
labor required lor fi~bricating hybrid MICs is eliminated. [n addition. a singe wafer 
can contain a large number of circuirs. 1111 of which can be processed and fabricad 
simuItaneously. 

The aubslrate of an MMlC musL be a semic~nductor material to a c c o ~ o d a t e  
fabrication of active devices; the type of devices and the frzguency rang,e diclilb 
type of substrate material. Thus. silicon bipala mnsistors can be used up several 
pgahenz, silicon-on-rapplure (SOS) MESFETs cun be used up to several gigahertz, 
submicr~n gate-length G A S  FETs have been used up to 60 GHz. The GaAs ET L 
a very versatile circuit elwnent, finding applications in  low-noise an~plifiers, kghwgaio 
mplifiers. broadband amplitiers, nuxers, oscillatws, phase shifters, and switches nus, 
GaAs is probably rhe most common substrate for MMICs. but silicon. s i l i e o n - ~ n - ~ ~ ~ ~ h i ~ ,  
and indium phosphide IhP) are sometimes used. 

Transmission lines and other conductors arc usually made with gold metaIlizalion, 
Tn impruvc adhesion of h e  c. gold to h e  substrate. a thin layer u l  c hrumium or than ium is 
dentrally deposited first. These nretals are relatively Iossy, so the gold Iayer musL he made c 

at least several skin depths thick to reduce attenua~ion. Capacitors and overlaying h e s  
r e q d  insulahg dieisctric films. such as SiO, SiOz, Si2N4. and Tik205. These materials 
have a high ciitlcc~ric constant and low loss. and are compatible wih inkgrated circuit 
p~.ocessing. Resistors require the deposition of lossy films; NiCr, Ta, Ti. and doped 
G A S  are commonly used. 

Designins an h4MIC requires extensive use of CAD software, for circuit design land 

optirniratian as well s s  mask gcnemlion. CaeFul consideration must I,e given to the 
circuit design to allow for componenl variations and tolerances, and the f a c l  lhar circuit 
trimming after f~bricatiun will be difficull or impossible (and defea~s the goal nf low- 
cost pmbucliun). Thus. effect s such as uansmission line discontinuities, bias networks. 
spurious coupling, and package resunmces musl be taken into account. 

After the circuit design has been finalized. h e  masks can be generated. One or more 
masks are generally required for each processing step. Processing begins by forming an 
active layer in rhe semiconductor substrate for the necessary acrive devices; this be 
done by ion implantation or by epitaxial teclmiques. Then accive m a s  are i s d a d  by 
etching or additional implantation, Leavirzg mesas for h e  active devices. Next. ohmic 
contacts we made lo the active device areas by alloying a gold or .goldgermanium layer 
onto the suhs~ate. FFT gates are then formed with a titaniudplatinum/@d c o ~ ~ ~ ~  
deposited between ihe source and ltruin areas. At this time h e  active device processing 
has been essentially completed. and intermediate tests c m  be made ro evduace h e  wafer. 
If i t  meek specificaliuns, the ncxl step is to deposit the first layer of metallization for 
contacts, trmsmission liner, inrlur~ors, and other conducting WWS. Then resistors 
f ~ m d  by depositing resistive filrm, md the d i e l e c ~ c  films required for c a ~ c i t o ~  a"d 
averlays ilre deposited. A second layer of metallization completes the fomati~n 
capaciiors and my remai ni no  in tercunnec (ions. The final processing steps involve 
bottom, or backside, of the subskate. Fitst it is lapped lo h e  ~ q u i r d  thickness- then 

via holes are formed by etching and plating. Via htlcr provide groulld cumections '' 
the circuirry on ihe rop side af the substrate, wd provide a heai hssipatio* path from 
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FIGURE 10.33 Layolti of a monolithic microwave i n t e p t e d  cixuiE. 

h e  active devices to the ground plane, After the processing has been cnn~pleted, the 
rndividunl circuits can be cur horn the wafer, and tested. Fjgure 10.33 shows [he structure 
of a 1ypica1 MMIC. and Figure 10.34 shows a photograph of an X-band monolithic 
i n tcga~ed power amplifier. 

Mo~~ol ia tc  microwave integrated circuits arc not without some disadvantages- when 
compared with hybrid MiCs nr othsr type of circuitry. First, MMICs tend to waste large 
areas of relatively expensive semiconductor substrate for cornponen ts such as ~ ~ m m i s -  
sioo iines and hybridti. Frlsu. the processing steps and required tolerances for an MMIC 
are very critical, resulting in low yields. These Factors tend to make MMICs expensive, 
especially when made in slnalI quantities (lcss ban severni hundred). Mh41Cs pener- 
aiIy require a mars borough design protdure to include effects such as component 
tolerances and discnntirtuiries. and debugging, tuning. or trimming a f~e r  Fabrication is  
difficult, Because their small size limits heat dissipation. MMICs cannot be used for cir- 
cuits; requiring tnore than rnodera~c power leveIs. And high-Q rcsonalors and filters are 
difficuli to implement in MMiC fol-nl because oi' the hhcrent resistive Iasses in MMIC 
materials. 

Besides the nbvious features of small size and weight. MMICs have some uniqur 
advan~agts over other types of circuits. Since i t  is very easy to f ~ b r i c a ~ e  additional 
FETs in m MMIC design, circuit flexibility and performance can often bu enhanced with 
little additional cost. Also, monolithicaIly intepted devices have rrtuch lcss parasiGc 
reacrnnce than discrete packaged devices, so MMIC circuits can often be made with 
broader bandwidth than hybrid circuits. And MMlCs general1 y give very reproducible 
resul~s. ~ ~ ~ c i d y  for cisairs from the same wafer. 
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FIGURE 1034 Photograph ol' a monolit hic inlcgra~ed X-band power amplifier. TlCs circuit 
uses cighr hel~rrjjllnctj~i~ bipolar tranbisrors wirh Power dividerslcombiners at 

Cuirrtesy of  33. Adlerstein and R. Wohltn. Raytheon Company, Lexington. Mass. 

Ob5 OVERVIEW OF MICROWAVE SOURCES 

A source of microwave power is obviously essential f[)r my microwave system- 
Communication and r a d x  systems generally use a rclntivelj. high-power source far -the 
transnii~tsr. 3nd m e  ur more low-power sc~urccs for local oscillator and down cocrversiafi 
functions in the receiver. Radar transmirten are often oprra~cd in a p l s e d  mode, and 
peak- powers 1ha1 are much grealcr Lhan the continuous power rating or the source can 

attained. E!rlcmnic wadam systems use scrlrrces in much the same I V ~ Y  2s 

a radar system. with the additional requirement for t u n a b i l i ~  over a wide bandwidth- 
Radiometer and radio asironomy rrcriver systems require low-power sources for local 
oscillators (althosgh i t  can be nrgucd that the primary source of microwave power for 
such syste~us is the radiation emitted from the hot body under observation). Tesl and 
measurement systems usuaH? require e Ion;-power microwave source. often enable 
a wide bandwidth, And the microwave oven, that most common of all nlicrowave 
systems. requires a single-frequency high-power source, 

At prescnl. Lbtse re@rrnen<s arc met with a variety of 4~olid-sttlc and mjcr0wave 
tube sources. Generally h e  division is between solid-state sources For low power and lo" 
frequcncie~. ;tnd tubcs €or high power and/or high frequencies. Figure 110.35 illusnates 
the power versus frequency performance for these two types of source$. 
sources have tk advanrages of small size. ruggedness, low cost, and cornpatabilik~ ~ ' i ~ l - 1  

microwave inreprated circuirs. rmd so arc usually preferred whenever they can mH1 
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FIGURE 103 Power versus hyuency p e r t b r m s c  af solid-state s u m s  d miuoiave. 
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aecessaq power and frequency requirements. But very high power applications are 
dnnlinated by microwave tubes. and even though the power and frequency pcrformrincc 
of solid-starc sources is steadily ilnproving, i r  appears that  he need for rnicrc~svalv'c tlrbcs 
will nnt be elin~inated any rime soon. 

Presenting the thorough discussion wf [he operation and design of microwaue solid- 
state and tubs sources that h e s t :  components deserve i s  u8eil beyond  he scope o l  this 
book. Instead. we wii[ briefly describe md sum~narize the performance of several of the 
most common types of solid-state and microw~ve tube snurces. 

Solid-State Sources 

Solid-she micrawavs sources cm be categorized as two-termina1 devices (diodes), 
or three-tcrmjnnl devites Itrmsislor nscillators). The n~osE coniman diode sources are the 
Gunn diode and the IhfYATT diodls. both o f ~ : h i r h  directly c-onvcfi a DC hiax to KF power 
h~ the frequencv range ol' abouk 2 tu I O U  GHz. The Gunn diode is a transferred~elecuon 
device tha~ uses R bulk semiconductor (usually GaAs or InP). 3s  opposed to apn junction 
[S]. This effect Ieads ta a negative-rssistance uhmacrcristic thgt can be employed with 
an external resonalor 10 produce a st~blc: oscillamr. DC to RF rfficiencie~ arc generally 
Iess than 10%. Figure 10.36 shows the p w e r  ~ c o n h u [ ~ u s  and pulsed) versus frequency 
performance for a variety of comrnercizrlly available Gum source5. Gunn diodes c m  
nIsn bc used as ncgati~me-resista~~ce mflectirm-type ampliiiers. Figure 10.37 shows a 
pb~tograpI.1 cjf two c o m c ~ c i a l y  availiible Gunn diode sources. 

The IMPATT ilMPact ionizatior~ Avalanche Transir Time) dinde uses a reverse- 
biased pn jnnctiun to generate ~~licrnwave p w e r  151. The malerial is usually silicon or 
gallium arsenide. a11d the dinJc is operated with a relatively high voltage (70-100 V) 
to achieve a reverse-bia~cd avahncl~e br~&dowrn current- When coupled with a high-Q 
resonator and biaqed at an appropriate operaring point a negarivc-resistmce effect can 
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FIGURE 10.36 h v e r  versus hquency performance of Gunn diodes, r pulsed; o continuom- 
MA: Microwave Associates; BTL: Bell Telephone Labs; CA: Cay~ga. 

be achieved at rhe RF operating frequency, and oscillation wiU occur. Oscillator circuit 
desip for W A T T  modes essentially follows the procedure ouclinrd in Section 11-5 
for ncgalivc-resistance oscillators. IMPATT sources are generally more D ~ ~ S Y  thae 
sources using Gunn diodes, but arp capable of higher powers md higher DC to W 
version efficiencies. W A T T S  also have better temperature stability than Gum diodes' 
Fitwe 10.38 shows the power versus frequency performmce for typical c o r n  ercial 
W A T T  sources. W A T T  diodes can also be used as negdve-mistan~e gmplifiefi- 
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FIGURE ln.37 Two Gum diode sources. The unit on h e  Iefr is a mechanically tunable E-band: 
sourcc. whiIe the tinit on h c  right is a varactor-tuned V-band source- 
Photograph courtesy d Millimh ~orporat ion.  s. Decdie14 Mass. 

Transistor oscillator design will be discussed in Section 1 1-5. Such sources gener- 
ally have lower frequency and power capabilities when com[>med ro Gunn or TMPATT 
sources, but cir, offer several advantages over diodes. First, uscilbators using G d s  FETs 
are readily compatible with MTC or hlMC circuity, aIlowhg easy in~cgration with 
FET amplifiers m b  mixers, while diode devices are less culnpa~iMe. Also, a uansistor 
oscillator circuit is n~uch more flexible than a diude source. This is because the negative- 
~ s i s t a n c e  oscillation ~~zechanism of a diode is determined and limited hy the physical 
characteristics of h e  device itself. while the uperating chwncteristics of a rransjstor source 
can be adjusted to a greater degree by the oscillalor circuitry. Thus. transistor oscilla- 
rors ailow more control of che frequency of osci!lation. temperature stability, and output 
noise than do diode sources. Transistor oscillator circuits also lend ihtmselves well to 
frequency hlning- phase or injeclion locking. and to various modulation requirements. 
Transistor sources are relaiiveIy efficieot. but presently not capable of vcw high power 
outputs. 

An increasingly popular fixed-frequency transistor oscitlalor design. cspecitllly useful 
for local nsciltator applications. is the irisislor dieleclric resonator oscillamr (TDRO), 
This uses a small. high-Q dielectric resonstor at; th2 frequency-determining load for 
an mT nsci\\ator c i~cuh .  A very gum! temperature stability can be acbiieved. and h e  
resonator is compatible wi!h MIC design. leading to a compact and low-cnst unil. 

Tunable sources are necessary irl many types uf eIcctmnic: ~vxfiirc systems. frequency- 
hopping radar and communications s),stems, and IesI sysrenls, Transistor oscillators can 
be made runable by using an adjustable elenlenr in the resunan! load. such as a varac- 
tor diode or a niagnetically-biased YIG sphere [Gj, When reverse-biased- the junclion 
capacjtmce of a varaccor diode can be controlled with the DC bias voltage. T~~us, 
a vnltage-c~n@~lJed oscillator (VCO) can be made by using a revme-biased v ~ t ~  
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FIGURE: 10.38 Power versus frequent! pe$omance of W A T T  diodes. 

diode in the tanlr ckni t  of a lrmsistor oscillator. ln  a YlG-&uned ~sc i l~alm {YTDl, a 
single-crystal sphere is used to control the inductance of a cc~il in the tank circuit 
of tbc osciklator. Since YIG i s  a ferrimagnetic material! its effective permeahihty can 
be controlled with an ex~trnal  DC magnetic bias field, thus controlling ihe oscillator 
quenty. YiG oscillarors can he mads ro tune over a decade or more of bandwidth, while 
i-amtor-tuned oscillalurs x c  limit& to a hning mngc of aboui an ociavc. Y I G - ~ ~  
oscilla~ars, t~owever, cannor bc tuned as filst as varactur oscillators. 

In many applications iha RF powcr requirement cxcceds the power capacity of a 
single solid-state source, But because of the mmy advantages offered by sou-sraie 
sources. a lot of effort has beco directed wward increasing output power rhrough the use 
of various power combining techniques. Thus,  the uutpclis of m a  or more s~lurces are 
combined in phase. effn'tively multiplying the outpul power of a single source by *' 
number of individuiill sources being used. In principle, an unlimited amount of RF pow" 

be generated in this m:iner: in praa~ice. however, factors such ar high-order modes 
md cornhsner losses limit the ~nuftiplication to about 10-20 dB. 

PDF\'H combining can be dime by cnalhining powers at h e  device IWeI or a t the 
circuil level. In some applications. power can be combined spatially by using an m y  of 
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an-, where each element is fed with s separate source. AE the device level, several 
dide transistor junctions are cssentidl  y conllcckd in parallel over an electrically small 
region, and used as a single devicc. This technique is thus limi~ed to a relatively few 
device junctions. AI the circuit level. the power output fiom N devices can be combined 
wilh an -Ar-way combincr. The combining circuit rnny be m N-way Wilkinson-type 
network. or a sirnil% type of planar cornbjing nelwork. Resonant cavities can also 
be used for this purpose. These various ieclmques all have fieir awn advantages and 
disadvantiigcs in  terms of efficiency. bandwidth. isolation belween sources, and c l h u i t  
compiexi~y . 

Mlc towave Tubes 

The first truly practical niicrowsve source was the Tnagnerrun ~tthe. developed in 
England i n  [he 1930s. and iater providing the impetus for the development of microwave 
radar during World War U. Since then. a Iuge variep of microwave tubes have been 
designed for the generation and amplificarion of n~icrowavc power. In recent years, 
salid-stale devices have been progressively filling the roles that were once resewed for 
microwave tubes, generally witb a muItitude of advantages. BUL tubes m still esseutid 
for the generation of very high pnu7cr.s 1 10 kW ro 10 MW). and for the higher rnillimcler 
wave frequencies I I 0 0  GHz and higher). Here ule wi I1 prrlvide s brief overview of some 
of ihe most common microwave lubes, and their basic charactcri srics. Several of these 
tubcs are no1 act.udly sources by themselves. but are high-pcwef amplifiers. Such r u k s  
are used in conjunction with lower power sources (0itt3a solid-state sources) in baflsmitter 
systems. 

There is a wide variety of tube geometries. as we11 as a wide variety of principles 
on which tube operation i s  based, hut all tubes have scveral common feawes. First, all 
tubes Involve the interaction of' an electron lxam wiih an electromagnetic field, inside 
a glms QT mera! vacuum me  elope. Thus. a way must be prorided fwr RF cnergy to be 
coupled outdde rhc envelope; this is u s u a l l ~  accomplished with transparent windows or 
coaxial coupling probes ur loops. Next, a hot ca&ode is used LO generare a scream of 
elecuons by h e m i o n i c  emission, Cathodes x e  usually Fabricated from a banunr oxide- 
coated metal surface. or an impregnated tungsten surface. The electron sb'tam is then 
focused into a narrow h a m  by a focusing anode with a high voltage bias. Altemiitively, 
a solenoidal elecrroinagnet can  be used Lo focus thc electron beam. For pulsed upe~ation, 
a h a m  modulating electrode is used betwee11 h e  cathode and anode. A positive bias 
vol~age wilI attract electrons from the cathode. and turn the k a m  on, whle a negative 
bias wii\ cum rhc beam off. After [he electron beam kaves the region of the tube 
where h e  dcsired interaction with rile RF held rakes place. a colIector cle~ncnt is used to 
provide a comp!ete currenl palh back to  he cathode power supply. The assembly of the 
cathode, focusi~g anode. and rnd~~lntinp e l e c u d s  is called the ehdctron glin. Because 
of the rcquircrnent for a high vacuum, and [he need lo dissipate large amounts of heat, 
rnicrnwavc lubes are generally very large and bulky. In addition. tubes often require 
large. heavy biasing magnets. and high vcrlrage power supplies. Faclors to consider 
when chnosing a parijcuIar rype of tube include power ouput, frequency, bandwidth, 
tuning range, and noise. 
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Microwave tubes can be gouged into two categories, depending on fie type of 
deem bea~n-field interaction. In lin~ur-benm. or "0." type tubes the e[ecuon beam 
mvcrses the length of the tube, and is parallel to the ekctric held. In the 
or type NL the focusing field is perpendicular lo h e  accelerating c l e c ~ c  field 
Wcrnwave t h e s  can also he classified as either oscillators or arnplifier~, 

me kQsrron is a linear-beam tube h a t  is widely used as both an amplifier and 
an osciflator. In a irlystmn amplifier, the electron beam passes through two more 
resonant cavities. The first cavity accrprs an RF input and modulates the electron beam 
by bunching i~ io to hig h-dcnsity arid low-dendry regons. The bum hcd beam then travels 
lo the next cavity. which accentuates the bunching effect. At t l x  final cavity the power 
is axWdcted. st a highly ampfified level. Two cavities can pmduce up to about 20 d~ 
of gain. while using four cavities {about the practical limit) can give 80-90 dB gain. 
Qsvons are capable or peak powers in the megawan range with RF outputlDC input 
power conversion efficiencies of 31)-50%. 

The r e k x  kl ystmn is a shgk-cavity klystron tube which operates as an oscillator by 
using a reflector electrnde after the cavity to provide pnsitive feedback via the elecmn 
beam. It can be tuned by mechauicall y adjusting ihe cavily size. The major disadvantage 
of klystrons is their narrow bandwidth. which is a result of h e  high-Q cavities required 
For elecbotl bunching. Klys~rons have very low AM md FM noise Levels. 

The nmow bandwid~h of the klysuon amplifier is nvcrcomc in Lhe iravE/ing wm 
tlcbe (TWT). The TWT is a I inear- beam amplifier that uses an electron gun and a fwushg 
magnet to accelerate a beam of electrons thrr~ugh an interaction region. Usually h e  inter- 
action regon consists; of  a slow-wave helix structure. with an RF input at the electron gun 
end, and an RF output at the c(11lecror end. The helical suucture slows down the propa- 
eating RF wave so that it. tm\-els [he sane velocity as h e  wave and beam travel along 
-2 

the interaction resion. and ampli ficalion is effected. Then the amplified s i p a l  is coupled 
horn the end of h e  helix. The TWT has the highesl bandwidth of any amplifier tube, 
ranging from 30 to 120%; this m d c s  i t  very useful for eicctrclnic wadare systems. which 
require high power over broad bandwidths. It has a power raring of several hundred waits 
(typically), but this can be inmased to several kilowatts by using an interaction reg-ion 
cunsisting of a set of coupled cavities: the bandwidth will be reduced, however. The 
efficiency of the lWT is relalivcly small. ypically rmgng from 20 to 40%- 

A variation of the TWT is the b~ckW.'urd wruver oscillnror. (BWO). The difference 
between a W and the RWO is that in h e  BWO, the RF wave travels dong the helix 
h o n ~  the collector toward L e  elec~ron gun. Thus the signal for amplification is p ~ v i d d  
by the bunched electron beam itself, and oscillation oocurs. A very useful failure of ht 
BWO is that i ts  uutpul frequency can be uncd by varying the DC voltage b e t w e n  the 
cathode and the helix: tuning ranges of an octave or more can be achieved. The Wr 
uutput of iht I3 WO. however, i s  relatively low (typically less tb~ 1 W), SO these m m  
we generally being replaced with solid-sinte sources. 

Anolher ~ype of linear- bean, oscillator tube is the exrended inreractiun oscifloror 
(EIO). The EIO is very similar to s klystron, and uses an interacrion region consistd 
ing of several cavities coupled together, w ilh positive feedback m suppon oscillation- 
I t  has a nmow tuning bandwidlh, and a moderate efficiency. bur it can supply bi$' 

powers a€ frquencjes up to s e v d  hundred GHz. Only the gpttan can deliver 
power. 
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crossed-ficld tubes include the magrtrtrurr, the crossed-Jeld utnpliJi~r, and the gy- 
rurrort. As previously mentioned. ~e rnagnefron was the h t  bigh-power microwave 
source. It consists of a cylindrical cathode surrounded by a cylindrical anode with sev- 
eral cavity resonatom along the inside of its periphery, A magncric bias field is  applied 
parallel ro the cathode-anode axis. In operation, a cloud af electrons is formed which 
rotates around the carhde in the interaction region. As with line=-hean devices, elec- 
bun bunching occurs. and energy is transferred from the e l e c m n  beam to the RF wave, 
RF power can be coupled out of the cube with a pmbc. loop, or apermre window. 

Magnetrons are capable of very high power output-n the order of several kilo- 
watts. And the magnetrt~n has an efficiency of 80% or more. A significant disadvantage, 
however. is thal they are very noisy, and cmnox maintain f ~ q u e n c y  or phase coherency 
when operated in a pulsed mode. These factors afe important for high-performance 
pulsed radars, where processing techniques operate on a sequence r ~ f  returned pulses. 
{Modern radars of this type today generally use a stable Iow-noise solid-statc source, 
fol[owed by a TWT for power amplification.) The appIicati~n af magnetrons is now 
primarily for microwave cooking. 

The crossed-f eld amplifier (CFA) has a gzomeny similar to a TWT. b u ~  enlpIwys 
a crossed-field interaction thac is sjmilx lu rkat of the magnetron. The RF input is 
applied to a slow-wave stmcLure in the interaction region of the CF.4. but the electron 
beam is deflected by a negativeIy biased elec~ode. called the sole. to force fie beam 
perpendicular to the slow-wave structure. In addition, a mag~~etic bias field is applied 
perpendicular to h i s  electric field. and perpendicular to the electron beam direction. The 
magnetic field exerts a force on &e electron beam mat counteracts rhe field from the 
sole. In the ahsence of an RF inpu~. the elecrric and magnetic- fields m adjusted so 
that their effects on the electron beam cancel, leaving lfie beam to tmvet parallel to  he 
slow-wave ~[sucture. Appl yhg an BF field causes v e k i t y  tnodularian uf lhe beam. and 
bunching uccurs. The beam is also periudically deflected tclward the s l o ~ - w a \ ~ c  circuit, 
producing an amplified signal. Crossed-field mlplifiecs have very g o d  efhckncies+p 
to 801, but the gain is lindted to 10-15 dB. Also, the CFA has a noisier wtpu? than 
either a klystron amplifier or TWT. Its bandwidth can be up to 40%. 

Another crossed-field tube is the gyralron, which can be used as an amplifier or an 
oscillator. This tube consist$ of art electrun gun with input and output cavities along 
the axis of the electron beam, sirniIar to a klystron amplifier, But ihc gyratron a h  has 
a solenoids[ bias magnet tllal provides an axial magnetic field. This field forces the 
erectrons to travel in tight spirals dnwn thr length of the tube. The electron velocity is 
high enough so hat relativistic cffecls are imp or ran^. Bunching occurs, and energy f h m  
the rransverse component of the electrun velocity i s  coupled lo the RF frdd. 

A significant feature of the gyratron is that the frequency of operation is determined 
by the bias field strength and the ekctron velocity. as opposed to rhe dimensions of h e  
tube itself. This makes thc gyratron especially usefuI for millimeter wave f~quencics; it 
offem the highest: output power (10-100 kW) of m y  tube in ~s frequency range. It also 
has a high efficiency for rubes in the millimeter wave rmge. The gyratron is a relatively 
new lype of tube. but i t  is rapidIy repIacing tubes such as reflex klystrons and ETOS as 
sources of millimeter wave power. 

Figwe5 10.39 and 10.40 summarize the power versus frequency performance of 
microwave tube o~cilIators and aniplifiers. 
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FIGURE 1039 Power versus frequency prfmance of ~ m w a v e  oscillator tubes. 

FIGURE 1 O . a  Power versus frequency performance of microwave amplifier rubes. 
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PROBLEMS 

10.1 The Y-factor methud is to be used to measure thc equivalent noisc temperature of a component. 
A h o ~  toad of TI = 3lM K md a cold laad of TT;! = 71 K will be used. If the noise tempratme of 
the amp1 iiier b 7; = 250 K. what will be h e  ratio of powcr meter readings at the ourput af the 
cmponm ~ U T  h e  W O  \09ds'? 

10.2 Assume that measurement error introduces an uncertainty of 3 1 '  inco the measurement vf 1' in s 
IT-factor rne:tcurement. Dzril-e an  expression for the nmnalized error. A T6 /T i . ,  of the equivalent 
noise rernperalure in [ems of At'/>' and the temperatures 7;. T I ,  at~d  'Tc. Minimize rhis resuIt 
with respect  ti^ Tc to obtain  TI expression for 2; in terms ol' Tl aud T: that WI I l  resuit in minimuin 
error. 

10.3 Ir is n e c c s s q  to connecr an aatcnna to a Iow-noise rscei vsr with a transmission line. The Crcquency 
i s  I0  GHr, md the distance is 2 rneccrs. The choices m: copper X-band wsveg~idc. RG-8lU 
coaxial cable. or cupprr C ~ K L I ~ X  waveguide with an inner diameter of 2.0 cm. Which rype of line 
should be nsed for the best noise figure? Disregad impedance mismatch, 

10.4 A ~'ertain transrnissian iine has a noiw figure F = I dB at a rcmpemnlre T' = 2290 K. rdculate 
and plut h e  noise figure uf rhis line as its pby-sical tempcraturc mgcs from I' = 0 K EU IfHK) K. 

10.5 .4n amplifier with a bandwidth of I GHz has a gain of 15 68 and a ndse  nmperature of 250 K. 
If the 1 dB compression point occiirs for cui input p w m  Icvei uf - 1 U am. whar is the dynamic 
range of the amplifier: 

Jk6 An ampUfier wilh a gain of 12 dB. a bandwidth of IS0 MHz. and a noise figure of 1.0 dB feeds 
a receiver with a noise temperarm of 90CI K. Find the noisc fi$m of  rhc overall system. 

16.7 Cnnsider  he niiurow;lvc system &own ~ I I  the ncxt page. where h e  bandwidlk is 1 GHr c c n ~ m d  
at 20 GHz. a d  rhe physical temperature of thc system is T = 300 K. What is the 2quivalenr noise 
ItrnperdWre of tke suurcc? W h a ~  is thz naise f igre  nf he amplifier. in a:' Whal i s  the n@isc 
figure of cascaded Irmsmission line and amplifier. in dB'! When the noisy source i.5 ccmoected 
m h e  sywm. what is clw total noise power w ~ p u t  of' rbe amptifier. in dBmY 
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Noisy Sip Ni Transmission Amplifier 30 No - source line - * 0 I I 0 

4 =-85 dam FL = 1.5 dB 
G =  12dB 
T,= 180 K 

10.8 Consider h e  w k l e s s  local arca network P L A N 1  receiver front-end shown below, whae 
bandwidth of the bandpass filter is 100 MHz centered at 2 4  GHz. If the system is ,, 
remper;lture, find the noise figure of h e  averdl system. What is the rerulring signal-~o-~~;.% 
at the output. i f  the input signal power level is -90 ma? Catl h e  components be reaf i~ged 
give a better noise figwt'? 

10.9 A two-way power divider ha., one outpul port lermirated i n  a matched load as shuwn below. Find 
fie equivalent noise tempemwe of the resultitlg two-prrrl network if the divider i s  
(a) an equal-split tsvu-way reslsrive divider, 
tb) a two-way Wilkinson divider, and 
(c) a 3 dB quackaim hybrid. Assume the divider in each case is matched. and at room lemperattrre. 

divider --i """' r 
10.10 A diode has rhe following pammeters: r, = 0.1 pF. R = 15 !2+ I, = 0.1 pA. and L, = 4 = 0- 

Compute h e  open-drcuir voltage sensiriviry at 10 GHz for lo = 0. 20. and 50 /LA. Assume 
Q = 1/25 mV. and neglect the effect of bias current on he juuction capacilancc. 

10.11 An input signal comp~ed of two closely spaced f~quenrics. wl and w.z7 is applied to a mixer wim 
an LO frequency of II,. (See h e  input spccmm shuwn below .) Calculate and sketch the resulting 
0utpU1 spectmm due to the vZ wnn of the mixer respcbnse. 

10.l-2 A p h a e  derecior produces an output signal proportional to the phnse dXkrence hem- wo E-tF 

inpul signals. Let t h a e  input signals be expressed lis 

WL = % c o s # ~ :  



Problems 

If signals x e  applied tu a single-babced mixer u&g a 90" hybrid, show tbat khe Ef; 
ourput signal, after low-pass filkring, is given by 

where k is a consrant. If the mixer uses a 180" hybrid. show that the corresponding output signal 
is given by 

2 
2 = ku,, cos 0- 

10.13 A ~wo-tone input wiih st 6 dB difference in  the two sigr~d IeveTs i s  applied to a nonlinear compmr.  
Wh-41 i s  the rclativc Pwer  mtio id the resu\tjng Iwo ~hird-orde~ interrncdulatiun p r d U c h  -dl 

and & - b ~ l ,  if wl and L J ~  are close togelher. 

10.14 Derive 110.571 fc~r third-order intercept point$. assuming the individml distortion p r a d u ~ ~  add in 
phasc at ~ h c  oulput of the cascadc. 

10.15 -4 single-pole. single-thmw switch uses a PIN diode in a shunt configwatioll. The frequency i s  
4 GHz, ZII = 5 0  fi, rvld the diode pirmeters are Ct l  = 0.5 pF. R, 5 0 . 5  31, XI = 0.3 12. L, = 
0.3 OH. Find the electrical length of an open-circuirzd shunt stub, placed across the diode, 10 

minimiire rhe insertion loss fur the CIN state of the switch. Cdcuiate the resuiting inscrtion losses 
for the ON and OFF srates. 

10, I6 A siagle-pole. sirrglc-throw switch is constructed using two identical PIN diodes in rhe mangement 
shnwn below. In the ON state, the series d i d c  is forward biased and h e  shun1 diode is reversed 
biased; and vice rena for the OFF state. If  j = B GHz. %(I = 50 It. C, = 0.1 pF, 11, = 

0.5 Il, RI = 0.3 S?, and L, = 0.4 nH. determine the inseninn losses for the ON and OFF states. 

10.17 Consider the loadd-Line phase shifter shown below. If Z~I = 50 fl, h d  the necessary stub lengths 
fur a differenha1 phase shjfi of 45". and calculate thc resulting insertion b s s  for both states of 
the phase shifter. Assum ail lines are toss!es~, and Umt h e  diodes a n  be appmximated as ideal 
shorts or opens. 



Design of Microwave 
Amplifiers and Oscillators 

Amplification is one of the most basic and prevaIent microwave ckcui~ funchm, 
k l y  microwave amplifiers used klysuon or traveting-wave tubes, or two-remina{ solid- 
state devices such as tunnel or vwactor diodes. But due to thc dramatic improvements 
in transistor processing technology that have occurred since the 1970s, most micmwave 
ltrnplificrs t h y  use three-terminal solid-state devices such as gallium arsenidc field effml 
transistors WETS), silicon bipolar transistors. heterojuncticsn bipolar transistors (mTs), 
and high electron mobi [icy transistors (HEMTs) [ 1 j-[3]. Microwave transistor amplifiers 
are rugged, low-cost. reliable. and can be easily integrated in both hybrid and monolithic 
microwave integrated circuits. They can presently be used at frequencies up to 10U GHz 
in a wide variety of applications requiring low-noi se Figure. broad bandwidh, and medium 
puw-er capaciiy. As discussed in Section 1 0.5, microwa vc lubes are still squired for very 
high power andlor very high frequency applications, but continuing improvement in the 
perb-mance of microwave transisturs is steadily reducing the need for microwave tubes. 

The developmnt of microwave sources paralleled that of microwave amplifiers, with 
early sources using tubes (magnc~ons and klystrons), followed by the application af two- 
terminal neg atiue-resistance semi conduc!~~  dcvices such as Gunn and W A n  diodes. 
f i e  avai labil itlr; of microwave ~rmsisiors has led to the develc~pmcnt of solid-state sourc@ 
capable of operating over a wide range of frequencies with lnedium power levels. Such 
sources are universally found in all modem microwave radar, communicati~o, in- 
strumentation systems. 

We begin this chapter with a brief overview of microwave FET and bipolar ~ s i s -  
tor%. their small-signal equivalent circuits, and some biasing considerations. Since our 
emphasis will be on circuit design using transiston. as opposed to the physics of 
device itself. we will rreat transistors primarily in rems of their terminal characrefistics. 
using either S parameters or an equivalent circuit model. Next we develop some general 
results for the gain and stability of a two-ptm ,network in terms of its S parameters, 
apply this theory to the design of r ingle-smge uansistor amplifier design in ~ectian 1 la3. 
S==~on 1 1 -4 discusses bandwidth considerdtions for transislor amplifiers. and details the 
theory and hsign of balanced amplifiers and distribu~cd amplifiers. Finally. we discuss 
microwave oscillators using me-port negative resistance loads, mnsistor ascflatarss ad 

600 dielectric resonator oscillators. 



11.1 - CHARACTERIST~CS OF MICROWAVE TRANSISTORS 

Microwave lransistors are used as amplifiers, oscilIators, switches, phase shifters, 
mixers, and active fitters. Most of bese applications we either silicon bipolar transistors 
or GaAs field effect transistors (FETs), Silicon bipolar device t e c h ~ l ~ g y  is very mature 
and inexpensive cornpwed to GaAs transistor technohgy, & ipolar uansistors are capable 
of higher gain md power capacity a1 lower frequencies. bur GaAs E T s  general] y have 
better rloise figares and can operate at much higher frequencies. Present silicon bipdar 
transistors are limited ia applica~ions below about 10 GHz. but recent developments such 
as the haemjunction bipdar ~ a n s i s t ~ r  {WT) allow npe~ation well into fhe rniHimneier 
wave region. GaAs FETs have been used at frequencies in excess of 100 GHz. Table 1 1  -1  
compares the gain arid noise figure versus frequency for presenr-day microwave transis- 
tors [I 1- 

In ais section we wiil give a brief discussion of the basic construction of microwave 
GaAs FETs and ailicon bipolar transistors, along wirh small-signal equivalent circuit 
m ~ d d s  for the.% devices, and DC bjasifig considerations. The design nf amplifiers and 
oscillators relies primarily on the terminal characteristics of the trmsisror. rtnd these can 
be expresd either in terns of the two-part S parameters of the device. w in terms of the 
component vdues of w equivalent circuit. We will u s e  the S puanlerer method for most 
of our design work, a5 this is a procedure h a t  is both accurate and convenient, although 
it dues have the drawback of requiring howledge of rhe transistor 5' parameters (usually 
through rncasurement) over the frequency hand of i~~terest. This is usudly no1 a serious 
problem udess a v wy wide Erequmcy range is k i n g  considered, since the S parameters of 
microwave transistors bpicdly change fairly slowly wjih frequency. In contrslst, the use 
of a g o d  uansjstor aquivalent circuit model involvrs only a few circuit parameters which 
axe genecally stathe we€ a ~ i d e  frquency range. An equivalent c i r d i t  ~nacl.cI can also 
provide a closer linkage berween h e  aperation of the device and its physical pwanleters. 

Microwave Field Effect Transistors (FETs) 

Micr~wavc field effect transistors can be used at freqmcies well into the milIimetr=r 
wave rmge with hi-* gain and low noise figure, making them the device of choice 
for hybrid and monolithic integrated circuits at frequencies above 5 to 10 GHz [I]. 

TABLE 11.1 Camparim of Gain and N& Fjgure of Tramistors (Gain 
and Boise Figwe in dB) 

GaAs FET GaAs H E W  Silicon B i p l x  Ch4~ HBT 
Fquefic )? 

CGfEz) Gain FmrL Gain Fmin Gain F ~ I  Gain Fmln 

4 2Q 0.5 - 15 2 -5 - - - 
8 16 0.7 9 4.5 - - - - 

12 12 1 .0 22 0.5 6 8,O 20 4.0 
1B 8 1.2 16 fl.9 - - I6 - 
36 - - 12 1.7 - 10 - - 

60 - - 8 2 -6 - - 7 - 
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Source Gars D r a i l  

hr' Epi  axial Iayer 

Buffer layer 

High-resi-srivily substrate 

FIGURE 11.1 (a) Cmss section of a G a b  P m  (b) lop view. &owing drain. gak, and Jo- 
Conlacts. 

Fimre + 11.1 shows the consmction or a typical G a l l s  FET. The desirable gain and noix 
features of the Gahs FET arc a result or tbc higher electron mobility of Gabs compared b 
s i~icu~.  md the absence of shalt ooise. In o~rationq e ~ ~ ~ ~ n s  x e  &-awn from the source 
ro thc drain by the positive Ch, supply voltage. An input signal voltsge on the gate 
h n  modulates these maiority electron ~rducini!  voltage mpfification, The 
rnilwimun~ frequency of operation is limited h e  Rafe length; presently manufactwed 
PETS have gale lengths on the order of 0.9 to 0.6 with corresponding upper kquenc  
h i t s  of 100 to 50 GHz. 

A smd-signd circuit for microwave CaAs E T  is shorn in Figure 11.2, 
For a common-somce configuralion. The CnmpOnenlS and typical values for this circuit 
model arc listed helow: 

f i  (series gate resistance) = 7 l2 

C,, (gate-to-source capacitance) = 0.3 PF 

Cds (drain-to-source capacitance) = 0.12 PF 

Cgd (gate-Lo-drain capacitance) = 0.01 PF 

This model dues not inctude gacksg& paasitics. which typically introduce small g- 
ries resistances and inductmces ar tkec terminals due to ohmic contacts and bonding 

leads. The dependent current generatrlr gn.vc d e p d s  on h e  voltage across the gate-to- 
source cnpacimr CgS, leading ro a value I > 1 under normal operaling ~onht io*  

Gntc 

Source 

FIGURE 11.2 Small-sipd q&dent for a G L ~ S  FET in ~e CO~OI I -SOW~ conW- 

ralion. 
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(where pofl 1 is at the gate. and port 2 is at #e drain). The  verse signal path, given 
by Slz, is due soleIy to h e  capacitance rVa As can be seen fkom the above data, this 
i s  typically a very small capacitor which can often be ignored in practice. In this case, 
Sjz = 0, and the device is said to be uniiaicmt. 

The equivalent cixuit model of Figure 1 1.3 can be used to de~errnine the upper 
frequency of operation for the transistor. The short-circuit current- gain. G:', is defined 
as h e  ratio of dmin to gate currenl when the output is shun-circuird. For h e  unilateral 
case. where Cgd is asumed to be zero. h s  cao be derived as 

The- upper frequency limit, f ~ .  is the kquency where the s?mrtcircuit current gain is 
unity, thus we have that 

h r  proper operation, the mnsistor must fx DC biased a1 an appropriate operating point. 
This depends on the application (low-noise, high-gain, high-power), the class of the 
a~nplifier (class A, class AB. claw B), and the type of transisrur (bipolar. FET, HBT, 
HEMT). Fisure 11% shows a typicd hrnily of DC l d ,  versus Vds curves for a GaAs 
FET. For low-noise design, the drain current i s  generally chosen to be about 15% of 
IdsS (rht saturated drain-to-source currsnr ). High-power circuits general1 y use higher 
values of drkn currenl. DC bias voltage musi be applied to the gate and drain, wihout 
disturbing the RF signal palhs. This can be bone as shown in Figure 11.3b, whch shows 
the biasing and bccoupling circuitry for a dual polarity supply. The RF chokes provide 
a wry 1 1 1 ~  DC resiStancc for biasing, and a very high impedance at RF frequencies 
EO prevent the microwave signal from being shorted by the bias supply. Si~nilarly, 

FTGLYRE 113 la) DC cha~acreristics of a GaAs FET, {h) biasing and decoupling for a 
GaAs PET. 
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the input and output decoupling capacitors block DC from the input and oulput 1- 
'''% while allowing passage of microwave signals- There are maoy other types of bias &cuils 

char pmvide compensalion for remperaturc and device variations, w d  that can wo& *fi 
single-polari ty power supplies. 

Microwave Bipolar Transistors 

Microwave bipolar transiston are usually of the npri iypc, and are often preferred 
over GaAs FETs at frequencies below 2 to 4 GHz because of Iupher gain md lowe. 
con. Bipolm wansistols are suhjeel to shot noise as well as thermal noise effects, 
their noise f gure is not as good as that of FETs. Figure 1 1.4 shows the conr;tmcrjon uf a 
typical silicun bipolar transistor. In conEast io h e  FET, the bipolar banlsistor i s  cumem 
driven, with the base currenl modulating ~ h c  collector current. The upper frcqueacy 1~ 
of rhe bipolar transistor is controlled prinlarily by the base length, which is on ~e 
of 0.1 pm. 

A small-sipna] - equivalen~ circuit model for a microwave bipolar tmnsistor is shorn 
in Figure 1 I .5 ,  Vor a common emit~cr configuration. The coinpunenis of this c i r c a  
along w i h  typical values, are listed bcluw: 

Rb (bilse resistance) = 7 C! 

& (equivalent ir resistance) = 1 I0 fl 
c, (equjvdent .ir capacitance) = 18 pF 

17, (collector cupacirmce) = 18 pF 

Raw Emit~cr  Rase 
1 I I I 

P base -0. pm 

-1.5 p m  

collector svbslrare Base 

l?lGb?IE 11 A (a) Cross section of a rnicmwave silicon bipolar tmsistur: (b)  lop view. s h o ~ n g  
base and emitter contacts. 

Base ColIecim TRwv{ 
Emitter 

~ G ~ l l - ~  Simplified hybrid-rt cqui\~dentcircuit larsmicrowave bipolar LraII5islori" 
Lbc 

curnmon emitter configurarion. 
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Observe that the transconductance is much higher than that of the GaAs FET, leading to 
higher power gain at Iower frequencies. The l a r~e r  capacitances in khc bipolar transistor 
model serve to reduce rhe gain at higher frcqusnoies. The model in Figure I 1 -5 is papular 
because of its sinlitarity to the FET equivalent circuit, b u ~  mme sophisticated equivalcnr 
circuits may be advantageous for use over wide frequency ranges [ I ] .  In addition, h s  
model does not include parasitic resislances and inductances due to t h ~  base and eminer 
leads. 

The equivalent circuit of Fi~urs I I .S em be used to estimate h e  u p r  frequency 
limit, J T .  where the short-circuit cutrcnt gczin is unity. The result is similar lo (hat fuund 
above for h e  FET: 

Figure 11.6a shows typical DC operating chxrtct~ristics for a bipolar transism-, As with 
the FET, the biasing point for a bipoIar wdrrsistor depends on the application and typc of 
~ransjstor. with low collector currcnts generaIly giviog the best noise f i p r e ,  and higher 
collector currents givinz the best power gain. Figure 11.6b shows a typical bias and 
decouplii~g cifcuit for a bipolar lransistur [bat requirrls ad) u single polsm'ty supply, 

FIGURE (a) DC characlkris~ics of a silicon bipolar transistor; (b) biasing and decoupling 
+ ~ t  for a bipular umsisror. 
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m2 - GAIN AND STABILITY 

lo this section we develop several expressions for h e  gain and stability of a genes 
two-port amplifier circuit in kerns of the S parameters uf the bansistor. These results 
will bt used in the following sections for mpi i  her and oscflator d e s i ~ ,  

Two-Port Power Gains 

Consider an arbiuary two-port network [S] connected LO sourn a d  load i m p a c e s  
Zs and ZL, respectiveIy, as shown in Figure 1 1.7. We will derive expressions for ~ r e e  
types of power gain in  lerms of the parameters of the two-port network and ae 
reflection coefficients, Ts md I-L, of the source and load. 

Power Gain = U = PL/E,, is the ratio of power dissipated in the load Zr; to ~e 
power delivered to he input of the two-port network. This gain is independent 
of Zs. although some active circuits are strongly dependent on Zs. 

r Aua3lable Gain = G-4 = P,,/F,, is rhe ratio of the power aurzilabk frm & 
TWO-port network to the power available frnm the source. This assumes conjug& 
matching of both the source and the load, and depends on Zs but not ZL. 
Transducer Power Gain = GT = PL/Pavs is the ratio of the power available 
from the two-port network to the power available from the source. This depends 
on both Zs and EL.  

These definitions dtffer primarily in tl~e way the sowce and load are matched to the 
two-port device; i f  the input and outpu~ are buth conjugately matched to the two-port 
hen  the gain is maximized and G = GA = Gr. 

With reference to Figure 11.7, the reflection coeffidmt seen looking toward 
lmd is 

while the reflection cmficient seen Imhiiag toward the s o w  is 

where Zn is (hc characteristic impedance reference for he S parameters of the two-p~fl 
network. 

FIGURE 11.7 A Ewt~port n W &  with general m m e  and load impdaace~. 



11.2 Gain and StabiIlty 607 

h gmad, the input impedanc~ of l!m tcminated two-pri network will be mjs- 
matched with a reflection coefficient given by Ti,, which can be determined using a 
signal flow graph (see Example 4,7), of by the fouowing aaalysis. Fmrn the definition 
of the $ parameters that 1<+ = ti-. w(: have 

Eliminating V; - ( 1 1.5a) aod solvdg fur v,- / v' gives 

where Zi, is the impedance seen lookmg into port I of rhe terminated network. Simnilarly. 
the refiecdon coefficient seen looking inlo port 2 of che network when port I is terminated 
by Zs i s  

By voltage division. 

Using 

from ( 1  1.6a) and solving for v,' in t e r n  of Vs gives 

?f peak values are assumed for all volrages. the average power delivered to the network is 

where ( 1  1.7) was used. The power delivered to the load is 

S ~ l v h g  far V =  from (1 13).  subslitut&g into (11.91, and using (1  1.7) gives 
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The power gain can ~hes  be expresssd as 

The power available fmm the source, E,,. is the maximum power ha t  be 
deljver~d ro the nerwork This occurs when ihe inpm impedance crf rhe teminaled 
network is mnjugately n~atched lo rhe source impedance, as discussed in Section 2.6. 
Thus. from ( I  i .XI, 

Similarly, the power available from the network, Pdr,. is rhe miximum power that can 
be delivered to the load. Thus, from 1 2  1.10), 

Jn 11 1.13). Ti, musl be evaluared for rL  = Til,,. From i l  1 .&), j1 can be shown hat 

which reduces ( 1  1.13) to 

Observe th r  PA,, and P, have been expressed in terms of the source voltage. Vs. 
which is independent of the input or load in~pedances. There would be confusion if 
these quantities were expressed in terms of IT:, since V: is different for each of 
calaularions of FL. P,,,, and Pa,. 

Using (1 1.14) and ( 1 1-12), the available power gain is then 

From ( 1 .10) and I 1 1.12), Ihe transducer power gain is 

A special case of the hmsducar powsr gain occurs when both the input and outp ul 

matched for zero reflection [in contrast to conjugate n~atching). Tl~en lTr. = TS 5 0, an* 
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(1i.16) reduces to 

I Another special case is the unilateral oansducer power gain, Grr?,  where S1l = O (m 
\ is negligibly s~nall). This nonreciprocal characterisric i s  comnlon to many practical 

amplifier circuits. From [I 1 ha), Ti ,  = S1 1 when Slz  = 0, so ( 1  I .  i6) gives the u n i l a t c d  
transducer gain as 

EXAMPLE 11.1 Comparison of Power Gain ~ ~ t i o n s  

A microwave transistor has the following S p m e t e r s  at 10 GHz, with a 50 0 
referenee impedarsce: 

The source impedance is Zs = 20 f2 and the load impedance js ZL = 30S1. 
Compute the p w e r  gain, the available gain, nod the umsducer power  din. 

Sn/rd?ior I 

From ( I 1 -4a.b) the rc Asction c ~ f f i c i e n  ts at the source and laad are 

From (1 l.6kb) the reflection coefficitrtrs seen lonkiog at the inpur and ouQu1 
of the terminated network are 
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Then from ( I I .  1 the power gain i s  

= 5.94. 
h m  (1 1.15) the available power gain is 

= 5.85, 

From (1 1.16) the transducer power gain is 

A single-stagc microwave transistor amplifier can be modeled by the circuit of Fig- 
ure 11.8, where a matching network is used on both sides of the transistor to transform 
[he inpu~ artd output impedance ZO to !he source and load impedances ZS and ZL. The 
most usefuf gain definirion for amplifier design is the bmsducer power gain of (1 1-16), 
which accounts for both murct: and load mismatch. Thus. from (1 1.16). we can define 
separate effective gain factors for the input (source) matchng network, the transistor 
itsdf, and the oulpur ( b a d )  matching network as fuUun~s: 

FIGURE 11.8 The hansistM BrnpMer circuit. 



11.2 Gain and StaMirp 81r 

mm h e  overall marzsducer pain is Gr = GsGoct. The effective gains fiom G.? and 
GL ~I-c? due to rbc impedance matching of the transistor to the impedance Zo. 

If the trmsistor is urdateralt so that S12 = 0 or i s  small enough to be ignored, hen 
(11.6) reduces to = Sir, rout = $2, and the unila~erd transducer gain reduces to 
GTu = GSGoGL, where 

The above results have been derived using the S parameters of the transjstw. b u ~  
it is possible to obtain alternative expsssions for gain in terms of the equivalent circuit 
pwameters .sf axe transistar. As an exampte. c~nsider the evaluation of h e  unilateral 
transducer gain for a conjugateIy GaAs FET using the equivalent circuit of 
Figure 11.2 (with Cyd = 0). TI\ conjugately match the transistor we choose source md 
load impedances a, shown in Figure 11.9- Setting tkz series source inductive reactance 
X = I,/{dC,,) will make Zi, = Z;, and setting the shunt load inductive susceptance 
B = -wCd3 wiU make Z,,, = 2;;  is effectively eliminates the reactive elements horn 
the FET equivalent circuit, Ben by voltage division l$. = Vs,i'(2jw&Cg,). and h e  gain 
can be easily evaluated as 

where the last step has been written in terms of the cutoff frequency, f ~ ,  from (11.2). 
This shows the interesting resule bar he gain of a conjugately matched FET amplifier 
drnps crff as 1 /f2, ar 6 dR per octave. A photograph of a Idmratory pratoLype G A S  
E T  amplifier is shown in Figure 1 1.10. 

Drain 

" 
~ M C C  

. . 

Zh 

H G W  ll.9 U t l i h t d  FET tquivdeflt circuit and stnrrct and load ~ ~ ~ ~ C n l 5  fot *t cd- 
culation of ~ l a t e r d  umsducsr power gain. 
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FIGURE 11.10 A two-stagc l%T xilpfifitr pristowpe, opSatlng at 1 A GHz. Note the && 
coils for h e  bias circuit. 
Pboio,qph c o w s g  of Mfilitccb Cmpotation, 5. k t f i e l d ,  Mass. 

Stability 

Next we must consider the stability o l  the ampLLtier, In the circuit of Figure 11.8. 
oscillado~l is possible if either the input or outpur pod impedance has a negative real 
part; this would then imply tlial 1 > I ar [i',,, 1 > 1. Because T, and r,,, depend on 
the source and Imd rnh~ching networks. the s~ability of the amplifier depends on rs and 
TI. as presenled by the marching networks. Thus. we define rwo types of stability: 

1. Unrondiiiunui sfahili8: The neiwork is uncondilionally stable if ]I', I < I and 
Ir,,l < I for dl passive source nod load impe~lanues (i.e., lrsl < 1 wd lrll i o. 

2. Condiriouui smbilig: The ne~aork  is conditionally stable if Fin[ < I and jr..tl ': 1 
only for a certain range of passive source and load impedances. This case is also 
refcrred €0 as potentially unstable. 

Note thal b e  stabilily condition of a network is frequency dependent, so that it is possible 
for an amplifier to bc stable at its design frequency but unstable at other frequencies- 

Applying rhe abeve requiremenrs h r  unconditional stability ro ( 1  1.6) gives the fold 
lowing conditions that must be satisfied by rs and r L  if the amplifier is to be mcondid 
tinnally stable: 
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he &vice is unilateral (Slz = 0)? these cunditims reduce to the simple results k t  
ISIl 1 < 1 and lSzzl < 1 are sufficient for uncnnditional stability. Otherwise, the in- 
qualities of (1 1.22) define a range of values far rs and r, where the amplifier will & 
stable. Finding  is range for rs and TL can be facilitated hy using the Smith chm, md 
pIotting the input and output srabi!i# circles. The stability circles are defined as the loci 
in the rL (or rS) plane for which ITi,] = 1 (nr \r,,,,l = 11. The stability circles then 
define the boundaries between stable mld potentially unstable regions of Ts and rL.  rs 
and TL must lie on the Smith chart (\rs < 1, !TL{ < 1 for passive matching networks). 

We can derivc the equation for the output stabiIity circle as follows (the pfocedure 
for the input stability circle is the same-just interchange $11 and Su). Firs1 use ( I  1.22a) 
to express the cundilion that IT,,] = I as 

Now define A (the dctemhmt of the scattering matrix) as 

Then we can write the above result as 

Now square both sides and simplify to obtain, 

Now complete the square by adding ISn - AS;, I"( 1' - [AIZl2 [O both sida~: 

In the complex r plane. an equation nf the form Ir - Cl = R represen& a circle with 
center at C (a complex number) and a radius I? (a real number). Thus, (1 1.27) defines 
the output stability circle wirh a center CL and radius RL, where 
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Similar results can be obtained for the input stability ~ircle by in te~~hangin~ sII  
S2Z: 

(Sll - AS&)* 
Cs = (center), 

~ S I I I ~  - IA12 

Given Iha S parameters of  the device, we can plot the input and ouipa stability 
circles to define where lrifil = 1 and lrWll = 1- On one side of the input stahilily circle 
we will have /I',,( < 1, while on the other side we will have /r..,/ > 1. Similarly. we 
will have jr;,) < I on one side of the output stability circle, and If;,] b 1 on the other 
side. So we now need to detcmLine which areas on the Smith chart represent h e  stable 
region, for which Iri,l < 1 and ]rouLI < I .  

Consider rhe output stahiIity circles plotted in the I'L plane for \S,,I < 1 and 
lSlll > 1. as shown in Figure I I . 1 1 .  If we set ZL = 20, then r~ = 0 and (11.22a) 
shows that \Pi,( = ISll 1- Now if [S,\ ( <. 1, then II'kl < 1 .  so I'L = 0 nlust be in g 
stable region. This means that the center of the Smith chart ITL = U) is in the stable 
regon, so dl of the Smith chart (IFL I < 1 )  that is exterior to the stability circle defines 
Ihe stable range for TL. This region is shaded in Figure E 1 .  I la. Alternatively, if we set 
ZIx = Za but have ISlr] > I ,  then IFi,] > 1 for rL = 0 and the center of the S ~ t h  
chart must be in an unstable =@on. In this case the stable region is the inside region of 
the stability circle that intersects the Smith chart, as Illustrated in Figurc 11.1 lb. Similar 
results apply to the input stability circle. 

If rhe device is unconditionally sbbk, the stability circles must be compIeteJy outside 
(or totally enclose) the Smith chart. We can state this result mathematically as 

If ]Si I 1 > 1 or 1.5'22 1 > 1, fit: amplifier cannot be unconditionally s~b1e becaug we 
can always have a source or load impedance of Zo leading to rs = O or rL = 0. thus 
causing iri,l > I or Ir,,i > 1. 

Alternatively, i t  can be &own thai the amplifier will be uncooditionally stable if h e  
following necessary and sufficient conditions are met: 

and 

We can prove h s  result by starting with the hequalities of (1 1.22). If the amplifier is 
to be unc~uditionally stable, the first condition that must be met is, from (1  1.22ah 
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FIGURE 11.11 Qutput stability circles fqr q gmditiondy stable device. (a)  ISsl 1 < I. 
@I ',S\jI 1. 

for dl (rL 1 < I. This inquality can be rewritten as 

Now let TI, = JrL It?'; albwable vaIues of I' fcr a passive load and matching network 
must lie within h e  unir circle defined by IFL) = I. The lactor - S22FL) maps this 
circle into a nevi circle with a center at I /(I-  (SII~" and a radius of [S221/(1 - \Sul2). 
This can be seen by s e ~ i n g  = 1 and writing this factor as 

and notirlg that the maximum and minimum excursions of this factor occur for Q = 0 and 
x, respectively. and are given as 1 /'(1 - () and 1 /(I + /mS2z I), respectively+ The center 
of ~e uirclc is then ihc average of thcsc values. 1/2 [I /(I - jS2?j) + 1 /(I + /S22\)] = 
I/(I - (&('I while rhe radius is given by haw the difference: I /2 [I  / (I  - - I / 
(1 + (Sp2j)] = / 5 ' 2 ~ ( / ( l  - )522/2). Thus we have that I / (  i - s22dB) = l / ( I  - IS22j2) + 
[Is2zl.3'?/ (1 - 15;2123. 

Using ths  result allows us tr, rewrite (1 1.33) as 

which must m e  for all values of thc angle, zp. The left-hand side is m i m u m  for 
that value of #) that makes the phase angles of the two terns identicaI, so 1 1 1,34) can 
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be simplified to 

Squaring both sides of this inequality and simplifying gives 

Using thr result h a t  AS;,S;, + +*Sr2&1 = J21S2212 - /&&I 1' - (A(' then gives 

which is idenlical to h e  condition stared in (1 1.3 1). Since K remains unchanged &r 
an interchange of Sll and $2. we can conclude that (1  1.31) applies to IrMI,I < 1, 
well as /ria/ < 1. 

Nexr. the dght-hand side of ( I  1.35) indicates that, 

and the corresponding result obtained fmm (1 1.22b) is 

Adding these two inequalities gives 

Fmm the triangle inequality we h w  hat 

so the above result can be reduced to 

which is identical to (1  1 -32). Thus, we have shown that a two-port network will be 
unconditionally stable if and only if h' > 1 and \A]  < 1. 

If h e  device is only conditionally stable, operating points for rs and r c  musf 
be chosen in the stable region, and it is gnod practice to check he stability at several 
kequencies near the design frequency, Lf it is possible to accepr a design with less 
maimurn  gain, the transistor can usually be ma& to be u o c o n d i t i d y  stable by usiQ 
resistive loading 121. 

B k l e  the K - A  test of ( 1  1.3 1 &(I 1 -32) is a mathematically rigorous condition fcb 
unconditional stabifity, it cannot be used edo compare rhe relative stability of two 
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more devices since i t  involves constraints on [WO parameters. Recently. however, a new 
criterion has been derived that combines rhe K-A parameters into a test invoIving only 
a single parameter, p. The derivation of th~s  criteria is  suaighlforwa-d. but lengthy. so 
we refer tk reader to the likerawre [€I], and present only the result for uncandiuonal 
stabili~: 

Thus, if t i  > 1 ,  h e  device is nncondstionalIy stable. In addition, it can be said that larger 
values of p imply wa te r  stability. 

EXAMPLE 11.2 Transistor Stability 

The S parameters for ~e HP HHZT- 102 GaAs FET at 2 GHz with a bias volkge 
1 Vi, = O are given as f o k w s  {ZI, = 50 9); 

Determine the stability af this transistor by calculating K and Jb[, md plot the 
stability circIes. 

SaIlrr 
From ( 1 1.3 1 ) and (1 1.24) we compute K and 1 A 1 as 

We have ]A1 = 0.696 < I ,  bur K < I ,  so the device is potentialIy unstable. 
The centers and radii of the stability circles are given by (1 1.28) and (1 1.29): 
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FIGURE I 1.12 Stability circles for Exampls 1 1.2. 

d a ~  ~311 be used to pl~l ~C hput and oulput stability rircies. as shown 
in Figur. 11.12. Since lSlll *: 1 and ( & I  < I .  [he central part of the Smith 
chart rep~sents  the stable operating reeion for rs and rL. me unstable regions 
are darkened. Equation (1 1.38) gives fi = 0.86 for this device. 0 

Design for Maximum Gain (Conjugate Matching) 

After h e  stability of the vansisror h q  becn dcmrmked, a& the stable regions fa:, 
rs and rr, have ken located on the Smith chm, input sectiom:: 
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can be designed. Since Go of (1 1.19b) is fixed for a 9ven bansistor. the averdl gain 
or the amplifier wiIl be controlled by the gains, Gs and GL. of  he marching sections. 
Maximum gain will be realized when these sections provide n conjugate match between 
the ampIi fier snurce w load impedance and the mnsistor. Because most transistors appea  
a a significant impedance mismatch {barge ISl \ and S_ ?21 '1 lhc  resuiling frequency 
response will he nanowbmd. In the next section we will drscuss how LO desigil for 
less than maximum gain, with a corresponding improvement in bmbwidth. Broadband 
amplifier design will be discussed in Section 1 1.4, 

With reference to Figure 11.3 and our discussion in Section 2.h on conjugate 
in~pedaace matching, we h o w  that maximum power transfer from the inpul m t c h g  
nerwork to the transistor will occur when 

and the maximum power transfer from the transistor to the oufpu t matching network will 
occur when 

Then. assuming lossless matching sections, hese conditions will maximize the overall 
transducer gain. From ( ' 1  1.16), t h i s  maximum gain will be given by 

In the general case with a bilateral mansistor, Ti, is affected by rout, m d  vice versa, 
so that the input and output sections musr be matched sinlultaneously, Using (1 1.39) in 
(1 1.6) gives the necessary equations: 

We can solve for rs by first rewriting these cquatims as follows: 

rs = s;, + s;, 
i /r; - ST, -- ? 

where- A = SI~Szz - S13S21. Substituting this expression for Tt i n ~ o  the mpressimfm 
rs and expanding gives 
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Uriog the resull that A(S;,SS,-SkS;,) = 1AI2 atlows l h i s  to be rewritmi as a quadratk 
equadan for Ts: 

Similarly, the solution fur TL can be written as 

The variables C1, B2. C2 are defined as 

The results are much simpler for the unilateral case. When XI I = 0, ( 1 1 -4 1 shows 
Fa = Srl and Tr. = S,;, and then maximum transducer gain of ( 1  1-40] reduces ia 

EXAMPLE 11.3 Conjugately Marched Amplifier Design 

Design an amplifier for maximum gain at 4.0 GHz using single-stub matching 
secrions. Calculate and plot the input return loss and the gain from 3 to 5 GHz. 
The G d s  FET has h e  following S parameters (Zn = 5Ofl ) :  

Sol~ti0~1 
We h t  check the stability of the m i s t o r  by calculating A and K at 4.0 G m :  
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Since lA/ < 1 and > I .  the transistor is unconditinnally stable a1 4.0 GH2. 
There is no need to plat h e  stabiiity circles. 

For maximum gain. we should design lfie ma~ching sections for a conjugate 
milch lo h e  transistor. Thus, rs = F:, and TL = r:,,,, and rs, Tr can be 
derern~ined from { I  1.43): 

Then the effective gain factors of ( 1 \.  18) can be calculated as 

So the r~vsral! transdilc-cr gair~ will be 

The marching nerworks can easily be detem~ined using  he Sinith chaa. For 
the input matching section. we first pIo~ r,.. as shrsrvn in Figurc 1 1.1 3a. The 
impedance, Zs .  represented by h i s  rcllcction cr!cFRcisn~ is ft7c irnpedancc seen 
looking into  he rnatcl~ing secllinn towxd the source impedance. Xu. Thus, the 
matching section must ti.ansri>mi Zo to the impedance Zs. There are several 
ways of doing this. but we will use an open-uircui~cd sllunl stub Folli~wcd by 
a length of line. Thu? we convert m the non~~alized admittance MI. and work 
backward (io~vard lhe laad on [he Smith char11 to lind t h a ~  a line of length 
0.12(3,1 will bring us Lo the 1 + j h  circle. Then we sce tha~ the r.equircd stub 
admittance is +.j3.5. for rn open-ciicuited stub lengh nf 0.2O6X. A similar 
prnucdurc gives a line length of 1).104X and u stub lcng~h CIS 0.21>6)1 for the 
output  latching circuit. 

f l ~ c  final amplifier E ~ ~ C U ~ I  is shown in Figure I I. L3b. This circuil ugly 
shnws [he RF components: the amplifier will also require some bias circuitry. 
The return loss and gain were calculated 11siny a CAD piirkage. inrcrpdating 
the necessary S parameters from the rable given abovc. Tlze results x e  plotted 
in  Figure 11.13~. and show fie e x ~ c t c d  gain of 16.7 dB a1 4.0 GHz. wich a 
very g o d  rctum loss. The bandwidth where the gaia drops by I dB is about 
2.5%. 0 
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FIGURE 1 1.13 Circuit design and frequency response for the transistor amplifier of Ex- 
ample 11.3. (a) Smith chart for che design of the input matching networkb 

Constant Gain Circles and Design far Specified Gain 
(Unilateral Device) 

In many cases it is preferable to design for less than the maximum obtainable gaia 
improve bandwidth or to obtain a spcci lc  value of ampiificr gain. This can dpd 

by designing ihe inpur and oulput matching sections to have less than maximum w" 
. m in other words, mismatches are purposely introduced to reduce the overall gm* 

design procedure is facilitated by plotting constnrrr goin circles on the Smith chd '' 
represcot loci uf Ts and that give fixed values of gain (Gs and Gr). TO S ~ P *  
our discussion, we will only neat the case of a uililareral device; h e  more general case 

of a bilateral device must sometime.$ be c n n s i d e ~ d  in practice and is d i s c u ~ ~ ~ d  i" detalL 
in references I 1, [2], and 131. 
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FICUm 11.13 Continued. 16) RF circuit. (c) Frequency respbnse. 

In m a y  practical caes  ISlz 1 is small enough tn be ignored, and rhe device can [hen 
be assumed to be unitaterd. This simplifies the design procedure. The t m r  in 
rhe ma~sducer gain caused by approximating lSrz1 as zero is given by the ratin GT/GTV. 
It can be shown that this ratio is bounded by 

where U is dcfined as the IrnilateuaC fig~uc C r f ~ l ~ r i ,  

Usually an emr af a few tenths of a or less justifies the unilateral assumption. 
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The expression for Gs and GL for the unililleral case are given by (1 12h 
(1 1.20c); 1 aQd 

mese gins arc maximized when = Si, and rL = ,!. resulting in the maximum 
values given by 

Now d e h e  normalized gain factors g~ ind g~ as 

Then we havc that 0 5 g s  5 1, and 0 5 ,qL < 1. 
For fixed values of gs and gl; , 1 1 1.49) represents circles in the rs or f plane. To 

show this. cansidcr { 11 .@a). which can be exprznded (G give 

Now add (g$S1 1 lz)/[l - (1 - gs)lSil ('1' to both sides to complete h e  upare: 

which is the eqzlation nf a circle with its center and radius given by 
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rPhe results for the cansmt gain circles uf h e  output wctioa can be s h ~ w n  to be, 

The centers of each family 01: circles lie aiung straight lines give by the angle of S;i 
or S52. Note that when ys (or gL) = 1 lmaxilnum gain), the radius X s  (or RL)  = 0, 
and the center reduces to STl (or S&), as expected. Also. it  can be shown that the 0 dB 
nain circlcs (Gs = 1 or GL = 1 )  wili always pass through he center of the Smith chart. 47  

These results can be uscd to plot a family nf circles of constant gain for the input a d  
ourput sections. Then Ts and rL  can be chr~sen along these circles 10 provide the desked 
gains. The choices for Fs and TL xi3 no1 unique. bul 11 makes sense ro choose points 
claw to the center of the Smith chart to minimize h e  wis~natch and thus maximize the 
bandwidth. Al~ernatively. as we will see in the next section. h e  input network mismatch 
can be chosen to provide a bw-noise design. 

EXAMPLE 11.4 AmpliGer Design for Specaed Gain 

Design m amplifier to have a gain of I 1 rlB ar 4.0 G W .  Plot constant gain 
I circles For Gs = 2 dB and 3 dB. and GL = 0 dl3 and 1 dB. Calculate and plot 

the input return loss and overaIl amplifier gain h m  3 to 5 GHz. The FET has 
thc following S parameters [Zn = 50 n): 

Sollrtion 
Since = 0 and ISl 1 < 1 and ISzz 1 < 1. the mansistor is unilateral and un- 
conditionally stabIe, From CIi.48) we calculate the minzurn matching section 
gains as 
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so the rn-m unila~rd eansducer gain i s  

GrcTm, = 3.6 + 1.9 + 8-0 = 13.5 dB. 

Thus we have 2.5 dB more gain than is required by tht specifications. 
We use ( 1 1.49). ( I 1 -52). and (1 1.53) to calculate rhe following dam for he 

constant gain ~ircles: 

The mnstant gain M e s  are shown in Figure 1 1 .14a. We choose Gs -- 2 dg 

FEURE 11.14 C i c u i  d&gn and frequency response for h e  -sinor amptifier of 8" 
ample 11.4- (a) Constant gain circles. 
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and GL = 1 dB, for an overall amplifier gain of 1 1 dB. Then we select Ts 
and r~ along these circles as shown, to rninirnize the d i s ~ n c e  horn the center 
of the chart ( h s  places Fs and rL along the radial lines at 120" and 70°, 
respectively). Thus, r3 = 0 . 3 3 m 0  and TL = 0.221ZY0, and the matching 
networks can be designed using shunt stubs as in Exmple 1 I .3. 

The final amplifier circuit is shown in Figure 1 1.14b. The response was 
calculated using CAD software, with interpolation of the given S parameter 
data. The results are shown in  Figure 1 1.14~. where it i s  seen h e  desircd gain 
af 2 L1 dB ettiet.ed at 4.0 G&. The bndwtddz oter which dre gain varies b y  
I1 dB or Ies~ is about 259, which is considerably better than the bandwidrh 
of l he  maximum gain design Example 11.3. The return loss, however, is not 
very good, being only a b m  5 dB at Viit deign frequency, This is due to 
the deliberate mismatch introduced into the matching sections to achieve the 
specified gain, 0 
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LOW-Noise Amplifier Design 

Resides stability md gab. allorher important design consideration for a microw 
avc amplifier is itb noise fisure. In receiver applica~ions especially. i t  is often required 
ave 

a pre;lmplitier with as Low a noise fip~ as possible since, as saw in Section 10 - I b e  lirst sla&c of receiver front 2nd has the dominanl effect on the noise pcrsrmm 
c€! 

of the overall systein. Generally it is not possible to obtain both minimum noise figure 
md maximum gain for an amplifier, so some sort of compmmise musr be made- nis 
can be done using consuant gain circles and rlin.ks of con.~iflnf ~ i o i ~ ~ ; ~ ~ ~ ~ ~  to select 
a usable trade-off bctu~sen noise figure and gain. Here we will derive rhe equa~olionr 
for constant noise figure circles. md show how they are used in -siblor amplifier 
design. 

As derived in references 141 and [5],  the noise figwe of a two-pa amplifier. can be 
expressed as 

l'> = G ,  + Bs = source abiuance  presented to transistor. 

I'.,,, = optimum source admittance that results in miilirnum noise figure. 

Fw, = minimum noise figure of transistor, attained when Ys = Y,,,. 
ffiv = equivalent noise resistance of transis tor. 

Gs =real paa of source admittance. 

Ja-slead uf lbp ~~JI~IJFDEP JTY 3&, we ~ r n  USE ~ h r  redecljrn c&.~imfs Ts and roruj 
where 

rs i s  the sfiurce reflcclion coeficient defined i n  Figure 11.8. The quabtiries rflr 
and R.v are characteristics o f  ihr particular transistor being used. and ;ve called h e  flfliqe 

Pflniniefers of the device: they may be given by the manufacturer, or measured. 
Using ( 1  1.55). the quantity 1% - Yap, l2 can be expressed in  remls of Ts a d  rq: 
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~ s h g  the% results in {I  1.54) giva  the naise figme as 

For a fixed noise fiwre, F, we can show that rhis result defines a circle in the rs 
plane. Firsr definc the noise ,figure ,13crr.un1cter, X ,  as 

which i s  a constanr, fnr a given noise figure and set of noise parameters. Then rewrite 
(11.59) as 

Now add \fTIj2/(~ + L)' to bolh sides to complete the square to obtsio 

This result defines chis of coastant noise fip witb cenress al - 
1 opt CF = - 

i v+ l l  

and radii af 

EXAMPLE 11.5 Low-Noise Amplifier Ddigu 

A GaAs FET is biased I'crr minin~urn noise fibwe. arid has the following S pa- 
ramems and noise parameters at 4 GH2 (& = 5012): Sll = fl.640. = 
1.9&0, Stz = o.os&~, SU = 0 . 5 - 6 0 ~ ;  8'- = 1.6dB,rq = 0.62/', 
RAT = 220 fl. For dtsign purposes, assume rhe device is unilateral. and calculate 
Lhe maximum error in GI. resulting fron~ rhis assumption. Then design an am- 
plifier having a 2.1) dB noise figure with the rnaxirnunl gain that is  compatible 
with this noise figure. 

Su/rrriurl 
We rust compute the unilateral figure of merit from 11 1.471: 
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where GT and GTLi ~e now 4 dB. Thus, we should ~XPEZC less than about 
LQ.5 dB emr irr gain. 

Next, wc use (1  1.59) and (1 1.61) to  compute the center aud r~dius of the 
2 dl3 noise figure circle: 

This noise figure chit is plotted in Figure 11.15a. Minimum noise figure 
(F- = I .6 dB) occurs for Ts = T,, = 0 . 6 2 ~ m " .  

Next we calculate dam for severid input section constant g i n  circles. Prom 
(1 1.521, 

These circles are also plotted in Figure 11 -15a. We see chllt the Gs =. 1.7 
gain ckc le just intersects the F = 2 dB noise figure circle. and that any hkhw 
gain will mnh in a worst mjse fipre. From the Smith chm fhe optimum 
solution is then r,- = 0.53mw, yielding Gs = 1.7 dB and F = 2.0 dB- 

For the ooulpu~ section we choose FL = % = 0.,5.&O f~a- a a ~ i m m  
GL of 

G L  = 
1 

= 1.33 =. 1.25 dB. 
1 - /52212 

The transistor gain is 

Go = (311 1' - 3.61 = 5.58 dB. 
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0.226 A 
I sun  I -4 

C 0.136A = 51) 6 1  
I r r  - - * 

- - - 

FIGURE 11.15 Circuit design for the transistor amplifier of Examplc 11.5. (a) Constan1 
gain and noise figure circles. (b) RF circuit. 
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SO the overall Bmsducer gain will be 

A complete AC circuit for lhe amplifier. using open-circuited shunt 
in 

h e  matching secrions, i s  sh~\cTs in  Figure I1.iSb. A computer analysis of the 
circuit gave a gain of 8.36 dB. Q 

m4 BROADBAND TRANSISTOR AMPLIFIER DESIGN 

Tbe ideal micmwave amplifier would have conslant gain a d  good i n p u ~  matching 
over the desired frequency bandwidth. As ihe examples of the last section have shown, 
conjugate tnatching will give r n a F h u r n  gain only over a relatively narrow handwid*, 
while designing for less than maximun~ gain will improve the gain band wid^, but the 
input and output ports of the amplifier will lx poorly matched, These problem a 
priinarily a result of the fact that microwave Lransi~tors typically are not well marched to 
50 12. and large impedance mismatches a c  governed by the Bode-Fano gain-bandwidth 
criterion discutscd in Section 5.9. Another factor is that ISz1 ( decreases with frequency 
at thc rate of 6 dgluctave. For these reasons. special considerarioa must be given to 
h e  problem of designing broadband amplifiers. Some of the common q p r o a c h s  lo 
this pmblem are liskd below; note i n  each case that an improvement in bandwidth is 
achieved only at the expense of gain, complexity, or similar factors, 

Compnsated matching nctworks: Input and output matching sections can be 
designed to compensate for the gain rollofF in 1. but generally at the expense 
of the input and outpcrc match. 
Resistive matching networks: Good inpu~ and output matching can be obtained by 
USLI~ resistive matching networks, with a corresponding loss in gain md increase 
in noise figure. 
Negative feedback: Negative feedback can be used to RatLen the gain response 
of ihc rrmsistar, improve the input  and rllrlput match. 34d impmve the st;lbifi~~ 
of the device. Amplifier bandwidths i n  excess of a decade are possible with this 
melhad. at the expense orsf gain and noise figure. 
Balanced amplifiers: Two anlplifisrs having 90' muplen at their input ~d outPuL 
can provide good marching over an wtave bandwidth. or more. The gain is equal 

hat  of 3 single amplifier, however, and [he &sip requires two trmsist~rs and 
twice 111e DC power. 
Distributed amplifiers: Several transistors are cascaded together along a tmsmis- 
sion line, giving good gain. matching, and noise figure over a wide bandwidth 
The circuit is large, and dues not givc as much gain as a cascade amplifierwi* 
the same number of stages. 

h l o ~  we discuss in detail he operation of balanced and distributed ~ p l i f i a .  

Balanced Amplifiers 

Ar we saw in Example 11.4, a fairly Bat g i n  m p ~ s c  be ohrained if *' 
amplifier is dcsigned for less than maximum bllr he input and o u ~ u k  

will 
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90" YO' 
hybrid ?B hybrid 

'UU4 
- 

FIGLTRE 11.1 6 -4 hdmccd amp11 fiet using 90" hybrid co~plers. 

be poor. The balanced amplifier circuit solves [his pmhlem by using two 90" couplers 
to cancel input and output refections from nvo idenbud amplifiers. The basic circuit of 
a balmced a~nplifier is shown in Figure. 1 1.16. The first 90' hybrid uoupiar divides the 
input signal inro twr, equal-arnpli~ude components with a 90" phase difference. which 
drive the two amplifiers. The secorld coupler recombines the amplifier nutputs. Because 
of  he phasing properties of thc hybrid coupler, reflecrions rroln the amplifier inputs 
cancel at the input to the hybrid, resulting in  m improved impedance match; a similar 
effect occurs at the output of the balanced amplifier. The gain bandwidth is not improved 
over that nf the single amplifie1- sections. This type of circuit is more complex than a 
single-stage amplifier since it requires wr, hybrid couplers and two separate ampiifier 
sections. but it has a number of interesting advantages: 

The individual amplifier stages can be oprimized for gain flatness or noise figure, 
withaul comern for input and outpu~ matching. 
Reflections are absorbed in the coupler terminations, improving inputloutput match- 
ing as well as the stabih~y of the individual amplifiers. 
The circuit provides a graceful degradation of a -6 dB loss in gain if a single 
ampIj fier scc tion fails. 

a Bandwidth can be an octave or more. primarily limited by the bandwidth of the 
coupler. 

In pracrice, balanced MMIC art~plif~ers often use couplers, which are broadband 
and very con lp~ t ,  but quadrature hybrids and Wiikinson power dividers (with an extra 
90Q Line on one arm) can also be used. 

If we assumt ideal hybrid couplers, then with reference to Figure 1 t .I6 he voltages 
incident ar h e  amplifiers can be wrimn as 

lrere I-;' is thk incident input voltage. Then the output voltage c8n be found as 
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where (I 1.62) was used. Then we can write as 

which shows &at the overall gain of the balanced amplifier i s  the average of 
hdividual 

amplifier voltage gains. 
Thc rota1 reflected voltage at the input can be written as 

Then we can write SI 1 s 

If thc ampl i f i e~s  are identicid then GA = GB and rd+ = rs, md (1 1 .dB) shows 
Sll = 0, and ( 1  1 .MI shows &at the gain of the balanced amplifier will be the same as 
the gain of an individual amplifier. If one ampliflcr fails, the overall gain will drop by 
h dB, with the remaining power lost i n  the coupler terminations. It can dsa be shnwn 
that the noise figure of the halanced amplifier is F = (FA + FB)/2 ,  where FA and Fa 
are tl~e noise figures of the individual amplifiers, 

EXAMPLE 11.6 Performance and Optilnizatiox~ of a Balanced Amplifier 

Use thc amplifier of Example 11.4 in a balanced amplifier configuralion oper- 
a[ing fmm 3 to 5 GHz. &e quadrature hybrids, and piot rhe gain and return 
loss over this frequency range. Using mierowavc CAD software. optimize tbe 
amplifier matching networks to give 10 dB gain over this band. 

Su/uiiatl 

The amplifier of Exmplc 11.4 was designed for a gain 1 1  dB at 4 GWt. As 
s~vfl from Figwe 1 1 . 1 4 ~ .  [he gain varies by a fevv dl3 From 3 to 5 GHz, and 
the ~Eurn loss is no better than 5 dB. We can detign a quabrame hyb id  
according to the discussicjn in Section 7.5, to have a center Frequency of 4 f3-L~- 
Then the balanced anplifiier configura~ion of Figure i 1.16 can be modeid using 
a microwave CAD package. with the results shown in Figurc 11.17. Note 
the drm~~at ic in~pruvcmeot in return loss over the band, as compared with be 
resuit for the original amplifier in Figure 1 1 . 1 4 ~ .  The input rnatchmg is at 

4 GHz since this was the design frequency of the coupler; a coupler with hfla 
bandwidth will give improved results at the band edges. Also observe that the 
eain at 4 GHz is still 1 I dB, and hat it  drops by a few d3 at the band edges- + 

Most r n o h  microwave CAD softwarc packages have an ophmkation 
feature with which a small set of design variables can be adjusted to Oplimize 
a particular performance variable. In h e  present example. we will reduce 
gain specification to 10 dB, and allow the CAD softwve adjust the four 
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I -  Before optimization I I --- After uprimizatinn G+F I 

FIGLIRE 11.17 Gain and return loss, before and &r optimization, For the bdanced am- 
plifier of Example 1 L -6. 

~ransmission Iine stub and line lengths in the amplifier circuit of Figure 1 1.14b 
to g v e  h e  best f it  to this gain over the frequency range 3 to 5 GHz. Borh 
arnpjifiers in the balanced circuir remain Identical, so we shouId still see the 
improved in pur matching. 

The results of this optimization are shown in Figure 11.17, where it can be 
seen that the gain response is much Batter over the operating band. The input 
maah is still very gmd in the vicinity of the center frequency, with a slightly 
worse result at the low-Frequency end+ The optimized stub and line lengths for 
tlw ampEXer matching networks are listed below: 

Matching Network Be €we After 
Paramerer Optimization Opfimiration 

Input section stub lengh 0.100X 0. tWh 
1npu1 seccion line Length 0.179X 0.1 l3.A 
Output =[ion line Icngrh 0.045 X 0.134X 
Output sectinn stub length U.432A -0.441A 

These reprcsenr fairly small deviations from the lenms in the original matching 
networks. 0 

Distributed Amplifiers 

The concept of the distributed amplifier dates back to h e  1940s [ I ] ,  when i t  was used 
in the design of broadband vacuum tube amp1ilic1.s. With recent advances in microwave 
integrated circuir and device processing cechndrsgy. rhe distributed amplifier has found 
new applications in braadband microwarre amplifiers. Bandwidths in excess of a dccade 
are possible, with good input and output rnaEching, Distributed amplifiers are not capable 
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FIGITRE 11.18 Canfigwarion of an 1V-stage distributed amplifier. 

of very high gains or very low noise figure, however, and generalIy are larger sb 
h8n an amplilier having uonipwabls gah over a nmowcr handwid&. 

The basic confi$uration of a microwave diislributed a~llplifier is shown in Fig- 
urc 11.18. A c;zscadc uf -3- identical FETs have their gates connected to a t r a s ~ s -  
sion line having a rharacteristic impedance Z,, with a spacing of tg. wUr: he & ~ s  
arc cannecred to a transmission line of characteristic impedance Zs, w i ~  a spacbg 
/ . I d .  The operntion of thc distributed amplifier is very similar to that of the multihole 
waveguide coupler discussed in Seclion 7.4. The input signat propagates down Ihe gate 
line. with each FET tapping off some of h e  input power. The amplified output sign& 
from the FETs foml a traveling wave o n  the d n i n  line. Tile prt~pagation constants and 
lengths of the gate and drain lines are chosen for constructive phasing of the output 
bgnals. and the termination impedances on the lines serve to absorb waves traveling 
in the reverse directions. The gate and drain capaci~nnrcs c,f the FET effectively be- 
come part of the gate and drain ~l'ansmission lines, whilc the gate azd drain resistances 
introduce loss on these lines. Thks type of circuit is also known as a traveling wave 
mplificr. 

Here we will analyze b e  distributed amplifier in terms of the Ioaded gate and 
Lransinission lines 171, although it is also possible to apply the concept of image parm- 
cters 1.81. or to simply use CAD snftwilrc. An iinalyiicaf neatment has the advanrage of 
illustrating the underlying principles of openlion of the amplifier, while the nunleical 
CAD approach is recommended for better accuracy a d  optinkation capabilities. 

The fint step in the andyris of the dislributed amplifier io to employ h e  milafd 
e-rd (Gd = 0) version of Lhe FET equivalent circllit of Figure 1 1  -2 lo decompose ihC 
circuit of Figm 1 1.18 into separate loaded transmission tines for the gale and draur 
terminals. These are shown in Figures 11-19 and 11.20. The gale and chain mnsmis- 
si0n hnes are typically micmsrrip; the gmund conductors are no1 shown in Figure ll-'& 
b u ~  hq are in Figures I 1.19 and 1 120. The gate and drain lines are isolated except 
for the coupling thmugl~ the dependent current sources. where = grnvrn and are 
matched at bolh ends. Figures 1 1.1 9b and 1 1.2Oh show thc equivalent circuits a 

single uoit e l l  horn the gate and drain lines, respectively. Lo a d  Cg are ihs 
L a d  lance and capacitmce per unit length ol h e  gate transmission line. while . 

(7,, /(, represent the equivalenl per unit lenglh loading due lo h e  FET input ?."- 
tmce Q and gate-to-sours~ capilchance C,.. Similar definitions apply to the quonu'les 

LJ, Cd, Bdskd, and Cd.,/& for the drain tine. Thus we have taken the lumped lo' dias 
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- 
Unit czll 

In) 

FIGURE 1 f .I9 (a) Transmission line ~ i ~ u i t  for the gate line af the distrjbutd ampuy,  
(b) equivalent circuit of a siflgle unit cell of the gate line. 

of each WT and distributed its circuit parameters ovcr the t~~msp-tissic~n lines ~f each 
unit cell. This approximation is generally valid when the electrical lengtl~s of the unit 
cells are small. 

We can now usc hasic rransr~lissinn line theory ro find the: effective chw~cteristic 
impedance and propdgacion constants of the @te and drain lines. For the gate line. the 

1 = C 
Unit cell 

FIGURE 1120 (a) Transmis~ion llnz circuit for the drain line nf tbc Jislributed ampliliec 
~ i v a l e n t  circuit nf a single unit cell d the hain l ine  
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k e s  impedance and shunt admiteance per unit length can be written as 

IF we assume that loss can be n e g h d  for the &ulati~n of c h a r ~ ~ t e r i ~ ~ ~  impedang 
as discussed in Section 2.7. then we have 

For the calculation of the pr~pagation constant we retain the resistive tern, since &s 
will lead ta attenuation: 

If we assume small loss, such that w&Cg, << 1. then the above muIt can be simplified 
as follows: 

Far the brain line, the series impedance and shunt admittance per unit len@ axe 

The characteristic impedmce of thic drain line can be written as 

and the propagalion canstant can be simplified using the small loss a~roximation 
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 or an incident input voltage, V,, the voltage on the gate-to-source wpacimce of 
the nth FET can be written as 

for a phase reference at the first F@T. The factor in  parentheses in 111.73) accounts 
for ~ 0 l b g e  division between R, and Cg,; for typical FTT parameters dR,C,, << I ,  
st, this factor can be approximated as unity over the bandwidh of the amplifier. The 
oulput current on l h e  drdin line can be Found by recagnizhg that each current generator 
contributes waves of the form - 4 Id,,ek"" iri each dkctiun. Since = gm V&. thc 
tmd output current at the Nlh re-nal of h e  drain line is 

The terms in the summation will add in phase only when fig!, = 8d-&, so that the phase 
delays on the gate and drain lines are synchronized. There is also a backward traveling 
waxre curnponent on the drain line, bur the individual contributions to h s  wave wifI not 
be in phase the residual will bc absorbed in rhe terminatinn Zd. Using the summation 
formula hat  

allows ( 1  1.74) to be simplified as follows: 

For matched input and output ports, h e  amplifier gain caa hen be calculated as 

Applying the synchronizati~n condition that !3gC, = d e w s  this result to be further 
simplified to 

U the losses are small, ihe denamina~or in  ( 1  1 -77) can be appmximated as (a,kg - ad&). 
Several interesting aspects of the distributed amplifier can k deduced from the gain 

expression of (1 I -77). For the ideal czse of a lossless amplifier, the gain reduces to 
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showing thal gain increases as N?. This is in contrast to the gain of cawad= ot 
N amplifier srages, which increases as (GLV 1". When 105s is present, (1 1-77] shows 
h e  gain of a distribu~sd amplifier approaches zero as N - X. Tlus surprising behavior 
is explained by the fact that the input voltage on h e  gate line exponentially, , 
h e  at the end of the amplifier receive no inpu~ signal: similarly. [he amplified 
sigod~ from the FETs near the beginning of the amplifier are attenuated ahng ihe drain 
line. The multiplicative increase in gain with N is not enough to cornpensate for an 
exponcnsial dccay for large N. This implies that. for a given set of FET paample, 
there be an optimum value of Y chat maxilni7.e~ pain OF a distributed amplifier: 
This catl be found by differentiating ( 1  1.77) with respect to N, and setting the result to 
zero to obtain 

This resutr depends on frequency. thc psarneters of the F a ,  and the 1he lengfis 
kough the atr.enuation constants given in I I 1-69] and (1 1.72). 

E X A W i E  1 1.7 Distributed Amplifier Pedurmanw 

Use ( 1 I. 77) r o calculate thz gain of a disui ba led ~ p l i f i e r  fmm Z $0 IS GHz, for 
N = 2. 4. 8. and 16 stages. Assume Zd = Zg = ZI1 = 50 0, and the following 
FET parameters: Ri = 100, Rd, = 300 0: C,, = 0.27 pF. and g, = 35 mS. 
Find the optimum value of N that will give maximum gain at 16 GHz. 

Sol~fib?~ 
We use (11.69) and ( 1  1.72) to evaluate the attenuation constants fi, and cv,r. 
and then compute h e  gain vvcrsus frequency and A' using (1  1.77). Note that the 
producw age, and ad& are independznt of e, and td: 

The rrsuits are shown in  Figure 1 1.2 1. Ohserve that the gain drops off with 
frequency for larger N, md that at high frequencies the gain for N = 16 
is less than the gain for smaller N .  The optimum size for maximum at 

16 G k  can be calculated usiw (1 1.78). At 16 GHz we have a,[, = 0-1M 
and fidfd = 0.083. Thc op th~um size i s  then 

or eight stapes. Finally. note that wRiCg, = 0.31 at 18 GHx, justifying 
qproxirnation of uni~y for the voltage drvider factor of (1 1.73). 0 
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Frequency [GHz) 

FIGURE 1 f .21 Gain vcrsus frequency for the distributed amplifier of ExampIe 1 1.7. 

A microwave owiltatcir converts DC pan-e~ to RF pawer, and su i s  one of the ms~ 
basic md essential compotlenrs in a microwave sysccln. A solid-state oscilIatnr uses 
an  active device, such as a diode or transistor, in conjunctio~~ with a passive circillt to 
produce a sinusoidal steady-stare RF signal. At startup, however. oscillation is hggered 
by transients or noise, after which a propw!): designed oscillator wiit reach a stable 
oscillatir~n state. This prucess rcquires tha~ the activs device be ncmtinear. In addition, 
since rbc device is producing R F  power, it must have u negative resisrance. Bccause or  
this active and nonlinear element, the complete analysis of oscillator upc~a~icm is very 
di1lirul t. 

We wiil first discuss (be ape ra t i~n  and design of me-port negative resistance os- 
cillators. Such circuits represent osciIlarors that use IMPATT or Gunn diudrs. Then 
we mat transistor asciUators. where eithcr an FET or bipolar dcvice is operaled with 
a passive termination that pr~duczs  a negative resislmce ar its input pan. That is. the 
umsistor is opel-ared in an unstable region. in conwas1 to an amplifier npplicaliun where 
s scable operating poin~ is required. Finaily. we discuss the design of diclcctric resonator 
ascilIators. 

OnePort Negative Resistance OscZllators 

Here we present some of the basic principles nZ operation for one-pon: negative 
nscillators; much of this material will also nppIy to two-port (transistor) ascillators. 
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Negative 
resislance 
device 

FIGURE 1122 Circuit for a one-part neydve-resisrmce osciilam. 

Figure 1 1.22 shows the canonical RF circuii for a one-port negative-resistance osc;cil- 
lator, where Zin = R,, ; j X i ,  is  he input impedance of the active device (e.g., a biased 
diode). Irr general. h i s  impedance is currertt (or voltage) dependent. as well m frequency 

dependent, whiuh we cm indicate by wn'Lng Zm(I, ,fu) = jlu'] -F j~%'i, (f, j j w ) .  The 
devicc is terminated with a passive load impedance. ZL = RL + ~ X ' L .  Applying Kirch- 
hoff s voltage law gives 

If oscjllatir~n js clccurring, such hat  thc kF current I is nonzero, then the l'ollowing 
conditions musi be satisfied: 

Since the load is passive. Rr, > 0 and (1 1.303) indicares hat  I&, < 0. Thus, while 
a positive resistztncc implies energy dissipation, a neearive resistance implies an energy 
source. Thc rondllion of ( 1 I .Bob) corltrols ~e frequency of oscillation. The condition in 
(1 1.79). that Z L  = -Zin for steady-state oscillation, implies that the reflation coeficienfs 
l- r, and f i, are related as 

The process of oscillation depends on the nonlinear behavior of Z,.. as follows. 
Initially. it is necessary for the overall circuit to be unstable at a certain f~quency ,  lhat 

is. R, (1- jd) + RL < 0. Then any tranhicnl cxcitafion or noise will cause ~II oscillation to 
buiid up at the Frequency, w .  As I increases, Rin(I. jd) must become less negative ufld 

the current lo is reached such that Ri,(4. j.io )+RL = 0. md X~,(I~. jrjo)+X~w) 5 0. 

Then the oscillator is running in a sfable state. The final Frcqucncy, wo, gmeTBUy 
diffcrs frtrm the startup frequency because Xi, is current dependent, so that Xb( l , jw)  f. 
x i n (  10 j ~ o } .  

T ~ U S  we see that conditions of (11.80) not enwgh to g u m t e e  a stable 
stale of ascjllabon. h pWt.kd~. stability hd my pcfiurbabon in c m n l  Or 
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muency  wil l  be damped out, allowing the oscillator ro return ro its 0riginaI state. 
This  condition can be quantified by considering the effcct of a small change, 81, in 
&e current and a small change, h . ~ ,  in the complex frequency s = u + jw. l1 we let 
Zrr(1,s) = Z,,(I, 8 )  + ZL(s), then we can write a Taylor series for s) abnut the 
operating point ID, wo as 

since ZT(I, s) must still equal zero if oscillaiion is mcumng. Tn (11.82), so = j* is tbe 
complex frequency at the original operating point. Now use the fact that ZT{I~, so) = 0, 

t3z dz and that = -j*, to solve ( 1  1.82) for 6s = 6.9 + jbw: 

Now if the transient caused by 61 and 6w is to decay, we must have 6 ~ t  < O when 
6 1  > 0. Equation ( 1  1.83) hen implies &at 

For it passive load, = axL ja I  = BRL,/ th = 0, SO (1 1.84) reduces to 

As discussed above, we usually have that 3Rin,/31 > 0 [3 ] .  So (1 1.85) can be satisfied 
if a { X L  t Xi,)/& >> 0. which irnpIies chat a hgh-Q circuil will result in maximum 
oscillator stability. Cavity m d  dielectric resonators are often used for t i s  purpose. 

Effective oscillator design requires the consideration of several orher issues, such 
as the- selection of an operating paint  OF stable operarion and maximum power output, 
frequency-pulling, large-signd effects, and noise characteristics. But we rnusr leave these 
topics to more advanced texts [I]. 

EXAMPLE 11.8 Negative-Resistance Oscillator Design 

A one-pon osciflator uses a negative-resistance diode having Ti. = 1.25 &O 

(Zo = 50 0) ai its desired owating point, for f = 6 GHz. Desigo a load 
matching network for a $0 R load impedance. 
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FIGURE 11.23 L o a d r n a t c h i n ~ c i r o u i r f ~ ~ a ~ - p o r t o s c i l l a t ~ r ~ f E x m ~ I e  11.3. 

Sldution 
From either ~ h t  Smith  char^ (see Prblcm 11.201, or hy direct calculation, we 
find the input i r n ~ d a n c t  as 

Then, by ( 1  l-gO), the load in-rpedmce must be 

A shunt stub and series section of line can be used to convert 50 SZ to ZL,  a~ 
shown in the circuit pf Figure 11.23. 0 

Transistor Oscil[ators 

In ~ansislor osci l l ahjr. a negative-wsi stance onc-pun is effectively cnsrkd b$ - 4  
terminating a potenrially unstable tmlsistor with a11 impedance designed to drive 
device in an unstable regon. The circuit model is shown i o Figure 1 1.24; the actual p o d  

FICURE 11.24 Circuit foratW*par( ~ s i ~ ~ ~ ~ ~ ~ t ~ ~  
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output can be on either side of the transistor. In h e  case of an amplifier, we preferred 
a device with a high degree of stability-ideally. an unconditionally stable device, For 
an oscillatar. we require a device with a high degree of instilbiliry- Typically. common 
source or common gate FET configurations are used (conlmon emitter or common base 
for bipoiar devices), often with positive feedback to enhan~e the instability af the device. 
After the transistor configuration is selected.  he output stabiliq circle can be drawn in 
the ITT plane. and rr selected to produce a large value of negative resistance at the input 
to the ~msistor .  Then the load impedance ZL can be chosen to match Zi,- Because such 
a design uses the small-signal $ parameters, and because R;, will become less negative 
as ~ h c  oscilla~or power builds up, ir i s  necessary to choose RL $0 thal Rt + Ri, < 0. 
Otherwise, oscillation wilI cease when the increasing power increases &, to the polnt 
where RL -k &, 0. In  practice-, a value af, 

is typically used. The reactive part of Zfs is chosen to resonarc the circuit, 

When oscil2at'on occurs betwcen the Inad network and the transis~or, oscjIIation will 
simultaneousIy occur at the output port, which we can show as follnws. For steady-state 
oscillaljon at the input port, we must have rLrin = I, as derived in  (11.8 1). Then from 
( I  1.6a) (after replacing Tr; witR TT),  we have 

where A = SI I Szs - S12S~1. SoIving for TT gives. 

Then horn ( 1 lhb) we have that 

which shows that Trr,,, = 1, and hence ZT = -Z,,[. Thus,  he condition fnr oscillatiort 
of the tern~inating network is satisfied. Note that the appropriate S pwaiaetefi rro use in 
the a b v c  devclopmenl are generally the large-signal parameters of the transistor- 

EXAMPLE 11.9 Tramistor Oscillator Design 

Design a transistor oscillator at 4 GHz using a GaAs FET in a common gate coo- 
l figuration. with a 5 nH inductor in series wirh h e  gate to increase the instabiliry- 

Choose a teminatimg network 2 0  match to a 50 Q had, and an appropride mning 
network. The S pameters  of the transistor in a c u m o n  source configuration 
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Solufinn 
The first step is 10 convert the common some S parameters to the S paamem 
that apply to the transistor in a common gate configuration with a series inductor, 
(Sce Figure 11.25a.) This is most easily done using a microwave CAD package- 
The new S pwanleters are 

Note that JSj, J is significantly greater than 11, whicb s ~ g g e s t ~  that h e  
configuration uf Figure 1 L .25a is more unstabts than the common source con- 
figuration. Calcula~ng the autpur stability circle (TT plane) parurneters frclm 
( 1  1.28) gives 

Since 123; 1 = 2.18 > 1, b e  stable region is inside this circle, as shown in the 
Smith char[ in Figure J 1 -2-Tb. 

There is a greal amount of freedom in our choice for r7-, but one objective 
is to make ITi,] large. Thus we rry several values of rT located on the oppsibc 
side of the chart frum the stability circle, and select TT = 0.59/-104'+ Then 
we can design a single-stub matching network to convert a 50 R load to ZT = 
20 - j3S a, as shown in Figure 1 I .25a. 

For the given value of rT1 we calculate r;, as, 

or Z;, = -84 - j1.9 $2. Then, horn (1 1.861, we find ZL 

Using %/3 should ensure enough instability far the startup of osci1Iation. The 

eaaiesi w-ay lo implement rhe impedance ZL is tn use a 90 f l  load with a 
length of line. as shown in the figure. It i s  likely that the steady-state nscillalim 
frcque~~cy will differ from 4 GHz because of the nonlincarily of the transisto' 
pwmeters. 0 
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'ICUFtE 11.25 Circuil design lor the wansistor oscilIatar of Example 1 1.9. (a) OsdlIator CirCIriI. 
(b) S m i h  chart for determining rr- 
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Dielectric Resonator Usciliators 

As we saw from h e  r e s u l t  of (1 1.851, oscillator stability is enhanced with fie use 
of a high-Q w i n g  network. Thc Q of a resonant network using lumped &mems or 
microstrip tines and slubs is typically limited to a few hundred (see Examples 6.1 and 6 2) 

- ?  

and tvhi)e naveguide cavity resonaton can haw (2s of I or more. they are not well- 
suited for integration in rniniarure microwave integrated circuiq. Another disadvanta ge 
of mem1 cavilks i s  the significant frequency dnft caused by dimensional expansion due 
to a variation in temperature. The di~lccrric cavity resonator liiscussed in  Section 6.5 
overcomes most of these rlisadvantages. as i t  can have an unloaded Q as hi$ as $pv,-rd 
chuusand, is compar-1 and eas~ly integrated with planar cit'cuihy, and can be made from 
c e r m ~ c  materials that have excellen1 temperawre stability. For these reasons. Wmsislor 
dieicctric rtsonator oscillators (DROs) me becoming incmasin_ely common over the enhre 
microwave and rnil1imete.r wave frequency range. 

A dielcclric resonator is usually coupled to an oscilldor circuit by positioning it 
close proximity to a microstrip Tine, as shown in Figure (1-26a. The resonator operates 
in the *F+, mode. and couples to the fringing magnetic tield of the microstrip he. 
The saength of c ~ ~ p l i n g  is deternlmed by thc spacing, d, be1we-m the resonalw and 
microstrip line. Because coupling is ria the magnetic field. the resonator appears as a 
series load on the microstrip line, as shown in the equivalent circuit of Figure 11.26b. 
The resonator i s  modeled a$ a parallel RLC circuit, and the coup!ing to the feedhe is 
modeled hy [he turns ratio, hi. of the ~ansfomer. Using the result of (6.19) for the 
impdance of a parallel RLC' resunator. we can express * e  equivalent s&es impdame, 
Z, seen by the micmstrip line as 

where Q = R / ~ Q  L is the unloaded resonator Q, wa = 1 /v%? is the resonant frequency. 
and h w  = w - 4. The coup1 ing factor, defined in (6.83), between the resonator and the 

FIGURE 11.26 (a) Geometry of a dielechic resonator coupled la a eicrosuiplifie: (b) c9dvdenl 
circuit, 
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feedbe is the ratio of the unloackd to external Q. and can be found ;ts 

where X L  = 220 is tht load resistance for a feedline with source and terminahan 
resistances ZD. In some cases the feedline is terminated with an open-circuit A/4 from 
the resonator to rna~in~ize tht magnetic field ai b a t  point; in this case RL = Zn and h e  
coupling factor is twice the value given in (1 1.9 1 1. 

The reflection coefficient seen on the terminated microstrip line looking [ward  h e  
resonator can be written a 

ms allows che coupling coefficient to be found from g = r/(3 - I?) after the simple 
procedure of measu~i~lg f s~ resonance; the resonant frequency and Q can also be found 
by measurement. Alternatively? these quantities can be calcufated using appruxirna~e 
analytical solutions [Y]. Note tha~ this procedure leaves a degree of freedom between -h7 
and R, since 0nIy rhc product R is uniquely dctermineb. 

Thcre are many oscill a101 con figuralions using common source (emitter). common 
gate {base), or common drain (cvllector) connections of either FET OT bipolar lransistors, 
in addition to the optinnd use of series or shun1 elemenls to increase the instabjlily uf 
the device [ I  1-[3]. A dielccuic resonator can be incorporated into the circuit to provide 
frequency stability using eiiher h e  parallel feedback mangement of Figure I 3.273, or 
zhe series Feedback technique shown in Figme 11.27b. The parallel confjguration uses 
a resonator coupled to two micrr~svip lines, functioning as a high-Q bandpass filter that 
couples a pmion of fie transistor nutput back to its input. The amount of coupling is 
controlled by the spacing between h e  resonator and the lines, and the phase is contmlled 

Load 

Terminating y , 1 n.1w.k E z . 1  

FIGURE 11.27 (a) DieIeccdc resomror osc i l la~~r  using parallel feedback: &) dizlectric resonator 
osciUmr usiug series feedback. 
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by the length of h e  lines. The series feedbilck configuration is simpler, using only a 
single microslrip feedline, bul typically does no[ a tuning range as wide as ht 
obtained wirh pwdllel Feedback. Design of an osciHatoc usjog parallel feedback i s  most 
convenienlly done using a microwave CAD package, but a d ielcclric resonator oscillator 
using series feedback car, be designed m e  procedure &at was discussed 
the previous sec ti011 on twr,-pofl oscillators- 

EXAMPLE 11.10 Dielectric Resonalor Oscillator Deign 

A wireless I x a l  area network application requires a local oscillator operating 
I 

- 
at 2.3 GHz. Design a dielecwic resonator oscatator using the series feedback 
circuil of Figure 1 1.27b w i h  a bipolar transistor having the following S pwam- 
eters (Zo = Son) : SI I = I .~/130", Sr2 = 0 . 4 B 0 .  SZI = 3.8&", Su = 

0.71-63'. Determine the requircd coupling coefficient far the &electric rep 
onator. and a rnicrnstrjp matching nerw~rk for the ternlination nework. The 
termination nerwork should include he  outpul load impedance. Plot the mag- 
nitude of F,, versus A f Ifo, for small variations in frequency about the design 
value, assuming M unloaded resonator Q of 1000. 

Sul~tiiur t 

The DRO circuit is shown in Figure 1 1 -28a. The dielectric resonator is placed 
X/4 frunl tht open end af the microstrip line: the line length t ,  can be adjmsted 
to match Ihe phase of the required value of TL. In contrast to the oscillator of 
the previous example, the outpiit load impedance for this circuit is part of the 
terminating network. 

The stability circles fnr h e  toad and termination sides of the transistor can 
be plotted if desired, but are nor necessary to the dcsign. since we will hgif i  
by choosing TL to provide a luge value of ]r,,,l. From (1 1.89) we have 

Dielectric, 1, 
Resonator 

t 

L p -  l, -4 4 1s 2 0  

- - I  Ii- 4 - - - 
uLlf 7 

L L rn 

FIGURE 1 1.28 (a) Cicnit for the d i e l ~ w i c  resonator of Example 1 l .I 0. 
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which indicates th& we can m a x i m  r,, by making 1 - S,,T, close to 
zero. Thus we choose rL = 0 . 6 k m n +  which gives r,, = 1 0 . 7 m 0 .  'l'hk 
corresponds to an impedance 

~~p1y in .g  tile andogous startup cogbition of ( I  1.86) for the termination side 
gives the required termination impedance as 

me termination matching network can now be designed using a Stnirh 
The shortest transmission line leneh for matching 21- to the load impedwe 

u 

Zo is I)c = 0.482X. and t l~e required opcn-ck~~ i t  stub len& is t ,  = 0.307h 
Next wc match rL  to ~e resooator network. From ( I1  -90) we know that 

& %~5Ji.i*&*%$ jyhpdmce Q,% \he meSC.n?A?.x ciR%B h'j ~ ~ T B S ' J ~  ht TC$ 

the resonant frequency, so h e  p h ~ e  angle of the reflection coefficient at his 
point, rk, must be eiher zero or 180". For an undercoupled paraltc[ RLC 
resonator. fi < Zu. so the proper phase will be 180°, which can be achieved 
by trmsformation bough the line length L, .  The magnitude o i  the reflection 
coefficjenl is unchanged so we have the relation 

which gives !, = 0.43 1 A. The q~ ivden t  impedance of the resonator at rW+ 
nance is then 

The coupling coefficient can be f o ~ d  using (11.91), with a factor of two to 
accounl for the A/4 stub terminatha, as 

The variation of IrmLJ with frequency will give an indicadon of the fkquency 
stability of Ihe oscillator. We c m  cdcutate r,,,, from (1 1-89], dter first using 
(11.90) tn compute ZL, ri. ;uld &en transforming down the tine of length 
e, to obtain rL- n e  elecrricd line length can be approximated a5 conswt 
for h e  small changes in frequency associated w t h  this cdcularion. A shod 
computer program or a microwave CAD package can be used to generak data 
for -0.01 < A j / f o  < 0.01, whicfi is shown in the graph of Figure 11.2gb- 
Obeme &a1 )yw,) demea3es win  21 change in 'Equency m sma% as 
a few hundredths of a percent, demonstrating the sharp selectivily cm be 
obtained with a dielectric resonator. 0 
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Af/A, (percent) 

FIGURE 1128 Continued. (b) Ir,,l vs, frequency iuExample 11.10. 
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PROBLEMS 

11.1 Use the equivalent circuit of Figm 1 1.5 to derive h e  expression for h e  short-circuit f mt EN" 
of a bipolar tmnsistor. Assume a unilated device, w b  Cc = 0. 



Problems 

11.2 Dwive expressions for rhe y paramtrers of an FET using the unilateral equivalent circuj~ model. 
Evaluate these pardmeters at 5 GHL for the rdlowing E T  characteristics: Ri = 7 Q. Rds - 
400 St.C,, = 0.3 pF, L'd, = 0.12 pF, Cgd = 0, gm = 30 mS. Convefl h e  y paratneten 
tu S parameters for a 50$1 systcm irnpddnce, and find h e  uniIalerd wansducer gain asswing 
conjug atel y rnatclled source and load impedances. Cnrnpue w i h  h e  value computed using ( I I .2 1). 

11.3 Consider the micrnwave network shown below. consisting r ~ f  a 50 11 source. a 51) It. 3 dB rna~ched 
atrenuator. and a 50 !I load. Compu~e the available power gain, the Lransducer pnwer gain, and 
the actual powcr gain. I-low do rhese gains change it' file bad is changed LO 25 R? How do thest 
gains change if the souscc in~pedmce is changed to 25 Rr? 

11A A microwave transistor h ~ s  the following Spammerers: .'?I, = 0.34:1-170", $21 = 43/So0, $12 = 
0 . 0 6 D b .  ;and ,T2: = 0.45@.". Determine the stability. and plot the stability circles if the device 
i s  paten~idly uns~b l s ,  

11.5 Repeat Problcm 11  -4 for the following transistor S parameters: SI = U-B-', S21 = 5 .1  /8Qa, 
S12 = 0.3 LE!". U I ~  5'2: = 0-62&'. 

11.6 Use h e  p-parameter test to dsterrnine which of tbe following devices are unconditionally stable, 
and of those, which has the p a l e s t  stahilit).: 

11.7 Show   ha^ lor a unilareral device. where S12 = 0. the fi-parameter test of (11.33) implies that 
ISlI] < 1 md lSzrl < 1 for unconditioad slabiiiry. 

11.8 Design an amplifier for maximum pain at 5.O GHz w i h  a GaAs FET that ha$ the €allowing Spa-  
ramctcrs (& = 50 R ) : SI = 0+65 / - l.q=, & = 2 . 4 B d .  5 1 2  = 0.04/, ,722 = 0.701 -65'. 
Design matching sections nsing open-circuitcd shunt stubs. 

11.9 Design an amplifier with maximum GTC. wing a transistor with h e  fnllowing S parameters (Zu = 
5{1Q) at 6.0 GHz: S, = 0.61 I - 170°, S?, = 2.24&'. S12 = 0. SZ2 = 0.72, -83". Dcsigrt 
L-section matching sections using lumpd elernenls. 

11.10 Design rn amplifier to have a gain of 11) dB at 6.0 GHz. using s transistor with the following 
3' parimeren [ Z O  = 50 52): Sir = 0.61 &". S2! = ~ . 2 4 / 3 2 ~ .  SI2 = V. S2, = 0 . 7 2 d 0 .  
Pior rand use) constant gain circIes for C:s = 1 dB and GL -- 2 dl3. Use matching sections with 
~pcn-circcLited shunt stubs. 

11 -1  1 Compute the unilateral tigure of merit for h e  m s k t o r  of PTobIem 1 1.4. What is thc maximum 
error in *e traisducer gain if rn amptitier is designed assuminp h e  device is uniLaaral? 

11.12 Show that 0 dB gain circle for Cs (Cs = I ) ,  defincd by (11.521, will pass through the center 
of the Smith chart. 
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11-13 A GaAs FET has the following scatlering and noise p m e t n s  nt 8 GHz (Zo = 50 a): al, 
0.7,-11{1', h2 -- 0.02~ f ! f !~ .  SII = 3.5&!=. S-J = 0.8i-70'. Fmjn -- 2.5 a, p, - - 
0.70) 12oC, RN = 15 a. Design an amplifier wirb minimum noise figure. and maximurn pas- 
sible gain, Use open-circuiteb shunt stubs id the matching sections. 

11.14 A G d s  FE1' has the following scattering and noise parameters at 6 GHz (Zo = 5on): s,, - - 
o.6[-mu, SII = 2.0LBl". ST? = 0. 321 = 0.7&'. Fdn = 2.0 dB, rap, = &62,tJ@J's 
R+v = 20 11. &sign ;in amplifier ro have a gain of 6 dB, and the minimum nuke figure 
with this gain. Use open-circuited shlrnr stubs in the matching sections. 

11.15 Repeat Problem 1I.I.C. bur design the amplifier for a noise figure of 2.5 dB, and fie mimQ 
possible gain that can be achicvcd with this nniw figure. 

11.16 Repeat he analysis of the bahnccd amphticr of Fxampte 11.6 using a 3 dB couplcd line hybrjd 
coupler. Use CAD software to optimize [he input and oupur marching networks of fie a m g ~ 6 ~  
to obtait~ a flnr 10 dB pain response from 3 lu 5 GHL. and compare the results with hose obtain& 
using the quadmn~re hybrid. 

11.17 [ r the individual amplifier stages in a balanced arnp3itiar have: mismatches of rA a d  rB &b 
OULQUI ports. show thal rhe ourpuc mismatch of rlle balanced amplifier is S22 = (rA - rR)/2. 

11.13 Derive the result for the u p h u m  sue of a dis~ribu teb amplifier given in ( 1 1.78). 

U.19 Consider a disiributcd ampIifier using FETs having h e  folloltvjng parameters: R, = 5 i2, &, = 
200 !I, C,, - 0.35 pF, and 8,  = 40 mS. Calculate and plot h e  gain fmm 2 to 20 GHz, for ,?J -- 4 
and ,V = 16 sccuons. Find the optimum value of A- that will give maximum gain at 1 8 GHz. 

I130 hove  ha1 h e  srandard Smith chart can be used for negarive resismces by plotting ]/I? {instead of 
r). Then [he resistance circle values are read as negative, while h e  reactance circles are unchanged 

f 1.21 Design a transistor oscillator at 6 GHx using an FET in a common source configumiion driving 
a 50 fl Inad on the drain side. The S parameters are = 50 52): SII -- 0.9,-150'! $ 1 1  = 
2 . 6 m 0 ,  3 1 2  = 0 . 2 e r  SZ2 = 0.5/-'- Calculate and plot h e  output stability circle. add 
choose for IT,,! >> 1 .  Design !oad and terminating ~rerworks~ 

1122 For either h e  one-port negative resismnce oscillator of Figure 11.23, or the two-port aansistv 
osci~latur of Fgure L 1.24, show thal F L  rlo -- 1 for steady-state oscillation. 

11.23 R~peat the oxillator dcsIp of Example 1 I .  LO by replacing thc dielectric resonator and micms* 
feedline with a single-stub Nncr to match rr. Lo a 50 S1 load. Find the Q of the tuner and 50 a 
load. then compute and plot lrOutl versus A f l f o .  Compare with the result in Figure 11.28b for h e  
dieIectric resonator case. 

11.24 Repeat the dielectric oscillator design of Exampl~ 1 l . lo  using a GaAs PET having h e  fobwing 
S parameras: 9, = 1.2/ISO", SI2 = 0.2/120', S2, = 3.71 -72', S21 = 1.31-67'. 



Introduction to 
Microwave Systems 

I A microwave s ystern consists of passive and active microwave components arranged 
to pedbm a useful function. Probably &e two most important examples are rnkrowaue 
radar systcrns and microwave cornmunic;rtion SYSIC~S.  but there are rnany others. In this 
chapter we will describe h e  basic operation of several types of microwave Systems 10 give 
a general overview of h e  applicafion of microwave te~l-mology. and to show how rnany of 
the subjects of earlier chapters fit into the overdl 1 schenw of complete rnjcrownve systems. 

An jlnponmt component in any r a d ~  or cornrnunicarivn system is the mtecma, 
so we will discuss some of &e, basic properties of antennas in Section 12.1. Then 
comunica t ion .  radar. and radiomew systems are mated as imponan! applications of 
~ c r o w a v e  technolog), . Propagation effact s, b i~ l~gica l  effects, and other miscellaneous 
applications are dso briefly discussed. 

All of the above topics are of sufficient depth that many books have been written for 
each. Thus our purpose here i s  not to give a complete and thorough tremnenr of these 
subjects, but instead to introduce these topics as a way of placing h e  other material in 
this book in the larger sy s r m s  context. The interested reader is referred to the references 
at the end of the chapter for more c~mplcle treatments. 

2'1 SYSTEM ASPECTS OF ANTENNAS 

In this section we will discuss same of the basic characteristics of antennas that 
will be needed for our study of radar and comn~unications systcnis. In essence, an 

antenna is a compnnen! that convem a wave propagating on a transrt~ission h e  to a 
pIane wave propagaling in free-space (rrmsmission), or vice versa (reception). There is 
a wide v;lriety of antenna types and b u ~  all antennas can be described with 
a set of parameters and terms, as discussed below. 

[)efInRion at important Antenna Parameters 

Rudicrtion pattern. The power radiated (or received) by an anfcnna is a function 
of angu la~  psition and radial distance from the antenna. At electrically large distances 
(many wavelengths), r, the power den.sity drops off as 1 /T? in any direction. The 
variation of p o w a  d m i t y  wifi angular position is determined by h e  type and design of 655 
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&c ansnna. and can be prdphically represented as a radiation pattern plot. Such a plot 
may t a k  Lhc furm of 3 three-dimensio\nal graph ~ 1 f  pon'er versus ekvation and   mu* 

but mure cormnonly h e  radialion palem is represented by principal plane pattern 
plots, such aj [he E-plane or IT-plane whcrr one angle i s  held fixed while he other is 

n c  o z m s m i t  and receir,c panems of an anteon3 are identical if me antenna 
contains no no~eciprocal materials ur can~pr>nenls. 

Far-fidd This i s  the region away from an a t m a  where the radiated wave 
seaially [akes h e  form of a plane wave. A commonly used criterion i s  zU',/X, where 
D is the maximum linear dimension of ihe antenna. and A is the operaling waveleo@+ 
Radiation patterns are gene-dly assumed to be in the fix-field of the antenna. 

. Many mwmas are used to transmit or receive power in a fixed direc- 
[ion, md so i t  may be desired to maxin~ize the radiation pattern, or antenna response 
in thiv dkcticln. A yuantitaliv-e measurv of this response is the direcrivo gain of & 
antenna, for a given drection. The maximum value of directive gain is ihr directivity 
of the mrenna. The directivity depends solely on the shape of h e  radiation pattern. 

Lfirieltry. Like other inicnlwave components, an antenna may dissipate power due 
lo conductor loss or dieleciric loss. and so m mtenna efficiency can hc defined as the 
ratio of total power radiated by the antenna 10  he inpul power uf fie antenna. 

Glri~r. Antenna gain is h e  product of eficienc y and directivity, and accounts for 
the fact thai bss  reduces the power density radiated in a given direction. 

. .4n antenna presents a driving-paint impedance to the source Dr load 
LO which it is connecleii. and so irnpedrmce rnismacch with a feed line can occur. This 
mismatch degrades mienna pel-furnlance, and is dependent on  the exwrnal circuitry which 
is connected t ~ 3  the antenna. 

Borld~tsicirh. The usable t'kequcncy bandwidth nf an antenna may he limited by 
inlpedanct: mismatch or patten1 deterioration. Matching networks can sorncurnes 
used to increase the impedance bandwidth of an antelma. 

Pulariz&nR The polarizsrion of an anlenna refers to the pdaizarion af the e k -  
tric field vector of the radiated wave. Typical pdmizdtions include linear (vertical 
horizon[al), and circular (RI1CP or LHCP). Some antennas are designed to upcrate w i ~  
!wg) polxjza~~~~s. 

Sizdco~~,lp/~~rity. A basic characteristic of au antenna is &at, for efficient operation* 
its nlust be A / 2  or greater. and t h n ~  hisher gain can only be achieved with larger size. 

ddition. features such as pattern shaping, polarizarion control. or large bandwidh mG 
gcner3Uy obtained only wirh a1 increase in the complexi~ of the antenna. 

Basic Types of Antennas 

Because of h e  diversity implied in the above characteristics. a d  h e  f a ~ l  h a t  
operation of an antenna is v e q  dependent on its geomeq. a wide variety of antenna 
types and gcometrics have been developed. We summarize some of these below. and in 
Figure 12.1. 
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2 Plloic>gmph of various ~nillirn~ler wave antennas. Clockwise born top: a high- 
- gain 3X GHz reflecrw ;urtcnna will1 mdorne, a prime-fxus parulwlic antenna, u 

cclrn~gakd conical horn anten ria, u 28 GHz planar mlcrosuip may. a pyrai~udal 
llorn antenna with n G u n  diode module, and a multibeam rtflector a~ltcnus. 

Courtesy af If. Sydgos. klphn Industries, Inc.. Woburn. Maw. 

Wire untprrnrts are probably the simpIest types of antennas. und nmst of the earliest 
atltermzi (e,g,. as used by Hertz and Marcnni) were of his type. Wire dipoles 
(and monopoles mountcd on a ground plane) are most comon1y used at lower 
frequencies {HF to UHF). and ha\,e relndvrly low gains. Wire anlennas ate 
~ r r  fabricae. easy cr, feed. and we lighmeight. 
Aprrfure u?lrt!nnrfs are often just flared sections of waveguide (a horn), Or ,reven 
awn-ended waveguides. Slots in a waveguide or a ground plane me additional 
examples. Aperture antennas arc: nlosl conmo~~ly  us& at microwave frequencies 
and have madcrate gains. 



658 Chapter 12: Introduction to Microwave Systems 

Pr.blred naknnns are a relative1 y new type d antaWKI consistirfg of 
con- 

ducturs on a microsuip or similar type of subsblite. and arc rhus Compatible 
w i b  planar microwave circuit technology. Printed antennas usually operare at 
nlicrowave frequencies m d  have low gains. 
~ e = ~ ~ * r o r  antennus achieve high gain by focusing the radiation fmm a small feed 
antema with an electrically large reflecLor. Because of the large electrical size, 
refleclon usually operate at micnrwave frequencies- Reflectors arc relatively easy 
to fabricate and are rugged, but can be large and unwieldy. 

AJJ of h e  ahove mimas  are- single-dement anremas; m ~ t h w  class of antenna is 
& array. An array antenna consists of a number of m n n a  elements (urjually all af 
the s m e  type) a m ~ g e d  i n  a uniform grid. By cantrolling the afi7plitude and phase of 

excitation of each element, the radiacon partern of the array can be controlled in 
tcnns of siderobe levels or main beam pointing position. A phased m y  antenna uses 
etectronically cvntrullcd phase shifters to rapidly scan the main beam; such anlenm 
p h c d a r l y  useful for ~acking radar appl lcations. 

Antenna Pattern Characteristics 

Many of the important chnmcteristics of an antenna are given solely in tenns of ib 
rarli ation pattern. The radiation pattern is a p101 of the radiation intensity. F($: 41, of the 
antenna. defined as 

where and FI are the electric and magnetic fields rndiated to the fw-field zone of the 
antenna, and S is the magnitude of the Poynting vector. Since the ,?? and H fields wilI 
decay as 1 /7'. the r2 factor in (1 2.1 ) effectively removes this range dependence- 

Principal plane radiation patterns are made by taking orthogonal cuts through the 
main beam of the anienna. A typical example, shown in Figure 12.2. identifies the most 
i~nportant pattern features. Most antennas have a radiation panem with a well-formed 
main h e m :  the directicm of the peak ( ~ f  the main beam is referred to as the main beam 
diwcrion, or scm angle. The shxpness or h e  main beam is quantified by ihe 3 dB 
bearnwidlh: this beamwidth may be different in the two principal planes. Next to 
main beam are the sidelobes: the height of the largest sidelobe relative to the main 
is called the peak sidelobe level (or just sidelobe level). and is usually pven  in dB- The 
pattern plot is usually in dB. normalized to the peak of the main beam. A recWPlx 
plot is shown in Figure 12.2, but polar plots are also commonly used. 

An altenna having a radiation pattem with relatively narrow beamwidths in Mlh 
principal planes is someiimw called a perrcir-beorn osrenna. Similarly, ~II anternla haviog 
a n m o w  beamwidth in one planc and a much broaderbeamwidth in tbe orthogonal pPme 
i s  referred to as a f ~ ~ r - b ~ f i r n  anr~nrta .  

Like- *me beamwid&, the directivity is a measure of the sharpness of the main 
Or the ex te~ t  to which the pattern is focussed in a given directioo. If is defined as- 
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where F,,, is the maximum value of radiarion intensity, F ,  and Pd is the total power 
radiated by the antenna. An isotropic antenna is a hypothetical antenna having F ( 8 . 4 )  = 
constant: from (12.2) the directivity of such an antenna wonld be unity, or 0 dB. N o  
real anlcnna has an isampic partern, however. so dkectivity will always be p t e r  than 
unity. Narrower kan~width  implies a larger directivity. 

Since beamwidth and directivity ate measures of the same thing. we might expeCt a 
relation between them, In fact, the relationship depends on the shape of the main kam, 
as well as the rest of the ndiation pattern, but an approximate result h a t  is useful for , , 

many cases of practical interest is given by - .  

where 8 , .  Bz are the bemwidhs .  in depes .  of lhe main beam in the two principal 
planes. 

Lf a transmitting anlenna radiales a total power uf Pmd with an isotropic pattern (equal 
power densily i ~ s  all directions). then the power dcnsiq (Poynting vector magnitude) st 
a discance I- tiom the wtenna is given by Pd divided by the surface area of the sphere 
tkrough which all power passes: S = P r d / 4 ~ r w / m 2 .  If the antenna has a directivity 
D. then b e  power densiry in rhe diretion of the main beam (the nlaxirnurn power 
density) will be 

since. by the def in i~ in~  of (12.2). the directivity c m  be considered as the ratio of tbe 
peak radiation intensity to the average radiation intensity. The result in (12.45 can also 
be derived by cornbiting 112.1) and (12.2). 
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For receiving antennas, it  i s  u s e h l  to deb fie ef~~lh4? f f ~ a  of the antenna as 

where P, is he power delivered to the loiid of the antenna (assumed lassIess), and 
jr 

h e  incident power dcnsily. Since PC = .1,S. effective area can be thought of as he 
q - c q u r c  area" hat an antenna presenls lo m incidcn~ plane wave. 11 can be shown 111 
that h e  hllowing exair1 reiation exists hctwccn h e  direciivity and elrtctive of an 

This shrrrvs thar the directivity is prc~podional to h e  effective m a  of an antema. ne 
effective area of an ancema tnay be greater or less ~hafi  its physical cross-sectiod mq 
but for many large apemrt: antennas it Is useful to define an apurture efficiency, qU. u t  

relates the effective area to h e  physical area. .4: 

Then, using r 12.6), Ihe directivity of such an antenna cun be written in terms of its 
physical m a  as, 

Typical aperture efficiencies fur lxgc antennas range horn 0,60 to i .0. depending on the 
type of  anlrnna, txcirarion. and other fadfirs. 

EXAhlPI,E 12.1 Cllaracieristics of' a Short Dipole An t e m a  

A shon wire dipole af length L .  where .! << A, is oriented along the x-axis and 
has far-zone fields given by the follnwing expressiorrs: 

whae la fs the current on the dipole (cons(ant dong rhr length of Ulc 
Use these resuh ro compute the radialion intensity, F, rhe directivity. and the 
effective u e a  uf the dipole. 

.S0!14li#tl 

First observe that = rhfl,. which is characterintic of plane wave propagation- 
Fmm (12.1)  he radialiw intensity is p e n  as 
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me dipla thus bas a beam maximum at B = 9OU, and the pattern is independent 
of #. From (12.2) we compute the directivity: 

3 ~ T C  sin U d f l d ~ =  -, 
3 

where C is a constant that will be canceled in the next step, Since F- = C,  
we have 

Using (12.6) gives the effective area of the dip& as 

Table 12.1 lisb the directivities i'or some common types of antennas. 

Antenna Efficiency, Gain, and Temperature 

The rididon eflcienq- of an antenna is defined as 

where Prad is the rota1 power trdiared by the mlcnna and P;, is the input power to the 
antenna. Thus. the radiation efficiency is a measure of how much power is lost in the 
antenna, to dielectric and conducror losses. These losses reduce [he radiated power i n  
any give11 direction, so in terms of the input power h e  power density in the direction of 
th2 main bea~n is 

a. derived from 112.4) and (72.9). Most antennas haw refativsly high radiation efficien- 
cies. typically ranging from rj - 0.6 to 13.95. 

TABLE 12.1 Directhities of Common Antennas 
- 

Antenna Directivity 
- 

Shnn dipole 1.5 
X J 2  dipole 1.6 

A/4 monopoIe 3.2 
Rcctanpulx aperture Id x b) 4rah/~' 
iunifwrn exci ration1 
Recrmgrrfar apcnlire la X 32ab/rX2 
ITEju excitation) 
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Anohcr facror which can reduce the effective rddiatcd power iu reflection loss duei 
impdance mismatch between the feed line and the antenna; the radiaced power i$ 

reduced by a factor of ( 1  - m2), where r is i h ~  reflection coefficient between the line 
and h e  antenna. T h i s  loss factor is iden~icd in effect to the radiation efficiency, hut is 
included in ihe radiation efficiency lor in  ihc gain of the ~ l t e n n a )  because it is dcpeodent 
on h e  external circuitry connected to the antema. while the rddiiition efficiency i n  
ch~acteristic- of rIze antenna itself. 

n'hiIe the directivity depends only on the shape of the radiation pattern, and not ~h~ 
a c i e n c y ,  the gain includes the effect of loss. Thus 

F = qD, 12.11 
which shows thai mtenna gain never exceeds the d i r d v l t y  . 

rf  he entire pattern of a lossless antenna ( 1 1  = 11 sees a background with a tempw- 
ature Tb. the equivalent noise temperature of the antenna will be F,. Bur s f  the anlenna 
i so lossy thar y 1. 0. the (rnrrr~*hcd) antmns will look like a resistor ut temperalum 
T,, where T, is the physical tempcraiure of h e  antenna. md so wiU have an equivalcnr 
noise leniperarure T,, Fur odwr values of efficiency, the antenna will have an cqulvdenl 
noise temprattlre given ;rs the weighted average of these nvo results: 

T, = qTh + 11 - vKp- 12.12 

Thus the antenna of n receiver system picks up noise power h m  the background at 
which it is aimed, as well as thel-nlal noise rcsulling from the interoai losses of the 
antenna. Noise power can be received frum t l ~ e  m a i  beam nf the mtenna, as well as d 
the sidelnhes. dhrit  a1 a reduced ievel. The temperature Th is the equivalent temperature 
of h e  backgrmrtd, and is referred to as the brighmess temperamre, If this temperaim 
varies over the pattern of the antenna. an integration is required [I], [2] to beternlint the 
net temperalure seen hy the antenna. For example, the nverhead sky has a brightness 
remperature uf about 5 K, while near rhe horizon the brightness temperature caa increase 
ED I IK1-I 50 K. 

12.2 MICROWAVE COMMUNICATION SYSTEMS 

Micruwave conlmunication links are an important practical application of microwave 
t~hno logy .  and are used to c q  voice, data or televisinn signals over distances ~ Z i n f i  
from intcrcily iinks to deep-space spacecrafI. Ln this section we will g v e  a b r id  in~oduc- 
tion tu ~nicmwave communicatioos sys~ems, c o o c e n ~ u h g  on microwave radio systems 

Types of Communication Systems 

Microwave cotllmunication sysLerns can be grouped into two lypes: guided-wave 
systems, where the signal is transmitted over a low-loss cable or waveguide. rado 

links, where thc signal propagates through space. ~n b ~ h  cases the i n f o r m a t i o n c ~ ~ ~ g  
signal will have a much lower bandwidth h o  the micmwave carrier frequency 
typic& ehnnnel bandwidths are given in Table 12.2. 

Using modulation and multiplexing techniques, a rnicwwave link can c W  9 large 
number of individual chimmck this is one of the principal advanlager of a micmwaVc 
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TABLE 12.2 Typicd Communicaljon Channel Bandwidths 

Voice 4 kHz 
T~levision 6 MRz 
Djgitd voice (PCM) 64 kHz 
Digital data 50 kHx-1.5 MHz 

communicatiun Link For example. a nominal 4 G b  microwave carrier with a relatively 
modest 10% bandwidth can c m y  100,000 voice channels. 01- 66 Lelevision channels. 

Guided-wave communicalion channels may use coaxial line or waveguide, hut the 

high attenuation uf coax generally limits its application to frequencies below I GHz. At 
microwave and millimeter wave frequencies, less lass is obtained wih circular wnve- 
guides. Ever since the 1930s, when waveguide was first being developed. the 
circular waveguide mode has created interest for communications sys terns because its 
attenuaticm decreases with frequency (,see Section 3.4). The problem is thac the ml 
mode is not the dominant mode of circular waveguide, so power can be coupled fo unde- 
sired propagating tndes; this spurious power effectively increases h e  auenualion nf the 
guide. Con scquently, very few microwave links using waveguide have bee0 developed 
beyond thc prototype stage. although recently there has k e n  interest in  millimeter wave 
waveguide links 131. Instead, fiber optic cables (which are essentially waveguides ar 
uptical frequencies], me kirrg heavily used ror long-distance telephone traffic. as they 
ofkr hw-loss,  very high bandwidths, and a high degree of ruggedness. 

Because of loss, the power level on any transmission line ar waveguide (including 
optical fiber) decreases exponentially with distance. as e-""", where a is the attenuation 
constant of the Iins. and : is h e  distance from the source. As we saw in  the previuus 
sec~ion. however. the power radiated from an antenna falls off as I/R'. where R i s  the 
distance from the antenna. Thus, in the absence of olher effects (e-g., loss, 
pa[uiz,atian n~isrnatch, obstructions), a radio link will intrinsically have less path loss 
than a guided-wave Iiuk. lor large distances. A radio Iiik is also advanrapetllus in  hat 
right-of-ways on land are not required. unlike guided-wave sy sterns. 01 course, r d i u  
1 inks are mandatory for satellite or spacecraft spplicaliuns. 

Microwave radio propagation is essentially line-ujlsighr. meaning that n~jcrfiwave 
signals travel in straight lines. and do not fullow the contour of the earth or reflect oFf 
the ionosphere. as do lower Crequency signals. So for long-distance links on the ground, 
repeaccr srations are required at frequent in~erval'ls, to receive md re~ansmit the sigmais 
[usually in both directions). A communica~iom satellite is a repeater also, connmting 
widely sepwated earth stations. Figure 12.3 shnws a photograph uf an antenna f ~ r  h e  
LRIDILTM saleili te system. 

The Friis Power Transmission Formula 

A basic microwave radio link is shown in Figure 12.4, where fi i s  the wmsmilter 
power. Gt and G, arc the transmit and receive antenna gains, and A! is the distance 
belween fie antennas. It i s  desired to find P,. the power received a1 h e  receiver, 
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12.3 Phr~rt>:rd-aph ufonc  of [he h - e e  L-hand anlenna m a y s  for a Mr)romla RTDTUM 
comrnunirations satcllitc- 'The IIIIDIUkI syslcnl c c ~ i a s  01' fib satellites in low 
 ear^ orbit to provide global personal salelti re TDMA comn~unicatiuns servim, 
incll~ding voice. fax, and paging. 

Courtesy d Raytbeon Cornpry. 

Lf we assume that the main beams of both antennas are alignd with each ~ t k  
then the radiated power density at he heeke iveema can be found from [12.10) 
(12.1 I) as 

men, h r n  (1 2-51, the power ool lecred by he receive antenna is 

FIGURE 12.4 Simplified micruwavc radio iidc. 
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whefe dc is the effwtive area of h e  receive antenna. We can express A, in tern of 
the gain of the receive antenna using 112.6) and ( 1  2.11): 

which then includes h e  effect of bssm in the receive mtenm. Combining these results 
g i v s  the received power as 

which is known ..ts the Friis p r r w r  trmsn~i.~sion gqlrafiun [ I].  This result does not 
include l l~e effects OF antenna impedance mismatch, polarization mismatch, or losses due 
LO propagalion effects. 

Nme rhai [he Friis c q ~ i o n  shows that the received power is prnponional to h c  
gal11 of either zntenna. and decays a5 1 /R'. Figure 12.5 iIlustrates the difference in 
path I ~ s s  between free-space prupagation and guidcd wave propagation by plo~ting the 
attenuation versus path length for three types of ui~nsrnissJon lines and free-space. The 
ttn-ee hansn~ission tiijes include a coaxial cable. n circular waveguide ITFQ] mode). and 
an ilpliual fiber. each with an artcnuation consIan1 rhat is ~ypical for such a line. The 
curvcs are num~alized to O dB at f l  = 1 luu, tu eliminate ~ h c  dependences nn frequency 
and antenna gain. Observe hat the path loss for the ~ransn~ission lines becomes very 
severe for large dist:~~ces. but that free-space pah Ioss behaves quile differently. Of 
cuwse. signals on trgnsmission line..; w ~ u l d  no[ be susczptihle 10 propagalion e£kcts, 
weather conditions. and external interference. 

Path length th) 

F E G W  U.5 Atkn~aiion far various m m i s s i a n  schemes. 
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EXAMPLE 12.2 Satellite Communications l ink 

.4n earrh station with a trananincr power of 170 W. a frequency of 6 GHz. 
an antenna gain of 37, dR transmits to a satellile repeater. The receiver antenna 
on the satellite has a gain of 31 dB, and the satellite is in a synchronous orbit 
35,900 km above the earth. What is the received power, in dBm? 

Sullrrinrr 
The numericd antenna gains are 

G, = 10"'/lQ = 15849, 

The ~ a v e l e n ~ f i  is A = O,OSm. Then h m  ( 1  2.15) the received power is 

Microwave Transmitters and Receivers 

$4 basic ampti~ude-mudulakd olicrowave radio system is shown in Figure 12.6, me 
inpu~ baszbmd sjgnal (voice. data, video) is assumed LO be at a hequency j,,; 4 low- 
pa"11er scrvcs to remove Frequencies beyond the passband of the c-hannel. Next, a 

Baseband 
filter Power 

Anrennd 

Low-noise LF fdier IF mtsctar 
ampi i fie r Mixer amplifier 

JIF 

- = ,  - 7 

1,v 

fo =.Fw - fn ;  

-h 
f-i 

rr 



lac211 mcillator sign4 is rnixed with h e  baseband signal to produce h e  modulated carrier- 
The mixer essentiany perfnrrns a product function (see Section 10.2), and yields a double 
sideband signal. T h a ~  is. thc. output of the mixer contains a lower sideband, fLa - f, , 
as well as an upper sideband. JLo + jTr;,. This process is called 14,-i:orrv~r.~ior~. The local 
oscillator signaL JL0, is a nlicrowave signal, and so is much higher in frequency than 
f, . Tne power amplifier mpiifies the sips!, which is then radiated by lht antema. 

AI d ~ e  receiver. the received signal is first amplified by a low-noise amplifier. al- 
though this stage may be eliminated in some systcms. The mixer then duwtt-c.~nvern 
the microwave signal to an intermediate frequency (IF). using a local oscillator which 
is offset from the transmitter locd r~scillator frequency by an mount  equal to the IF 
frequency. The low-noise c~plitier-rnixel- stage is the most critical in terns of averall 
noise figure, so i r  is irnportanr to use low-noise components and to keep losses to a 
minimum. 

After the mixer, the IF signal is  filtered to eliminate undesired harmonics, and am- 
plified by the LF amplifier. Thc TF amplifiedfilter has high gab wit11 a  arrow bandwidth 
(aboul Zf,,,), and leads to less noise power than i f  a high-gain RF amplifier were used 
alone. Using an IF amplifier also miuin~izes h e  effect of I/  f noise. In addition, the 
receiver can easily be tuned by changing the LO frequency, Ths system i s  known sts 

u superheterodyne recei.rrer. The output of the amplifier goes to the detector, from 
which the baseband sipd. fm,  is recove~ed. 

There me many variations on the above design, wiEh the most common being the 
use af different rnndulatiun schemes. Single sideband (SSB) rndulatinn gencraks a 
simal .- with mly one sideband {either fLo - fm or fm 4- f;n), which uses one-half the 
bandwidth ~ 3 f  the double-sideband case, A single sideband signal can be generated using 
a single-sidcband mixer. or by filtering out one of the sidebands horn u double sideband 
signal. Better S I N  ratios cm be obtained with frequency modulat-ion (FM), whee the 
frequency of Lhe RF carrier is varied according to the mdulat ion uafbge variatiofl. 

Noise Chsracterlmtiun of a Microwave Receiver 

Zet us now use rhe resulrs of Section 10.1 to analyze the noise charact.eristics uf a 
complete antenna-rrmsmission line-receiver front end, as shown in Figure 12.7. In this 

Backpr~und 

r;, Gi-F 
I Trur T\t 

G,, rtl TP I L p T p  Mf,- 5,) - -- 
' l i w  h ~ e a n a  , IF 

--k Amp- ' Ni. Si 

Receivw 

FIGURE 12.7 Noise analysis of a microwave &yer Mar end, including an€- md trans- 
m i ~ ~ b h  G~ie cr~fitri&iin=. 
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system the told noise power at the output of the receiver, No. will be due to contributions 
fmnl the antenna pattern. h c  loss in the antenna. he loss in the traesmission line. and 
f r o n ~  the receiver mmpaneots. This noise power will determine the minimum detecrable 
signal bvel  for rhr receiver an& for a given lransminer power, the maximum range of 
the comrnuniration link. 

Tile receiver components in Figure 12.7 consist of an RF ampjifier with g&n G 
RF 

and noise temperature %. a mixer with an RF-to-IF conversion loss factor Ljkl mrj 

noise temperature Y',lr, 3nd an IF amplifier with gain G~F and noise temperature TFv ne 
noise trrecrs later stages can be ignored, since the overall noise figure is damiflaled 
by the characteristics of the first few stages, The component noise ternpemtms c a  
related to noise tigures as T = { F  - l)To. From ( 10+12) the equivdenl noise Ternpram 
of the receiver can bc found as 

Thr uans~nissinn line ccsnnecrinp the ancema to thc receiver hm a loss LT, and is 
31 a physical temperature T'. So from ( 1  0.15) its equivaienl noise temperature is 

Again using 110.221, the noise temperature of h c  rransmissinn line (TL) and receiver 
cascitde is 

This noise temperature Is defined at the antenna terminals {the input to the umsmission 
line), 

As discussed in Szctiorr 1 2. I .  d ~ e  err tire antenna pattern can cul!cct noise ~ W W .  Cf 
the antenna has a r.easrznably high gain with relatively low sidclobes, we can assume h a [  
dl noise puwcr comes via the main beam, so that the noise temperature of h e  antenna 
is given by (12.12): 

where is the efficiency of  thc ilntenna T ,  is iis physical temperature. and Ta is the 
equivalent brightness temperature uf the hackground seen by h e  main heam. (One must 
be careful with this approximation. as i t  ir  quire possible for the noise power m l l ~ d  
by rbe sidelohcs ro exceed the noise power collected by the main beam. if the sideloks 
arc aimed ar a hol background.) The noise power at h e  antenna terminals, which is 
the noise power delivered to the transmission line. is 

wherc B is the system bandwidth. If Si is the received p w e r  ar the antenna tefinals* 
then rhe input signal-to-noise r a ~ o  at the antenna terminals is Si/Ni. 

The uurpm signal power is 
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Gsvs has been defined as a system power gab.  The output noise power is  

where Tqus has ken defined as the overall sysrern tlnoisc temperature. The output sipnal- 
to-noise ratio is 

I t  may be possibIe ID irnprovc this signal-10-noise ratio by various signal processing 
rechniqucs. Note ha t  it  may appear ru be convenient tn use an avcralj system noise 
figure tu calculate the degradation in signal-to-noise ratio from input to olitput for ~e 
above sysiern. bul on2 must be vew careful with such an apprt~ach bccause noise fignre 
is  defined for :Vi = bTIB. whic11 is not the case here. Ir is r~ f ten  less confusing co work 
directly with noise temperatures and powers, as we did above. 

r - 7  

EXAMPIX 12.3 Signal-to-Noise Ratio of a Microwave Receiver 

A microwave receiver like h a t  of Figure 12.7 hiis the following parameters: 
I 

$ =4.0 GHz, GW = 20 dB. 

I3 = 1 MHz, FW; = 3.0 dB, 

G f ~ = 2 6 d B .  LAi =66.ddB. 

71 = 0.90, Fh1 = 7.0 dB, 

T, = 300 K. GIF = 30 dB. 

Tb=200K. F F : = [ . l d B .  

Lr = 1.5 dB, 

If the rcccived power at the anrenna terminals is Si = -80 dBm, calculate the 
igput a i d  1311 tpu t signal-to-uoisq ratiqs. 

S u l ~ r i m  
We first canven the above dB quantities to numerical values, and noise figwes 
to noise temperatures: 
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Then fmm (12.16). (12.17), and (12.19) the noise temperahvcs of the meiver, 
rnsmission line. and antem are 

Then the input noise power. from (12,20]. is 

So the input signal-to-noise ratio is, 

$1 --  - -80 + 115 35 dB. Ni 
From (12.22) the total system noise temperatwe is 

T h i s  result clearly shows the noise contributions of rhe various components. 
The output signal-to-noise ratio is found from (12,231 as 

Frequency-Mulf iplexed Systems 

Tt, take advantage of h e  wide absolute bandwidth of a microwave channel, a large 
number of narrow bandwidth channels can be rnul~plexed together. This is essentially 
a process of up-converting groups of voice. data, or video channels to c~nsecu tive fce- 
quency bands in h e  RF spechum of the transmitter, and then down-converting at the 
receiver. The procedure is known as frequency-division multiplexing (FDM), and is 
in contrast tn  me-division multiplexing (TDM j, where small '"time-slices" of a large 
number of input signals are transmi~tcd sequentidIy. 

A simplified I-'DM radio is shown in Figure 12.8. At the trmmitter, several narrow- 
band baseband channels are first multjplexed together to form a - !zroup. For example, a 
standard paupins for voice c h m e l s  is to multiplex twelve 4 lrHz (nominal) bandaid& 
channels into a 60-108 kHz frequency band. This can be done using single-sidebmd 
miners and a set of precision local uscillators. Several of these groups be 

combined into one RF rhwnel, and several RF charnels may be accornmodsed On 
the same RF carrier. Two RF channels are shown in Figure 12.8. To avoid wasted 
bandwidth. all mixing should be single-sideband. 

The resulting multiplexed signal i s  then amplified and transmitted. Ar the receiver* 
RF channel dropping filters r . e  used to separate the RF channels. These filters 
usually thee- or four-port components, where the desired c h m e l  is filtered through 
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RI-' 0 - AJ 
channel 
MUX 1 

71 =Eel MUX 2 lpL&?~=l 

Baseband 
- - -  

FIGURE 12.8 Frequency divisim multiplexed microwave radio. (a) FDM transmittw. 
&) FDM receiver. 

one port. and the remaining spcctrunl i s  passed though to the next channel dropping fiIler. 
Each RF chamel is &en down-converted. LF filtered and amplified, and demultiplexed 
into the original baseband channels. R-actical FDM systems have capacities of 1 @  or 
more alephone channels- A frequency -hopping system ih similar to a FDM system, but 
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uscs a psuedo-random sequence of waosmission frequencies to provide immunity f m o ~  
interference and jamming- 

' 2 m 3  RADAR SYSTEMS 

Radilr. or R Jio Detection And Ranging. is probably the most prevalent app]jcehon, 
of 112icrowa\,e rechnnlogy. In in hasic opelation. a transmitter sends out a signal whch is, 
portly rctlecied by a distant target. arid then detrcted by a sensitive receiver. If a narrow 
bcm antenna is used. the txget's direction can be accurately given by the ps iGnn  d. 
\he antenna. Thc distance to the tarsel is de~ern~incd hy rhe timc required lor the i g d 7  

t~ travel to thc target and back. and ill2 radial vslocily of h e  Lul*get is related to 
D~wpIer shift of the return signal. Below are lisrd same of the typical applicaciuns 
radar systems. 

Civilian Applications 

Air7,afl .sun~~iIlanre 
Marine nav i garion 
Weatl~cr 1 . 3 6 ~  
AlLimexp 
Aircraft Janding 
n ~ g l ~  
S~wcd rncasurement (potice radar) 
Mapping 

Mili~ary Applicnt ions 

Air and marine nzlvigalian 
Dritecticsn and tracking of iikcrafr, rnissilts, spacecraft 

r MissiIe guidance 
r Fire r~snuuJ for missjles and arcil1er)r 

Weaprjn Suuscs 
e Reconnaissante 

+ Astronomy 
Mapping and imaging 
Precision distance measurement 

+ Remote sensing of natural resources 

Early d a r  work in the United States and Britain began in the 1930s using veWY 
fiequenc). (W) sorrrccs. A major breakthrough occurred in h e  early 1900s with 

1 

the Bri~ish invrnrion of the magnetron as a mliablc rwrce  of high-power rnicmwaves. 
Hkher frequencies allowed the use of -~~nably  sized ant-s with high g i n ,  allow- 
in% rncchanicul cracking o f  targets wirh good angular rrso:olorion. Radar NYLT guicM~:, 
devkloped in G r e a ~  Britain and ihe Unilrd States, and played yo important role in World'\ 
wat n. 
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~ i g w c  12.9 shows a pholuspph uf the phased array radar for the PATRlOT missile 
system. We will now derive the radar equadon, which guverns the basic operation of 
mosl ~ d a r s .  ~d thw describe some of the more common types of radar systems. 

The Radar Equation 

Two hasic radar systems arz illustra~ed in Figure 12-10; in thc nranosfatic .vsfcm 
the same anlcrma is used for both rrans~nir m d  leccive. while h e  Cyisrr~~ic- .glslem uses 
two separatu antennas for Lhcse functions7 Mast radars are of Lhs monustarir: lype. but 
in snrrre applications (such 3s missile fire cuntroll t!x target is illuminated by a separ;lte 
transmit anlenns. Scp~ratc antennas are also sunielirnss used to achieve chc necessary 
isrdation hctwecn lrallsmilter and receiver, 

Here we will co~isider the rnonosra~ic cast. but the histatic case is w r y  sin-tilar. If 
the transmitter radiates a power Pt rlvough an arjtcuna 01' gain G.  he power density 
incident on the target is. fmm (12.41 and (I2.L 1), 

where R is the dismce to the target. Ir is assumed that the target is in the main beam 
direction of the mrenna. The rarget will scatter the incident power in various directions; 

12.9 Pho~ogapl~ufthePATRII)T~lt~sedarr~yrad~, TliisissC-badmullil~nclian 
radar thar provides lactical air defense, incl u d i n ~  tarper search m d  rracdrillg, and 
mifisile tire conrrlrI. phased array antenna uses 5C)OU kn - i t e  phase shiftcrs to 
elecuoflicaTly scan the rrotcnna beam. 
P ~ w  prolPirtcd by Rayhwn Cumpaoy. 
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FIGURE 12 .I0 Basic monostatic and bistatic radar sys$~rns. (a) Monosta~c radar s y ~ m .  
Ib] Bistatic radar system 

the ratio of the scattered power in a given direction to the incident power density is 
defincd 2s the ra&r cross section, 6, of t be target, MathernaticaUy, 

where P, is the tutd power scattered by thc target. The radar cross section thus has the 
dimensions of area, and is a property of lhe txger itself. It depends on the incident 
refl ection angIcs. as well as the polarization of the incident wave. 

Since target acts as a finite-sized source. the power density of tbe reradxated field 
musL decay as 1/4xft2 away fwm the target. Thus the power density of the scattered 
field back at the receive anrema must be 

Then using (12.14) for the effective area of the antenna gives the received power as 

This is the radar equrrrion. Note Bat the received power varies as 1 /R', which implies 
ha1 a sensitive low-noise receiver is needcd to detect targets at long ranges. 

Because of rloise received by the anletma and generated in rlu: receiver, the* will 
be some minimum detectable power that can be discriminated by rhe receiver. If chis 
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m e 1  is PwI then (1227) can be rewritten b give the maximum range as 

Signal poccs3ing can cffeclively  educe the minimum delectabje signal, and so increase 
the usable range. One very uonlmon processing technique used with pulse radars is pulse 
integration. where a sequence of A7 rcceivcd pulses are integrated over time. The effect 
is ra reduce the noise level. which 11as a zero mean, relative to the returned pulse level, 
resulting in an improvenient factor of approximately !V [4J. 

Of course, the above results seldom describe he  perfomrtflce of art actual radar 
system. Factors such as propagatio~ effects, ~e statistical oamre of the detection process, 
and externd interference ofko serve to reduce the usable range of a radar system. 

n 

E W T P L E  12.4 Appliratim of the Radar Range Equation 

A pulsed rada operating at 10 GHz has an antenna with a gaio of 28 dB, and a 
transfitter powcr of 2 kW (.pulse power). If it is  desired to detect a targct with a 
cross section of 12 rn2, and the minimum detectable signal is P& = -90 a m ,  
whit is the maximum range of h e  radar? 

S'cllu tim 
The required numerical vdues are 

G = 10~~' ' '  = 631, 

Then thr: radar range equation of (12.28) gives the maximum range as 

Pulse Radar 

A pulse radar determines target range by measuring the round-trip time o f  a puised 
microwave signal. Figure 12.1 1 shows a typical pulse radar system block diagram. The 
rransmirref portion consists of a single-sideband mixer used m frequency offset a mi- 
crowave oscillalor of frequency fa by an amowt equal lo the F frequency. After powcr 
amplification, pulses of this signal arc trasnlittcd by the antenna. The transmit/receive 
switch Is conr~olled by the pulse senemtor to give a transmit puIse widh r ,  with a puke 
fepetition frequency (PRF) of f .  = 1 /T,.  The ~ansn l i t  pulse thus consist% of a shoa 
burst of a microwave signal ar the i ~ q u e n c y  Jo + jlF. Typical pulse durations range from 
100 ms to 50 ns: shwrkr pulses give better range resoh~tiun. but I o n p  pulses result in a 
better sjgnd-to-n~ise ratio after receiver processing. Typical pulse repetition frequencies 
m g e  from 100 Hz 10 1130 kHz; higher PRFs give more returned pulses per ufittt time, 
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FIGURE 12.11 A pulse radar system and timing diagram 

which improves performance. but lower PRFs avoid range arnbiguj!ies that can accw 
when R ;.. cT,/2. 

the receive mode. the returned signal is amplified and rnjxcd with the tacd 
oscillator of frequency to produce the desired LF signal. Tlw local oscillator is u.~d 
far both up-conversion in the transmitter as well as down-conversion in  he ~ c e k r ;  
 his simplifies the system and asvids rhe problen~ of frequency drift, which would be a 
consideration if separate nscillators were used. The LF s ipd  is amplified, detected. and 
fed to a video mplifier/dispiay. Search radars uften use a continuously rotating aflm~n3 
for 36U' a7.irnuthal coverage; in this caw h e  display shows a polar plot of farget range 
s'ersus a~~g le .  Many modern ixdars use il computer for the processing of h e  detected 
signal and display of &get information. 

The Wdnsmil/receive (T/K) switch in ihe pulse rdar actually performs two functions: 
fohn: the trmsmi~ pulse train. ilnd sw i tchmg tlw antenna berwecn the transrnitrer and 
receiver. This latler Iunction is also known as dupir.rirrg. In principle. the duplex@ 
function could be achieved with a circulator, but an important requirement is that 3 hi@ 
dcg-ce of isolarion (about SO-I0  dB) be prouidrd between the transmitter and teeeiver. 
to avoid iransrnitier leakage inlo thc receiver which would drown h e  target return (m 
possibly ddmilp the receiver). As cku1atoj.s typically achieve only 20-30 dB of isola- 
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tian, same type of switch, w i h  high isdation. is required. If necessary, further isula~on 
ern be obtained by using additional switches afong the path of the Wansrnitter circuit, 

Doppler Radar 

If rhe target har a velocity romponenz along the tine-of-sight of the radar, the re- 
turned s i p d  will be shifted in frequency relative to the transmitted frequency, due to 
the dopplcr effect. If the wan sn~itted frequency is f,, and the radial target velocity i s  tr, 
then the shift  in frequency, ur the dopplcr frequency, will be 

where c is the velocity of light. The received frequency is then f, f f d .  where the plus s i ~  
comesponds to an approaching target and rhc minus sign corresponds to a receding target, 

Figwe 12.12 shows a basic doppler radar system. Observe that it is much simpler 
han a pulse radar, sincc a con~inuous wave signal is used. and the trans~nic osciltator 
can also be used as a lucd oscillator for Lhe receive tnixer. because the received signal is 
frequenuy offset by rhc dnppler frequency. 'The filter follrrwing the mixer should h a w  a 
passband con.esponding to the expecled nuninurn and ~naximurn target vel~xiues. It is 
important that thc hl ter haye high altenuatiot~ a~ zero frequei~cy , to eliminate the effect af 
clutter return and transmitter leakage at the f q u e n c y  lo, as these signals would down- 
convert to zero frcqucncy. Then a high degree of isnIation is not necessxy be~ween 
transmifxer and rccciver, and 3 circulsrar can be used. This type of filter response also 
helps to reduce thc effect of l / f  noise. 

The above radar cannot distinguish between approaching and receding targets! aq the 
sign of jd is lost In the dcttction process. Such information can he recovered. however, 
hy using s mixer that prnduces separa~ely h e  upper and lower sideband prrrrlucts. 

Since the return of a pulse radar from s moving target will contain n d~ppler shift, it k 
pussible to determine both thc range and velocity (and position. if a narrow beam mtenna 
is used) of a Carget with a single radar. Such a radar is known as apulse-rhppler rmlur, 

I 
filter Amplifier 

FIGURE 12.12 Dnppler ndar system. 
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and offen s e v ~ a l  advantages over pulse or doppler radars. One problem wilb a pulse 
radar is that it i s  impossible to dislinguish between a true r q c r  and clutter returns Gom 
{he ground. trees. buildings. etc. Such clutter mturns may be picked up from ihc anteam 
sidelobes. But if the Lugel is moving (e-g.. &s in an a b o r t  surveillance radar appccaho), 
the doppler shft can be used to separate its return from clutter, which i s  s t a ~ m ; t ~ ~ .  

Radar CrbSS St i -c th  

A radar targel is characterized by its radar cross seclion, as defined in (12.25)- 
which gives [he ratio of scartered power tu incident powtr density. The cross section 
of a target depends on the btquenc y and polarization OF the incident wave, md on 
jncj den t and reflreled angles rela11 ve 10 r h ~  rargci- Thus we mn define a rnonssta~c cross 
section (incident and reflected angles identical). and a bistatic cross section (incident a d  
reflected angler; - different). 

For simple shaps  the radar cmss section can be cdculated as an elechomagnetic 
boundary vdue problem; mere complex targets require numerical techniques. or mea- 
shwment 10 find the cross section. 'The radar cross section of a conducting spbm can 

2 be ca]cul;ited exactly; che monostatic resull is shown in Figure 12.13, normalized to re . 
r h ~  physicd crm-sectional area of Lhe sphere. Nere hat h e  cross section iflcreases 
very qllickly with size for elecrrically small spheres (a << A). This repon is called 

/$g![ekh regio?~, and it carr be showri that cr varies as (Q/A)' in this regiofl. (This 
skong dcpendeflce on frequency explains why the sky is blue, as the bIue component of 
sunlrght scatten more strongly from atmospheric particles tfiau do the lower fkequency 
red compunenrs-S 

For electricallg large spheres, where a >> A, the radar cross section of the ~ p h e ~  
is equal to ils physical cross section, TU'. This is the opiic~I t-t~gio~t, where geo#~cd 
optics are vdid.  Many other shapes, such as flat plates at nomd incidence. also have 
cross sections Wt approach the physical mea for electricalIy large sizes. 

b?IGURE 12.13 Monastdc f- cross swtion of a conducting sphere. 
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'I'ABLE 12.3 Typical Radar C r w  Sections 

Bird 
Missile 
Person 

S d L  plane 
Bicy le 
Small h a t  

Fighrcr plane 
Erlmber 

Large airliner 
Truck 

Betweell l l ~ e  Rayleigh region and h e  optical region is Lhe resonance region, where 
the electrical size of the sphere is on t l ~e  order of a wavelsiigh. Here thc cross sec~irln 
is oscillating w i f i  frequency. due to phrt~e addilion and cancellation 01' vwinus scatlered 
6eld componenis. Of particulw nnic i s  the fact that [he cross section may reach quite 
high vaIues in this ~xgian. 

Complex targels such as aircraft or ships generdly have cross sections that vary 
rapidly with frequency and aspect angle. In military applications i t  i s  crfcen desirable 
to minimize Lht3 radar crnss section of vehicles. to reduce deiectability. This can be 
accr~n-lplished by using rddar absorbing nlatertalti (lnssy die1 ecrrics) in ~lte cansmction or 
the vehicle. Table 12.3 lists the approxhalc radar cross sections uf ri variety of dilfercn~ 
[=gets. 

A radar system oblains inibrmation about a target by transmitting a signal and 
receiving the echo Irom rhe t,xgct. md thus ciln be described as an active remote sensing 
system. Radiun~e~ry. however, is a p&sive technique which develops infnmation ahu i  
a rarget solely kum rllz microwave portion n l  the blackbr?dy radiation (noise) h a 1  i t  
eirhcr elnits directly or reflects from surrounding bodies. A ,~~diunrefer is a sensitive 
mciver specially designed to measure t h i s  noise power. 

Theory and Applications of Radiometry 

As discussed in Seu~ion 1U. I .  ;r body in rhern~udynamic equilibrium at a temperalure 
T r d a m  energy accorbing to Plancli's radiation law. In I ~ P  rnic~crwave reginn h i s  r ~ u l t  
reduces to P = kTR.  where X: is Bultzmann's cunstanr. B is the system bandwidth, and 
P is the radiated power, This result ~ h c t l y  applies only to a bluckl~ody, which is 
defined as an idealized material which absorbs sll incident energy. and reflix~s none; a 
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blackbody also radiates energy at the same rate as il &sorbs energy. &us mainbbhg 
herma] equilibrium. A nunideal hndy will panially reflecl incident energy, and $0 does 
no[ radiate zls much power as  WQUICI a blackbody at the same temperature. A measure of 
h e  power radiated by a body rclative to tl-rat radiated by an ideal blackbody at h e  same 
temperature is the emissivity, c, d e m d  as 

where P is the power radiated by [he nonideal h d y ,  and X:TB is the power that would 
be emitred by a perfect blackbody. Thus. 0 5 c 5 1. and c = 1 for a perfect blackbody. 

AS we saw in Section 10. I .  noise power can dsu b~ quantified in terms of equivalent 
ttmperature. Thus for radiometric purposes we cu define il brightness tempcram, 
Tul a? 

where T is the physical cclllptlrature of the body. This shows that, radiometrically, a 
body always looks cooler than its actual temperature, since U < e 5 I .  

Now cunsider Figwe 12-14. which shows the anten~ia of s radiometer rcueiving 
noise powers from -5wious sources. The mtcnna is painred ar s region af the cmh 
which h s  m apparent brightness temperature Tn. The amlosphere emits radiarion in al l  
directions: lht component ~madiated directly toward the antenna is whle the power 
reflected from the earth LO h e  antenna is TJH. There inay also bc noise powers h a t  
enter h e  sidelobes of the antennas. from the sun or other sources, Thus, we can see 

that the tntd bfightt~sss temperacure seer1 by the radiometer is a function of the scene 
under observatinn, as well as the ubscmnrion angle. ircqucncy. potarizatiun. attenuation 
of the atmo.rphere, and h e  antenna paltern. The objective of radinmctry is ti, Inter 
information a h ~ ~ u r  the scene From thc measured brightness rsmperature, and an malysis 
of the radio~nerric mechanisms thal relaw brightness temperature to physical conditions 
uf rhc scene. Far example. the power reflertcd from a unifom layer of smw over sod 

FIGURE 12.14 N o i s  powm soww in a typical d o m e t e r  application. 
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cam ke aeatsd as plane wave reRec60n from a multilaye~ diele~tric region, leading to the 
development of an algorithm that gives the thickness of the snow in terms of measwed 
brightness temperature at variclus frequencies. 

Microwave radiometry is a relatively new area of technology, and m e  which is 
strong! y interdisciplinary. drawing on results from fields such as alcctrical engineering, 
uceanopphy. geophysics. and amospheric and space sciences, to name a few. Below. 
some of h e  more typical applicati~ns of microwave radiometry are listed. 

Environmental Applications 

+ Measurernmr af soil maismre 
r Flood mapping 

Snnw cover/Ice cover mapping 
Ocean surface windspeed 

w Atmospheric temperature profile 
r Atmospheric humidity profile 

Military Applications 

w Tar~e r  - detection 
Target reco,@ion 
SuneiIlanct 
Mapping 

Astronomy Applicarions 

Planetary mapping 
Solar snlission mapping 

r Mapping of galactic objects 
Measure~nent of cosmoIogical backgr~und radiation 

Figure. 12.15 shows a photogmph of a radiometer wed &I measure the water vapor 
profile of the atmosphere. 

Total Power Radiometer 

The wpect of radiometry that is of mosr interest to LIIC microwave engineer is 
&L' design of h e  radiometer itself. The basic problem is to buiId a receiver that can 
disiinguish bslween Lhc desired radiornetriu noise and thc inherent noise of the receiver. 
cven though the radiometric power is usually less than the receiver noise power. AIlhough 
it is not a very practical instrument, we will first consider the total power radiometer. 
because it represenis a simple and direc~ approach to the problem and serves to i l lus~ate  
h e  difficulties involved in radionletzr design. 

The block diagram of a typical total power radiometer is shown in Figure 12-16 
The fmn~ cnd of the rcceiver is a standard ~u~erheter t~dyne circuit consisting of an RF 
amplifier, a mixerllocal oscillatur. and an IF stage. The IF filter determines the system 
bandwid&, B. The detector k generally a squm-law device, so that I t s  output voltage 
is ~ r ~ h @ n a l  10 the input power, The integrator is essentially a low-pass filter with 
a cutoff frequency of 117, aud serves smooth oul shun-tern1 variations in the noise 
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FIGURE 12.15 Photograph l>T ;i mullichannel microwave radiometer used to measure the water 
vapor profile r ~ l *  rile ; ~ n ~ ~ p h e r e .  This system has one rccriver  hat operates 
a1 36.5 GMz ro scnsr liquid water in thc atmosphere. and a second group of 
receiters operaLing from 16 to 28 GHz tu sample the 22 GHz wnrer vapnr 
resulrance. 
Courtesy af he Microu.avr Remate Sensing Labmtory. Uuivemity OF Ma%sadmem 
AmIYetst. 

p o w .  For simplicity. we assume thar the antenna is Inssless. although in practice 
menna loss will affect the appmnt temperature of the antenna. as given in ( 12.12). 

If the anteflna is pointed at a background scene wilh a brightness tcmprature TB. the 
mtenna powt-r will be PA = kTbLj:  this i s  the desired signal. The receiver cofitributcs 
noise which can be characterized â r n power PR = kTRB at the receiver input where 
T,Y is  overall r~oisr rernperat~rn of the receiver. Thus h e  outpur wltage of h e  
radiomerer is  

where C i s  the averall gain cwstsnt of tbe radiometer. Cooueptually, the system is 
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FIGURE 12.16 Total power radiometer block diagram. 

calibrated by replacing the antema input with two calibrated noise sources, from which 
the system constants GkB and GTRkB can be determined. (This is similar ro h e  Y -  
factor m c t h d  for ~neasuring noise- temperature,) Then rhe desired brightness temperarurc, 
TB. ean be measured with the system. 

Two types of errors occur with this radiometer. First is an ermr, in the 
meawed bri$mess lenlperature due to noise fluctuations. Since noise is a random 
pmess ,  the measured noise power may vary from one integration period to the nexl. Tlre 
integrator (or low-pass filter) acts !o smooth uul ripples in I?; with frequency components 
,mater than 117. It c m  be shown that the remainkg error is 121 

This result shows h a t  if a longer measurernenr time, T. can be tolerated, the emr due 
to noise fluctuation can be reduced to a negligible value. 

A more seriuus error is due LO random variations in the system gain. G. Such 
variations generally nccur in the RF amplifier, mixer, or IF amplifier, over a period nf 
one second or longer. So if ihe system is cdibrared with a certain value of G. which 
changes by the time a measurement is made, an enor will occur, as given in reference 
C2I as 

where AG is the nns change in the system gain. G. 
TI will be useful ro consider some typicd numbers at tlis time, For example. a 

I O GHz total power radiometer may have a bmdwidth of I00 MHz, a receiver tenlpe~alure 
of T'. = 500 K, an integrator time constant of r = 0.0 I 8 ,  and a system gain variation 
AU/G = 0.01, If the antenna temperature is TB = 300 K. (12.33) gives the error due to 
noise Ructuatiaos as. ATrv = 0.8 K, whiIe (12.34) gives the emor duc to gain variations 
as a?k = 8 K. These results, which are based on reasonably realistic data, show that 
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min vanaiiun is h e  most detrimenmf factor affecting he accuracy of me total power 
radiometer. 

The Dicke Radiometer 

We have seen that the dominant factor affecting the accuracy of the total power 
radjnmrter i s  h e  varjaGim of gajn uf the overall syslem, Since such gain \~xiatjons haw 
a relsiivell; long ~ilne cr~nslinl (> 1 second), i t  is conceptualIy possible to e h i n a l e  this 
error by repea~edly calibraling h e  radiometer 31 rapid rate. This i s  the principle behind 
the operatinn o l  h e  Dicke null-balancing radiometer. 

A system dinpram is shown in Figure 12.17. The superheterodyne rmtiver is iden- 
tical to the tu~al power radiometer, bur h e  input is penu&ually switched ktwmn the 
antenna a ~ l d  a variable power noise sourcc.; this switch is called the Dicke switch. The 
uutput of the square-law detecfor drives a sy rrchronous dernddatnr, which consists of 
a switch and a dirference circuit. The dernodulalor switch operates in synch~clnisrn wifi 
thc Dicke swilah, so that thr ~ ~ ~ r p u t  of lht. subtractor is proptional to the difference 
between the rtr~isz pou7ers Fwrn thz antenna. TB, md the reference noise source, TREf. 
The output of the subkactor is then used as an error signal to a feedback control circuit! 
wl~ich controls the power Ievel csf the reference noise sourcr so that G', approaches zero. 
lo his balanced state, TE = IiEF. and TB can be delemined from h e  control voltage, 
f;. The syum-wave sampling frequency, f,, is chosen lo be much Fdstcr than the d d i  
time nf the system gain, su that this effect is virtually eliminated. Typicid s m l i n g  
frequencies range from 10 to 1 OOO Hz. 

I - - - - - - - - - - +------------ ----------I 
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A typical rztdiometcr would measure h e  brighmess rempcature TB over a range of 
about 50-300 K; this the11 implies thal the reference noise source would have to cover 
this sanx raltpe. which is dificult to do in practice. Thus, there are severdl variations 
on the above design, differing essentially in  the way that h e  reference noise power is 
controlled or added to the system. One pussihle method is to use a constant T R ~ ~  which 
is somewhat hotter than thc rnaxirnun~ to be measured. The amount uf rrference 
noise power delivered to h e  system is then con~rolled by varying the p ~ ~ l s c  wid~h of the 
sampling waveform. Another approach is ro use a cclnstant reference noise power, and 
vary the gain of the F stage during rhe reference sample time to achieve a n ~ d l  oulput. 
Othm possibilities, including alternatives 10 the Dicke radiometer, a e  discussed in the 
literalure 121, 

2m5 MICROWAVE PROPAGATION 

In free-space tlcctrc~magnetic waves propagate in suaizht lines without attenualiun or 
other adverse effects. Free-space. huwevcr. is an idealizalion that is only approximated 
when microwave emrgy propagates ~hruugh the atmosphere ur in the presence uC L k  

BUIII. In practice h e  p d o r m a n c e  of a cc~mmunication. radar. or radicimev sysrem may 
be seriously afected by propagation effects such as reflection. refraction. attenuation. w 
diffraction. Below we discuss .some specific propagation phenomenon rhal can influence 
tile operation of microwave systems. It is imprwbant reatize that propagation effsc~s 
generalIy cannot be quantified in any exact or rigorous sense. but can only be described 
in terms of their statistjw. 

Atmospheric Effects 

The relative permittivity of the atmosphere is close to unity, but is actually a I'unc- 
tion of air pressure, temperature, and humidity. An empirical result which is useful at 
microwave frequencies is given by [5] 

where P is thc baro~rietric prcssure in millibars, T is the temperature in kelvin. md 
V is the wale1 v a p r  pressure in millibars. This result shows ha\ pcm~ittivity gen- 
erally decreases t approaches unity)  as altitude increases. since pressure rrnd humidity 
decrease with hejghl faster than dues temperature. This change in permittiviry w i h  al- 
titude causes radio waves to bend toward the earth, as depicted in Figure 12.1 8. Such 
reiiaction of radio wuves can sornctinles bt: useful, sincc it may extend the range of 
ra&r and curnmu~lication systems beyond the [irnit imposed by the presence of h e  
e u t h ' s  horizon. 

1 f an  antenna is at a height. h, above h e  earth, sj mple geometry gives the he-of -  
sight distance to the horizon as 
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FIGURE 12,18 Rehcrion of ratbo waves by lb 

where R is he radius of the e d .  Fmm figure 1 2.18 we see that the effect of rehctios 
on range can be accoun~eb for by using an effective e-h radius kR, where R r 1. A 
value arrnmnnly rrsed 141 is k = 4/3, but this is unly rn average value whlch chzcnps 
wilh wealher cnnditions. In a radw system. refraction effects can lead to errors when 
bzterinining ihs clct.rrtiun of a target close ro the horizon. 

Weather condirions can same tinlcs produce a temperature inversion, where the tern- 
perature increases with alticrtde. Equaeian ( 1 2.35 5 then shows that the amspheric per- 
mittivity wii l  decrease much fastcr than nol.rnd. with increasing altitude. This condition 
can: x~mefintes lead to diirfit~g lalsn called artppinz, or irnortiaiaus propagation). w h e ~  
a radii) wave can propagate long distances parallel to the earth's surface, via the duct 
crearecl by rhe Iayer nf air along the tenrperdturc inversion. me situation is very sin~ilar 
to propagation in a dielectric waveguide. Such ducts can range in height from 50-500 
fee& and may be near the eru-th's sufiice. or higher in altitude. 

Another atmospheric effect is a~renuation. caused primarily by h e  absorption of 
microwave energy by water vapor and molecular oxygen. iWaxirnunr absorption nccW 
when the frequency coincides wid1 one of the molecular resonances of water w oxygen, 
Ihus atmclspheric tinenuation has d s r h c t  peaks a1 these frequencies. Figure 12.14 show 
the a~mospheric artenuation vs. frequency. At frequencies below 10 GHz the atmosphere 
has very lirtle effect on the srrenga of a signal. At 22.2 md 183.3 GHz. resonance p* 
occur due lo water vapor resonances, while resonances of molecular oxygen cause pc&s 
at 60 and 120 Gf-Zz. Thus there arc "windows" in the millimster wave bmd near 35, 
94, a d  135 GHz where radar and communication systems can operate with minimum 

Precipitation such as rain. snow, or bg wiu increase rhe attenuation. especially 
at higher frequencies. The effec~ of atmospheric attenuation can be included in system 
design when using the Fiis rransnrissian equation ur the radar equation. 

In some instances the system frequency may bc chosen at a point of maximum 
atmospheric attenuation. Remute sensing of the atmosphere (tempera Cure, water + 'aPc  
rain rate) is often done with radiometers operating near 22 or 55 GHz. to maximize h e  
sensing of atmospheric coodifions (see Figwe 12.15). Another inkresting example i s  
spacecraft-to-spacecraft ccsmrnunica~ion at 60 GHz. This millimeter wave frequency 
the advantages of a !age bandwidth and small antennas with high gains and. s ine  he 
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atmosphere is very lossy sr this frequency, the possibilities of interference. jamming, and 
eavesdropping from e d  a7e greatly reduced. 

Ground Effects 

The mast obvious effect of the presence of the ground on microwave propagarion is 
rekction from fit earth's surface [land or sea). As shown in Figure 1 2.20. a radar target 
(or receiver antenna) may be illuminated by bath a direct wave from the transmitter and 
a wave reflecied from the g ~ u n d .  The reflected wave is generally sn~alter in amplitude 
rh-m the direct wave. because of the larger distance it travels. the fact that it usual\y 
radiates from the sidelobe region of the ~ i n s m i t  antenna, and because the ground is not 
a perfect reflectnr. Nevertheless. h e  received signal at the target or receiver will be Lhe 
vector s u m  of the two wave components and, depending clo the relalive phases of ihe two 

FIGURE 12.20 DireEt and r e f l e d  w a w  o w  the &'s surface. 
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waves, may be ,malcr or less than 1h2 direct wave done. Because the distances involved 
usudly v e q  l q c  in ienrls of the zlecuicai mvelength, even a small variation in the 

permittivity of the atmosphere cau cause1cdin.g (long term flxlctuarions) or s c i ~ ~ j / ~ l r i n l l  
(shorc term Ruc~uerionr) it1 ihe signal h t n n g h .  These effects can also be caused by 
reflec~ions from iohornagenci[ies in the a~mohpfiei-tr. 

In communication syste~as such fading can sometimes be reduced by making use 
of tht fact that t l ~ e  fading ol' two co~nrnunicatian chk~nncls having diffrrcnt fre~~upncies, 
palxizatiuns. or physical 1c)caliuns i s  essentially independent. 'I'hus a somnluoication 
link c m  reduce fading by combining the oUtputs uf two lor more) such channels; this is 
cidled a diversi~y sjfs tern. 

Another ground effecl is difiiic.fiut?. w h e ~ b y  a T A ~ O  Wave sciCaLCeR energy in the 
vicini~y nf the line-of-sight boundary ar the horizon, thus giving a range slightly &yond 
h e  h~rizon.  This efi'cc! i s  usually very s~na l l  a1 microwave r-equsocies. Of course. when 
~bsiacles suc.11 as lsills. tnounlliins, or buildings we in the path of propagation, dlft'ractiun 
effects can bc stronger. 

in n radsr sysrern. unwamrd reflections often occur frnnl terrain. vegetafjun, frees, 
bl~ilclings, mcl the surface EJT h e  SEA. Such clutter echoes generally d e ~ u d e  or mask 
(he rcturn of a true wg2t. ur show up as falsf target, in the context OF a surveillance 
01- rracking radis. In rn:,pp?ng or ~.enln!,rr  e  en sing appfications such clutter returrrs may 
actual ty constiruke L I I ~  &sired signal- 

Plasma Effects 

A plusr~rn is a ~ i ~ s  ~o~is is t ing of ionixd parlicles. The iu~losphere- consises of spherical 
1a)~em 01' 2 tm~><sphere \vi th pqrticles r~ hlrh ha a.s ken ionized by sol= radialion- and thus 
fornls a plasma rqinn. A very dense pllisln;~ is fanned on a spacecraft as it reenters 
~e atn~or;phere. due to I ~ L .  high tcmperaturcs produced by iriaion. Plasmas are a l . ~  
pmducect hy lightning, tneteirr showers, and nuclear expIosions. 

A plasn~a i s  c h ~ 3 ~ t e n z i . d  by the number of ions per u n i ~  t'olurn~; depending on this 
density and he frequency. a q8ave rnisht be reflecied. absorbed. w transmitted by the 
plasma ruediun~. AII effective penl~ittivity can be detined for a uniform plasma redun as 

i s  h c  plasma Irequeocy. In (12.38). q is the charge oT the electron. m is the mass of 
the clecfron, and .I7 is the number ot' ion ired particles per uei& volume. By studying h e  
solurio~l of Maxwell's eqt~a~inm for pl;me wave pl.[rpagatiun in such a medium. il 
be shown that wave propagation rhrough a piasma i s  mly possible Tor w > w,. Lower 
kquency waves will be rotally reflected. If a maperic field is presetlt rhe plasma 
become.; misotropic. and the ;inalysis is more cornplicatcd. T h e  earth's magnetic field 
iaay be s m n g  enough to produce such rn misotropy in sume cases. 

The ionosphere consisw of severd diffemnt layers wilh var)~ng ion densitis; in 
order of increasing ion densiv. these layon we referred to as D. E,  Fl, and FZ. The 
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characteristics of these layen depends on seasonal wearher and solar cycles, but the 
average plasma frequency is about 23 MHz. Thus, signals at frequencies less than 8 MHz 
[e.g., short-wave radio) can refiecl off the ionosphere to travel distances well beyond the 
ki0rh.m. Higher frequency signals, however, will pass through the ionosphere. 

A sirnilar effect occurs with a spacecraft entering the nrmosphere. The high velocity 
of the spacecraft causes a very dense plasm to form mc~und the vehicle. The electrun 
density i s  high enough so that, from (12.381, the plasma frequency is very high, thus 
inhibiting carnrnunication with the spacecraft unril its ueiocity has decreased. Besides this 
blackout eff'ecr, h e  plasma layer may also c a w  a large impedance mismatch between 
the antenna and its feed line. 

Microwave Heating 

To the average consumer, the term "microwave" connotes a microwave oven, which 
is used in many households for' heating food: i n d u s ~ a l  and medical applications also 
exist for microwave heating. As shown in Figure ! 2.2 1 ,  a microwavt oven i s  a relatively 
simple system consisting of a high-power source. a waveguide feed, and the oven cavity. 
The source is generally a magnewon tube operating at 2.45 GHz, although 91 5 MHz is 
sorneurnes used when greater peaetration is desired. Power ouvuc is us~ally between 
500 and 1500 W. The oven c a v i ~  has metallic walls, and is eltctricdly large. To reduce 
the effect of uneven heating caused by standing waves in d-tc oven, a "mode stirrer," 
which is just a metal tic fan blade, is used to perturb the fidd distribution inside Lhe oven. 
The fd is dsu  mlaied wirh a rnoloinx! plaiter. 

I n  a conventional oven a gas or charcoal fire. or an electric heating element, generates 
heat outside of the material LO be heated. The outside of the material hen  gets heated 
by convection, and the inside of rhc material by conducrion. In microwave heating, by 
conbast, the inside of the material gets heated tirsr. The process though which this 
occurs primarily involves the conduction losses in materials with large loss Langents [5] ,  
[6]. An interesting fact is that the loss tangents of many foods decrease with increasing 
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FIGURE 1231 A microwave oven. 
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temperam. so that microwave heating is to some extent self-regula&ng The nsufi 
is h a t  rnicwwave cooking generiilly gives faster and more uniform heating of food, 
as c n m p ~ ~ d  wilh conventjond cmliinp. I'he efhcje~cy of a microwave oven, when 
defi as ihe ratio of poruer #n verred lo hea (in h e  food) to the power supplied the 
oven, i s  generail y less than 50%: rh i s  is usual1 y greater than the cooking efficiency of a 
conventional oven, I~owev~r .  

The most critical issue in ihe design of a microwave oven is safety. Since a very 
high power source is used, leakage levels must be very small to avoid exposing the user 
to h ~ u n f u l  radiation. Thus rhe nlagnerron. feed waveguide- and oven cavity r~l~s! 

be c m h l l y  shielded. The door of h e  oven q u i r e s  particular attention; besides close 
mechanical tnlerances. the jninl around the door usually emplays RF absorbing material 
and a ,\/4 cbok  flange lo reduce leakage to an xceptable level. 

E mrg y Transfer 

Electrical power rrmsmission lines are a very efiicienr and convenient way ra transfer 
tnergy from onc point to another. as they have relatively low loss and initial costs, and can 
be e s i i y  ~-ou~ed.  There are applicat tons. however. where il is inconvenienl or impssible 
to use such power lines. In  such cases it is conceivable that eIectrical power can be 
kartsmilteb without wires by a well-focused micwwave bean1 [7J. 

One exmple is the solar saltllite power sration. where il has k e n  proposed h a t  
electricity be generated in space by u large r~rbiiing m a y  of solar cells. and translnitted 
to n receiving statinn on earth by a microwave beam. We would thus be provided with 
a virtually inexhaustible suurce of electricity. Placing the solar m a y s  in space has the 
advantage of power delivery uninterrupted by darkness. dolrds, ar precipitation, which 
are prokdems encountered with emh- based solar mays. 

To be economically competitive with other sources, the solar power satellite station 
would have to be very I q e .  The presenr pruposd 151 Involves a salm m y  about 
5 x 10 km in sire, feedin: a 1 km diameter phased aITd)' antenna. The power output 
on earth would he on the order or 5 GW. Such a project is extremely large in terms 
of cost and complexiry. Also of legi~irnate concern is  the operational safety of such 
a scheme. b{lth in terms of radiation hazard associated with the sysrern when it is 
operating ss designed, as well as  he rjsks inyulted wjlh a malfunction of lhe system. 
nest considerations, as well a the political and philosophical ramificarions of such a 
large, centralized power system, have m d e  the Furrrre of the solar power satellite stahon 
doubtful. 

Sinlilar in concept, hut oo a much smaller x d e .  is the lrmsmission of elecrricd 
power from earth to a vehicle such as s. small drone helicclpier or airplane. The ad- 
vantages are that such an aircraft could run indefinitely. and very quietly, at I t a t  over 
a limited area. Banlefield surveillance arpd weather prediction would be some possible 
applicebms. m ~ e  concept bar demonsasred wjuirh S E V E ~ ~ I  projects involving s d  
pilotless aircraft 

A very high power pulsed microwave source and a high-gain antema can be used 
iu deliver ;to intense burst of energy to a target. and thus used as a weapon. The pulse 
may be intense enough to do physical damage to the targe~, or i[ may aci to overlod 
and dessoy sensitive decmnic systems. 
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Electronic Warfare 

Military m-adar and communication systems m y  be Limited or prevented from per- 
forming their intended function by deliberate means. such as interference, jamming, and 
other countermeasures. We will give a brief outline of [his subjec~. which generally goes 
under the t i t le of el~c~rurrlc wu$are+ Most of the discussion applies ro radar sysrems, 
although some techniques, such as jamming, apply to communicatiori systems as well. 
Electronic warfare can be divided into three major headings. 

1. E/ecrronic srdpporr rneasctres [ESMj. These involve the use of "threat warning" 
receivers to detect the presence of a search or tracking radar. or the presence 
of a jamming signal. Such receivers are used on aircraft, ships, and ground 
vehicles, and usualIy give characteristics of tht thaf radar such as operating 
frequency, pulse waveform, and direction. 

2. Elec~rons'c cumt~measrcres (ECMI. These include the use of both active and 
passive techniques to either confuse or deceive a radar a r  crrrnmunication system. 

3. Elecrranic cutrrrrer-cuunrerme~7sures (ECCM). Any radar or communicalion sys- 
tm can be rendered ineffective by a forceful and determined ECM effect. The 
purpose of ECCM i s  to make such a goal tm costIy trr be achieved. 

We wil l  discuss electronic countemtasures in more detail. Passive coumemeasures 
are methods to reduce the probability that a target will be detected by a radar, or to present 
false wgets  to the radar. Passive countermeasures do not involve the emission of any 
signals or noise. Examples include chaff, which are clouds of thin foil strips ejected by 
an aircraft to present a False targel 10 a radar; decoys, which are dummy vehicles rhat 
appear to a radar as an aircraft or missile; radx cross seclion (RCS) reduction. by proper 
shaping of' the vehicle, or by coating it with lossy matecids. 

Active countemleasures involve the radiation of a signal to confuse w deceive the 
radar or communication system. and generally take the form of jammers. A noise jammer 
radiates a relatively large power in h e  operating band of h e  radar, to mask he m e  target 
return. or lo overload the receiver front end. An effective ECCM strategy here is to 
design the receiver with overload protection. and lo provide frequency agility, whereby 
the radar changes its operating frequency over a large range h a pseudo-random manner. 
A barrage jammer radiates noise signals over a wide band of frequencies, to encompass 
the tuning range of a frequency agile system. The j m i n g  power over a given radar 
bandwidth is then less than thal of the noise jammer operating at one frequency. IF the 
jamming signal is being uansmittcd from a Iwation different than the target. its effect 
can be reduced by using an adaptive array antenna on Lhe radar to form a pattern wi& a 
null i n  the direction of the jammer. A repeater jammer receives the radar pulse, delays 
it (or otherwise modifies it), and rcbansrnits it to give he radar false range or velocity 
infomation. 

It is  relarively suaighcforward to use the radar equation and Friis pn wer mansmission 
formula 10 quaTltitative.ly describe some of h e  must c o r n o n  jamming scenarios. In the 
s e ~ ~ . ~ c r e c ~ a i ~ z g  jammer (SSJ) case, the interogating r a w  is jammed by a jammer at the 
target itself, illustrated i n  Figure 12.22a. The objective of the jammer is m radiate 
enough power at the radar lo overwhelm the target r e m .  The jammer has the advantage 
of only a one-way path loss, but i l  generally must radiate over a broader bandwidth md 
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Radar 
signals 

signal 

FIGURE 12.22 Two commun jamming sctnarios. [a) Self-screening jammer. @) Stand-off 
j m e r .  

larger wgular sector than fhe radar, to Be sure of blanking its signal. The important 
parmeter is the jammer-to-signal [JIS) power ratio; effective jamming requires a SIS 
rafio of I) 10 20 dB. depending on rhe radar characteristics, From Ihe radar equatinn of 
( 1  2-27], the received power at the r q h r  due co reflection from the target is 

where Pt is h e  radar mnsrrsitfer. power, G, is the radar mtenna gain Crnonr>static case as- 
sumed), and 0 is the radar crass section of the target. Using the Friis power transmission 
fornula uf (12.151 gives [he jammer noise power at the radar as 

where P' is the radiated puwer uf the jammer, and G, is  the g ~ n  of the jammer antenna. 
The factor BT/Bj is the ratio of the radar bandwidth to thc bandwidth of the jammer. ad 
accounts for the fact th;lr the jammer must radiate power osrer a frequency band luge 
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enough to account for an uncertainty in h e  radar frequency. Using these two results 
gives the JIS raho as, 

- - - - - 
S P,. 1 DG, 

h a stclnd-ofjurnm~r [SOJ) scenario, the jammer is at a different location than the targel. 
The target lies in the main h a m  of the radar antenna, hut the jammer radiates power 
inlo the sidelobes, as illusrratcd in Figure 12.22b. The radar return from the target i s  
s M  given by (1 2.39), but the noise power received from the jarnmer is now given by 

where G:L is the gain in the sidelobe (SL) region of the radar antenna, and Ri is  the 
distance from the jammer to the radar. Then the J/S ratio for this case is 

EXAMPLE 12.5 EI~ctronic  C'ountermcasnres 

A 10 GHa backing radar has a transmitter power of 100 kW, an antenna gain of 
I 35 dB, and art F bandwidth of 1 MHz. it is attempting to track an aircraft with 

a cross section of 4 m' at a range of 3 km. A self-screening jammer aboard 
the aircraft has a transmitter power of 1 kW over a 20 hIHz bandwidth. with 
an antenna gain of 10 dB. Find the resulting J/S ra~io. and compare uiilh J/S for 
the same jaimner used in a stand-oft' configuration at a distance uf 10 I;m from 
the radar. Assume a 20 dB sidelobe level for the radar anrenna. 

Soluf ion 
The mdar antenna gain is 

and the jammer antenna gain is 

Thc wavelength is X = 0.03 m. Then from (12.41 1. the US rario for the SSJ 
cast is 

The radar antenna gain io its sidelobe region is 

so the J/S ~ a t i u  for the SOJ case can be faund from (12.43) as 
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So we see that the self-screening jammer should be reasonably &feccjve, 
but the stand-off jammer will not be very useful. 0 

Biological Effects and Safety 

n e  p m ~ m  dangers of exposure to microwave radiation are due to thermal effmh. 
The body absorhs RF and microwave energy and converts i t  to heat; as in h e  case 
of a mjcj- wave uven, this heating occurs within the body, and may not be felt at low 
lw&. Such heating is most dangerous in the brain. the eye, the genitals, and the stomach 
organs. Excessive radiation can lead tu cataracts. sterility, or cancer. Thus it is inlpofimr 
10 determine a safe 'eiidia~ion level s~ndard, SO tbar w s s  of mi~~owave  quipnlen~ 
not be exposed to harmful power levels. 

The most recent U.S. safety sta~dard far human exposure to electromagnetic fields i s  
given by IEEE Standard C95. I-  1991. In the RF- tnicrowave frequency rangc of 1 0  
LO 309 GHz, exposure Limits are set on the power density (w/crn2) as a funclion d 
f~~yuencq- ,  as shuwn in Figure 12.23. The recommended safe power density limit is as 
low as 0.2 rnwlcrn2 at rhe lower end of this frcqlrcncy range, because fields penetrate 
the body m m  deeply at lower frequencies. At frequencies above 15 GHz the power 
density limit rises LO 10 mw/cm2. since must of the power absorption at such frequencies 
occurs near the s h  surface. B y  comparison, rhe sun rabiares a power density of about 
100 rnw/cmz. un a clear day, but the effect of h i s  radiation is much Iess severe thm 
a curresponding level of luwer-frequency microwave radiation because the sun heats 
the uutside of the body, with much of the generated hear reabsorbed by the air, while 
microwave power heats from inside the body. At frequencies k l o w  100 MHz elecrric and 

Frequency IGHz) 

FIGURE 12.23 E E E  Smdard a5.1-1991 mommendd pomr density limits for h a  ex- 
posure w RF and microwave electromagnetic fields, 



magne~c fieIds interact with the body diPfercntly than higher frequency electrnmagnetic 
fields, and so separate lirnils are given fnr f eld components at ihese lower frequencies. 

Olher countries have different standards for micrf~wave exposure l imits, some of 
which are lower than the US. Iirnits. Some uf these slandmls are a Functian uf exposure 
time. with lower power densiry Iimirs for prolonged exposure. A separals standard 
applies to microwave ovens in h e  United States: law requires ha t  all wens be tested 
10 ensure that he power Ievel a1 5 cm from any point on the oven does not exceed 
I mw/cm2. 

Most experts fee! that the above limits represent sde levels, with a reasonable margin. 
Some reseachers. however, feel h a t  health hazards may occur due to nun thermal efrects 
of long-tern exposure to even low levels of microwave radiation. 

EXAMPLE 12.6 Power Density in cbe Vicinity of a Microwave Radio Link 

A 6 GHz conimon-carrier microwave communications link uses a tower-muunted 
antenna wirh a gain of 40 dB. and a ~ansmitrer power of 5 W. To evaIunce the 
radiation hazard of this system, eakulate the power density at a distancc of 20 m 
from h e  anicnna. Do this for a position in the main bean1 of the antenna, and for 
a position in the sideIalx region oi the antelma. Assume a wurst-case sidelobe 
level of - 1 C) dB. 

Sduiioa 
The numerical g ~ n  of  he antenna is 

G = lp ' j10 = 104 

Then from 112.10) and (12.1 11, the power denshy in the rnain h a m  of the 
antema at a distance OF R = 20 m is 

The wow t-case power densiLy in the sidelobe region would he I U dB below this, 
or 0. I O rnw/crn2. 

Thus we see that the power densi~y in the main beam at 30 rn is below the 
Unitcd States srandard. The power density in rhs sidelube region is well below 
lhis limit. These power densities will diminish rapidly with increasing distance, 
due to ihe 1 /r.' dependence. 0. 
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PROBLEMS 

12.1 A! a distance of 5 km from an antenna. the r i d i ~ c d  powcr density id [he main beam is measured 
to be 1.27 x lopb w,'rnJ. If the input power io the antenna is  100 W. what is the gain of fie 
antenna? 

1 2 2  A short monopole antenna on a ground plane has a far-zme electric field given by 

C .  E a  = - sinfle -3 ku 6 . for 056590", 
I' 

and i s  zcm elsewhere (i.e.. below h e  gaund  pla~~e). Determins lhe dimclivity of this antenna. 
123 A plme wave with a power density of 2 x I O  '%!m2 i s  incident in the main h a m  direction of 

an antenna having a gain of 12 dB. IC the liequency IS 8 GHz. w h a ~  is the pnwcr delivered to 
matched load at thc antenna terminals? 

12.4 When a certain antema. having a physiud temperalure nf 295 K. is aimed ar h e  overhead sky an 
equivalent noise temperature of 34.5 K 1s measured. If we assume thar the mlenna has enough 
gain so that it sees an essentially unrform brightness kmperature of 5 K, what i s  the efficiency of 
the antenna? 

112.5 A microwave radio link at 4,9 GHz uses transmit and receive antennas with gains of 30 dE3. If rhe 
distance between uansmitter and receiver 1s 27 km, and i t  is desired to have a minimum received 
power level of -64 Urn, whal i s  rhe reyu~red rransmirtcr p ~ w e f l  

12.6 A microwave relay transmitter has a power of 10 W. Lf the anrennn has a gain of 30 dB. and 
we assurne a word-case sidelobe level of -IS dB Ibelaw lhe nuin beam). what are the power 
densities in the main km and s~delohs regions uf rhc anrcnna, at a distancz of 330 rn? 

12.7 Derive the radar equ-dtiun for the bistat~c case. where the transmi* and receive antennas have gains 
of Gt and G,, artd are at distances Rt and R, fmrn h e  ~xget. respxtively. 

lL8 A pulse radar has a pulse r e p t i h a  frequency j, = 1 /T, Determine rhe n~aximurn unambiguous 
range of the radar. (Range ambiguity wcurs when the round-uip time of a return pulse is greater 
than thc pulsc repctirio~l rime. so it beccanles unclear as to whether a given return puIse belongs to 
the last transmitted pulse. or some earlier transm~tted pulse.) 

1x9 A doppler radar operating at 12 GH7 is intended to dctcct target velocities m a g  Fram 1 dw 
to 20 d w c .  Whar Is the required passband uf ihe doppler filler? 

12.10 A ~ I s e  radar operates at 2 GGHr and haq a per-pulse power of 1 kW. Ifik is to be used to detect 
a target with rr = 20 rn' at a range of 10 km, what: should be  he minimum isolatihtl knueen the 
transmitter and receiver. so that h e  leakage signal tiom [he tranamitar 1s a1 least 10 dB h l ~ w  
received signal? Assume an antenna gain of 30 dl3 

12.11 An antenna, having a gGn G', Ir shorted at i ~ s  terminals. Whar is  the minimum monosmfic r a w  
cross section in the dlrcction of Ehc main k a m ?  

n-12 A self-screening jammer has an output power of 1 M1 W, an antenna gain of 15 dB. and a bilndwldlh 
of 10 h.iHz. It js used a g ~ n s t  a redar havlng a msmitcer power of 10 kW. with an antema ggn 
of 30  dl3 and an IF bandwid~h of 0.5 MHz. If the operaring frequency is 12 GHz and the W$r 
RCS is 5 m', cornputc thc minimum range for which J/S -- 1. 

U.13 On a clear day, with the sun direct1 y overhead. the received power density from s d g h t  is about 
1300 ~ i r n ' .  Ti we mike the simplifyins assumption thal his puwer i s  mmsmined via a sin$- 
frequency plane wave, fidd the resulting amplitude of h e  incident elecmc and magnetic fields, 
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Append'x A PRERXES 

hlultiplying Factor Prefix Symbol 

[era 

gigs 
mega 

kilo 
hectn 

deka 
h i  
centj 

rnilli 

micro 

nma 
pic0 

felnlo 

Appendix VECTOR ANALYSIS 
Coordinate Transformations 

- sin qb cos - 
+ I) 0 

8ect~rtguhr 10 spherical: 

cos B cos cos 13 sin m - sin B 
- sIn Q 

cas B - sin 19 
n 

Thk%t? tables can be used to trausfom unit vectors as well as vector componenw: e-g.. 
p=&cos&+f!sjd4 



Vector Analysis 699 

Vector Differential Operators; 
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-4 - = /AID1 ws 8, where 0 is the angle between A and B. 1 

Note: the Lerm G'LJ has meaning only for rectangular compnnents of ;q. 

A - HS' (divergence theorem) B.15 

BESSEL FUNCTIONS 

Bmd frmqions am solutions m the differentid equation, 

whm? k3 is real and r! is an iiltegcr. The two independent salu~uns to this equarion arc cdld 
odinaq Besscl I'unc~ions of the first and second kind, written as J,(kp) and Yn(kp). and so the 
general 3c1lurion to (C.1) is 

where A m d  nd are iubicrary constants to be determined Erorn boundary conditioas. 
These functions can be wr3mn in series form as 
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where y = 0.5772.. . is Eder's constant, and x = kp. Note that Y, becorns inbite at s - 0. 
due to the !n term. From these series expressions, s m d  argument formulas can be abtained as 

Large argument formulas crtn be derived as 

Fsgure C.l shows graphs of a few of the Lowest order BesseI funcdotss ofeacb type-. 
Recmnce  formulas relatc Bessel functions of different orders: 

1 z~(J) = -[ZTr-l(l) - Zn+~(x)] C. 13 
2 

w h k  Z,, = Jt, or Y +  . The following integral relatio~ls involving Btssel Functions WE useful: 

where J,(p,,) = 0. and J:,Sp',,) = 0, T ~ C  zeros of J,Ix) and . F ~ ( x )  w e  on pages 702 and 703. 
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FIGURE C,1 Bessel functions of the fist and second kind. 

Zeras of Bmel  functions of first kind: Jntx) = O 
for O < x < 12 
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Extrems of Bessel fuuctions of 6rsl kind: 
dJ , , lx ) /dz  = 0 h r  0 < x < 12 

Appendix ' OTHER MATHEMATlCAL RESULTS 

Useful integrals 

m ~ x  n r i  mrrr nrr 
cus -& = uln - 6' sin-dx=U. for m #  17 D.2 

d U 

Taylor Series 

1 
-- - 1 f x+s '+x3+- . - ,  Tor 1x1 < 1 D.6 
I - x  

2 
2' Z 

J K = l + - - - + - . - ?  
2 8 

for 121 < 2 D.7 



*ppendix PHYSICAL CONSTANTS 

+ Permittivity o f  free-space = 60 = 8.854 x AO-'' F h  
r Permeability of he-space = cb = 4rr x Hlm 

Impedance of free-space = rp = 376.75 1 
r Velrjcity of light in free-space = c = 2.998 x 10"s 
r Charge of electron -- q = 1 602 x 10-I" 
+ Masv nf electron = nr = 9.107 x 1 0 ~ ' '  kg 

Boltzmann's consrartf = k = 1.180 x JI°K 
r Plrtnck'g consmc = h = 1 -054 x J-s 

Gyrumagnetic ratio = 3. = 1.759 x 10'' C K g  (T* g = 2) 

Appendix F CONDUCTlViTlES FOR SOME MATERIALS 

Material Conductivity Slm (20°C) Mareria1 Conducthity Slm (2QSC) 

Aluminum 
Brass 
Bronze 
Chromium 
Copper 
Djsrilied water 
Gemmiom 
Gold 
Graphite 
h n  
Me rc uq 
Lead 

Nlchrome 
Nickel 
PI aljnum 
Sea water 
Siricon 
SiJ uef 
Steel (sZcan) 
Steel (stainless) 
Solder 
Tugsten 
Zinc 
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DIELECTRIC CONSTANTS AND LOSS TANGENTS 
FOR SOME MATERIALS 

M a t e d  Frquemj' er cm 6 (25°C) 

Alumina (99.5%) 
Barium tewatiranak 
Beeswax 
Beryllia 
Ceramic (A-35) 
Fused quartz 
Gdlium arscnide 
Glass (pyrex) 
Glazed ceramic 
Llrdte 
NyIm (61U1 
Para fin 
Plcxiglass 
Polyethylene 
Polystyrene 
PnrceIain (dry process) 
Rexolite i 1422) 
Silicon 
Styrofoam (103.7) 
Teflon 
Ti~ania [D-100) 
Vaseline 
Water (distilled) 

10 GHz 
6 GH2 

10 GHz 
I0 GHr 
3 GHz 

10 GHz 
10 GHz 

3 GHz 
10 GH2 
10 GHr 
3 GHz 

I O  Gkh 
3 GHe 

10 GHZ 
10 GI32 

100 MHz 
3 G& 

10 GHr 
3 GHr 

10 GHZ 
h GHz 

I0 GHz 
3 GHz 

*ppendix PROPERTIES OF SOME MICROWAVE FERRITE 
MATERIALS 

Trans-Tech 47rAV1s AH . 4sA11. 
Materid Number G Oc E T tan 6 G 

Magnesium ferrite TT 1 - 105 
Magnesium ferrite TT-390 
Magncsiumfemk TI -3000  
Nickel ferrite 7T2-101 
Nickel Itrtite IT2-113 
Nickel ferrite 7T2-125 
Liihium ferrite TT73- 1 703 
Lithium ferrite TI77-2ZIW 
Yttrium garnet G-113 
Atamhum garnet G-610 
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Appendix I STANDARD RECTANGULAR WAVEGUIDE DATA 

TE loCu~off EM Inside Outside 1 Recon~rnended 
Frequency Frequency Designation Dimensions Dimensions 

Band' Range IGHz) 

L 1.12-1.70 0.908 WR-650 6.500~ 3.250 6.W~3.41l'): 
I 16.5 1 x 8.255) (16-916~8.664 

R 1.7b2.60 1.372 WR-430 4 . 3 0 0 ~ 2 .  I50 4.460~2.310. 
(10 .922~3 .41)  (1  1.328~5.864 

?t aiXL3.95 2.078 WR-284 2.840 x 1 .M 3 . 0 0 0 ~  1.5aO ' 

Letters in pmntheseh denare d ~ m t i v e  designations. 
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Appendix J STANDARD COAXIAL CABLE DATA 

- 

Qverall Dieiecrric M-urn 
Cable Impedance Dielecrric Diameter Diameter Operating 
TP (05 ~ateriai?  m.1 m-) Voltage 

RG-8AAJ 
RG-9B/U 
RG-5 5AJ 
RG-S#/W 
RG-59N 
RG-141m 
RG-142N 
RG- L 74A.J 
RG-I 78/U 
RG- I SUN 
RG- 1 87.N 
RG-188W 
R G- 1 95AJ 
RG-2 1 3115 
RG-2 1 4'U 
RG-223IU 
R G 4  I 
RG-402 
RG45 
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I I I 1 . r  t I I I  I I 1 1 1 1 1 1 1  1. I 1 t r 1 l r j  

0.01 OQ20.030.05 0.1 0.20.3 0.5 1 2 3  5 10 

Frequency (GHz) 

FIGURE J.1 Attenuation data for coaxial cables. 



ABCD parameters. 206-2[)9 
tahle for basic circuits, 208 
d i e  For conversions. 21 1 

Admi[cmce inverten, 468+69 
Admittance martix, 191-194 

ubIt  for conversions, 2l1 
AM rnodulahn. 563. 66W67 
Ampere's law. 7 
Amplifier design, 618-641 

balanced. 632-635 
distributed. 635-640 
luw-noise. 628432  
maximum gain. 61M21 
specified ~ a i n ,  6 2 2 4 2 7  
stnhilily. 6L24 18 

kisutropic mid& 11-12 
Antenna 

basic characteristics. 655+2 
temperature. 662 
types. 6566-58 

A p e ~ r w ~  cmupfi~g. 23 7-244, 33 7-3-79 
Altenuatiun 

atmospheric. Q86487 
transmission line, 90-98 

Attenwition constant for 
c kcular waveguide, I 35. 141 
cuaxial Line, 93 
dielecwic loss, 1 1 1- 1 12 
microstrip Iine. 163 
parallel plale waveguide, 1 1 6 1  17. 1 19 
plane wave in lossy dielechc. 18-19 
~ecmgular ~a5~c.ipilie. 125. 128 
$tripline, 156 

Ancnuator. 1 9%199 

Balanced mpli6ea, 632435 
B andpass filters 

caupled line. 47-$ j 

coupled re son at^^. 486-494 
lumped cIen~ent, 457462 

Bandstop tilterx 

mupled rcsorlator, 1 8 ~ 9 0  
ltlrnped element, 4 . 5 7 4 2  

Bessel I'unc-tions, 70&703 
zeroes of. 135. 137, 7112-703 

Betbe hok c o u p k ~ ,  3fL-374 
Rehe snzail ~ I U [ C  coupling &:oq, 237-244 
Binomiai coefficic~~~~+ 279 
Binunrial lilrer response, W . 5  
Binoniial maichlng transfumer. 27&282 
Biological e f'fec ts, 69-95 
Black k d y .  A79 
Bloch impedanc~, 426 
Bnde-Fmn cri lcrirln. 295-297 
Boltzmano's consimt. 351) 
Boundary cnndiriobs. 12- 16 
Branch line cosrpfer. 379-383 
Brewster angle. 4 1 
Brightness ternpwttm. 680 

Cascade connecti~q~ 207 
Cavity resonaton 

cylindrical cavity, 3 1 g 3 s  
dieIwm'r raortdlor, 323-328 
rectangular caqily. 3 1 3-3 1 8 

Chcuactezi~zIc- impcdmce, 58-59 
cowid line. 65 
microship line, 162 



Characteristic impedance {cottt.) 
parallel piale line, 1 1 3 
stripline, 155156 

C'hebyshev 
filter response. 445 
matching rrmsfomers. 282-288 
p I y  nomids, 283-285 

Chip capacitor, mistor, 257-258 
Choke 

bias, 577. 603 
flange. 131-132 

Circular pot arization, 35-26, 504-506 
Circular waveguide 

attenuation. 136. 139 
cutoff ikqueocy, 135, 137 
field pattt?ms. 140 
propagation constant. 134, 1 37 
table for. 139 
TE ma lmf ,&, 233- 

Circulator 
I d i e  juncfron, 537-543 
general properties, 353. 535-537 

Coaxial connccrors, 146- 147 
Cosucial line 

atrenua~ian consht. 42, 95-96 
characteristic impcdmce. 65 
data fnr standard lines, 707 
distributed line parameters, 6 1 -62 
field analysis. 63-65. 141-145 
higher-order modes, 143- 145 
voltage breakdown, 176377 

Cummensurate line Biters, 463468 
Commensurate line trrtnsfomers. 277 
Communicadon systems. 662-672 
Composite filters, 440443 
Cnrnp~ssion point. -549 
Cumpuler aided design [CAD), 222 
Conductivity, 9 

b61e for maals. 7fl4 
Canductur loss, 28-30 
Conjugate matching, 89-91) 
Comcctors, cokxial. 146-147 
Constant gain circles, 622425 
Consrant-k filters. 433436 ,  442 
Cnnsranr noise figure circles. 628-632 
Conversion loss, ~ e r ,  567 
Coplanar waveguide. 175- 176 
Coupled lines, 384-388 

chacteristic impedances, 386388  

coupla ,  38%397 
fiIters, 474-485 

Couplers (see Ditecrional couplea) 
Coupling 

aperture. 237-244 q 

coefficient. 333-334 
critical. 332-334 
resonator, 332-339 

Cross guide coupler, 4 12 
Cumnt 

displacement, 7. 1 l 
electric. magnetic. 6, 9 

Cutoff frequency 
c i r c u l ~  waveguide. 135, 137 
pardel plaw waveguide, 1 15, 1 IS 
~g~ waveguide. 1-33. 126 

Cutoff wavelength, 1 IS, 1 19, 128, 139 

w biuck. -r.7z di34i9.f 
Decibcl notation, 72-73 
Demagnetizati~n kctor, 508-5 10 
Decectw, 559-565 

sensitivity, 563 
Dick radiometer, 68-85 
Dielecrric consmr. [able. 705 
Dielectric Loaded waveguide, 130-131. 164-170 
Dielectric loss. 29 
Dielectric loss tangent, table, 705 
Dielecfric resonator oscillators. 648-55 1. 
Dielectric resonators, 323-328 
Dielectric strength for air, 174- 177 
Dielectric waveguide, 175 
Diode 

b e t ~ t ~ ~ ~ ,  559-565 
I-V C U W ~ ,  560-561 

Direc tianal couplers. 354-35 7 
aperture coupled, 369-374 
Bethe hole, 369-374 
branch line, 374-383 
coupled line, 389-397 
Lange. 39840 I 
Moreno cross guide, 412 
multiholt waveguide, 374-389 
Riblet short siol, 41 3-4 14 
ring hybrid. 401407 
Schwinger revered phar;~. 4 13 

Direc ti v i ty 
adrenna. 65&6Hl 
coupler. 356359 
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Discontinuihes. 222-230 
micrnstrip. 224, 229-2311 
waveguide. 223 

Dispersion. 92, 1 7 s  1 73 
Distorrionless line, 92-95 
Double sidcbnnd ~nndulatian. 567 
Dynamic range, 543-549 

Effective permittivity. micio~trip. I61 -i 62 
Elecmc energy. 27 
Electr~c field, 6 
Elcctnc Bux densq.  6 
Electric polarizability. 239 
Electric po~enhal. I I18 
Electric su$ceplihiIity, 9 
Electric wall. 15 
Elecuoma2netic specmm, 2 
Eleclron gun, 5% 
3J~i-kw1nk .wiidarrV b 9 1 4 9  
Ell~ptrc filter, 4 4 M  
Emissi vity. 680 
brrgy ,  elcchic. magnetic. 17 
Encrgy transmission. 690 
E plane T-junction. 359 
Equal ripple filter response. 445 
Equivalent  voltage^ and currenls, 183-1 87 
Even-dd mode analysis for 

branch line coupler. 386382  
coupled hne coupler, 38%394 
coupled line fillet, 474485 
ring hybrid. 4111 4117 
capered coupled line hybrid. 40741  1 
Wikinson divider. 363-366 

Even-odd mode chatactetialc impedance fnr 
coupled micrukmp tines. 388 
coupled \triplines. 387 

Expnendal tapered Ijne. 280-291 
Extraordinary wave, 5 16-5 1 7 

Fabv-Perot resonator. 328-332 
Faraday rorarion. 512-515 
Faraday's law, 7 
Fernte devices 

cirtu~ators. 537-543 
gymtor, 535 
isolators, 525530 
loaded wa\eguido. 5 18-523 
phase shifccrs. 530-535 

Ferrites, 497 
lnss in, 50C-508 

microscopic model for, 498-SW 
permeability tensor for, 503 
plane wave propagation in, 5 1 1-5 17 
wble of prnpemes, 705 

Fiber opt~cs, 665 
Field displacement isdator. 527-570 
Filters 

hmdpaqs. 457462,474485. 48W94 
bandstop+ 45 7 4  1. 4 8 M 9 0  
composite. A I M 3 3  
constant-k. 433-4361 
elliplio, 445-446 
hrgh pass, 442, 45-56 
~mplcmcntrttion, 462469 
linear phase, 446, 45 1-452 
low pass. 4 3 3 4 3 .  347452 
nt-derived, 4 3 W 0  
scahng, 4 5 U 5 6  
~ ~ ~ f 0 ~ ~ ~ ~ M 2 . 5 ,  453462 

Flanges, waveguide , 131-132 
Flow graph. 2 13-2 I 7 
Frequencl bands. 2 
Frik power iransmrssion formula, 643-665 

Gain (see Power gun) 
amphfier. 6 1 M 1 1  
mtenna, 662 
Zwo-port power, HBk-610 

Group dclay, 446 
Group velwcity. 17CL173 

for periodic suuchres. 429 
for waveguide. 173 

Gunn diode. 589-59 1 
Gyrator, 535 
Gyromagnetic ratio. 498 
Gyrorropic medium (ace F a t e s )  

Helmholtz quafions, 16 
Hertz, H.. 3-4.5 
High pass filrem 

uonsmnr-k. 436. 4 2  
nr-derived. 442 
transfoma~on 10, 455 

High-2. Low-Z ti Ikrs, 470473 
History. of microwave engineering, 3-5 
H plant: T-ju~~crion. 359 
Hybrid junctions 

coupled lme, 39S397 
qnadrature, 379-383 
ring (rat-race). 4 0 2 4 7  
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Hybrid junchns Icon?.) 
scaltering matrix. 755-3515 
bpered coupled line. 4 0 7 3 1  i 
waveguide magic-T, 41 1 

h a p  impdance. 43 1 4 3 3  
Image parameters. filter dc5ign using. 4 3 U 3  
Image theory, 4 7 4 9  
IMYATT dit~de, 389-59 1 
Impedance 

chac~tristic,  58-59 
cuncep! of, 1 87- 1 9U 
image. 33 1 A 3 3  
intrinsic. 17 
wave, 17. 19, 108, LOCI. 110 

h p c d m c e  jnvekers, 4684b9 
I r n ~ d m c c  matching. 25 1-252 

Bod?-Fano crikrion. 295-297 
R%~L+ -5t1k 2-k~,7.7,~ 

L-xcL~o~. 252-257 
mu1 tisection transformer. 277-278 
qufier  wjrw m s f a m e r .  83-87. 276277 
single sub, 258-266 
tapered linc. 288-293 

hspedance matrix, 191- i96 
table for conversions. 2 1 1 

In~pedance transformen (sef Impedance matching) 
Incrclneatd inductance rule. Whcelzr. 9 6 9 8  
hsertion loss. 72 
Insertinn loss rtiethod for filter design, 443452 
Zn~rrmodulatic~n distoytic)n, 574-375 
Lnvorrcrs. admittance, impedance, 468-4159 
his. waveguide, 223 
Isolators 

ficld displacemeril, 527-530 
resonance, 523-527 

Jammer. 69 1 4 9 4  
Junction circulator, 537-543 
Junctions (see Hybrid junctions) 

Kit td's equalion. 5 I 0 
Klopfenstcin rapzrd line. 29 1-293 
Klystron, 594 
K d a  Identities, W - 4 8  

Lmge coupler. 398401 
Linearly polarized plane waves. 1 6 2  1 
Linear phase filter. 44-6, 45 1-45? 
Line pmnlaters (per unit length), 6-2 

Line width, gyromag~etic resonance, 507-508 
Loaded lines ( ~ P P  Per idc  s m a m s )  
Loaded Q, 306 
Loadcd waveguide 

dielecrric loading, 1JU-131, 169-f 711 
ferrite loading, 5 1 5-5 23 

Loop coupling in wavcguidc, 2 3 6 2 3 7  
Loss (see nl.ro Artmuation constant) 

cnnduclor, 2 S 3 0  
diclecr~.ic, 28-29 
ferrite. 506-SUB 
insenion, 77 
return, 67 

Loss mgent, 2 1 
table, 705 

b s s y  msmissim lines, 9&98 
Low pass filters 

cons tatst-k, 433436, 442 
dp&ktzz?. 4-?M& 442 
protolype, 447-452 

L-section matching- 252-257 

Magic-T. 41 1 
Magnelir energy, 27 
Magnetic field. 6 
Magnetic flux density, 6 
Magnctic polarizabiliy, 239 
Magnetic- susceptibility, I I 
Magnetic wall, 15 
Matched line, 66 
Matching (see Lmpcdance matching) 
Malerial cnnstanls 

table of conducriviries, 70.3 
table of dielectric constanrs md loss mgeats, 705 
table of ferrite properties. 705 

MctuimaUy flat filter response, 44.4445 
Maximum power capacity, 176- 1 77 
Maxwell, J., 3-5 
Maxwell's equations. 5-6. 8-9 
nl-derived filters, 43-0. 442 
Micrisstrip 

approximare anal ysjs. 1 64-1 67 
attenuation, 163 
characteristic impedance, t 62 
cupled. 388 
effwrivc permittivity. 1 61-1 62 
field partern, 161 
p p g a t i n n  constmt, ! 61 

Microstrip discontinuities. 224, 22%230 
Microwave heating. 689690 
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Microwave integrated cb~uits ( h d l ~ ) ,  583 
hybrid, 584 
monolithj~ { M M C  }, 534-587 

Microwave oven, 689490 
Microwave sources. 588-596 

Gum1 diode. 589-591 
IMPATT diode, 589-591 
oscillaror,ts. 6 4 1 4 5 2  
lubes. 583-596 

Microwave tubes, 593-596 
b a c k ~ v ~ d  wave ~scillator. 594 
crossed-heid amplifier. 594-595 
extended idteraction asdllator, 594 
gyrauon. 595 
kIystrnn. 594 
nlagnetron, 595 
traveling wave tube, 594 

Millimeter waves, I 
hikers. 559, 565-573 

antiparallel diode, 57 1 
balanced. 568-57 I 
conversion loss. 567 
double balanced. 57 1-572 
image ejection, 572-573 
image response, 567 
sing le-ended. 565-568 

Modal analysis. 222-229 
Mode charr, for cavity. 320 
Mudes 

cavi~y modes, 3 13-3 15, 3 1g320 
circular waveguide, 132-139 
paallel plate waveguide. 112-120 
rectangular waveguide. 1 2 6 1  28 

Mtldlrlalion 563-565 
Monolithic integral4 circuits, 583-587 
Multiple re4lections. on qumer wave t r aos fomv  

8547 
Multiple section cwpled b e  cwplers, 394-397 
Mulhple seclion matching rransfomers, 277-288 
Multiplexers. 67M72 

Negative resistance oscillators. Ml* 
Neper. 72-73 
Network analyzer> 205-206 
Noise. 54t;-550 

figure. 555-559 
sources. 548-550. 552-553 
temperature. 55tL553 

Ndse figure, 555-559 
of cascade. 557-559 

of bssy h e .  556 
of tmnsiscor amplifier, 628432 

Ohm's law for fields. 9- 10 
Open circuit stub. impdance. 69 
Oscillators 

dielectric resonator, 64845 1 
ncgative resistance. 641444 
transis~or. 644447 

PxalleI plate waveguide 
attenuafiorr, I l b- 1 i Y 
bouncing plane wave interpretation. 116 
characteristic impedance ITEM). 1 1  3 
table for. 1 19 

Periodic structures 
analysis. 424426 
Blwh impedance. 426 
k-0 diagram. 428430 
phase and group vclwities. 428-429 
propagation constant. 426 

Permanent magnets, 5 la-511 
Pem~eability. 6. 11-12 

tensor, for ferrite, 503 
Perrninivity. 6. 9-1 1 

of atmosphere, 685486 
Perhwh~tiun theory for 

attenuation. 94-95 
cavity resonance. 34%336 
ferrite loaded waveguide, 52 1 

Phase constant (see Propagation constant) 
Phwc matching. 40 
Phase shif~ers 

Faraday rotation. 333-534 
badcd fine, 58 i-582 
ieflcction, 582-583 
Rcggia-Spencer. 5 3 4 5 3 5  
remanem (lauhing), 53&$33 
switched line, 58CL58 1 

Phaw veIocity 
coaxial line. 59 
plane wave. 17 
wavquide, 1 13. 115. 119. 124, 17U 

Phasor nolation, 8 
Physical constants. table. 704 
PTN diodes, 576577 

phase shiften, 580-583 
switches, 577-580 

Plane waves. 16-26 
in conducting media, 19-20 
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Plane waves (canr. ) 
in ferritcs. 5 1  1-5 k7 
in lossless dielectrlr. 16-1 3 

Plasma, 638-689 
Pdarizability, 239 
Polarization. wave. 25-26 
Panper, 26.30 

loss in conductor. 28-30, 3635 
toss in dielectric, 29 
toss in msmissiun line. 94 

Puwcr capacity of transn~issian line. 176- 177 
Puwcr divider uho Directional coupler] 

resistive, 361-362 
T-junction, 359-362 
Wilkinson, 363-368 

Power gain. 606-6 1 1 
avllilable, 606-608 
transducer, 6 M W  
unilalrral transducer. 60Mm 

Paynting's thenrein. 27-28 
Poynting vector. 28 
Precession. m p r i c  dipole, 499-5OI). 501-502 
Probc coupling. 134-236 
Propagalion 

atmospheric sffects, 6 8 5 4 8 7  
ground effects, 687638 
plaqma eflfccts. 688489 

Propagalion consrant far 
circular waveguide, 134. 137 
coaxial line, 64 
microstrip line. 161 
parallel plsrc guide. 1 13. 1 15, 1 18 
plme waves in a p o d  uorlductor. 19. 21 
plane waves in 1ossIess dielectric, 16. 21 
rectangular waveguide. L 23.  126 
stripline, 855 
TEM modes. 1117 
TM or TE modes, 109-1 1U 

Q.  302. 306 
fur circular cavity. 32&322 
for dicltclric resonator. 327 
for Fabry-Per01 resonaror. 330 
loaded. 306 
for rectangular cavity. 3 15-3 1 7 
for RLC circuit, 302. 305. -707 
for ~ransmission line resonator, 30S-309. 311, 312 

Quadrature hybrid. 376-383 
Qurtrter-wdve msformers 

binomial. 275-282 

Radar systems, 677-679 
doppler. b77-678 
equation, 673-675 
pulse. 574477 

Radar cross section, 67S-679 
Radiation condition, 15- It3 
Radiation hazards, 69-95 
Radiurneter- 

Dicke switcbcd. 684-685 
torul power. 681-684 

Radiometry. 679-685 
Ral-race (ring hybrid], a 2 4 7  
Reciprocal networks. 19-3-1 94, 199-rn 
Recjprorri~y theorem, 45-47 
Rectangular caviiy );sw G v i  ty resonators) 
Rectangular u7aveguide 

aztcnuarion. 115, 127-128 
cutof'f frequellcy, 127, 126 
field patterns. 129 
group veioci ty . 173 
maximum power capacity, 1 7 6 1  77 
phase velocity. 124. 128 
propaga~ion constan 1. 123-1 24. 126 
tabte for. 128 
hblr- of standard sizes, 7% 

Rectificarion, 559,563 
ReAectiou coefficient. 6&58 
Rcflec~ion of plane waves 

normal incidence. 3G39 
oblique incidence aar a dielectric, 3 M 5  

Rtflectan~etet. 4144 16 
Ref~actim i ~ f  plane wwes, 3 9 3 3  

by atmosphere. 6 8 5 4 8 h  
Remanent rnngne ti~arion, 53 1 
Resonance isolator, 523-527 
Resonm t ci:ircuics, 3U0-307 
Return loss, 67 
Richards' transformation, 462363 
Ridge waveguide. 174-175 
Rmt-finding algorithms, 152-153 

Satration rnagnelizatir~fl. 500 
ScaTtering matrix. 196-205 

for circulator, 353, 5%-537 
for M m a l  coupler, 354-356 



Index 71 5 

gcnzrdized, 204-205 
for gyrator. 535 
for quahture hybrid. 379 
for reciprocal or lossless networks. 199-200 
for ring hybrjd. 402 
shifi in r e f e ~ n c t  planes. 202-2134 
table for conversions. 21 1 

Schwirtger reversed phase coupler. 4 13 
Separarion of variables method, 2 1 -22, 12 1-1 32, 

133-134. 142-143 
Short circuit stub impedaucc, 68-69 
Signal flow graph, 2 IS217 
Single sideband rnctdulah, 567 
Skin depth, 1%21 
Slot Line, 175 
Slnrted line, 7%82 
SM4 connectors. 146 
Smdl reflection Lheory, 276278 
Smith chm, 73-79 
Snell's law, 40 
Sources 

solid state. 589-493 
tubes. 593-596 

S p~rmeters  {see Scattering matrix) 
Stahilily 

amplifier, 6 1 2 6 1 8  
circles, 613414 
open resonator- 330-332 

Standing wave ratio {SWR), 67 
Swppcd impedance filkn, 47a473 
Srriplinc 

approximate analysis. 157-160 
atleaud~ion, 156 
chwactetislic impedwcc. 155-1 56 
coupled. 387 
fieId panem, 154 
propagation constant. 155 

Slirfice current, 9-10. 14-15 
Surface impedance, 3 6 3 8  
Surface ~sisiance. 30,37 
Surface waves 

at dielectric: interf~cc, 43-45 
of dielectric slab. 147-152 

Swi~ches, PW diude. 577-580 

Tapred coupled line hybrid. 40?411 
Tapered @ansmission lints 

errponential Lapcr, 29k29 1 
Klopfensrein taper, 29 1-293 
triangdar taper, 29 1 

Telegrapher equations. 57 
TEN waves and modes 

attenuation due to dieIectric loss, 1 E 1-112 
plane waves. 16-26 
propagarion rmsranr. 107 
transmission lines. 5 M 5  
wave impedance, 65. I08 

TE. TM modes 
attenuation due to dielccttic loss. I 1  1-1 12 
propagation constant. 1 09- 1 10 
wave impdance. 108-1 10 

Terminated transrnissiun Line, 65-72 
reflection coefficient, 6&68 
SWR. 67 
voltage maxima and minima. 67 

Third-order intercept. 574-575 
T-junction, 35 1-352, 359-3152 
Total reflection, plane wave, 43-45 
Transducer powcr gain, 6 0 W 8  
Transmission cmfficiertL, 72 
Transmission line 

equations. 57-58 
input impedance. 68-69 
junctions, 7 b 7 2  
parameters. 6 0 4 2  

Transmission line resonators, 3&3 13 
Trartsmiss.ion Iines 

coaxinI, 6 i 4 5 .  141-145 
microsttip. 16% 167 
parallel plate. 62, 1 L 2-120 
stripline. 153-1 60 
two-wire. 6.2 

Transverse resonance method, 157-170 
Traveling wave amplifier (see Amplifier desip) 
Traveling waves 

plane waves. 17 
on transmission tines. 58 

TRL calibration, 217-221 
Two-pfl netw~rks.  equivalenr circuits for, 210-213 
Two-pn power gains (see Power gain) 
T m  N connector. 116 

Unilateral device, 6 11 
Unilateral figme of merit, 623 
Unilateral ~msducer power gain. 609 
Uniqueness lhemn~.  49-5 1 
Unitary mauix-, 201 
Unit element. 464 
Unit manix, 199 
Unloaded Q, 306 
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Varactar-~ued oscillator. 59 1-592 
Velacity (see Wave veIncities~ 
Volmge standing wave ratio {sw Srarrdiag wave ratio) 

Wave equatir~n. 16- I 8, 2 I 
Waveguide { s r ~  Rectm2u!a w.lryveguide; Circular 

waveguide; Lnaded wnvcguide) 
Waveguide components. t 2 1 

directional conplers. 368-379 
discnnt inuitics. 22-7 
isolators. 523-5M 
rnaglc-7, 40.1 
phase swfrers. 53S535  
T-juficrims. 359 

Waveguide excililti~n by 
apcrtrrrrrs. 237-344 
arbitraq sources. 232-237 

currenl sheets. 23%232 
Waveguide flanges, 131-132 
kVavcguide impedance. 109-1 10 
Waveiength 

in free-space. 17 
on transmission linc, 59 
fur waveghide. 115. 1 19, 123. 128 

Wave velmj ties 
gmup, 170- 1 73,429 
phase. 17, t 13. 115, 119. 170. 428 

Wheeler i ncrernental iaduc~*mce rule, 96-98 
WFLkinson power divider. 363-368 

YTG-tuned oscillator. 591-592 
Y-paranle1ers ( s ~ u  Admittance matrix) 

Z-pararnerers (.WP impedance ~nat r ix )  



VECTOR ANALYSIS 

Coordinate Transformations 

Thwe tables can be used to trmnfurm unit vectors as well as vector con-lponcnts; e,g, 

B =  ec0~b+5sinrfi 

A, = A,cost$+ A,sind 



Vector Differential Operators 

1 a 1 a ~ ~  $A, 
V - A  = - ( P A , ) +  -- -I- - 

P 8~ p 84 82 

1 8 .  1 A v - . A =  --(P-A,)+ -- 1 (sinBAe) t -- 
r2 4% r sin B 08 r s h d  

7 

G x A  = - I" - "I. 



Suifut:e resistuncr dnd skin dtprk. 

lrayur impedance af i~rminufed 1cx~ ie . r~  trt;u1smissiun litles.- 

zi,, = zo- 21, + jZt, tan :jE - (arbitrary loail) 
20 t -72~ tan r';lf 

Zi, = jZo tan gl (short-circuited line) 

Zin = - jZo cot $I? (open-circuitid line) 

Relations hehrp~er~ IrwB impedance and rtjl~ction cn@ri-s'ent: 

Conver.~iun kwepn some \'slues 'serf r~ f le t r ic~n  cwflcient. SWR. onti return loss: 

RL I ~ B )  ) 32.3 30.0 26.4 26.0 25.0 aao 15.o 4 1o.o 9.6 




