
 
 

 
This E-Book and More 

 
From 

 
http://ali-almukhtar.blogspot.com 





Lecture Notes Electrical Engineering

Volume 21



Sensors

Advancements in Modeling, Design Issues,
Fabrication and Practical Applications

123

S.C. Mukhopadhyay · R.Y.M. Huang (Eds.)



Subhas Chandra Mukhopadhyay
School of Engineering and
Advanced Technology (SEAT)
Massey University (Turitea Campus)
Palmerston North
New Zealand
S.C.Mukhopadhyay@massey.ac.nz

Department of Engineering Science
National Cheng-Kung University
Tainan
Taiwan
huang@mail.ncku.edu.tw

ISBN: 978-3-540-69030-6 e-ISBN: 978-3-540-69033-7

Library of Congress Control Number: 2008929912

c© 2008 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations are
liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Cover design: eStudio Calamar S.L.

Printed on acid-free paper

9 8 7 6 5 4 3 2 1

springer.com

Ray Y.M. Huang



Contents

Part I Electromagnetic Sensors

Modern CMOS Hall Sensors with Integrated Magnetic Concentrators . . . 3
Christian Schott and Samuel Huber

Commercial Magnetic Sensors (Hall and Anisotropic Magnetoresistors) . . 23
Michael J. Haji-Sheikh

Improving the Accuracy of Magnetic Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Pavel Ripka

Modelling Electromagnetic Field Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Ian Woodhead

Dielectric Characterization of Biological Tissues: Constraints Related to
Ex Vivo Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Mustapha Nadi

Estimation of Property of Sheep Skin to Modify the Tanning Process
Using Interdigital Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
V. Kasturi and S. C. Mukhopadhyay

Part II Fiber Optic/Optical Fibre Sensors

Fiber Bragg Gratings Evanescent Wave Sensors: A View Back and
Recent Advancements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Andrea Cusano, Antonello Cutolo and Michele Giordano

Optical Fibre Humidity Sensors Using Nano-films . . . . . . . . . . . . . . . . . . . . . . 153
Jesus M. Corres, Ignacio R. Matias and Francisco J. Arregui

v



vi Contents

Overview of the OPTO-EMI-SENSE Project: Optical Fibre Sensor
Network for Automotive Emission Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . 179
E. Lewis, G. Dooly, E. Hawe, C. Fitzpatrick, P. Chambers, J. Clifford, W.Z.
Zhao, T. Sun, K.T.V. Grattan, J. Lucas, M. Degner, H. Ewald, S. Lochmann,
G. Bramann, F. Gili, and E. Merlone-Borla

Part III Wireless Sensors

Wireless Sensor Networks and Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Yueh-Min Huang, Meng-Yen Hsieh and Frode Eika Sandnes

Wireless Sensor Network Transport Layer: State of the Art . . . . . . . . . . . . . 221
Md. Abdur Rahman, Abdulmotaleb El Saddik and Wail Gueaieb

Part IV Sensors for Tracking and Navigation

Real Time Tracking and Monitoring of Human Behavior in an Indoor
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
Maki K. Habib

Dynamic VRML-Based Navigable 3D Map for Indoor Location-Aware
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Wan-Young Chung and Chi-Shian Yang

Part V Ultrasonic Sensor

Ultrasonic Sensing: Fundamentals and its Applications to
Nondestructive Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
Ikuo Ihara

Part VI Image Sensor

Multimodal Image Sensor Fusion Using Independent Component
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
Nedeljko Cvejic, Nishan C. Canagarajah and David R. Bull

Part VII Vision Sensing

Fast Image Capture and Vision Processing For Robotic Applications . . . . . 329
Gourab Sen Gupta and Donald Bailey

Part VIII Sensors Based on Human Parameter

Affection Based Multi-robot Team Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Sajal Chandra Banik, Keigo Watanabe, Maki K. Habib and Kiyotaka Izumi



Contents vii

Part IX Displacement Sensor

Displacement Sensor Using Magnetostrictive Wire and Decrease of its
Hysteresis Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Hiroyuki Wakiwaka

Part X THZ Sensor

Submillimeter-Wave Coherent and Incoherent Sensors for Space
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
Goutam Chattopadhyay

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415



Guest Editorial

This special issue titled “Sensors: Advancements in Modeling, Design Issues, Fabri-
cation and Practical Applications” in the book series of “Lecture Notes in Electrical
Engineering” contains the invited chapters from experts working on different sen-
sors related research in different parts of the world. A total of 19 chapters are pre-
sented in this book.

The first group of six chapters are on electromagnetic sensors. In the first chap-
ter, Christian Schott and Samuel Huber have described modern CMOS Hall sen-
sors with integrated magnetic concentrators which have dramatically enhanced
magnetic field measurement performance. Michael Haji-Sheikh has described com-
mercial magnetic sensors both Hall and anisotropic magneto-resistors in the second
chapter. Pavel Ripka in the third chapter has described techniques for improve-
ment of the accuracy of magnetic sensors. Many of these ideas can be used for
other types of sensors and measurement systems in general. Sensors may use
the attenuation, velocity and electrical dispersion of electromagnetic waves as
a direct or intermediate step in the transduction process. Ian Woodhead is his
chapter has discussed the modelling of the sensor response which provides the
means to predict its spatial and temporal sensitivity and accuracy. In his chapter,
Mustapha Nadi has briefly reviewed and discussed metrological aspects relating
to electrical characterization of biological tissues. Experimental results obtained
on different kinds of biological tissues (blood and bone) are presented and dis-
cussed as examples according to the influencing constraints specific to their phys-
iological nature. V. Kasturi and S. C. Mukhopadhyay have reported a sensing
system to improve the tanning process of sheep skin to produce better quality
leather. The dielectric properties of the sheep skin are measured using a sensor
system based on an interdigital sensor. Once the skin is converted into leather
the process cannot be reversed. Over-treatment of the sheep skin can damage
the quality of leather or inadequate tanning may not yield the desired level of
quality, so it is important to know the appropriate tanning process required for
the skin.

The second group contains three papers on fibre optic/optical fibre sensors.
Andrea Cusano and his group has overviewed the most relevant milestones of the

ix
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technological evolution of Fiber Bragg Gratings Evanescent Wave Sensors in thirty
years from the discovery of Kenneth Hill in 1978. They have also reviewed the
advancement in the area of FBGs evanescent wave sensors as valuable technolog-
ical platforms for chemical and biological applications. The emphasis have been
placed on principles of operation, technological developments and overall perfor-
mances discussing perspectives and challenges lying ahead. In the next chapter Jesus
M. Corres and his colleagues have attempted to approach the fibre optic humidity
sensing technology to scientists unfamiliar with the field. They have presented a
general review of this type of sensors with emphasis in the techniques based on
nanostructured coatings. These devices have been classified according to the sens-
ing mechanism and taking also into account the different methods of fabrication and
the sensing materials they are based on. Elfed Lewis and his group have reported
the development an optical fibre based system capable of monitoring the presence
of exhaust gas emissions and measuring their temperature on line in the exhaust
system of a modern vehicle. There exists at present no commercial sensor, which
is capable of providing online measurements of these exhaust gases as required by
European legislation. The design of this sensor using low cost and compact opti-
cal components, which make it suitable for operation on board a vehicle, has been
discussed.

The next two chapters are in the category of wireless sensors. Ray Huang and his
group have reviewed some of the fundamental mechanisms of wireless sensor net-
works including their architecture, topology, data integration, routing techniques,
and applications. Sensor network applications include both military and civilian
monitoring in both rural and urban environments. Wireless sensor networks hold
great potential for improving control, conservation, convenience, efficiency, relia-
bility flexibility, and safety in network environments. In the next chapter Md Abdur
Rahman and his colleagues have described the essence of a generic transport layer
of a MultihopWireless Sensor Network (WSN). The transport layer of the Internet
handles the congestion generated due to the network traffic and the end-to-end relia-
bility of individual packets. Similar to the Internet, many WSN applications require
a congestion control mechanism to regulate the amount of traffic injected within the
WSN to avoid packet loss and to guarantee end-to-end reliable packet/event deliv-
ery. WSN researchers thus argue the presence of a transport layer for WSN similar
to the Internet.

The following two chapters are on sensors for tracking and navigation. In his
chapter Maki Habib has reported the development of a real time 3D sensor sys-
tem and a new concept based on space decomposition by encoding its operational
space using limited number of laser spots. The sensor system uses the richness and
the strength of the vision while reducing the data-load and computational cost. The
chapter presents the development and implementation of an intelligent 3D Fiber
Grating (FG) based vision-system that can monitor and track human being status
in real time for monitoring purposes to support wide range of applications. The
3D visual sensor is able to measure three-dimensional information with respect
to human, objects and surrounding environment. The sensor system consists of a
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CCD camera, a laser spot array generator (constitutes: laser diode and driver, lens,
fiber gratings and holder), and a processing unit with alarm facilities and interfac-
ing capabilities to a higher-level controller and decision-making along with a user-
friendly interface. The system works by projecting a two-dimensional matrix of
laser spots generated through two perpendicularly overlaid layers of FGs. In the next
chapter W.Y. Chung and his group have developed a three Dimensional Navigation
Viewer (3DNV), a convergence of location-aware application and three-dimensional
(3D) graphics technology for a 3D visualization of location-aware information. The
system allows visualization of situational information in a complete, 3D model of
indoor environments equipped with instantly updated route results, synchronized
with physical world. The approach is validated via indoor context-aware technolo-
gies, Cricket and Received Signal Strength Indication (RSSI). The overall results
provide a valuable insight into the novel integration approach between 3D graphics
standard, Virtual Reality Modeling language (VRML) and indoor location-aware
systems.

In his chapter Ikuo Ihara has discussed the fundamentals of ultrasonic sens-
ing techniques that can be used in the various fields of engineering and science.
He has also included some advanced techniques used for non-destructive evalua-
tions. At first, basic characteristics of ultrasonic waves propagating in media are
described briefly. Secondly, basic concepts for measuring ultrasonic waves are de-
scribed with introductory subjects of ultrasonic transducers that generate and re-
ceive ultrasonic waves. Finally, specialized results demonstrating the capabilities
of using a buffer rod sensor for ultrasonic monitoring at high temperatures are
presented.

In their chapter Nedeljko Cvejic and his group have presented a novel multi-
modal image fusion algorithm using the Independent Component Analysis (ICA).
Region-based fusion of ICA coefficients is implemented, in which the mean abso-
lute value of ICA coefficients is used as an activity indicator for the given region.
The ICA coefficients from given regions are consequently weighted using the Piella
fusion metric in order to maximise the quality of the fused image. The proposed
method exhibits significantly higher performance than the basic ICA algorithm and
improvement over the other state-of-the-art algorithms.

In the next chapter G. Sen Gupta and his colleague have described a tech-
nique to significantly increase the speed of image processing for robot identifica-
tion in a global-vision based system, targeted at real-time applications. Of major
significance are the proposed discrete and small look-up tables for Y, U and V
color thresholds. A new YUV color space has been proposed which significantly
improves the speed of color classification. The look-up tables can be easily up-
dated in real-time and are thus suitable for adaptive thresholding. The experimen-
tal results confirm that the proposed algorithm greatly improves the performance
of the image processing system. The results are compared with other commonly
used methods such as a composite look-up table which is indexed using RGB
pixel values.
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In their chapter Sajal Chandra Banik and his group have proposed approaches to
multi-robot task allocation and cooperation in a chronological way such that they
can be studied and compared for future development with affection based augmen-
tation. In respect of some drawbacks (like high communication overhead, dead lock,
etc.) with the existing approaches, they have presented the affection based task al-
location and cooperation that has been used for a very few cases. They have also
presented the complexity of the affective method and give some hints to compen-
sate the complexity problems.

H. Wakiwaka has described a displacement sensor using magnetostrictive wire.
It is a sensor which estimates the displacement from propagation time of an elastic
wave that is caused and detected by using the magnetostrictive effect and the inverse-
magnetostrictive effect. This sensor can be used for measurement up to 60 meters in
simple structure, therefore it is appropriate for industry applications. Various meth-
ods for reducing the hysteresis error has been proposed.

In the last chapter G. Chattopadhyay has provided an overview of the state-of-
the-art of submillimeter-wave sensors for a variety of space-borne applications and
their performance and capabilities. Most of the radiation in the Universe is emitted
at wavelengths longer than 10 m (30 THz), and this peaks at about 100 m (3 THz),
excluding the contributions from the cosmic microwave background (CMB). Radia-
tion in these wavelengths highlights warm phenomena, processes of change such as
star formation, formation of planetary systems, and galaxy evolution; atmospheric
constituents and dynamics of the planets and comets and tracers for global moni-
toring and the ultimate health of the earth. Sensors at far-infrared and submillimeter
wavelengths provide unprecedented sensitivity for astrophysical, planetary, earth
observing, and ground-based imaging instruments. Very often, for a spaced based
platforms where the instruments are not limited by atmospheric losses and absorp-
tion, the overall instrument sensitivity is dictated by the sensitivity of the sensors
themselves.

We do hope that the readers will find this issue interesting and useful in their
research as well as in practical engineering work in the area of modern sensors and
sensing technology. We are very happy to be able to offer the readers such a diverse
special issue, both in terms of its topical coverage and geographic representation.

Finally, we would like to whole-heartedly thank all the authors for their contri-
bution to this issue.

Subhas Chandra Mukhopadhyay, Guest Editor
School of Engineering and Advanced Technology (SEAT),
Massey University (Turitea Campus)
Palmerston North, New Zealand
S.C.Mukhopadhyay@massey.ac.nz

Department of Engineering Science
National Cheng-Kung University
Tainan, Taiwan
huang@mail.ncku.edu.tw

Ray Y. M. Huang, Guest Editor
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Electromagnetic Sensors



Modern CMOS Hall Sensors with Integrated
Magnetic Concentrators

Christian Schott and Samuel Huber

Abstract Combining modern CMOS Hall sensors with integrated magnetic concen-
trators dramatically enhances magnetic field measurement performance. A first key
feature is that one, two, or all three magnetic field components can be measured in
a small spot. On-chip digital signal processing allows for the evaluation of the flux
density vector direction instead of merely the flux density strength. By this principle
very robust and thermally insensitive contact-less angular and linear position sensors
can be made. The second key feature is the passive magnetic flux amplification of the
integrated concentrator by up to one order of magnitude. This feature is particularly
interesting for the measurement of low flux density as for example around a current
carrying conductor. The combination of low-field amplification and multi-axis capa-
bility allows even to address applications like the electronic compass, which have up
to now been considered as far too demanding for Hall sensors.

Keywords Hall sensor · contactless position measurement · angle sensor · current
sensor · electronic compass

1 Hall Effect and Hall Element

A Hall element is a type of galvano-magnetic sensor which transduces a magnetic
flux density into an electrical signal. It is typically a plate-shape conductor with four
equally spaced electrical contacts on its outer edge. When the device is exposed to a
flux density B and a current is sent through the plate for example from contact 1 to 3,
then a voltage appears between the other two contacts 2 and 4 (Fig. 1, left). The sign
of this voltage depends on the orientation of B and it is proportional to the product
of current I and magnetic flux density B. For constant current, the output voltage is a
direct measure of the magnetic flux density.

VOut = S · I ·B where S is the current related sensitivity

Christian Schott
Melexis Technologies SA, Switzerland, e-mail: csc@melexis.com

Samuel Huber
Melexis Technologies SA, Switzerland

S.C. Mukhopadhyay, R.Y.M. Huang (eds.), Sensors, 3
c© Springer-Verlag Berlin Heidelberg 2008



4 C. Schott and S. Huber

Fig. 1 A Hall sensor outputs a voltage which is proportional to the product of the current running
through it and the flux density

The dimensions of a Hall plate in CMOS technology (Fig. 1, right) are typically
a few 10 to 100 μm featuring a sensitivity between 70 and 300 V/AT. For a biasing
current of 1 mA and an applied flux density of 10 mT the sensor yields a signal of a few
mV. To amplify this low voltage and to provide for efficient compensation of residual
offset and temperature drift, advanced electronics are implemented today onto the
same silicon circuit. The final product is a very sophisticated and often application
specific Hall sensor.

2 Contactless Magnetic Position Measurement

For contactless position measurement, typically a small magnet is either shifted or
rotated in thevicinityofamagneticfieldsensoras showninFig.2.Conventionalplanar
integrated Hall elements can only measure the magnetic flux density perpendicular to
the chip surface with high precision.

Fig. 2 Single-axis linear position sensor (left) and rotation sensor (right)
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The perpendicular flux density seen by the sensor changes with the motion, and
the sensor output signal can be used as position signal. Inherent to such single-axis
systems is the problem, that the position information varies over time (t) due to ageing
effects and it varies with temperature (T ) due to a drift of magnetization of the magnet
and due to a drift of sensitivity of the sensor.

VH = S (T, t) · I ·B (T, t)

with the sensitivity and magnetic flux density given by S (T, t) = S 0 · fS (T, t) and
B (T, t) = B0 · fB (T, t).

Therefore a conventional position measurement system must be temperature com-
pensatedwithsensorandmagnetand itmustbefrequently recalibrated togiveaprecise
signal.

In the following section the principle of multi-axis sensing is explained. Then we
illustrate the technology before we describe the magnetic benefits and drawbacks.
Finally we point out the technology’s potential by giving some application examples
for position sensors, electrical current sensors and an electronic compass.

3 Multi-Axis Sensing

The drawbacks of sensor and magnet drift in single-axis position measurement can
be virtually eliminated by using the field direction instead of the field amplitude as a
measure for the position. It improves the robustness of the measurement on the magnet
side as well as on the sensor side. The direction can be described by using the ratio of
two non-collinear vector components. If now the drift of those two components with
temperature and ageing is very similar, the ratio between them remains a constant
value.

Fortunately, the direction distribution in space of the flux density emanating from
a permanent magnet is very stable with temperature and ageing, although its strength
changes. For the magnet we can then describe the field direction information as the
ratio

B1 (T, t)
B2 (T, t)

=
B01 · fB (T, t)
B02 · fB (T, t)

= const (T, t)

where B1 and B2 can be any two non-collinear vector components of the flux density,
for example BX and BY .

Let us now assume that we can manufacture a sensor with several axes of sensitivity
which exhibit exactly the same drift over temperature and time. Then we may proceed
in exactly the same way and describe the sensitivity direction information as:

S 1 (T, t)
S 2 (T, t)

=
S 01 · fS (T, t)
S 02 · fS (T, t)

= const (T, t)

Here also, the sensitivity functions S 1 and S 2 describe the sensor’s sensitivity along
any two non-collinear directions, for example S X and S Y .
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We can see from those two equations, that for magnetic position measurement
through field direction we only need to make sure that the ratio of two functions is
constant, not the functions themselves.

Exploiting these relationships in an angular position sensor with two orthogonal
measurement axes X and Y and a permanent magnet giving an angle dependent mag-
netic signal we can now write for the ratio of the two signals

VY (T, t)
VX (T, t)

=
B0 · sin(ϕ) · fB (T, t) ·S Y · fS (T, t)
B0 · cos(ϕ) · fB (T, t) ·S X · fS (T, t)

=
S Y · sin(ϕ)
S X · cos(ϕ)

Hence, by evaluation of the arctan function, an angular position information is gener-
ated. This value is not anymore dependent on temperature and ageing.

In thefollowingwepresenta technologyfor implementingmulti-axismeasurement
capability in CMOS integrated Hall sensors and how it is used for very accurate and
stable angular and linear position measurement.

4 Integrated Magnetic Concentrator

To implement multi-axis capability into a CMOS sensor, the integrated magnetic con-
centrator (IMC) technology has been developed. It is based on the effect of local field
deflection in the vicinity of a ferromagnetic body. The idea of combining such an IMC
with silicon Hall devices is over 10 years old [1]. It was first used for precise current
sensing and then for angular position sensing [2].

How this field deflection works is shown in the cross-section view of Fig. 3 (left)
which depicts a CMOS Hall sensor with a ferromagnetic concentrator attached to its
surface.Amagneticfieldwhich isparallel to thesurfaceof thesiliconchip isdrawninto
the IMC, which results in a local deflection of the field close to the IMC extremities.
This is exactly the feature we need to sense the magnetic flux with conventional Hall
elements. Since the flux lines go up on one side and down on the other side, we merely
have to subtract the output voltages of those two Hall elements to obtain a voltage
proportional to the external horizontal flux density.

For a flux density perpendicular to the sensor surface, the Hall chip works just as if
no concentrator was present. This is indicated by the small deflection of the flux lines
in Fig. 3 (right). The IMC is virtually ‘magnetically transparent’, because it is very
thin in field direction.

When we use a magnetic concentrator in the shape of a circular disk and place four
Hall elements at each 90 degrees angle under its edge, we are now able to measure two
orthogonal in-plane magnetic field components at the same time. And moreover by
designing the electronics in a way that the outputs of the different Hall elements can
be added and subtracted, a three-axis Hall sensor can be implemented (Fig. 4) [3].

A different, but magnetically equivalent structure consists of a Hall sensor with
two IMC pieces attached to its surface [4]. Both pieces are separated by an air gap
(Fig.5).Hereagain, thedifferenceof theHallelements’outputgives thehorizontalflux
component and the sum gives the vertical component. An advantage of this structure
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Fig. 3 Cross section simulation of a Hall sensor with two Hall plates and integrated magnetic
concentrator for lateral field (left). Simulation with flux lines perpendicular to the surface (right)

H1 – H3 ~ Bx
H4 – H2 ~ By
H1 + H3 ~ Bz
H2 + H4 ~ Bz

Fig. 4 By combining the four Hall elements differently, the three magnetic field components are
measured

is that the IMC can be very big and all Hall elements can still be closely grouped in
the sensor center.

We conclude in this section that IMC technology leads to very robust and stable po-
sition sensors turning single axis Hall sensors into multi-axis position sensors (Fig. 6).
How the IMC is attached and structured onto the surface of the silicon die is discussed
in the next section.

Fig. 5 Simulation of a Hall sensor with two IMC’s with a gap in between
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Fig. 6 The integrated magnetic concentrator brings three-axis measurement capability compared
to a single axis conventional Hall sensor

5 IMC Process

The manufacturing process is a low cost batch process, so that thousands of sensors are
realized in a precise, reliable and low-cost way. First the ferromagnetic layer is bonded
to the wafer and then it is structured by photolithographic etching, leaving only the
desired structures on the surface. Today many millions of such sensors find their way
every year into automotive and industrial applications. With the introduction of IMC
technology to modern deep submicron processes, such sensors are now equipped with
powerful digital signal processing and interface circuitry making them very versatile
for many applications.

The IMC process is a separate photolithographic batch process step between the
CMOS microelectronic process and the device packaging (Fig. 7). An entire 8-inch
CMOS wafer with several thousand sensors is processed at a time.
It consists of the following steps (Fig. 8):

1. The passivated CMOS wafer with open bond pads comes from the fab
2. a glue layer of a few microns thickness is dispersed onto the wafer
3. the 20 μm thick metal layer is bonded to the wafer and the glue is cured

Fig. 7 The IMC process is an independent wafer-level postprocess
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Fig. 8 Process steps of the IMC photolithographic postprocess

4. the photoresist is applied on top of the metal layer
5. the illumination mask is aligned above the wafer
6. the photoresist is illuminated by UV light
7. the photoresist is developed and stays where the metal shall remain
8. the unprotected parts of the metal layer is etched away
9. the remaining photoresist is stripped and the wafer is cleaned.

6 Magnetic and Geometric Properties of the IMC Layer

In the prior chapters we have described the working principle and the technology.
In this section we now want to discuss the material and geometric properties of the
integrated magnetic layer.

Ideally, an IMC in any application shall comply with the following three require-
ments:

1. High magnetic gain to increase the Hall output signal.
2. High saturation level to provide for a large linear operating range.
3. Low Hysteresis to reduce errors from the ‘magnetic history’.

The first parameter is almost exclusively related to IMC geometry and the last one
to IMC material. The second parameter is related to both, material and geometry.

6.1 IMC Material Properties

The Hysteresis curve (Fig. 9) relates the flux density B to the magnetic Field H for
ferromagnetic materials.

It is described by the following equation:
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Fig. 9 Hysteresis curve of a ferromagnetic material

B = μ0 ·μr ·H + Br

B is the flux density which is actually measured by the Hall element and H is
the magnetic field generated by the permanent magnet or electrical current. Br is the
remnant magnetization of the material, the value of which depends on the magnetic
history. As we can recognize from the hysteresis curve, the relationship is not ideally
linear and when using such material we are confronted to four phenomena:

• Flux density amplification: μr is typically much larger than 1.
• Linearity of the output signal: μr is typically not constant but changes with the

magnetic field H.
• Saturation: For strong magnetic field, B approaches a constant level, the so-called

saturation magnetization. μr approaches the value of 1.
• Hysteresis: Without external field, the material remains magnetized with the rem-

nant flux density Br and only becomes demagnetized if a coercive field –Hc is
applied.

A good IMC material therefore must have a small remnant magnetic flux density
and a high saturation level. Those conditions are ideally met in amorphous iron nickel
or iron cobalt alloys. Typical values are given in the following table.

Relative permeability μr 1500 . . . 100000
Saturation flux density Bsat 0.5 .. 0.8 T
Remnant flux density Br 10μT
Material thickness 20μm

The material thickness of approx. 20μm is given by the production procedure of
amorphous metals and fits well for integration on CMOS circuits. Those values are
very good, but for some applications not yet good enough as we will see later.
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6.2 IMC Geometric Properties

Due to the high permeability of the IMC material, the flux density in the vicinity of
the IMC edge can be significantly increased compared to the applied external field. In
such a way the IMC works as passive magnetic amplifier of up to a factor of about 10
which directly impacts the signal-to-noise and signal-to-offset ratios. The achievable
magnetic gain however not only depends on the length of the IMC structure, but also
on its shape. As shown in Fig. 10, the gain of an ideally ‘short’ disk structure increase
with about the square root of the disk diameter, where as the gain of a long and narrow
rod is proportional to its length. Intermediate geometries as well as combinations of
several of the above structures feature a characteristic in between those two.

For angular sensors a circular disk shape IMC is most appropriate so that properties
areequal for anyarbitrary in-planeangleof themagneticfluxdensity. A diskof 200μm
diameter with a magnetic gain of about 1.5 is a good match.

Current sensors have a single sensitivity direction perpendicular to the current flow.
Here two IMC pieces are combined with a small air gap and a total length of 1.5 to
2 mm, which brings a magnetic gain of about 8.

The electronic compass contains a series of ring shapes which lead at a size of about
2 mm to a gain of 6.5.

Application Magnetic gain Nominal flux density Remnant flux error1

Angular sensing 1.5 20mT . . .80mT 0.05%. . .0.01%
Current sensing 8 1mT . . .20mT 1%. . .0.05%
eCompass 6.5 10μT . . .1mT2 1%. . .0.05%3

1 A remnant flux density of 10 μT is assumed.
2 A high working field range is required due to parasitic magnetic fields.
3 With the use of an integrated demagnetization circuit.

Fig. 10 Experimental gain values show that the magnetic gain increases with the size of the IMC
in field direction
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Fig. 11 Magnetic gain of different IMC structures depends on the relative permeability of the IMC
material

Naturally, a high magnetic gain requires a high magnetic permeability of the IMC
material (steep slope in the hysteresis curve). But due to the open magnetic circuit,
for a relative permeability of approximately 5000 the gain saturation is reached for
all investigated geometries. Thus the magnetic gain does not increase anymore for
μR > 5000 (Fig. 11).

The interested reader may find some more background information on IMC design
in [5].

7 Saturation

For a material with high magnetic permeability the flux lines enter the IMC perpendic-
ularly. If the magnetic field is increased the IMC starts to saturate and the permeability
decreases. In consequence the flux density is reduced and the flux lines do not enter
the IMC orthogonally anymore. Both effects reduce magnetic gain (Fig. 12).

Fig. 12 Unsaturated IMC (left) and saturated IMC (right)
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Fig. 13 Saturation characteristic of the shapes used in various applications. Besides the size and
geometry, the material plays here also a role (see current sensor)

From an application point of view the linearity of the fullscale output signal is
critical (see Fig. 13) and thus the IMC must not reach magnetic saturation for the
specified full-scale range of magnetic flux density. Or in other words the magnetic
gain must remain constant for the full range of the magnetic excitation field.

A more detailed study of saturation non-linear effects can be found in [6]

8 Hysteresis

Exposing the IMC sensor to a strong magnetic field by a permanent magnet leads to a
material related remnant magnetization of the IMC after the magnet is removed (see
Fig. 15 and Fig. 9). The remnant magnetization appears as magnetic signal, thus it is
sensed by the Hall elements and therefore appears as an arbitrary offset voltage in the
output signal.

Especially for electronic compass applications, where the full scale field is very
small (about 20μT), such magnetic offset of 10μT is unacceptable, since it results in
angle error of several 10◦. To reduce remnant magnetization, a ‘degaussing’ procedure
is integrated in the ASIC (Fig. 14).

The IMC is exposed to a strong magnetic field (a) which leads to a remnant mag-
netization and an arbitrary offset in the output signal (b). A current flowing through
the center of the ring shape IMC will magnetize the IMC in a circular manner (c) and
leave a circular magnetization that is not sensed by the Hall elements.

For various strengths of field exposure a remnant magnetization (perming) of up to
2.5μT is left in the IMC. Through ‘degaussing’ the perming can be reduced to 0.1μT
(Fig. 15).
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Fig. 14 Degaussing procedure of the eCompass sensor to remove a remnant magnetization
of the IMC

Fig. 15 Perming of the eCompass IMC for various strength of field exposure; with and without use
of the degausing circuit

9 Sensor Architecture

The sensor architecture comprises the Hall elements and also all necessary digital
and analog electronic circuit parts which are needed for generating selected useful
information from the applied magnetic field. The architecture diagram for a 3-axis
IMC Hall sensor is given in Fig. 16.

The output voltage of a Hall device is typically in the order of microvolts to milli-
volts and must be amplified before being transmitted to the outside world. Typical am-
plification of a factor of 1000 is performed by a chain of amplifiers which are directly
co-integrated on the same silicon where the Hall elements are. A special technique
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Fig. 16 Full architecture diagram of an IMC 3-axis sensor with microcontroller

called spinning current operation [7] allows at the same time to reduce inherent sensor
offset considerably.

All circuitry for magnetic field sensing, amplification, analog and digital signal
treatment and data storage are then designed onto a single piece of silicon (Fig. 17).
The whole wafer with many thousands of those chips is then IMC post processed as
described in Fig. 7 and finally the wafer is sawn and the sensors are packaged.

Some typical applications as we meet them in many industrial, automotive and
consumer applications are illustrated in the following section. The attentive reader
may recognize how the described technology of integrated magnetic field concen-
trator brings a strong enhancement of the sensor performance. At first we will
show three position sensor applications where mainly the multi-axis sensing fea-
ture of the IMC technology is used. Then we show how the high magnetic gain
allows for the implementation of a high-quality current sensor. And finally we
demonstrate the advantage of combining both key features within an electronic
compass.

Fig. 17 Die photograph of the 3-axis sensor of 1.8 × 2.8mm2 dimension (left) and electron-
microscope picture of the IMC of 200μm diameter (right)
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10 Angular Position Sensor

A very straight forward application of a two-axis magnetic sensor is the angular posi-
tion measurement (Fig. 18). In this case a small magnet is mounted on a rotating axis
above the sensor. The magnetization of the magnet is perpendicular to the axis and
parallel with the sensor plane. With a rotation of the axis the flux density vector rotates
in the sensor plane and the output signal of the two sensor axes X and Y yield a sine
and consine signal with the rotation.

The analog sine and cosine signals are first converted into the digital domain. Then
the inverse tangent function of their ratio is computed by a digital algorithm (Fig. 19).

This output represents the position angle of the magnet on the rotating axis with a
typical accuracy of better than 0.3◦ over a wide temperature range. By more advanced
programming the sensor can calculate functions from this angle, so that application
specific angle signals can be generated.

Fig. 18 Magnetic Contactless Angle Sensor

Fig. 19 Computation of the angular position from the two magnetic flux components Bx and By
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11 Linear Position Sensor

For linear position measurement, the two-axis Hall sensor is combined with a magnet
which is now magnetized orthogonally to the sensor plane Fig. 20. The magnet is now
shifted parallel to one axis at a certain distance above and sideways of the sensor. This
again leads to a sine a co-sine reading of the direction of the field angle. The ratio of
both values is directly proportional to the magnet position.

The computation of the position output is very simple for this application since it
contains merely a division between the two Hall voltages along the two measurement
axes (Fig. 21). The practical working range is typically about two to three times the
diameter of the used magnet. The accuracy is about 0.5% of the working range and
the system is very robust versus temperature changes.

Fig. 20 Magnetic Contactless Linear Position Sensor

Fig. 21 Computation of the linear position from the two magnetic flux density components Bx and
By
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12 Contactless Joystick Sensor

By using all three magnetic field sensitive axes, a contactless magnetic joystick can be
implemented (Fig. 22). The two tilt angles in the XZ and YZ planes can be computed
very accurately by using all three mangnetic field components as hown in Fig. 23. Here
again, the position information is derived from the ratio of magnetic field components,
so that temperature and ageing drift of magnet and sensor are cancelled out.

Fig. 22 Contactless magnetic joystick

Fig. 23 Computation of the two tilt angles α and β from the three magnetic flux density components
Bx, By and Bz

13 Electrical Current Sensor

The electrical current flowing through a wire, busbar or PCB track leads to a magnetic
field around the wire which can be sensed by a single axis IMC current sensor (Fig. 24,
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Fig. 24 single axis IMC current sensor working principle (left); IMC current sensor on a copper
busbar (right)

Fig. 25 Measurement of an IMC current sensor on busbar for a current of ±200A. The linearity
error is smaller than 0.5%

left). This application takes primarily advantage from the high magnetic gain of IMC
technology.

In order to be able to measure currents up to several hundred Amps the IMC current
sensor is attached to a cable or mounted on a copper busbar (Fig. 24, right). In this
particular case an IMC current sensor is designed for up to ±200A of busbar current
leading to an output signal of ±1.75V and an error of less than 0.2% FS (Fig. 25).

14 Electronic Compass

The most challenging application for IMC technology is the electronic compass which
takes maximum advantage from multi-axis capability AND magnetic gain [8, 9]. The
earth’s flux density is about 100 times smaller than in a typical current sensor appli-
cation and 1000 times smaller than in a typical position sensor application. Besides a
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Fig. 26 Die photograph of the electronic compass with its various electronic blocks. The degaussing
loop bonding wires are connecting the bonding pads in the center of the external IMC octagon
structures with those of the central octagon

high magnetic gain we therefore also need a high electronic gain of over 1000. Addi-
tionally at least two orthogonal components of the magnetic flux must be measured to
determine the direction. Figure 26 shows a photograph of the silicon die with about
7 mm2 surface area. The circuit contains the analog and digital electronics for amplifi-
cation, biasing, filtering and ADC conversion as well as a 16-Bit microcontroller with
memory on the same chip.

It features an angular accuracy of +/−2◦ and is packaged after manufacturing in a
very small plastic package of 5mm×5mm×1mm dimension.
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Commercial Magnetic Sensors (Hall
and Anisotropic Magnetoresistors)

Michael J. Haji-Sheikh

1 Introduction

Magnetic sensors account for a significant portion of the sensing market. Manu-
factures such as Honeywell, Phillips, Optek, Cherry, and Infineon primarily make
commercial and automotive sensors while Fujitsu, IBM, Maxtor and Seagate control
the information sector additionally Asahi Chemicals has a significant position in fan
speed sensing. There are two types of magnetic sensors. The first type of magnetic
sensor commonly used is the Hall-effect sensor. The Hall-effect sensor is a device
that depends on the mobility of carriers in a semiconductor material such as silicon.
The second type of magnetic sensor is the magnetoresistor. Magnetoresistors come
in different types. These are ordinary magnetoresistors (MR), anisotropic magne-
toresistors (AMR), giant magnetoresistors (GMR) and colossal magnetoresistors
(CMR). Of these, the CMR has yet to move out of the research phase. These com-
mercial devices, manufactured by the above companies, have diverse applications
such as proximity sensors, gear-tooth sensors, and read head sensors. An example
of how important the magnetic sensor is, a search of the United States Patent Data
Base shows over three thousand patents using hall-elements. Additionally there are
over four hundred patents using magnetoresistors. There is an art and a science to
building commercial sensors. Often it takes a diverse group of scientists and en-
gineers to characterize and model these sensors prior to committing a design to
production. This is due to the secondary nature of the sensing mechanisms which
are commonly used. Most sensing mechanisms only show up as small perturbations
in a larger property such as resistivity or permitivity. Often these perturbations are
only a few percent of a typical full scale output for a given sensor. The difficulty in
using these properties as sensing mechanisms is that they often interact with their
surroundings in ways which obscure the measurements of interest. What is meant
with this statement is that the structures often use to mount the sensors will have
just as much influence as the external signal as the output of the sensor.
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Nanotechnology related advances will effect how we view and develop a new
generation of sensors. The interaction of magnetic materials and the patterning of
these materials will eventually lead to devices that we have not yet conceived. Most
magnetic thin film devices are nanoscale in the thickness but newer research areas
include nanoscale patterning and nanoscale self-assembly.

2 Hall Sensor Design

The design of Hall-effect sensors has been well detailed in Popovic’s book [1] so
we will only lightly treat the physics and concentrate on the procedures required
to build a production sensor. The design of Hall-effect sensors is an exercise in
geometry and device physics. The typical Hall-effect sensor, or Hall cell, is built
into a lightly doped n-type epitaxial layer due to the high electron mobility. The
classical mechanics of the Hall-effect depends on the Lorentz force. The Lorentz
force states that there is a force placed by a magnetic field onto a moving charged
particle. The Lorentz equation is

�Fm = −q(�v× �B), (1)

where Fm is the Lorentz force, q is the charge on an electron, ν is the electron
velocity, and Bis the external magnetic field. A simple schematic of a Hall cell is
shown in Fig. 1. The magnetic field is normal to the top surface. The electric field
set up by this external magnetic field. There is a counter-balancing electric field
which is

�Eh = −�v× �B (2)

set up when the magnetic field is applied.
The hall voltage set up at the side taps is

Vh =

n∫

m

�EH •d�z (3)

Fig. 1 Schematic of a rectan-
gular Hall-effect element
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and as defined in Popovic [1]

Vhp = μpExByw (4)

and
Vhn = μpExByw (5)

for the p-material and the n-material respectively. Additionally, the Hall electric
field is

�EH = −RH(�J× �B) (6)

where the Hall Coefficient RH for p-material and n-material is

RHp = 1/qp RHn = 1/qn (7)

where p is the number of p-carriers per cubic centimeter in the semiconductor and
n is the number of n-carriers per cubic centimeter in the semiconductor. The hall
voltage can be rewritten

Vhp =
RH

t
I B⊥ (8)

where I is the source current, t is the Hall cell thickness and B is the perpendicular
magnetic field. For finite contact Hall cells

Vhp = G
RH

t
I B⊥ (9)

where G is a geometrical correction factor. The most common design for the for
commercial Hall-effect sensor is euphemistically called the ‘band-aid’ contact Hall.
Fig. 2 is a schematic of a ‘band-aid’ device. The name ‘band-aid’ comes from the
resemblance of the contact to the medical gauze.

To effectively manufacture and calibrate a Hall-effect sensor, it requires an in-
tegrated manufacturing concept. These sensors required to have a high degree of
manufacturing accuracy and a high degree measurement accuracy. This is accuracy

Fig. 2 The ‘band-aid’ hall
cell. It comprises of a n-
epitaxial area with a high
concentration n-contact area
and metal interconnect. This
cell is demonstrated without a
field plate
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is important, since many of the applications are critical for system functionality. An
important issue for the Hall-effect sensor in the effect of piezoresistance on the
offsets. There are many methodologies for the balancing out the stress effects on
the Hall-effect sensor. These stress balancing methods must be applied in the con-
cept stage. These range from using (100) silicon to using dual and quad Hall cells.
An important resource for research of the Hall-element is the United States Patent
Office database. This resource is free and is not only able to be searched by the
www.uspto.gov search engine but also is open to searches by popular commercial
search engines.

One of the more recent innovations in Hall devices is the use of field plates
to adjust offsets. Cohen [2] extends the patent by Plagens [3], which proposes to
use metal or polygates placed in critical positions on the field oxide. These gates
modulate the resistivity at the surface of the Hall-element to throw in a counter-
offset.

Alexander’s [4] patent uses a temperature compensated power supply to hold the
offset constant which is a more standard method in sensing. Steiner et al. [5] looks
at a more novel method of Hall-element design. The first 3 patents [2, 3] deal with
traditional rectangular hall elements whereas Steiner deals with a circular element
and spins the current in a circle to subtract the offset.

The traditional way to correct offsets is the addition of Hall-elements with cur-
rents running in multiple paths. The dual Hall cell has current running at ninety
degrees to each other to neutralize the stress offsets due to piezoresistance effects.
This though, increases the current required by a factor of two. The quad Hall shown
in Fig. 3 not only balances out the stress induced offsets but additionally removes
alignment induced offsets. The unfortunate side effect is that the quad hall cell has
four times the current of the single hall cell.

The location of the Hall cell in the chip i.e. whether the sensor is on the edge
of the chip versus the center can also effect the signal to mechanical noise ra-
tio. With the introduction of digital technologies, the use of CMOS switches al-
lows for the electrical rotation of the supply and sense leads to minimize the stress
effects. The switches used for these type of sensors have to have a significantly
large enough area so as to minimize the on-resistance. The Steiner patent [5] is
representative of the offset adjustment methodology. Another invention that has af-
fected how Hall-effect sensors are designed is the chopped Hall sensor which was
invented by Bilotti [7] as shown in Fig. 5. Unlike the Steiner patent, the current
is not rotated to all four possible positions but to two positions, ninety degrees
apart.

To minimize packaging stresses, not only should the layout of the chip be con-
sidered but the layout of the package and chip both should be considered for a com-
plete design pictures. The total stresses of the mounting on the die attach flag plus
the over molding will effect the offsets of the Hall-effect sensor. As stated earlier,
the offsets generated by the packaging stresses cannot be separated from the signal
of interest. There are subtle effects of die coatings which can also effect stress in-
duced offsets due to over molding. The proposed method of designing a Hall-effect
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sensor, or any sensor, is to combine modeling with experimental verification. It is
important to test and calibrate any model using some form of test structures. This
calibration will pay off in the long run since it allows the designer to perform soft-
ware designs of experiment (or DOE). These software experiments allow for a rapid
minimization of the design options and design cycles. Due to the fact that Hall-effect
devices are generally in n-type silicon (due to the significantly higher mobility), the
piezoresistance coefficients of n-type silicon need to be obtained. The definition of
piezoresistance is the change in the resistance of a material with an induced strain.
The work of Matsuda et al. [8] details the piezoresistance mechanisms and coeffi-
cients for n-type silicon. The tensor relationship using both first and second order
effects are

∂ρ

ρo
=
∑

j

πi jT j +
∑

j,k

πi jkT jTk (10)

where T is the stress ∂ρ/ρo is the normalized resistance and πi j is the first order
piezoresistance coefficient and πi jk is the second order coefficient. This equation in
combination with a finite element analysis program such as ANSYS will allow for
the calculation of voltage offsets generated by packaging stresses. Additionally a
detailed graphical analysis was done by Kanda [9] in 1982. Once the best possible
candidates for a particular application are chosen, then a test structure layout is made
using the modeled design. The tests structures are then manufactured in the particu-
lar technology i.e. CMOS or Bipolar. After the silicon is finished, the measurement
and evaluation starts.

Fig. 3 Quad Hall cell with the supply voltage in the center of the cell. This patented method of
quad-hall cell was invented by Higgs and Humenick [6]
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3 AMR (Anisotropic Magneto-Resistive) Sensors

There are many different magnetic field sensing applications. Unfortunately, Hall
sensors cannot cover all these applications. Magnetoresistive sensors for these appli-
cations offer higher sensitivities and superior performance. These applications range
from engine position sensing to hard drive read heads. Newer AMR read heads are
often combined with GMR sensors to help increase the aerial density. Additional
applications range from proximity sensing to wheel speed detection.

There are many inventions based on magnetoresistivity. One of the first sensors in
the U.S. Patent files is Nepela and Potter [10] and Lee’s [11]. Potter [12] is also the
author of one of the first comprehensive papers on the magnetoresistive effect in the
general literature. These devices used the properties inherent in magnetoresistance
to read recorded data from a magnetic storage media. This concept moved from the
analog recording industry to data storage over the following years. A picture of the
Lee’s [11] invention is shown in Fig. 4. This sensor requires a field of ninety degrees
to the direction of the serpentine section in the center.

The history of the magnetic recording using AMR sensors can be shown in the
history of applicable inventions [13, 14, 15, 16, 17, 18]. Recent work in the recording
and read head area has focused more on GMR than AMR. Industrial and automo-
tive applications for AMR sensors range from proximity sensors to rotational speed
sensors. Initially, AMR sensors were used as sensitive magnetometers as shown by
Paul et al. [19], but now have been shown to be much more useful and flexible. One
application that has recently come into its own is the magnetic rotary encoder.

One of the first recorded invention of this type is the rotary encoder invented
by Ito et al. [20] and shown in shown in Fig. 5. This concept is expanded on by
Haji-Sheikh et al. [21] to determine both speed and direction and is shown in Fig 6.
Previous approaches for AMR models approach magnetoresistance in a relatively
piecewise manner [22]. The normal procedure for design of magnetoresistors out-
lined in Tummanski [23] have not changed significantly since the mid-eighties and
can be difficult to use. The design equations require fixing the field angle to re-
sistor direction which means that the user must have multiple design equations.
There are no above saturation models for sensor design, until recently, that accu-
rately model a sensor element. The method presented here is an approach which

Fig. 4 Early invention show-
ing the primary sensing
element in F. Lee’s [11] patent
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Fig. 5 Magnetic rotary encoder schematic from Ito et al. [20]

has been successfully used for applications ranging from a high current sensor to
wheel-speed sensors which use saturation mode magnetoresistors.

Fig. 6 Magnetic encoder using two sensors to be able to determine speed and direction of a ring
magnet from Haji-Sheikh et al. [21]
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4 AMR Model

AMR sensors can be used in two basic modes i.e. above magnetic saturation and
below magnetic saturation. The curve shown in Fig. 7 shows the response of a
anisotropic magnetic resistor with a transverse magnetic field. This figure breaks
up the model into the above saturation value and the below saturation value. To un-
derstand the total behavior of the magnetoresistor, it is important to understand the
behavior of the magnetoresistor in saturation. Since the above saturation resistivity
is purely angle dependent, this model should be done first and then used to model
sub-saturation behavior. To generate model information, test samples of Kelvin con-
nected magnetoresistors need to be made at specified widths and thicknesses so as
to sample the possible design space. Figure 8 is a schematic of a Kelvin connected
resistor with the current in the outer connections and the voltage measure in the in-
side connections. To characterize the AMR film, it is important to understand some
of the material properties of the film itself. The most common method of production
of both anisotropic magnetoresistive films is by the use of plasma deposited mate-
rials. The films used to make the AMR sensors are oriented generally on the (111)
plane and can be modeled as a single domain film.

To evaluate the crystallite orientation, samples were taken to Argonne National
Laboratories Advanced Photon Source. Figures 9 and 10 are the results of zone plate
measurements. The results show that the initial permalloy deposition aligns with the
TaN (111) then the NiFe (111) increases in intensity with thickness. This increasing
intensity demonstrates that the permalloy films are strongly (111) oriented. This
matches data generated by Yeh [24] where he demonstrates the strength of the film
orientation depending on the seeding layer.

The films deposited by Yeh [24] on SiO2 were weakly oriented whereas the films
deposited on Si3N4 and TaN were strongly oriented. The exact mechanisms of mag-
netoresistance is well beyond the scope of this analysis though an interesting paper

Fig. 7 The transverse mag-
netoresistance curve for a
37.5 nm thick magnetoresistor
with a 35μm wide resistor
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Fig. 8 Kelvin connected magnetoresistor

by Berger [25] was performed to determine the mechanisms of magnetoresistance.
Berger’s experiment analyzed the saturation value of magnetoresistance as it is re-
lated to crystal orientation. Berger’s experiment took three single crystal nickel re-
sistors (100,110,111) and oriented them so that the resistor was ninety degrees to
the magnetic field direction. Notably the (111) oriented single crystal nickel sam-
ple showed no magnetoresistance variation as the sample was rotated so that the
maximum change stayed constant. Berger assumed that his measurement were not
accurate enough to sense the resistance variation in the six fold symmetry plane.
This could explain some of the single domain behavior of the permalloy film.

Historically, all analysis of magnetoresistance has started with the Voigt-
Thompson equation [25, 26]

ΔR
Ro

=
ΔRmax

Ro
cos2 θ. (11)

Fig. 9 Synchrotron x-ray reciprocal mapping of permalloy thin films using an image plate. Cour-
tesy of Y. Yoo taken at Argonne National Labs
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Fig. 10 Plot of x-ray intensity versus film thickness for a TaN/NiFe film. Courtesy of Y. Yoo taken
at Argonne National Labs

Unfortunately, this relationship does not match the behavior of strongly oriented
magnetoresistive films. To determine the saturated resistor behavior it is necessary
to apply the basic tensor relationships as outlined in Nye [27]. This model can then
be used to model the effect of a transverse applied field on the AMR of individual
sensor elements. The results of solving the minimum energy equation (2) results
in (12),

Δθ =
MH
2Ku

cosθ, (12)

where M is the magnetization, H is the external field, and Ku is the anisotropy con-
stant. This change in angle can be used to calculate the change in resistance for a
given applied field. To solve for the magnetoresistance of a thin film, it is neces-
sary to set the proper initial conditions. Initial conditions for the AMR effect often
assume that the resistance is completely anisotropic and that there are no isotropic
scattering centers, This truly cannot be the case so a modified version of these initial
conditions are as follows,

ρ‖′ = ρ‖+ρo (13)

ρ⊥′ = ρ⊥+ρo (14)

Δρ′ =
ρ‖′ −ρ⊥′

2
, (15a)

ρ′ =
ρ‖′+ρ⊥′

2
, (15b)

where the resistivities are related to the magnetization and ρo is the isotropic resis-
tivity. Isotropic resistivity has many contributors such as grain boundaries and other
conduction electrons. From equations (13)–(15b) the following tensor relationship
can be defined,

P′total = P′o + P′m, (16)
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where P′m is the magnetic portion of the resistivity, P0 is the isotropic portion and
the total is now

P′total =

[
ρ0 0
0 ρ0

]
+

⎡⎢⎢⎢⎢⎣ ρ
′+ Δρ′ cos(2θ) Δρ′ sin(2θ)

Δρ′ sin(2θ) ρ′ −Δρ′ cos(2θ)

⎤⎥⎥⎥⎥⎦ (17)

By solving the following relationship,

�E = ρ�J (18)

where E is the electric field and J is the current density. The modified AMR rela-
tionship can be shown to be similar to the Mohr’s circle as described in Nye [27]
and is as shown in (19),

ρeff = ρo +ρ′
[(

1 +
Δρ′

ρ′ cos2θ
)2

+
(

Δρ′

ρ′ sin2θ
)2] 1

2
(19)

This derivation of this equation is detailed in Haji-Sheikh et al. [28]. Equation
(19) cannot be calculated directly but the data can be arrived at by an equivalent
voltage form. The equation shown in (20) is the measurable form for which the
AMR data can be fit,

Vtotal = IsRo

(
A + B

(
(1 +C cos2θ)2 + (C sin2θ)2

) 1
2

)
. (20)

To develop an accurate AMR relationship, it is important to make detailed mea-
surements of magnetoresistance versus magnetization angle. This measurement is
best done using purely electrical methods since mechanical methods can have sig-
nificant issues with lash. Screw lash is a mechanical hysteresis which is difficult to
overcome and creates an inaccuracy in the rotation angle measurement in the me-
chanically positioned measurement systems. Alternately, inaccuracies using electri-
cal methods can be as small as a few hundredths of a percent. The development of
a measurement system which can apply magnetic field angles carefully and accu-
rately is a critical step. This starts with using a wafer prober which is made from
non-magnetic materials then designing an x–y Helmholtz coil which can apply at
least 30 Oe in each direction. Unfortunately, to make such a system some mechani-
cal jigging is necessary to align precise right angles.

�B = �az
μoIb2

2
(
z2 + b2) 3

2

(21)

and

�B = �az
NμoIb2

2
(
z2 + b2) 3

2

(22)

for a Helmholtz coil with multiple wraps. The magnetic field is calculated from
equation (22) where N is the number of turns per coil, I is the current, z is the
halfway point between the coils, b is the radius of the coils and μo is the permeability
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Fig. 11 Magnetoresistance versus angle for individual AMR resistors. This demonstrates the
rhombehedral tensor model against the actual data. The model shown in this plot is necessary
to extract the angle of magnetization rotation for a given hard axis field [28]

of free space (a permeable pole piece is undesirable due to the remnant field effect).
The farther away the coil from the test structure and the larger the coil the higher the
current and or the more coils necessary. The more wraps the more wire the higher
the resistance in the coil itself which in turn increases the voltage and the tempera-
ture. The test temperature needs to be closely monitored due to the high temperature
coefficient of resistivity of the permalloy material. Test results, in saturation, of a
TaN/NiFe film used in commercial sensing is shown in Fig. 11. The data was taken
using an automated test system which was programmed to rotate the field in the
horizontal plane. The tensor model shown here can accurately track the resistance
as the magnetization angle is rotated. Table 1 shows the coefficients used to fit the
resistances plotted in Figure 11. It is apparent that the magnitude of the resistance
change varies with the thickness of the film. Not only does the magnitude change but
the shape of the curve changes. The C coefficient tracks the shape of the resistance

Table 1 Table of coefficients of fit calculated for the graph in Fig. 11

5.0 nm 10.0 nm 15.0 nm 20.0 nm 25.0 nm 30.0 nm 37.5 nm

A .97923 .97580 .97340 97090 .97050 .96968 .97000
B .01420 .01640 .01695 .01695 .01726 .01722 .01630
C .47647 .47700 .57200 .57200 .71800 .76944 .84500
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rather than the magnitude. The value of C increases with thickness which leads to
one to make the next logical extension. If C is equal to one the equation reduces to,

ρm = ρ‖′ ∗ |cosθ| (23)

which is an interesting result. This result seams to verify the lack of magnetoresis-
tance variation in the (111) which was noted by Berger [25]. The results of the pre-
ceding analysis have been applied to a Wheatstone bridge sensor (shown in Fig. 12)
against a forty-eight pole-pair ring magnet. A forty-eight pole pair magnet is a com-
posite magnet which has alternating magnetic poles. A ring magnet is the same 48
pole pairs in a ring drive off of a shaft (or spindle).

The bridge is two voltage dividers in parallel and can be solved by the following
relationship

ΔV = V0
R2

R2 + R1
−V0

R4

R3 + R4
(24)

and
R1 + R2 = R3 + R4 (25)

so

ΔV = Vo
R2−R4

R2 + R1
. (26)

Each of the individual resistor elements has the same nominal resistance so that
the resistors can be represented by

R1 = Ro

(
A + B

(
(1 +C cos2θ)2 + (C sin2θ)2

) 1
2

)
(27)

R1 = Ro

(
A + B

((
1 +C cos2

(
θ+ 90o))2 +

(
C sin2

(
θ+ 90o))2) 1

2

)
(28)

R2 = R3 (29)

R1 = R4 (30)

Replacing the individual resistors with the above equations creates a sensor
bridge whose output is dependent on the angle of the external field. An important
concept in magnetoresistance is the idea of hard-axis and easy-axis film behavior.
Figure 12 shows a schematic of the ring magnet test setup. Results using the equa-
tions (24) through (30) are plotted in Fig. 13 along with a Voigt-Thompson model.
The easy-axis is by description the natural zero energy orientation state of the mag-
netization. This orientation is governed by deposition conditions and by geometry.
Figure 14 shows a easy-axis curve along with a hard-axis curve. To sort out the be-
low saturation behavior it is necessary to solve (10) for the magnitude of the change
in angle for a given resistance.

This rearranging results in (31),

|cosθ| =
⎡⎢⎢⎢⎢⎢⎣ 1
4C

⎡⎢⎢⎢⎢⎢⎣
[[

Vo

IsRo
−A

]
1
B

]2
−C2−1 + 2C

⎤⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦

1
2

. (31)
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Fig. 12 Schematic of the ring
magnet test set up. The field
at the sensor is above the
saturation field
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Fig. 13 Comparison of experimental magnetoresistor bridge and the bridge model versus the angle
of rotation for a ring magnet on a spindle. The model assumes that the magnetic field saturates the
magnetoresistor and the external field rotates 360◦ every 7.5◦ of spindle rotation. The cos2 θ (Voigt-
Kelvin) model over-predicts the sensitivity of the 200◦ sensor [28, 29]. The gap between the sensor
and the ring magnet is 1.5 mm

Fig. 14 Hard and easy axis
curves for a single domain
magnetoresistive films
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Fig. 15 Domain magnetiza-
tion rotation off of the easy
axis

It is important to relate the change in angle to a given external field. Figure 15 is
a schematic of the field rotation vectors.

From Chikazumi and Charap [30] we get,

E = −Ku cos2 (θ− θo)−MsH cosθ, (32)

where E is the energy of the system, Ku is constant of uniaxial anisotropy and Ms

is the saturation magnetization. To minimize the energy, the derivative of the energy
with the angle of rotation is taken. This derivative is

dE
dθ

= −Ku sin2(θ− θo)−MsH sinθ. (33)

For a weak magnetic field which is H << Ku/Ms and θ0 is nearly equal to θ then
(33) is

2KuΔθ = MsH sinθo (34)

then

Δθ =
MsH
2Ku

sinθo. (35)

The modification to match actual off-axis magnetization rotation requires that the
geometry of magnetization vector (in the lattice) and the geometry of Ku be consid-
ered. If both are initially assumed to be orthorhombic in nature (i.e. rectangular in
the 2-d plane) then

Δθ =
M

2Ku
H =

Mo

[
(1 +αcos2θ)2 + (αsin2θ)

] 1
2

2Ku

[
(1 +δcos2θ)2 + (δsin2θ)

] 1
2

(36)

Figures 16 and 17 show the application of (36) to the magnetoresistance equa-
tion (20). The results show that we have a reasonable amount of correlation. The
sensitivity to the applied field angle for a single strip sensor is fairly high as shown
in Fig. 18. Ten degrees of rotation will result in 20% decrease in the positive field
direction but a slight increase in the negative field direction. If the resistor is ro-
tated 45◦, the sensitivity in the negative field direction is significantly higher than
the positive field direction. This holds true until the magnetization reversal happens
and then the behavior reverses direction. Figure 19 shows this behavior with sev-
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Fig. 16 Hard axis magnetiza-
tion rotation versus external
applied field for an actual
25 nm resistor and a model of
a 25 nm resistor. This model
is tensor based
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eral different resistor widths for a 37.5 nm thick resistor. This behavior is caused by
magnetization reversal and can cause problems when using the Permalloy sensor to
trigger at a particular field level. Another important effect to consider is the influ-
ence of proximity. This proximity effect is due to the below saturation sensitivity
increase when two AMR resistors are place in close proximity with each other. This
spacing between the adjacent resistors is called the ‘gap’. Previously we have shown
the effect of changing thickness on the sensitivity of the AMR element but there also
is an effect of element width on the sensitivity.

This thickness to width ratio is one measure of the sensitivity while proximity is
another measure. As shown in the preceding section the thickness effects both the
initial slope and the maximum sensitivity at saturation. Additionally the width of
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Fig. 17 HA magnetorestance versus applied field for various thickness magnetoresistors with a
constant 35μm width. The tensors used for this model assumes rhombehedral geometry
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Fig. 18 Effect of field rotation on a single 20μm resistor. This reduction of sensitivity shows the
importance of sensor alignment to the external applied field

the resistor for a given resistor thickness can effect the slope but not the maximum
sensitivity at saturation. The demagnetizing field is described by Dibbern [22] and
also Pant [32] as Hd ≈ (t/w) Ms/4π
where t is the film thickness and w is the width of the resistor.

When more than one resistor is placed in close proximity the adjacent resistors
tend to influence each other. The closer the spacing between elements the stronger
the proximity effect on the elements. Figure 20 is a schematic representation of such
a resistor array. Pant [32] defines a scale factor for the adjacency of the resistors with
the relationship of spacing ‘g’ with respect to the resistor width, w. The equation is
for the proximity effect, calculated from the electrostatic model, is
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Fig. 19 Single resistor elements of different widths with a 45◦ applied field
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Fig. 20 Schematic of sensor elements using the proximity effect for a serpentine resistor array. The
analysis of the effect uses the electrostatic model for magnetics and can be solved numerically [31]

Fig. 21 This figure shows a typical barber-pole sensor element. The angle α and the width of the
aluminum shorting straps are determined using finite element methods

α (g/w) =
2(g/w)

1 + 2g/w
+

g/w

2(1 + g/w)2
(π/2−4) (37)

so that

Hs ≈ Hk + t/w
Ms

4π
α(g/w). (38)

Each different resistor width behaves as if it was actually a wider resistor. The
easy axis behavior is not affected by proximity so that the hysteresis remains the
same as a single element of permalloy. A common method of AMR sensor design
is the barber-pole sensor. This sensor manipulates the current orientation versus

Fig. 22 Response of Barber
pole sensor with a 90◦ applied
field
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magnetization orientation to create a asymmetrical i.e. odd-function sensor. This
odd-function sensor response is completely dependent on the same issues as the
single strip element and also is dependent on the orientation of the magnetization
orientation at zero applied field. An additional issue with the barber-pole sensor is
the element resistance. Since the aluminum shorting straps are significantly lower
in resistance then the permalloy, the sensor elements designed using this method
are generally much larger than the non barber-pole sensor. Figure 21 shows the im-
portant components of the barber-pole sensor. These type of sensors are produced
commercially by Philips and Honeywell. The actual design of the shorting straps
requires the use of a finite element program such as ANSYS. The models shown in
Tummanski [23] for this type of sensor are focused on the linear region of the sen-
sor. It is possible using equation (20), equations (35) and (36) to model the entire
sensor behavior. Another complication of this type of sensor is the sense of direc-
tion for the magnetization. Both Honeywell and Phillips approach this problem from
different directions. In Bharat B. Pants patent [32] the method proposed to keep the
magnetization sense is the use of ‘high-current’ straps.

The data in Fig. 22 is generated for barber pole elements using three different
resistor widths with a constant shorting strap design. The offset of the resistor data
from the 50μm and the 20μm and 12μm is due to the crowding of the current lines
at the edge.

5 Future Progress

The uses of magnetic sensors over the last four decades has continually evolved
as manufacturing technology has evolved. The introduction of giant magnetoresis-
tors made from magnetoresistive materials has further increased the applications
and scope of the basic effect. The introduction of nano-technology will further in-
crease the use of these materials. Nanostructures for data storage applications and

Fig. 23 A MFM image in
which the dot magnetizations
are organized. Image was
produced in air, spacing 1μm
center to center dot size
200 nm. Image obtained using
a Quesant Q-Scope 350 MFM
with a cobalt tip
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possibly for computing applications may well use ferromagnetic materials such as
permalloy. Additionally, nanomagnetoresistive structures have been proposed. Work
by Kanparthy [34] in Fig. 23 shows the interaction of nanodots using a Magnetic
Force Microscope (MFM). The magnetization patterns may be used to store in-
formation in hard drives though a more efficient method to write the data to the
nanodots must be developed. This behavior at 200 nm is similar to images made by
Zhu et al. [35]. Similar structures may be useful for memory or sensing applications.
These structures have complex interactions in which the patterns have some mean-
ing but at this point are still in the process of being understood. Zhu et al. [35] have
demonstrated the ability to change the magnetic orientation with their MFM tip.
Another interesting development in the area of magnetic nanostructures is the study
of magnetic properties of permalloy nanowires [36, 37, 38]. Permalloy retains much
of its behavior in the nano-scale making it a good candidate for nano-dimensional
sensors.

Several different methods for the manufacturing of nanowires have been reported.
These are traditional photo-patterning, e-beam lithography, and nano-templating by
the use of anodic nanoporous aluminum oxide to form the nano-wires. All these
methods have merit and will continue to have importance for the next decade. The
future of magnetic sensing, in the nano-scale, may be a material that has been in use
since the 1930s.
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Improving the Accuracy of Magnetic Sensors

Pavel Ripka

Abstract This chapter describes techniques for improvement of the accuracy of
magnetic sensors. Many of these ideas can be used for other types of sensors and
measurement systems in general.

Keywords Magnetic sensors · feedback compensation · temperature stability · noise
measurement · noise reduction

1 Introduction

Besides the well-established magnetic sensor types (Hall for high fields, Fluxgate
for lower fields, SQUID for small field gradients and proton for absolute scalar
measurements), new types of magnetic sensors continuously appear – from AMR,
GMR, CMR, SDT to GMI, HT SQUID and a variety of novel semiconductor sensors
[1, 2].

Sensor noise is very popular parameter for the characterisation of performance
of magnetic sensors. But the noise value is not always the parameter which really
limits the sensor performance. Sometimes the temperature stability or linearity are
of higher importance.

2 Temperature Stability

For many applications, temperature stability is the critical issue, not sensitivity,
noise or linearity. As the temperature properties are difficult to measure and in-
terpret, they are not often discussed in research papers. Two basic temperature pa-
rameters are usually given: temperature dependence of sensitivity (usually given in
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ppm/K) and temperature drift of the offset (in nT/K). Using the two mentioned ba-
sic units is a good practice as it allows direct comparison. However some authors
and manufacturers prefer mimicries and they give these parameter indirectly (e.g.
they express offset drift in millivolts of the output voltage or even in ppm of the full
scale).

In wider temperature range these parameters are often not constant or even not
monotonic. This is also the case when the dominant source of the temperature de-
pendence is compensated. In such case the stability is expressed by parameter limits.

Temperature dependence of sensitivity usually has simple sources such as tem-
perature changes in permeability, resistivity, coil and core dimensions. Sensitivity
temperature coefficients (‘tempcos’) of the sensors from one batch are similar. Ori-
gins of the temperature dependence of the offset are more complicated and even the
sensors from the same production batch have these parameters different (including
different sign).

Besides other techniques, temperature dependence of the sensitivity can be ef-
fectively suppressed by the negative feedback. High temperature dependence of the
sensitivity of the sensor is replaced by much lower temperature dependence of the
feedback coil (typically 30 to 200 ppm/K). It is worth stressing that this technique
cannot improve the offset stability.

2.1 Hall Sensors

The sensitivity of Hall sensors depends on a number of parameters as the density
and mobility of charge carriers, which are strongly temperature dependent [3]. The
temperature coefficient of the magnetic sensitivity of Si devices is about 0.1%/K.
Thin-film InSb Hall sensors are much more sensitive, but their temperature coeffi-
cient of sensitivity is about ±1%/K.

Semiconductor materials of Hall sensors suffer from unwanted piezoelectric and
piezoresistive effect. Mechanical stress is mainly caused by the plastic package,
which has different temperature dilatation than the chip inside. This stress creates
piezoelectric voltages and unhomogeneity of the chip resistivity, causing changes in
the sensor offset. Offset temperature dependence of Hall sensors can be suppressed
by avoiding the package stress, but this is not easy for low-cost volume production.
Another technique is to use several sensors in one package, each being positioned
at different part of the chip and having different current direction. And probably
the most effective is the spinning-current technique: the sensor element is symmet-
rical and current terminals are periodically swapped with voltage contacts. Other
measurements are made with reversed current direction. In the basic case of rectan-
gular sensor all four readings are averaged. Some sensors use more contacts. Typ-
ical values of the sensor offset are Boff ≈ 10mT, 1 mT, 0.1 mT for Si, InGaAs, and
InSb Hall devices, respectively. Long-term fluctuations correspond to Boff ≈ 10μT
in high-quality silicon Hall devices. [4]
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2.2 Magnetoresistors

The most stable magnetoresistors are AMRs (Anisotropic MagnetoResistors) [5].
Although the influence of basic tempco of AMR material resistance is suppressed by
the bridge configuration, the temperature coefficient of sensor sensitivity is typically
as high as 0.25%/K (Philips KMZ 51). By using of the feedback it can be reduced
to the TC of the feedback coil, which changes from piece to piece and often can be
below 100 ppm/K. [6].

Only AMR sensors with periodical flipping have low and stable offset. Flipped
sensors have the temperature offset drift at the order of 10 nT/K. This can be further
suppressed by additional balancing of the bridge.

GMR sensors (Giant MagetoResistors) may withstand higher temperatures than
AMRs, but they have in general higher both offset and sensitivity temperature de-
pendence and their characteristics are non-linear.

SDT (Spin-Dependent Tunneling) magnetoresistors are also called TMR (tun-
neling magnetoresistors). They have similar properties as GMRs, but can be made
smaller with high resistance and thus low power consumption. Fig. 1 shows temper-
ature dependence of sensitivity for prototype SDT sensor (NVE). The corresponding
temperature coefficient is as high as −670ppm/◦C, but the linear dependence allows
corrections.

Periodical de- or re-magnetization to increase the stability is not possible in case
of GMR and SDT sensors. Some GMR sensors can be even magnetically destroyed
by strong external magnetic field.

2.3 Fluxgate Sensors

Although the typical offset drift of fluxgate sensor ranges from 0.1 to 0.5 nT/K, in the
best magnetometers the overall offset stability of 100 pT to 1 nT in the temperature

Fig. 1 Sensitivity change vs.
temperature for SDT sensor
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Fig. 2 Offset recovery after
temperature shock

–10

–5

0

5

10

0 1000 2000 3000
time (s)

of
fs

et
 c

ha
ng

e 
(n

T
)

range from −40 to +70◦C was achieved. Recovery time after temperature shocks is
important parameter for field instruments. Temperature gradients cause mechanical
stresses, which have long relaxation times. Fig. 2 shows the offset recovery of the
sensor subjected to rapid cooling from +22◦C to −25◦C.

Low offset of fluxgate sensor is a consequence of the fact that positive and neg-
ative saturation fields of core magnetic material have exactly the same value. Non-
zero offset and its changes are mainly caused by:

1. Magnetically hard regions in the sensor core associated with structural or surface
defects

2. Thermally induced mechanical stresses coupled through non-zero magneto-
striction

3. Changes in the magnetic properties of the core material and the parameters of the
excitation field coupled through inhomogenities of the core and the winding.

The universal recipe to increase the temperature stability is to match the thermal
expansion coefficients of all the sensor parts.

The sensitivity tempco of fluxgate sensors is usually around 30 ppm/K, but some
fluxgate magnetometers are compensated up to 1 ppm/K [7]. In the Earth’s field of
50 000 nT and after temperature change of 20K this corresponds to 1 nT error, which
is sometimes comparable with field change measured.

2.4 GMI Sensors

Experimental data on temperature effects in GMI sensors are rarely published. Al-
though the sensitivity can be quite stable (200 ppm/K without feedback was reported
in [8]), uncompensated offset drift is large. Fig. 3 shows temperature offset drift of
permalloy GMI sensor described in [9].

As the measured quantity in GMI sensors is usually modulus of impedance, the
offset of the single-core sensor is directly influenced by temperature dependence of
the material DC resistivity and also through inductance by temperature dependence
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Temperature offset drift of permalloy GMI sensor
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Fig. 3 Temperature offset drift of GMI sensor [9]

of permeability. Symmetrical characteristics require bias, which couples sensitivity
coefficient to offset drift and which can make the characteristics very complicated.

We expect significant improvement by using compensated double-core sensor.
However, offset stability of GMI sensors is also affected by perming effect (rema-
nence), which is not negligible even for very soft materials; thus for the precise
applications the sensor should be periodically de- or re-magnetized.

2.5 Proton Magnetometer

Proton magnetometer is almost absolute instrument, based mainly on gyromagnetic
ratio of proton, which is temperature independent. Thus the temperature dependence
is given by the electronics (e.g. the stability of the reference frequency). Achievable
absolute error is 0.1 nT (in 60 000 nT range) in a broad temperature range [10]. Over-
hauser and optically-pumped resonant magnetometers are faster and more resistant
to field gradients, but they cannot achieve absolute accuracy (including temperature
effects) better than 1 nT [11].

3 Linearity

Imagine that you should detect a small magnetic signature from a moving platform.
The field to be detected may be as small as 0.1 nT in the presence of the Earth’s
field of 50 000 nT. You can use multi-sensor gradiometric array to suppress the
background field, but due to the movements of the platform the whole array is ex-
posed to large changing field components. The required linearity error is less than
0.1 out of ±50 000, which is 1 ppm. The only vectorial sensor, which can achieve
ppm linearity is compensated fluxgate.
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Fig. 4 Linearity error of feedback compensated PCB fluxgate. Sensor IIB has short feedback coil
(covering only part of core) which creates non-homogenous compensation field. This results in
degraded linearity [12]

Linearity of any magnetic sensors can be substantially improved by using a feed-
back compensation. For this two criteria should be met:

1. enough gain in the open loop
2. high linearity of the compensation coil

In highly linear systems care should be taken to select linear enough analog com-
ponents. Push-pull power stage for boosting the feedback current is typical Achilles
heel, when ppm linearity is in question.

In low-cost fluxgate sensors the pick-up coil simultaneously serves for the
feedback compensation. In this case the coil design should be a compromise.
Figure 4 shows three types of PCB fluxgate sensors: sensor IIB has too short
compensation/pick-up coil, which results in degraded linearity.

3.1 How to Measure the Linearity

Linearity measurement for feedback compensated sensors is rather difficult. You
need a computer-controlled system consisting of a precise current source (usually
DC current calibrator), stable calibration coil and two precise dc voltmeters. First
condition is that no ferromagnetic object should be close to the measurement setup,
as the non-linearity of the magnetization characteristics of such object could influ-
ence the measured results. Further, the variations of the external field or the sensor
noise should not affect the results. Another source of error is the noise and stabil-
ity of the testing field. This is usually caused by noise and variations of the test-
ing current, but also mechanical vibrations and temperature dilatation may cause
changes of the constant of the testing coil or in the position between the coil and
the sensor under test. Good technique how to suppress some of the mentioned
influences is
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• avoid vibrations
• make the measurement in thermostated room without an air flow
• avoid ferromagnetic objects in the vicinity of the testing setup (including parts of

the building)
• use testing coil much larger then the sensor (for 25 mm long sensor 50 cm diam-

eter Helmholtz coil is a minimum)
• check the coil heating during the test: temperature dilatation changes the coil

constant
• measure the testing current simultaneously with the sensor output – synchronous

trigger is a must
• use integrating voltmeter (6,5 digit resolution is a minimum). Use long measure-

ment time, which is a multiple of power line cycle (50 PLC or more) to suppress
AC fields

4 Crossfield Effect

Imagine a magnetic sensor which has sensitive direction in y-axis. Crossfield effect
(or crossfield error) is an unwanted sensitivity to fields in x direction. It is not so
that the sensor is not correctly aligned. This is a non-linear effect, e.g. in AMRs if
Hy = 0, sensitivity to Hx is zero. Crossfield error in AMRs happens only in case that
both Hx and Hy are non-zero. The situation in fluxgates is different.

4.1 AMR

Crossfield sensitivity is inherent to AMR sensor. It is caused by the anisotropic
character of the sensor. One can reduce the effect by changing the sensor design, but
this also reduces the sensitivity and finally increases the sensor noise. It is important
to understand this effect in order to use AMR sensors correctly. Finally we will show
that the effect can be (1) numerically corrected, (2) suppressed using flipping or (3)
almost annihilated by feedback. This description is based on AMR crossfield model
derived in [13].

Let us consider the ideal single-domain AMR strip with current flowing in
x direction and only coherent rotation of magnetization. The strip has uniaxial
anisotropy with easy direction x and effective field of H0. The physical meaning
of H0 is that perpendicular field of this strength will rotate the magnetization from
easy axis by 90◦ (to the direction of the external field).

Let us first examine only a presence of the magnetic field to be measured, H = Hy,
applied along the y-axis and in the plane of the strip so that it is perpendicular to
easy direction x. This field causes the internal magnetisation of the strip to rotate by
an angle ϕ, which can be calculated solving the minimum energy equation as:
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sinϕ =
Hy
H0

for Hy < H0 (1)

and ϕ = 90◦ for Hy ≥ H0

As derived in [5], the resistance in x direction is then:

R (HY ) = R0 + ΔR

⎡⎢⎢⎢⎢⎢⎣1−
(

HY

H0

)2⎤⎥⎥⎥⎥⎥⎦ = R0 + ΔRcos2ϕ (2)

By means of Barber poles we deflect the current by 45◦, so that the resistance equa-
tion becomes:

R = R0 + ΔRcos2 (ϕ+ 45◦
)

(3)

(4)

and because

cos
(
45◦+ϕ

)
=

√
2

2
(cosϕ− sinϕ) (5)

cos2 (45◦+ϕ
)

=
1
2

(cosϕ− sinϕ)2

=
1
2

(
cos2ϕ+ sin2ϕ−2cosϕsinϕ

)

=
1
2
− cosϕsinϕ =

1
2
− sinϕ

√
1− sin2ϕ

we get

R = R′0±ΔR
HY

H0

√
1−
(

Hy

H0

)2
(6)

where R′0 = R0 + ΔR
2 and ‘±’ represents two different possible orientations of the

barber poles (aluminium stripes on top of the Permalloy strip). For Hy << H0, we
get linear field dependence:

R = R′0 + ΔR
HY

H0
(7)

y

x

+
H

Current

M AMR strip

H

φ

Fig. 5 Magnetization in AMR strip is deflected from x direction by measured field Hy. The cross-
field Hx is also present [1]
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Nonlinearity which appears for higher fields is effectively suppressed if four
strips with proper directions of barber poles form a Wheatstone bridge. This con-
figuration also suppresses the effect of temperature dependence of the resistivity.
For linearity it is the best to supply the bridge from a current source; for the best
temperature stability it is better to use voltage source.

Now let us consider a more complicated case: the total external field H is no
longer in y direction. This means that there is a crossfield Hx present simultaneously
to the measured field Hy. We suppose that the external field H is much smaller than
the anisotropy field: |Hx|, |Hy| << |H0|.

For the total energy density of a single domain of anisotropic material in the
magnetic field H we may write

E = EA + EH =
1
2
μ0 MS H0 sin2ϕ−μ0 MS H cosα

where Ms is a saturation magnetization, α is an angle between the magnetization
MMMsss and external field HHH = (Hx,Hy) and ϕ is an angle between the magnetization MMMsss

and easy direction x
In order to find the energy minimum we solve the equation dE/dϕ and (still for

|Hx|, |Hy| << |H0|) we will find

sinϕ =
Hy

Hx + H0
(8)

Thus for the strip resistance we find [13]:

R = R′0 + ΔR
HY

Hx + H0

√
1−
(

Hy

Hx + H0

)2
(9)

so that the sensor output is approximately proportional to

V1 ≈
Hy

Hx + H0
(10)

and the sensitivity to the crossfield Hx is

∂V1

∂Hx
=

−Hy

(Hx + H0)2
(11)

Also in this case the bridge improves the linearity at high fields. From eq. 9 it is
clear that there is no response to crossfield Hx when the measured field Hy is zero.
That is why the crossfield is erased by feedback compensation of the measured field.
We also see that increasing H0 improves the linearity in uncompensated mode, but
decreases sensitivity. H0 is an effective anisotropy field, which is a result of both
shape anisotropy and induced anisotropy. Thus we can change H0 by changing the
strip thickness or by magnetic field annealing.
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If we cannot use the feedback compensation, better method than increasing H0

is to correct the crossfield error by calculation. For this we should also have another
sensor, which measures the orthogonal component. If we know the value of H0,
we can calculate Hy from the reading of these two sensors. The equation has no
analytical solution, but it can easily be solved numerically [14]. The only problem
is the knowledge of H0. It is not easy to measure it, but fortunately the sensitivity to
this parameter is not critical [15].

But how we can correct the crossfield by flipping? If we flip the sensor (i.e.
reverse the strip magnetization), we change the sign of H0 in the formula and get
the output voltage

V2 ≈
Hy

Hx −H0
(12)

Standard processing is to subtract V1 and V2 during the analog signal processing:

V ≈
Hy

Hx + H0
−

Hy

Hx −H0
=
−2HyH0

H2
x −H2

0

(13)

The sensitivity of V to the crossfield Hx is reduced for typical situation when
Hx < 0.1 H0, and the remaining error is :

∂Vflip
out

∂Hx
=

4HyHxH0

(H2
x −H2

0)2
(14)

4.2 Fluxgate

Crossfield error in fluxgate sensors was analyzed in [16]. This effect is very small
in sensors having long core with low demagnetization with respect to the measured
field and large demagnetization in perpendicular direction. When the core has ring
shape, this is no longer true – however, proper design can keep this error in the range
of 1 to 5 nT in the Earth’s field (50 000 nT) [17] .

A fundamental difference from crossfield error in AMR is that in fluxgate this
error appears even for zero measured field. It is simply not possible to find ‘insensi-
tive direction’ for fluxgate sensor. More precisely, insensitive direction depends on
the amplitude of the perpendicular field. This is shown in Fig. 6 – the sensor output
change with perpendicular field is highly non-linear.

A decrease in sensitivity with crossfield can be observed even for perfectly
homogenous core. Possible reasons may be small gain in the feedback loop, non-
homogeneous compensation field or sensor non-linearities. Figure 7 shows the sen-
sitivity change for ring-core and race-track sensor as a function of the perpendicular
field. In this case the high sensitivity change of the race-track sensor was caused by
the lack of a homogenous compensation field. The race-track’s pick-up coil which
covered only 70% of the core length was also used for the feedback. This compro-
mised the sensor performance.
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Fig. 6 Perpendicular field response of ring core sensor when the measured field was zero. Results
for two sensors from the same batch are shown – from [16]

Fig. 7 Sensitivity change as a function of the crossfield for ring-core and race track sensors. The
sensitivity was tested by a field step of 50μT – from [16]

5 Noise

Noise of magnetic sensors has usually 1/f character, which at some cut-off frequency
(usually kHz) changes to white. Noise power spectrum density in field units at 1 Hz
(in pT/

√
Hz@1 Hz) is a commonly accepted parameter, which allows comparing

sensors. However some authors express the noise figures in units of output voltage
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Fig. 8 Offset stability of PCB fluxgate. Sensor IIA with homogenous excitation is more stable [12]

or give the noise spectrum density at higher frequency. This is not fair, unless clearly
specified.

In general the noise is magnetic or electrical. The origin of the magnetic noise is
still a mystery, but we know well how to reduce it. In magnetoresistors it is important
to achieve single-domain state or to reduce the closure domains to minimum. This
is achieved by proper geometry (thin film), chemistry and field annealing [5]. In
fluxgate sensors the single domain state cannot be achieved, although there were
efforts in this direction. However, noise can be reduced to units of pT/

√
Hz@1 Hz

using the well-known recipes:

• low coercivity, high permeability master alloy for the core
• induce anisotropy in the hard direction to make the magnetization characteristics

smooth and the magnetization process rotational
• homogenous excitation and compensation
• no mechanical stress in the sensor structure
• stable excitation with very high peak value

Long-term offset stability (or ultralow-frequency noise) is of equal importance as
1 Hz noise. One of the key requirements is a stability and homogeneity of the exci-
tation field (Fig. 8).

5.1 How to Measure Noise Values

The noise measurement should be performed in a good magnetic shielding. The
suggestions are following:
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• demagnetize the shielding prior to the measurement, but wait one hour after each
demagnetization for domains to relax

• keep the room temperature constant with no airflow (thermoelectric currents in
the shielding wall can generate field which mimics the sensor noise)

• reduce mechanical vibrations (together with the shielding remanence they cause
magnetic noise)

• reduce AC fields
• switch-off all redundant instruments
• wait for the night time – external interfering fields are lower
• measure power density spectrum using RMS average (N = 50 to 100) – this

makes the spectrum smooth (avoid vector averaging that suppresses the very
noise we want to measure).

• adjust reasonable overlap for averaging – this reduces the measurement time
(suggested value is 95%)

• use window (e.g. Hanning, not ‘flat’)
• estimate the noise spectrum density at 1 Hz: do not take the value from one point

(narrow cursor)
• monitor the time plot of the sensor output: use the same spectrum analyzer, not

extra oscilloscope. Notice that some analyzers use signal stored before you start
the measurement! Steps in the data caused by switching the instrument range or
spikes of the external origin can spoil the noise measurements. These events are
easy detectable as artifacts in the time plot.

• repeat the measurement with sensor excitation powered off to be sure that the
noise of your instruments is well below what was measured as a sensor noise

Some magnetoresistors have very low noise, but simultaneously low sensitivity
[18] so that what we measure is a noise of electronics, not a sensor noise itself. These
sensors are usually configured as Wheatstone bridge. There are two techniques to
make these measurements:

(1) to supply the sensor bridge by AC voltage or current – this transforms the signal
to higher frequency, where the amplifier noise is lower. After amplification the
sensor signal should be demodulated back to its original base frequency band (or
if possible the FFT spectrum analyzer should be set accordingly).

(2) to use cross-correlation technique: instead of differential amplifier at the bridge
output, two independent single-ended amplifiers are used and their outputs are
processed by two-channel FFT spectrum analyzer. By using cross-spectrum the
(uncorrelated) amplifier noise can be suppressed by 6 to 20 dB. This technique
was used in the study, which compared AMR, GMR and SDT sensor noise [19].

6 Perming Effect

Remanence is often a weak point of magnetic sensors containing ferromagnetic
component as a functional core or a field concentrator.
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In general low-coercivity soft magnetic alloys should be used. But this is not
enough. A magnetic field shock changes the sensor offset and the only possibility to
erase it is to demagnetize the sensor – or magnetize it into the well defined saturated
magnetic state.

In fluxgates this is achieved automatically by using the excitation field of very
high intensity. In order to reduce the power consumption and also the heating, the
excitation current is in the form of narrow pulses.

Flux concentrators may have demagnetization winding, but this is used only very
rarely. Most of the sensors have no such winding. The amplification factor of the
concentrators is usually moderate and its remanence is often ignored.

AMR sensors use flipping. Modern AMRs have integrated flat flipping coil. Al-
though the efficiency of such coil is low, as it has poor coupling to the core, the
power consumption can often be tolerated and integration lowers the price. Opti-
mizing the flipping pulse shape and amplitude reduces the perming [20].

7 Remarks on Digitalization

A/D converter is often a weak point of the magnetometer. Requirements on the dig-
itizer noise, linearity and stability are so demanding, that alternative solution was
found in integration of the converter into the feedback loop [21]. However this was
not successful and digitally assisted analog feedback loop with external ADC is still
the best solution. The assisting circuits configure the parameters of the magnetome-
ter in order to change the scale, sensitivity, time constant and dynamic range to fit
best the current requirements.

8 Peculiarities of Current Sensors

Current sensors are often based on magnetic sensing. They were recently reviewed
in [22].

A specific requirement for current sensors is geometrical selectivity: some cur-
rents should be measured while some others should be ignored. The requirement
on current sensor is also to be insensitive to ambient magnetic field and its varia-
tions. This can be achieved by using a magnetic yoke. If this is not possible (e.g. the
yoke would be too bulky to avoid saturation), magnetic gradient is measured using a
couple of magnetic sensors. Sometimes more complicated circular sensor fields are
used.

Current transformers with nanocrystalline cores can be made very small and
precise [23]. A resistance to DC current component and external magnetic field
component is often required (e.g. by the producers of power meters) – this can be
achieved using low-permeability core; the accuracy can be maintained by
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compensation of the amplitude and phase error, which can be made constant over
wide range of the measured current [24].

Rogowski coils (also called dI/dt sensors) should be used with integrator – either
classical analog or by single-chip digital. The device is also being used in power
meters – the advantage is that contains no magnetic material so that it cannot be
saturated [25].

The most popular are Hall current sensors – either open-loop or compensated
[26]. The main common problem is a limited zero stability and a remanence of the
yoke. The latter can be reduced by periodical demagnetization of the yoke. How-
ever, fluxgate current sensors are typically 10-times better in zero stability than
Hall current sensors due to the fact that their core is periodically saturated by the
excitation current. DC current transformers and comparators often work on fluxgate
principle.

9 Peculiarities of Position Sensors

Magnetic field sensors are extensively used in industry for construction of position
sensors: either two-state (proximity sensors, rotational sensors) or linear output sen-
sors (which can measure linear or rotational position. These position sensors often
use permanent magnet attached to the sensor or to the target. Leading market for
sensors is automotive industry. It is well known that temperature stability is a crit-
ical issue and position sensors must be temperature characterized or compensated.
Heremans has shown that at high fields semiconductor magnetoresistors are more
temperature stable than Hall sensors [27]. However, temperature dependence of the
sensor itself is only a part of the problem. Smart Hall sensors allow to calibrate and
correct for temperature dependencies of not only the sensor itself, but the whole
magnetic circuit which contains permanent magnet and soft parts of the magnetic
circuit (mainly the target itself, which is often toothed wheel) [28]. AMR sensors
are more sensitive and immune to vibrations than Hall sensors. Thus they allow us-
ing cheaper or smaller permanent magnets and/or the increased distance between
the sensor and the target.
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Modelling Electromagnetic Field Sensors

Ian Woodhead

Abstract Sensors may use the attenuation, velocity and electrical dispersion of elec-
tromagnetic waves as a direct or intermediate step in the transduction process. Mod-
elling the sensor response provides the means to predict its spatial and temporal
sensitivity and accuracy. The modelling may use differential or integral equation
techniques. Each method has situations where its advantages dominate. As an ex-
ample, a typical integral equation solution is described, along with discussion of cell
size and shape considerations and selection of an appropriate basis function.

Keywords Electromagnetic modelling · integral equation · microwave sensor

1 Introduction

This chapter is concerned with the use of electromagnetic wave (EM) propagation
to supply information for a sensor. Commonly, the sensor will use a change in at-
tenuation and/or propagation time or phase, as a surrogate for the required measure.
For example a change in reflected frequency provides, via Doppler shift, a measure
of velocity; a change in moisture content and other material properties will be re-
flected in the propagation velocity and attenuation of an EM wave passing through
the material; and the propagation velocity of a surface wave on an air-substrate in-
terface, may represent the permittivity of the substrate. Here we discuss modelling
EM wave propagation, outline differential equation and integral equation methods,
and then provide an example solution using integral equations.
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2 Modelling Plane Wave Propagation

The propagation of EM waves in a material is described by Maxwell’s equations.
Assuming that the electrical properties of the material do not change during propa-
gation, the two Maxwell equations that describe EM propagation may be written as

∇×E = −μ∂H
∂t

(1)

∇×H = σE +ε
∂E
∂t

(2)

The right hand side of Eq. 2 comprises the conduction current due to the conduc-
tivity σ of the propagating medium, and the displacement current due to the energy
storage or real component ε, of the permittivity. Solving these equations provide the
means to determine from the EM wave propagation characteristics, the properties of
the host material, i.e. ε, σ and μ, can be determined. In practice, modelling propaga-
tion and scattering is difficult, but can be simplified under certain conditions. Here
we will describe modelling approaches by first imposing the constraint that propa-
gation occurs along a transmission line or waveguide. Propagation is then classed
as transverse EM mode or TEM propagation. We will define the transverse plane by
the x and y Cartesian coordinates and the longitudinal coordinate by z. Then in the
case of a guided electromagnetic wave propagating with zero loss, the z component
of both E and H is zero. Considering just the x–z plane:

∂2Ex

∂z2
= με

∂2Ex

∂t2
(3)

Solutions of Eq. 3, the one-dimensional wave equation, lie on characteristic curves
[1] defined by:

dz
dt

=
1
√
με

(4)

The propagation velocity v defined by Eq. 4 is independent of the rate of change of
E with respect to time, and hence independent of the frequency of the propagating
signal or of the slope of a voltage pulse or its frequency spectrum as represented by
a Fourier series.

The zero loss case is quite restrictive, but if the medium has a small loss so that
σ << ωε where ω is the angular frequency, the conduction current contribution in
Eq. 2 may be ignored, and Eq. 3 adequately describes the wave propagation. The
complex permittivity that incorporates the loss component ε′′ is ε′ − jε′′, and may
be replaced by ε′ − jσ/ω. The propagation velocity in the low-loss case is then
adequately represented by a truncated series expansion (e.g. from [2]):

v ≈
[
με

(
1 +

σ2

8ε2ω2

)]−0.5

(5)
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In considering loss in the axial direction, even when considering the skin effect
resistance of a parallel waveguide, the real or loss component (resistance) within
the conductor is small compared with the imaginary or inductive component (i.e.
R << ωL where R and L are respectively the distributed resistance and inductance
per unit length of the waveguide). The consequence of the small real loss in the
axial direction is negligible contribution to the integral of E dl by the axial magnetic
field and negligible contribution to the transverse magnetic field by the displacement
current. The negligible axial components of E and H enable the use of Eq. 4 to
describe the TEM propagation with zero or low-loss permittivity, and quasi-static
analysis to represent the transverse fields.

If we impose two more conditions, that the material is non-magnetic, i.e. has
permeability μ0 (the lossless, free space value), and εr is a function of the transverse
coordinates (x,y) only, ie εr has no z dependence, then Maxwell’s first equation
∇ ·DDD = ρ becomes;

∇ · (ε0εr(x,y)∇Φ) = −ρ (6)

The domain of Eq. 6 may include the source and sink of electric flux, the
waveguide. In general, Eq. 6 cannot be solved analytically but needs to be converted
to a numerical form. Two approaches for solving Eq. 6 are differential equation
methods such as the finite difference (FD) and finite element methods (FEM), and
integral equation techniques. Numerical approaches involve a discretisation stage
where the differential or integral transforms are represented by discrete steps or
summations. Both forms are equivalent since from Eq. 6:

∇Φ =
−1

ε(x,y)
LLL−1ρ(x,y) (7)

where LLL−1 is the inverse of differential operator ∇. Assuming LLL−1is adequately rep-
resented by an integral with kernel GGG, we obtain the elementary integral form:

−∇Φ(r) = EEE(r)

=
1

ε(x,y)

∫ ∫ ∫

region

GGG(r)ρ(x,y)dr (8)

where r is a 3-space dimension, and GGG(r) is a Green’s function that incorporates the
boundary conditions of the problem.

3 Differential Equation Methods

The two dominant differential equation (DE) methods are finite difference (FD) and
finite element (FEM) methods. FD methods have been used for a range of poten-
tial field problems, and use a rectangular grid to discretise the region of interest.
An approximate solution to the potential function is defined at each mesh node by
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expressing the potential function as a difference equation, expressed in terms of the
potential at the neighbouring nodes.

The Taylor representation of the derivatives is commonly truncated so that terms
in h2 and higher (where h is the mesh size) are ignored. The FD scheme generates a
system of equations with a sparse, banded coefficient matrix, since the potential at
each mesh node is represented in terms of the nearest neighbours.

FEMs represent the potential within an element, in turn defined by a basis func-
tion over the area of the element, in terms of the potential values at the vertices of the
elements. Triangular elements are commonly used, and enable better modelling of
complex shapes than the rectangular grids of the FD method, and easily accommo-
date increased accuracy by the addition of nodes at the mid points of each boundary
segment. Further, the mesh size may be altered over the problem domain to provide
higher resolution in areas of particular interest.

These DE methods are fast and applicable to two dimensions, but the boundary
conditions must be included, so they often require the calculations to extend beyond
the region of interest, to cover the entire domain of the problem. This generally
means calculating to a boundary selected so that the influence of the boundary field
on the result is small, and then imposing boundary conditions (typically Dirichlet
boundary conditions where the electric field potential Φ(r) = 0). Although the DE
methods result in the construction of a large matrix spanning the problem domain,
the matrix is banded thus allowing the use of sparse matrix solution methods.

4 Integral Equation Methods

IE methods generally produce smaller field matrices than the DE methods, but are
full matrices. In addition, IE methods used with inhomogeneous dielectric distri-
butions require a volume integral equation approach and hence calculation in 3-D,
even if there is invariance in one direction.

Equation 8 is a Fredholm integral equation of the first kind, and inherently ill-
posed since any steep gradient in the homogeneous term (EEE(r) in this case) can only
arise through near singular values of the kernel GGG(r) or the function ρ(x,y). Here,
GGG(r) has so-called 1/r or self-term singularities where the field and source points
coincide so that r = 0. Methods for solving Eq. 8 circumvent the ill-posedness by
the use of techniques such as the Galerkin method (identical weighting and basis
functions) that approximate the ill-posed form [3], in a similar manner to the ap-
proximate or discrete representations of the DE methods

IE methods have been employed for 3-D EM modelling because of their better
numerical efficiency, although FD methods are have had a resurgence following
the use of staggered grids [4], and the flexible topology of the FEM allows it to
accurately model complex shapes. Nevertheless, IE methods continue to be used for
3-D EM modelling for homogeneous problems and when the Green’s functions may
be easily calculated. In general, IE methods have advantages of better handling of
boundary conditions (they are defined within the IE) so only the anomalous or non
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free-space region needs to be solved. Hence they tend to be efficient for modelling
areas bounded by free space. The numerical efficiency tends to be worse however,
particularly for large numbers of cells or elements.

Interestingly, even when the electrical properties of the medium are altered, only
diagonal elements of the IE matrix are affected; the off-diagonal elements only de-
pend on the geometry of the anomalous region. These features have a significant
benefit where the modelling forms part of tomographic inversion, and where the
forward calculation is repeated using the same physical properties of the region, but
with an altered impressed field.

Solving IEs numerically follows a discretisation and summation procedure, and
the most common technique is the moment method (MM), as described by Harring-
ton [5].

5 An Example Integral Equation Solution

Here we describe an example IE solution, and discuss some issues relating to prob-
lem formulation and accuracy. Specifically, we will describe a model of the field of
a parallel transmission line (PTL) within an arbitrary inhomogeneous permittivity
distribution.

Initially, we define a region in which a solution is sought, and ascribe particular
EM properties, although the solution that will be derived may also apply to more
general regions. The region is a Hilbert space (a linear vector space with inner prod-
uct), defined by 3-D Cartesian coordinates (x,y,z represented by r). Throughout the
region and beyond, the permeability is the lossless, free space value μ0, and outside
the region, ε is the lossless, free space value ε0. The region includes an impressed
electric field that is fully defined by the quasi-static EM field of a PTL that is en-
closed within the region (i.e. there is no other macroscopic electric field either from
an external source or an internal permanent polarization field). For the immediate
solution, we further constrain the properties of the region and the PTL to have zero
or very small loss. Hence:

1. the PTL wires have zero or near-zero resistance (true for typical wires)
2. ε within the region is lossless, or at least tan δ is small (true for many composite

materials).

Given an impressed electric field EEEi(r) in the region defined above with arbitrary
ε(r), the total resultant electric field distribution EEE(r) is:

EEE(r) = EEEi(r) + EEEP(r) (9)

EEEP(r) is the polarization field that is generated by those parts of the region with
non-zero susceptibility and in response to EEEi(r). Hence, where the polarization of
the region is defined by P(r) and since:
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EEE(r) =
PPP(r)
ε0χ(r)

(10)

then
PPP(r)
ε0χ(r)

= Ei(r) + EEEP(r) (11)

or

−EEEi(r) = EEEP(r)− PPP(r)
ε0χ(r)

(12)

= K(PPP)

Here, K is a linear operator acting on the polarization PPP, EEEi the external impressed
field and χ(r) is the electric susceptibility (εr(r)− 1). The polarization region may
now be discretised to enable calculating the matrix of polarization vectors PPP(r):

[K][PPP] = −[EEEi] (13)

so that
[PPP] = −[K]−1[EEEi] (14)

To extract the vector of electric field strengths we utilize Eq. 10 so that:

[E] =

[
PPP(r)
ε0χ(r)

]
(15)

Hence if P, EEEi and K are known, the field can be calculated.
The polarization of a discretised zone or cell within a dielectric material may

be represented by a dipole at its geometric centre, quantified by the dipole moment
PPP = r̂rrql where q is the dipole charge magnitude and l the separation distance (Fig. 1).

The total potential Φ due to a dipole resulting from the superposition of the field
from one charge of the dipole, and the Taylor expansion of the opposite charge, a
distance l from the first is:

Fig. 1 Cartesian geometry for calculation of the field of a dipole
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Φ = − ∂
∂z

(
q

4πε0r

)
l +

1
2!

∂2

∂z2

(
q

4πε0r

)
l2 + . . . (16)

Then since

∂

∂z

(
1
r

)
=
−z

r3
(17)

and

∂2

∂z2

(
1
r

)
=
−1

r3

(
1− 3z2

r2

)
(18)

hence

Φ =
ql

4πε0r3

(
z− l

2
+

3lz2

2r2

)
+ higher terms (19)

and since z = r cosθ and PPPcosθ = PPP · r̂rr:

Φ =
PPP · r̂rr

4πε0r2

(
1− l

2r cosθ
+

3lcosθ
2r

+ . . . . . .

)
(20)

l << r so that all but the first term vanishes.
In most dielectric materials, there is no net polarization until it is imposed by

an external or impressed field. The MM may be considered as the summation in
each cell, of the electric field contributions due to the polarization in all other
cells. Cubes are a convenient cell shape for a Cartesian coordinate system, but
cells with trapezoidal or hexagonal cross-sections are viable but less convenient
alternatives.

Consider the influence of a portion (U) of polarized material on the potential at
point f . The total polarization of U can be represented by a dipole at the centre of
the region, and with dipole moment P (Fig. 2).

From electrostatic theory, the potential at f is:

Φ f =
1

4πε0

PPP · r̂rr
r2

(21)

=
1

4πε0

PPP · rrr
r3

Fig. 2 Geometry of a region
of polarization within a
polarized material
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where r̂rr is a unit vector pointing from the centre of U to f . The electric field is EEE f =

−∇Φ f and using the superposition theorem, the total field at s due to contributions
from all field points is:

EEE f =

∫

all U

−∇ · 1
4πε0

PPP · rrr
r3

dv (22)

Since the region is a linear vector space (was previously defined as a Hilbert space):

EEE f = − 1
4πε0

∇
∫

all U

PPP · rrr
r3

dv (23)

The region may then be discretised to obtain the required EEEP of Eq. 12.

EEEP = EEE f

= − 1
4πε0

∇ Σ
all U

PPP · rrr
r3

Δv (24)

where Δv is the volume of each subregion or cell, U. Since

r̂rr =
rrr
r

(25)

=
xxx + yyy + zzz

r

it follows that:

∇PPP · rrr
r3

= ∇PPP · (xxx + yyy + zzz)

r3
(26)

and since
dr
dx

=
x
r

and xxx = xx̂xx, the partial derivatives of Φ are:

Φx =
PPP

4πε0r5
·
(
x̂xx(r2−3x2)− ŷyy3xy− ẑzz3xz

)
(27)

Φy =
PPP

4πε0r5
·
(
x̂xx3yx− ŷyy(r2−3y2)− ẑzz3yz

)
(28)

Φz =
PPP

4πε0r5
·
(
x̂xx3zx− ŷyy3zy− ẑzz(r2−3z2)

)
(29)

Since for Cartesian coordinates, ∇Φ = x̂xxΦx + ŷyyΦy + ẑzzΦz, the electric field at f due
to polarization at a source s, in dyadic form is:

EEE f =
−PPP

4πε0r5
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x̂xxx̂xx(r2−3x2)− x̂xxŷyy3xy− x̂xxẑzz3xz

−ŷyyx̂xx3yx + ŷyyŷyy(r2−3y2)− ŷyyẑzz3yz

−ẑzzx̂xx3zx− ẑzzŷyy3zy + ẑzzẑzz(r2−3z2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (30)
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In calculating this expression, r is the distance between a field point f and source

point s, defined as r =
√

x2
f s + y2

f s + z2
f s, where x f s, y f s and z f s are the relative dis-

tances between the source and field points in each direction of the 3-D Cartesian
space. Hence the total field at f due to all polarizations in U is:

EEE f =
∑
all U

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−PPP

4πε0r5
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x̂xxx̂xx(r2−3x2)− x̂xxŷyy3xy− x̂xxẑzz3xz

−ŷyyx̂xx3yx + ŷyyŷyy(r2−3y2)− ŷyyẑzz3yz

−ẑzzx̂xx3zx− ẑzzŷyy3zy + ẑzzẑzz(r2−3z2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (31)

Matrix K in Eq. 14 contains a set of components for each field point. Each set
consists of contributions from a source point representing a region of polarization,
U. This results in an F × S by F × S matrix of sets of entries, where F and S are
respectively the number of field and source points. For the 3-D Cartesian space, each
set comprises nine components representing the three coordinate directions of the
field, in response to the three coordinates of the source field, nine elements in total.

Then given the impressed field from the PTL (see [6] for example), the resultant
surrounding field distribution may be calculated.

6 Basis Functions

Conventionally, pulse or delta basis functions are used for IE methods. They are
simpler to implement and have provided satisfactory solutions. However for certain
applications, increased accuracy has also been reported [7] by the use of higher
order basis functions that prevent the sharp field discontinuity at cell boundaries.

Linear or higher order basis functions provide for a smoother transition of the
field across cell boundaries and a corresponding reduction in modelling errors (they
provide a continuous field across cell boundaries, but discontinuous first deriva-
tives). Further, linear basis functions, for example through increased accuracy and
solution stability/convergence, allow a coarser discretisation to be employed. Coun-
tering the above advantages of 2nd, 3rd or higher order basis functions is the in-
creased complexity and calculation time of the scattering matrix. The field matrix
requires significant resources to calculate, and in general, reducing the number of
cells n is very beneficial, even at the cost of increased calculation time for each cell
(doubling calculation time for each cell is typically equivalent to a reduction in n of
20%).

Pulse or delta basis functions provide a one to one correspondence between the
polarization in each cell and the corresponding integral operator. If linear or higher
order basis functions are used, then the polarisation P in Eq. 14 is represented by
lines in each dimension, and these are continuous throughout the discretised region,
unlike the representation using pulse basis functions.

Consider the MM applied to determining the polarization in the anomalous re-
gion within a 2-D space defined by x,y. Then:
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L(PPP(x,y)) = EEEi(x,y) (32)

where in this case L is the linear operator defined by Eq. 7 and P(x,y) the unknown
polarization. Then a series solution is:

PPP(x,y) =
∑

n

αααn(x,y)Pn (33)

where αααnare unknown constants representing the polarization at each point n in the
x–y plane, and Pn are basis functions. P may be expressed in terms of delta or pulse
basis functions:

PPP =
∑

n

δn
[
x̂xx(an(x− xn) + bn(y− yn)) + ŷyy(cn(x− xn) + dn(y− yn))

]
(34)

where δ is the Dirac delta function, n is an index representing the cell number, x̂xx and
ŷyy are unit vectors that represent the coordinate directions of the polarization, an . . .dn

are unknown coefficients, and xn and yn are the coordinates of the cell centroid. From
Eq. 32: ∑

n

PnL(αααn(x,y)) = EEEi(x,y) (35)

Weighting functions, w1, w2, . . . that lie within the range of L are used to define an
inner product for L(αααn), 〈wm, L(αααn)〉, and for the inhomogeneous term EEEi, 〈wm, EEEi〉.

If the Galerkin method of choosing wm equal to Pn is employed then we may
formulate as: ∑

n

δnL(δn(αααn(x,y))) = δn(EEEi(x,y)) (36)

In matrix form, Eq. 36 may be written:

[lmn][αααn] = [EEEi m(x,y)] (37)

so that:
[αααn] = [l−1

nm][EEEi m(x,y)] (38)

If linear or higher order basis functions are employed, the one to one correspondence
of the Galerkin approach is replaced by an interdependency. A simple example of
this approach has been described [7] using linear basis functions in a MM solution
for electric current in a 1-D cylinder excited by a plane wave:

III(xm < x < xm+1) = I(xm) +
(x− xm)[I(xm+1)− I(xm)]

(xm+1− xm)
(39)

When similarly applied to determining the polarization, there are additional un-
knowns so that P is:

PPP =
∑

n

δn

[
x̂xx(an + bn(x− xn) + cn(y− yn))

+ŷyy(dn + en(x− xn) + fn(y− yn))

]
(40)
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and the delta function is retained to define the range of each (x− xn). Hence there
are six unknowns for each cell with linear basis functions compared with four in
the case of delta functions. In the latter case, the physical interpretation is that the
four unknowns represent the electric field in each of the two coordinate directions,
in response to the two coordinate directions of the polarization in a source cell. For
linear basis functions, the polarization in the source cell is represented by a plane,
in turn defined by three coefficients for each of the two components (x and y) of
the polarization in a source cell. However in this case, Eq. 40 possesses redundant
information. Consider instead a so called ‘rooftop’ function where the same number
of data as used in the pulse basis functions is used to provide a linear interpolation
between cell midpoints, as used by Lu and Chew [8] for example. For a particular
cell n, it may be shown that the value of the function P over the length of the cell is:

P = 3 / 4xpn + 1 / 8xpn−1 + 1 / 8xpn+1 (41)

where x is the cell length and pn the value of P at the centre of the cell. This may be
extended to 2-D so that:

P = 3 / 4xpn,m + 1 / 16xpn−1,m

+ 1 / 16xpn+1,m + 1 / 16xpn,m−1 + 1 / 16xpn,m+1 (42)

This forms a weighted, 2-D spatial average of cells in the x− y plane, and may
be calculated using a convolution, which in discrete form represents polynomial
multiplication.

When pulse basis functions are used, the field is recovered from the polarisation
using EEE = PPP/ε0χ. However, the use of linear or higher order basis functions applied
to PPP, needs to be reflected in χ to obtain appropriate values of EEE, suggesting that the
Galerkin approach should be retained.

7 Cell Shape and Size

Cell shape and size affect model accuracy, particularly at boundaries. Cubic cells
are convenient to use with MM solutions and Cartesian coordinates, but are less
well suited than polyhedra to fit smooth and curved boundaries. Tsai et al. [9] used
triangular patches to model the surface charge term and cubes for volume integration
applied to a MM solution to the EM scattering problem for an arbitrary dielectric.
Good agreement was obtained with the Mie [10] analytical solution for a dielectric
sphere. Note that there is little point in cell subdivision to improve edge accuracy,
unless the edge is also altered in shape (such as by the addition of intermediate cells)
to better reflect the shape of the modelled object.

Guo et al. [11] compared the results from numerical modelling with the Mie re-
sult for scattering by a dielectric sphere. They concluded that field errors are mostly
due to the geometric difference between the dielectric sphere and its discretised
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model, and that the error due to volume mismatch dominated over the shape mis-
match error. This was observed to be consistent with the variation of field error with
discretisation. They tried border smoothing by setting the boundary cells at half the
border εr, but this was unsuccessful in reducing the oscillatory nature of field er-
ror with discretisation. Consequently, they advised smoothing the geometry rather
than εr.

Cell shape and size are somewhat interdependent in that an inappropriate shape,
such as the cube that is most appropriate for Cartesian coordinates, may be compen-
sated for to some extent by decreasing cell size.

8 Wavelength Considerations

An important consideration when formulating the model of a physical system is the
size of the scatterer and its sub sections or cells in relation to the wavelength of the
illuminating source. Glisson [12] noted that IE methods fail when the wavelength
is small compared with the size of scatterer, and that failure also occurs at internal
resonance frequencies. Guo et al. [11] and others have stated that the cell dimensions
must be less than λ / 4, but Zhou and Shafai [13] claim that for the EM scattering
problem and using a MM, the cell size should be no more than λ / 10 to ensure good
far-field prediction, a notion supported by Peterson and Klock [14].

9 Convergence and Execution Considerations

Given an appropriate selection of basis functions and cell size and shape for a MM
IE solution, a method may fail or perform poorly due to an insufficient number of
cells to adequately represent the physical model, in turn demanding larger matrices.
Since EM modelling is a computationally intensive process, methods are commonly
sought to enable the size of the problem to be reduced. We have already discussed
selection of basis functions and cell size and shape to optimise the geometry and
minimise the number of discrete cells required to define the space that is being
modelled. One general drawback of IE methods is that, as in this case, volume in-
tegration is required, which inherently makes the field matrix large. Reduction of
problem size may be used in a volume IE problem if there is no variation in one
dimension. For transverse EM propagation for example, a quasi-static solution may
suffice and reductions in dimensionality may be applied (e.g. [6]) with quite dra-
matic improvements in matrix size and execution speed.

A slightly different approach is used for geophysical EM modelling of earth
structures which frequently uses 2-D models where the excitation source is an
axially-invariant line charge [15]. Point source or dipole excitations are more
amenable to subsurface investigations using bore holes, and the combination of
the 3-D source and 2-D scatterer is commonly referred to as a quasi 2-D or 2.5-D
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problem. Consequently, the geophysical 2.5-D problem remains essentially 2-D, but
accounts for a 3-D source.

10 Proximity Compensation

Implicit in the above formulation of the point matching method described by Eq. 31
is the 1 / r3 dependence for calculation of the far field contribution from the dipole at
the centre of each cell. The point matching or pulse basis function approach assumes
an adequate representation of polarisation by a single dipole at the centre of each
cell. This approximation is valid for large r, that is for distant cells. When r is
small, errors become more significant due to the 1 / r3 dependency. A more accurate
approach is to calculate the polarisation by integration of the uniform distribution
of dipoles over the volume of the cell. Rather than reformulating the entire model to
reduce modelling errors induced by this assumption, the error may be compensated
for (e.g. [6]).

11 Conclusion

In this Chapter, a background to EM modelling for sensors that use EM fields to
determine material properties, velocity or position. Both DE and IE methods have
been outlined, and an example IE solution using the MM for the field of a transmis-
sion line has been described, along with a discussion of simplifications and factors
that affect how the model is constructed, its accuracy and execution speed, such as
cell size and shape.
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Dielectric Characterization of Biological Tissues:
Constraints Related to Ex Vivo Measurements

Mustapha Nadi

Abstract Electrical Impedance Spectroscopy (EIS) has been previously reported as
a technique for non-invasive assessment of electromagnetic tissue properties. In the
frequency range up to 10 MHz, current conduction through tissue is mainly deter-
mined by the tissue structure, i.e. the extra- and intra-cellular compartments and
the insulating cell membranes. Therefore, changes in the extra- and intra-cellular
fluid volumes are reflected in the impedance spectra. E.I.S. systems include elec-
trodes for the measurement of the impedance. Different electrodes configurations
are used to measure bioelectric phenomenon for both macroscopic and microscopic
approaches. Electrodes for macroscopic characterization are used for bio impedance
measurement of a great biological tissue sample or organ. In this paper, we briefly
review and discuss metrological aspects relating to electrical characterization of bio-
logical tissues based on the difficulty to compare between different author’s results.
Experimental results obtained on different kinds of biological tissues (blood and
bone) are presented and discussed as examples according to the influencing con-
straints specific to their physiological nature.

Keywords Bioimpedance · dielectric properties · blood · bone · microelectrodes ·
biological sensor · electromagnetic dosimetry · impedance spectroscopy

1 Introduction

Interest in the electromagnetic (EM) properties of biological tissues began about
more than one century ago. The first measured quantities were the resistance and the
capacitance of ex vivo samples [1]. Interactions between electromagnetic field and
biological tissue are applied in many therapeutic and diagnosis methods. Biomedi-
cal apparatus based on EM fields increased in the last decades while development
of devices radiating electromagnetic field, like mobile phone, led to the questions
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of their possible biological effects. These so called EM bio effects have led to mod-
els for EM dosimetry simulation. These simulations are strongly depending on the
knowledge of the dielectric properties of the human body. The study of these inter-
actions requires the definition of the source on one hand and the characterization of
the target that is the biological tissue on the other. Indeed, the attempt to evaluate
the induced currents in situ and, thus, the field distribution in the tissue depends on
its dielectric characteristics. The electromagnetic properties of biological tissues are
thus fundamental parameters that are obviously necessary for any research in these
domains. Electrical conductivity and relative permittivity may be deduced from the
measured impedance of the biological tissue of interest as an average value for the
considered sample of tissue.

The use of electrical impedance spectroscopy (EIS) is one of the no-destructive,
low-invasive and most promising techniques for biological tissues characterization.
This so called bio impedance is now a well known tool for characterizing different
physiological quantities like fat content [2]. Other applications of bio impedance
were and are still developed in many clinical or domestic fields [3, 4].

Many techniques and methods for measuring the bio impedance exist and are
primarily motivated by the frequency band of interest [1, 5]. Electrodes for micro-
scopic characterization were recently developed for biological cell or very small
cells aggregate. From the main constraints are the control of the interface between
the sensor and the biological matter and the calibration process. As example of the
parameters influencing the measures, the temperature is one whose effects on the
variations of the conductivity and permittivity have been studied by many authors.
This is not the only crucial factor and other parameters had to be taken into account
for reliability of the experimental results.

Several authors have worked on dielectric characterization of biological matter
and bio impedance; one of the most involved in this field, following Fricke and other
pioneers [2, 4] has been Herman Schwan∗ [6, 7] at the University of Pennsylvania.
Up to now, the values provided by the literature are not always reliable since these
data are sparse and disseminated over the frequency range with great variations even
for a same biological organ. Some authors have proposed a review of the existing
electric properties of biological material. An example is the compendium published
by Geddes [8] or the more exhaustive compilation by Gabriel et al. [9]. These datas
are the most used by many research teams. The differences and variations due to bi-
ological species or organ under test as well as to the metrological difficulties related
to the interface between the sensor and the biological tissue. Providing and main-
taining a data base of the existing published values faces a methodological problem
because comparative studies are not always well-documented.

In this paper, the major constraints related to metrological aspects of bio
impedance spectroscopy measurements are summarized. Metrological specificity
for ex-vivo is presented according to the medium under test and the influencing pa-
rameters. To illustrate the previous outlined constraints, electric properties of bone
and blood will serve as examples by comparing between different author’s results.
Experimental results obtained on human and animals ex vivo samples are presented.

∗(1915–2005)
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The differences are discussed based on the experimental conditions, their natures
and other constraints summarized below.

2 Metrological Aspects of Bioimpedance Spectroscopy

Electrical Impedance Spectroscopy (EIS) is a well-established technique for dielec-
tric tissue characterisation [2, 5, 10]. Basically, in its most classical form, the elec-
trical bio impedance measuring technique consists in measuring the voltage induced
by a current injected across the sample under test. For a reasonable current density,
the behaviour is linear and thus the Ohm’s law is valid (Fig. 1). For the frequency
range below ten Megahertz, the sample is placed between two electrodes form-
ing a loss capacitor. The impedance is measured by the two points or four points
techniques [1, 2, 11]. For frequencies higher than about 10 MHz the impedance is
deduced from measuring the reflection coefficient in a coaxial line or wave guide
loaded by the sample under test [2, 4, 5, 12].

The measures on biological tissue are particular for two reasons: firstly because
of variations between the samples under test, on the other hand because of the di-
versity of influencing factors and the non-availability of references for the sensor
calibration [1, 5, 13].

The dielectric behaviour of biological tissues is dependent on their nature and
on the frequency of interest. They are deformable, heterogeneous, anisotropic and
may be solid or liquid. Spectroscopic measurement permits to carry out their values
according to each intended application or goal. At microscopic level, the linearity
linked to the dispersion of tissue dielectric properties becomes also a limiting factor.
Figure 2 shows an example of a basic electrical model proposed to modelize intra
and extra cellular medium and the membrane capacitance [2, 4, 10].

Moreover, the measurements taken from a sample are likely to be affected by
multiple influencing factors such as the contact with the membrane, the temperature
at which the measurement is performed, the pressure on the sample, the post mortem
duration or the structure of the tissue.

Bio impedance measurements need to distinguish the influencing factors re-
lated to biological aspects and those related to metrology and instrumentation.
Precautions taking account of these aspects are required to ensure metrological
reliability of the results.

Fig. 1 Basic principle of bio
impedance measurement
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Fig. 2 Circuit model for
biological cell electrical
properties
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3 Measurement Constraints Related to the Bioimpedance Sensor

The frequency, the current density, the material of electrodes, the geometry of the
sensor, the temperature are among the main physical and instrumental factors that
influence the measure. Systematic error are mainly due to two main sources : elec-
trode polarization and parasitic inductance due to the connections which appears
at the lower and higher ends of the frequency range, respectively. Another intrin-
sic constraint is the In the low frequency band, the electrode/medium interface
is of primary importance because of the polarization effect [14]. This is true for
both macroscopic and microscopic electrodes. This complex phenomenon is not
easy to control in particular for sensors based on microelectrodes. The polarization
impedance [13, 15] is an important factor governing the measures that depends on
the well known problem of determining the cell factor [2, 16].

Difficulty to calibrate the instrumentation and the sensor [1, 2, 12, 13]. In fact,
there are no references reliable to measures on biological medium. The validation of
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the sensor and the measurement system is then determined by the characterization
of standard materials like saline water [1, 2, 16, 17].

4 Measurement Constraints Related to the Biological
Tissue Sample

The characterization of a biological medium depends on its nature but also on the
conditions of its preservation. Measurements may be made in situ, however tests
on ex vivo samples are the most commonly used [2, 4]. For ex vivo measures on a
sample, its physical state (solid or liquid), its geometry], are all affecting the sen-
sor/medium interface.

The significance of the measures faces anisotropy and non-homogeneity of the
sample under test. For ex vivo measurement, other factors such as the post-mortem
time, the pathological or not nature (cancerous/healthy) of the sample [4, 8] the use
or no of anti-coagulant agents or other preservative drug, oxidation of the surface
following excision must be overcome or at least their influence estimated and taken
into account. As regard to the accessibility to the site under investigation and to
the previous comments, the needs for well-documented measures are necessary to
compare between different data and a protocol must be provided. The measurement
of tissue dielectric properties may be constrained by other factors, related to the sort
of tissue. Other aspects like non linearity or the order-disorder behavior occurring at
the cell scale are still investigated [18]. These numerous influencing factors are too
difficult to be managed during the experiences and must be documented as much as
possible. That was not so obvious in the past and this is one among the reasons why
comparative studies remain critical even between samples from similar animals or
organs.

In case of microscopic measurements, in addition to the above factors impact-
ing the measures, connection to cells or biological molecules to an ad hoc sensor
necessitates modelization and control of all the previously quoted factors. Among
them, the access to and the manipulation of the cell or molecule whose size is gen-
erally in the range 5–20 microns induce an electrochemical interaction occurring
at the sensor/membrane interface that controls the exchange of ions and molecules
between the extra cellular and intracellular media (Fig. 2). In the frequency range
up to 10 MHz, current conduction through tissue is mainly determined by the tissue
structure, i.e. the extra- and intra-cellular compartments and the insulating cell mem-
branes. Therefore, changes in the extra- and intra-cellular fluid volumes are reflected
in the impedance spectra [9, 19]. This microscopic EIS was recently developed by
numerous teams and is probably one of the most promising tools for biosensors and
biochips applications. An example of challenge faced by the bioimpedance research
groups is the determination of a correlation between the electrical properties of one
cell (microscopic properties) versus an aggregate of cells (macroscopic properties).
This new way for bioimpedance applications will not be more discussed here.
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5 Examples of Ex Vivo Results

The measurement of tissue electrical properties, in vivo, is complicated and was
previously reviewed by many authors. In this paper we consider only macroscopic
characterization that consists on impedance measurement of a great biological tissue
sample or organ. Electrodes are designed according to the nature of the sample and
the frequency investigated band.

Effect of infuencing factors on the experimental results obtained on human blood
are presented below. They are compared to previous datas obtained other authors. A
second example will focus on the influence of the nature of the biological tissue at
the results obtained on bovine femoral bone slices and the effect of the anisotropy
on their electric properties.

6 Measurements on Human Blood

Blood is one biological medium that was investigated by many research groups
[13, 17, 20, 21, 22]. This medium is not too difficult to manipulate experimentally
and the difficulties are related to its preservation by anticoagulant agent and the
influence of physical agents like temperature. It could be considered in a first rea-
sonnable approach as non anisotropic however its biological composition, in partic-
ular its haematocrit, influence the measures [23].

We have developped an experimental set up based on the V/I method extended
to high frequency using a material analyser (HP4191A) (see Fig. 3) that operates
between 1 MHz and 1,8 Ghz [24]. A homemade coaxial cell allowing to contain
small blood sample at a constant temperature was modelized and designed. Dielec-
tric properties are deduced from the bioimpedance measures and the cell factor of
the sensor [12, 25, 26].

Thermostated
measurement cell

Network Analyser
HP4191A

Fig. 3 Experimental set up for blood dielectric characterization
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7 Ex Vivo Results

We have selected only two examples from the literature [27, 28] and we have
compared them to the results obtained by our group [23, 29]. This is due to the
fact that it is not always possible to find results concerning human blood done in
the same conditions. The main difference between these authors is that not all the
operating frequency range (1 MHz-1GHz) was investigated by them. However their
data were documented by giving details like the temperature (24 & 25◦C). Bianco
gave the haematocrit value (41%) which is not the case for Wei. Relative permitivity
and electric conductivity versus frequency are presented on Figs 4 and 5.

7.1 Discussion

The haematocrits are close (45 & 46) for [27] and [29]. Temperatures are similar
(24 & 25◦C) only for [27] and [28]. Comparing these results, it is evident and obvi-
ously it was shown before in the literature [13, 22, 23, 30, 31] that the temperature
is a major influencing factor for the blood conductivity. This phenomena is more
pronounced at high frequency. The relative permittivity remains less sensitive at the
temperature influence for small variations. Even these results are evident, one can
comments on the difficulty to find well documented results done in the same con-
ditions. This difficulty is still present in too much papers even recently published.
This questions remains open for data comparison.
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Fig. 4 Relative permittivity of human blood versus frequency [27, 28, 29]
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Fig. 5 Electric conductivity of human blood versus frequency [27, 28, 29]

7.2 Modelization Approach for Dielectric Characterization

One possible way of investigation is the use of biophysical models based on
Maxwell-Fricke model or other theories [19, 32, 33, 34]. For blood, a possible model
as summarized in [29] is based on the following equation

σ∗GR =

σ∗int +
2d
R

(σ∗int−σ
∗
mb)

1 +
d
R

σ∗int−σ
∗
mb

σ∗mb

The electrical behaviour of a red corpuscle may be considered in a simpli-
fied approach by a spherical homogeneous particle surrounded by a membrane
(Fig. 2).
σGR

∗, σint
∗ et σmb

∗ are the respective conductivities of the red corpuscle, the
intra cellular medium and the membrane. R is the radius of the spheroid and d the
thickness of the membrane. η is the shape factor (η = 2 for a sphere). This is a
simplified equation when the assumption d << R is valid. More complex models are
available in the literature [22, 34, 35, 36].
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8 Simulation

We present two examples (Figs 6 and 7) for both dielectric permittivity and elec-
tric conductivity simulated by the simplified Maxwell-Fricke model compared to
experimental datas on animals blood done for different values of the haematocrit
[37]. Measurements were done on blood for beef and sheep at a thermostated tem-
perature of 37◦C and different haematocrit. Five different mixtures were prepared
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according to the procedure described in [29]. For clarity of the results, only one set
of similar haematocrit values are compared: Beef (HCT = 41), Sheep (42%) and the
Maxwell-Fricke model (HCT = 40%).

Simulation was performed using datas taken from[18] for σmb
∗, [35] and [36]

σGR
∗ and σint

∗. The dielectric parameter (relative permittivity, ε′ ) was deduced
from [38]. To use these datas, approximations were necessary and averages from
the references extended to beef and sheep. We assume these approximations. The
main objective being to check the validity of the Maxwell-Fricke as a first ap-
proach for modeling the behaviour of the electric properties as function of the
haematocrit.

8.1 Discussion

The Maxwell-Fricke model gives results similar to the experimental datas obtained
from sheep and beef at a constant temperature between 1 MHz and 1 GHz. The
most significative differences appear at low frequency (1–10 MHz) for the permit-
tivity and at high frequency for the conductivity. This comparison must be analyzed
in the light of the great errors classically obtained when measures are done on bi-
ological matter. This approach gives a simple and efficient complementary tool for
experimental dielectric characterization of blood versus the haematocrit. Investiga-
tion of dielectric permittivity and electric conductivity as function of the haematocrit
is given in details in [29].

9 Measurements on Anisotropic Medium

Some biological materials, such as bone and skeletal muscle, are distinctly anisotro-
pic. Therefore, when referring to published conductivity and permittivity values, one
needs to check the orientation of the electrodes relative to the major axis of the tis-
sue (e.g., longitudinal, transversal, or a combination of both). Electrical anisotropy
is related to the physiological demands made on the tissue to insure biomechani-
cal functions. This is the case for bones and muscles. This anisotropic nature lead
to a practical problem when measuring the electrical properties of such biological
materials. The meaning of the measures is governed by the direction of the applied
electric field.

Bone tissues are very particular because their anisotropy is not negligible com-
pared to blood or muscle tissue [4, 8, 39]. We have done measurements on animal
ex vivo samples excised from a bovine femur after the soft tissues were removed
[40, 41]. Diaphysis was then separated from the rest of the bone and immersed
in a saline solution (conductivity 0.005 S/m) and stored in a fridge below 10◦C.
Five days later, the diaphysis was cutted in 20 slices, 8 to 9 mm thick, with a hack-
saw under a constant flow of water to avoid dehydration and thermal damage. Five
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regularly spaced slices were then selected and three cubic samples excised in each
of them. Sites of excisions were carefully marked (Fig. 8) and samples orientation
defined toward the bone microstructure (Fig. 9).

Fig. 8 Three sites of excision
per slice

A

B C

Fig. 9 Samples orientation

Diaphysis

Medular
cavity L

R

T

guard

injection

measure

Fig. 10 A set of electrodes and the thermostated measurement cell
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9.1 Electrodes Configuration

Since measurements are performed at low frequencies, a four electrodes technique
was used.

Each of the two sets of electrodes is constituted of three concentric and circular
electrodes (Fig. 10). The inner one (2 mm diameter) is the voltage measurement
electrode. This electrode is surrounded by those for injecting the current (5 mm
diameter). The outer electrode acts as a guarding electrode. The instrumentation
and the procedure were previously described in [40, 41].

10 Ex Vivo Results

Fifteen samples were characterised at 37.5±0.3◦C along there three axis (longitudi-
nal, radial and transversal) and at five frequencies per decade in the range 100 Hz–
1 MHz. Each point of measurement was repeated ten times before calculation of
mean and standard deviation. In order to validate the measurement cell, the mean
of the results obtained on these 15 samples was calculated and compared to results
published by other authors [4, 42].

10.1 Relation Between the Permittivity and the Conductivity

A singular behaviour was observed for both the conductivity and permittivity of a
slice near the femoral head. A correlation between these two parameters was sus-
pected such as already been highlighted by De Mercato et al. [43]. To test this hy-
pothesis, the longitudinal permittivity of 15 samples was plotted as a function of
the longitudinal conductivity of the same samples. Only summarized results of per-
mittivity versus conductivity at 5 frequencies and their determination coefficient are
given here.

11 Discussion on Bone Anisotropy Measurements
at Low Frequency

The distribution of samples excision sites allows observing if variations of con-
ductivity and/or permittivity are occurring along the bone. The longitudinal con-
ductivity is clearly depending on the location along diaphysis. From the midway
of the diaphysis to the proximal head, conductivity is decreasing. However, near
the proximal head an important conductivity variation occurs. This higher varia-
tion is similarly observed on the longitudinal permittivity. The same variations are
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observed when measuring electrical parameters on the radial and transversal direc-
tions. These variations could be associated with bone microstructure changes as
proportions between the different kinds of osteones.

The conditions under which our relationship has been observed are different from
those of [43]. Results obtained by our group [40] used the reference conductivity
measured at 100 Hz.

For the measures at 100 Hz, 1 kHz, 100 kHz and 1 MHz, only data relating to
the longitudinal axis were used (Fig. 11). These curves confirm that there is no
correlation between permittivity and conductivity. The curve obtained at 10 kHz on
the other hand uses measurements along the three axes. In this case a significant
correlation. However, it is also remarkable that the data are divided into two distinct
and distant clouds, which needs a deeper analysis.

These results are inconsistent with those published by De Mercatto. The coef-
ficients of determination shown on the graph very clearly refute the hypothesis
of an effective correlation between the permittivity and the conductivity. No sta-
tistically significant correlation between these two parameters seems to exist. It
is surprising that in [43] an effective significant correlation was observed com-
pared to our results. We explain this by the fact that De Mercato results are
valid in a narrow frequency band but not if the frequency band covers several
decades.
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12 Conclusion

Electrical biological tissues characterization suffers from the lack of precisions and
experimental results comparison is difficult to assess. When one is building database
for electromagnetic dosimetry simulations, it is not obvious to classify the existing
experimental results of dielectric permittivity and electric conductivity. That was
previously shown in the well known compilation of existing datas.

Bio impedance measurements depend on the frequency, the temperature, the ge-
ometry, the nature of the sample, and specific physical parameters. The definition of
the instrumentation is governed by the design of the sensor or the electrodes and by
the sample under test. One crucial problem is the interface between the sensor and
the biological tissue. Measurements on samples need rigorous preparation in order
to alter the influencing parameters as much as possible. This is also necessary to
enable the comparison of results from different measurement campaigns. The vali-
dation of the dielectric measurement on biological tissues results is also problematic
because there are no standard and because of the obvious variations from one sam-
ple to another. Thus biological and metrological constraints must be managed or at
least estimated when not measurable.

The comparison with or the use of the results of previous works must be done
with caution. Most of the data are sparse and often questionable due to the lack of
details concerning the validation of the measuring chain or the influencing parame-
ters both metrological and biological.

Using microelectrodes system in the future will open the possibility to monitor
cell movement electrically in a biochip laboratory or to characterize a biological cell
evolution by the variations of its dielectric properties. Understanding their electro-
magnetic behaviour, the non linear phenomena or analysing electromagnetic prop-
erties of an isolated cell versus an aggregate of cells are a few examples of benefits
that bio impedance spectroscopy applications will take from miniaturization in the
near future
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Estimation of Property of Sheep Skin to Modify
the Tanning Process Using Interdigital Sensors

V. Kasturi and S. C. Mukhopadhyay

Abstract In this paper we are reporting a sensing system to improve the tanning pro-
cess of sheep skin to produce better quality leather. The dielectric properties of the
sheep skin are measured using a sensor system based on an interdigital sensor. Once
the skin is converted into leather the process cannot be reversed. Over-treatment
of the sheep skin can damage the quality of leather or inadequate tanning may not
yield the desired level of quality, so it is important to know the appropriate tanning
process required for the skin. Using a non-destructive testing method based on an
interdigital sensor, it was attempted to correlate the dielectric property read by the
sensor with the looseness value of the skin. At the same time, the testing system must
be a low-cost, reliable and fast. The objective of the reported work is to develop a
non-destructive low-cost system to identify the looseness of the skin and modify the
process to maximize the profit and improve the quality of the finished skin.

1 Introduction

Sensors are extensively used in every aspect of daily human life. Sensors are classi-
fied into different groups depending on their use in certain fields and also according
to the parameter that they measure or detect. For example, chemical sensors respond
to the change in the concentration of a chemical or recognition of a chemical sub-
stance [1]. Biosensors respond to the micro-organisms that either stick to it or grow
on the surface of the sensors [2]. In the process of detecting or responding to certain
factors, the sensors produce either a current or voltage signal. These signals often
need to be conditioned before processing. The processing can be efficiently done
using a digital data acquisition system. Sensors which respond effectively even at
relatively low frequencies are particularly helpful in the development of a low cost
sensing systems [3].
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Much research efforts have been concentrated in developing a non-destructive
and non-invasive testing system. In a non-destructive testing (NDT) method, the
product under test is not destroyed or damaged, also the test doesn’t alter the phys-
ical and/or chemical composition of the product. NDT technique is used in vari-
ous fields like power stations, metal industry, petrochemical industry, transportation,
food industry, medical sciences, civil engineering, aircraft inspection and pipe in-
spection. Its also used for inspection of printed circuit boards [4, 5, 6], inspection of
saxophone reeds [7], dairy products [8], estimation of near-surface material prop-
erties [9, 10]. Interdigital sensors are used to read the moisture diffusion process in
power transformers [11], for qualitative and quantitative gas analysis [12], for mea-
surement of moisture diffusion in power cables [13], for investigating the fluid flow
[14] and for materials evaluation [15]. In this paper we report about the inspection
of sheep skin using interdigital sensors to modify the tanning process using non-
destructive testing to maintain the high quality and standard. Even the sensors are
glad-wrapped to avoid the direct contact between the sensors and the skin.

2 Motivation

Leather in New Zealand mostly comes from the animals that are slaughtered at
the meat processing industries and hence the skins that are tanned mostly are of
sheep or cattle [16]. When an animal dies, its skin loses the property of toughness,
flexibility and waterproof nature. The process of retaining the above three properties
results in leather and is called tanning. Leather industry is New Zealand’s seventh
largest industry. Tanned leather is reasonably waterproof and is suitable for making
shoes, bags, furniture, jackets and other wearable items. Sheep skins are converted
to leather using an 8-step process which involves unhairing, liming, deliming and
bating, pickling, tanning, neutralizing and dyeing, drying and finally finishing [16].
The process is lengthy and time consuming. Excessive tanning or not tanning up
to the desired level will result in low quality leather. Farmers are paid according
to the quality of leather produced from the skins. Farmers, all over the world are
looking for ways of improving income from the farm. Sheep farmers are especially
concerned with the improvement of the quality, and thus the value, of sheep pelts.

Once the tanning is done the process cannot be reversed. The aim of this project
was to identify the skin properties before the tanning process is done to determine the
desired level of tanning. Researchers have employed interdigital sensors to measure
various material properties [17, 18, 19]. Use of interdigital sensors makes the mea-
surement process fast and suitable for online operations. An added advantage is that it
is also non-destructive and non-intrusive; hence the samples tested are not destroyed.

In this work we investigate the use of planar interdigital sensors to measure the
dielectric property of the skin before it is treated. The sensors are used to calculate
the looseness value of the skin so that the tanning process can be suitably adapted to
produce more flexible and tougher leather. This will help in improving the quality
as well as profits from the pelts.
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3 Operating Principle of Interdigital Sensors

The operating principle of Interdigital sensor is same as that of a parallel plate ca-
pacitor [20, 21, 22, 23, 24, 25]. The relationship between the sensor and the capac-
itor can be seen in Fig. 1, how the transition takes place from a capacitor to the
sensor [3]. There is an electric field created between the positive and negative elec-
trode (instantaneous polarity) which are shown in Fig. 1 (a) and (b) respectively.
When a material is placed on the sensor, the electric field passes through the ma-
terial under test which can be observed in Fig. 1 (c). The dielectric properties of
the material as well as the geometry of the material under test affect the capac-
itance and conductance between the two electrodes. The variance in the electric
field can be used to determine the properties of the material depending upon the
application.

The Interdigital sensor gets the name from its positive and negative electrodes
being arranged in the shape of interlocking comb. It is seen in Fig. 2, one side of
the electrodes are driven by an AC voltage source and the other set of electrodes
is connected to ground. An electric field is formed between the driven and ground
electrodes. The electrodes of the interdigital sensor are coplanar, so the measured
capacitance will have a very low signal-to-noise ratio. Depending upon the require-
ment the electrode pattern can be repeated multiple times to achieve a stronger
signal.

Fig. 1 Operating principle of an Interdigital sensor [20]

Fig. 2 Interdigital sensor structure [20]
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Fig. 3 Electric field formed between two electrodes for different pitch [20]

The flow of electric field lines between electrodes for varying lengths, in between
electrodes are shown in Fig. 3. The electric field lines corresponding to minimum
separation distance between the positive and negative electrodes is ‘l1’ and to that
for the maximum separation distance is ‘l3’. So, depending upon the requirement
the desired extent of electric field can be achieved by varying the length between
the electrodes and the strength of the signal can be controlled by controlling the
electrode pattern.

The length between the two adjacent electrodes of same type is referred to as
spatial wavelength (λ) and usually the penetration depth is one third of the spa-
tial wavelength [20]. The spatial wavelength is 1 mm as shown in Fig. 4, being the
penetration depth is little and the penetration depth increases with increase in the
spatial wavelength. D is driving electrode or the AC voltage source electrode and S
is sensing electrode or the ground electrode.

As discussed earlier in the introduction, interdigital sensors can be employed in
various applications depending upon the requirements. It could be used to measure
the density of the material as shown in Fig. 5 (a), the distance between the material
under test and sensor could be measured with the help of varying excitation fields
as in Fig. 5 (b). It is also possible to identify the non-uniform or unevenly shaped
materials using the interdigital sensors as shown in Fig. 5 (c) and they are also very
good moisture sensors, as shown in Fig. 5 (d).

Fig. 4 Penetration depths for varying spatial lengths between the electrodes [15]
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Sensing Density

Sensing Distance

Sensing Texture

Sensing Moisture

Fig. 5 Sensing various properties of materials [26]. (a) Sensing the material density [26], (b) Mea-
sure the distance between sensor and the material [26], (c) Track the structure of the material under
test [26], (d) Sensing the moisture [26]

A few fabricated interdigital sensors have been presented in the Fig. 6, with vary-
ing pitch lengths, sizes and varying physical structure.

Figure 7, shows how the sheep skin is placed on the interdigital sensor so that
it covers most of the sensor area. For an effective measurement, the skin should
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Fig. 6 Interdigital Sensors with varying pitch length and size

Fig. 7 The inspection of skin using interdigital sensor

cover the maximum area of the sensor. However, it should not physically touch
the electrodes atone end where the input signal is provided as it would affect the
results.

4 Processing of Sheep Skin

The complete tanning is a 8 step process [16]. The process can be described in short:

Step 1 – Unhairing
The animal skins are steeped in an alkali solution that breaks down the structure of
the hair at its weakest point (the root) and so removes the hair.



Modification of the Tanning Process Using Interdigital Sensors 97

Step 2 – Liming
The hairless skin is immersed in a solution of alkali and sulphide to complete the
removal of the hair and to alter the properties of the skin protein (collagen). The
collagen becomes chemically modified and swells, leaving a more open structure.

Step 3 – Deliming and Bating
The skin structure is then opened further by treatment with enzymes, and further
unwanted material is removed.

Step 4 – Pickling
The skins are then treated with acid to preserve them for up to two years.

Step 5 – Tanning
This is the most chemically complex step. During tanning, the skin structure is sta-
bilised in its open form by replacing some of the collagen with complex ions of
chromium. Depending on the compounds used, the colour and texture of the leather
changes. When leather has been tanned it is able to ‘breathe’ and to withstand 100oC
boiling water, as well as being much more flexible than an untreated dead skin.

Step 6 – Neutralising, Dyeing and Fat Liquoring
The leather is then treated with alkali to neutralise it and so prevent deterioration,
and then dyed. This involves fixing a variety of compounds onto the chromium,
as that is the most reactive site present. Once the leather is dyed, it is treated with
reactive oils that attach themselves to the fibrous structure, improving suppleness
and flexibility.

Step 7 – Drying
Water is removed from the leather, and its chemical properties stabilised.

Step 8 – Finishing
A surface coating is applied to ensure an even colour and texture, and to improve
its ability to wear. Suede leather is also buffed at this point to give it its distinctive
finish.

After this 8 step process, the leather is used to produce different types of goods or
sent overseas for further treatment [16].

5 Experimental Setup

The idea of measuring the sensor response to each skin was to be achieved by excit-
ing the driving electrode using a frequency generator. The signal at sensing electrode
is then converted into a dc voltage so that it could be converted into a digital unit us-
ing one of the ADC’s of C8051F020 microcontroller. The block diagram is shown in
Fig. 8. The signal was also being monitored by using an oscilloscope before feeding
it to the microcontroller.
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Fig. 8 Block diagram of the
experimental set-up

6 Preliminary Experimental Results

First experiments were done to check the sensitivity and nature of the sensors
towards materials. For this water, air and commercially available butter and cheese
were chosen. A sinusoidal voltage signal with amplitude of 10 V peak to peak and
a varying frequency from 1 KHz to 10 KHz was supplied to excite the sensors and
the output voltage measured. The experimental set-up is shown in Fig. 9a.

Two sensors with varying pitch lengths and areas are considered for the experiment
and were called sensor 1 and 2 to differentiate the results. The sensor 1 is 15 cm in
length and 12 cm in breadth, both the source and ground electrode have three fingers
each with a pitch length of 3cm between each of the fingers, the width of the electrode
is 0.5 mm. The sensor 2 is 13.5 cm in length and 12 cm in breadth, both the source and
ground electrode have five fingers each with a pitch length of 1.5 cm between each of
the fingers with the same electrode width. With reference to Fig. 9b, the output voltage
proportional to the current through the sensor is used as a parameter.

The current is measured by measuring the voltage across the resistance, R, which
is connected in series with the sensor. So we have,

VR = I∗R

where,

VR is the voltage across R
R is the series resistance
I is the current drawn by the sensor.

Now,

I = V/−Z

where, −Z is the impedance of the sensor along with R

−Z = (X2 + R2)1/2 ≈ X as X >> R

VR = R∗V/X
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Fig. 9a The experimental set-up

Fig. 9b The sensor, excitation
and output signal
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|VR| = RVωC as X = 1/ (ωC)

= Rv2π f -Co -Cr A/d

= K(-Cr f)

where K = RV2π-Co A/d; K is constant for a fabricated sensor;
So, VR α f ,VRα -Cr. The voltage across R is proportional to both frequency and

relative permittivity.
The output voltages of both the sensors 1 and 2 for water, air, butter and cheese

at different frequencies are plotted in the Figs. 10 and 11 respectively. It can be seen
that the sensors have different output values for the same frequencies. However, the
nature of the response is similar – the output increases fairly linearly with frequency.
The difference in output values for the two sensors can be attributed to the varying
pitch lengths and areas. The readings for water were taken by holding the water in
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Fig. 10 Output voltage of sensor 1 for air, butter, cheese and water
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a plastic bag and placing it over the glad-wrapped sensor. Butter and cheese blocks
were also packed in glad wrap.

It can be observed that the output values for butter and cheese are between those
of air and water because their relative permittivity is more than air but less than
water. Measures are taken to ensure that there is no moisture content on the sensors
or the material under test as this would affect the output of the sensor. To avoid this,
sensors are wrapped in glad wrap which also helps to eliminate the direct contact of
the materials with the sensors.

7 Interfacing and Development of an Embedded Controller
Based Sensing System

The voltage signal across the series resistor of sensor is captured and measured by
a data acquisition system comprising a precision rectifier circuit and C8051F020
microcontroller for the ADC conversion. The sensors are driven by a 10V p-p sinu-
soidal waveform. Voltage to the microcontroller’s ADC input is restricted to 3.3 V.
Various sensors of different sizes (area) and pitch lengths were used for the esti-
mation of skin properties. One of the purposes of this work is to design a low cost
measurement system, readings were taken at relatively low frequencies, from 1 KHz
up to 10 KHz. Some of the sensors had very low output voltage at low frequencies
which rendered them unsuitable for rectification using silicon diodes. Hence a full-
wave precision rectifier circuit, which does not use any diodes was designed and
built using operational amplifiers. The rectifier circuit is shown in Fig. 12.

IC1 is operated with a ±9V bipolar supply to ensure that both the positive and the
negative halves of the sinusoidal input voltage signal are restored. The output signal
from the sensor is passed through the IC1 buffer to also avoid loading problems
and is then passed on to the precision full-wave rectifier circuit. The rectifier circuit
functions as follows: when the sensor output voltage Vs > 0, then IC2 output is
half of the circuit input voltage (i.e. Vs/2), and IC3 operates as a subtracter, whose
output equals the input voltage (i.e. Vs). The waveforms at different stages of the

Fig. 12 The interfacing of sensor signal to micro-controller
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Fig. 13 Voltage waveforms at different stages in the precision rectification circuit [27]

precision rectifier circuit are shown in Fig. 13. The rectified signal is then passed on
to IC4 which implements a gain of about 8. The output of IC4 is passed through an
RC circuit. The DC signal across the capacitor is passed through a buffer to avoid
loading problems. It is then fed to a differential amplifier to get the minimal output
voltage and then on to the C8051F020 microcontroller for ADC conversion.

In the case of a specific sensor whose output voltage is relatively higher, the
voltage signal after the gain is supplied to the positive terminal of a differential
amplifier. A separate DC voltage supply less than the positive terminal voltage is
supplied to the negative terminal and measures are taken to ensure that V+ is always
greater than V− by changing the resistors as required. Now, the final output voltage
is supplied to the microcontroller to get converted into digital mode.

The microcontroller’s ADC has a 12-bit resolution. The converted digital data
is displayed on the LCD display of the expansion board. First, a few experiments
were done to verify if the output of the ADC follows the same pattern of values as
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Fig. 14 Response of the sensor 1 for air, butter, cheese and water
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Fig. 15 Response of the sensor 2 for air, butter, cheese and water

the sensor output voltage. Experiments were done using two interdigital sensors for
water, air, cheese and butter. The results are shown in Figs. 14 and 15. Even though
both the sensors have different output values, they respond in similar fashion at
different frequencies.

8 Experiments with Sheep Skins and Results

Experiments were done to determine sensor output at different locations of a sheep
skin to establish a relationship between the qualities of a sheep skin based on loose-
ness values and sensor output. Three groups of sheep skins were selected for doing
the experiments and each group has six samples. One group of skins was treated
using standard process, the second group is treated with excessive concentration of
enzyme and the last group of skins were left in alkali for 48 hours; the standard
process is for only 12 hours.

A sheep skin is labelled into five zones or locations as shown in Fig. 16 and the
output voltage of sensors at each of these positions are measured. The Sensor used
to make the measurements on samples is shown in Fig. 17. The sensor was excited
using a 10 V sinusoidal signal with a frequency of 10 KHz. The experimental set up
is shown in Fig. 18.

The values of looseness for each skin were provided by LASRA (Leather and
Shoe Research Association), New Zealand. The looseness of each skin for different
groups was evaluated by two people and is shown in Figs. 19, 20 and 21. Looseness
is defined on a scale of 1 to 6, if the value is 3 or below 3 it means that the skin is
tight and is considered as good quality leather whereas 4 and above 4, the skin is
considered as loose and inferior quality leather.

In the figures below, you can see that each skin could be distinctive from the
other irrespective of their same chemical treatment. Each of the individuals mostly
had a different looseness value for the same skin, which depends on their expertise.
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Fig. 16 Sheep skin labelled into five zones

Fig. 17 Sensor used for taking measurements across the sheep skins
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Fig. 18 Experimental set-up for measuring ADC value across the skin

Fig. 19 Looseness values for group 1, estimated by two experts

Fig. 20 Looseness values for group 2, estimated by two experts

The looseness values in the above figures were measured at positions 4 and 5,
the sensor output voltage at the same positions 4 and 5 are recorded and compared
with the looseness values in Figs. 22–27. In Fig. 22, we compare looseness values
with the sensor output volatge at position 4 for the samples of group 1. By omitting



106 V. Kasturi and S.C. Mukhopadhyay

Fig. 21 Looseness values for group 3, estimated by two experts

Fig. 22 Comparison between looseness value and sensor output voltage for group 1 at position 4

Fig. 23 Comparison between looseness value and sensor output voltage for group 1 at position 5

Sample 3, we can see that sensor output voltage also drops and rises along with
looseness values of the skin. In Fig. 22, we compare looseness values with sensor
ouptut voltage at position 5 for samples of group 1 and consider only the samples
1, 2, 5 and 6 as it gives a better relation. The looseness value may not co-relate
with the sensor output voltage for some samples due to human error or traces of fat
left behind on the skin or lift off or the skin not able to cover the cross-section of
the sensor.

In Fig. 24, we compare looseness values with the sensor output voltage at position
4 for the samples of group 2. We can see that for samples 1,2,3 and 4 looseness and
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Fig. 24 Comparison between looseness value and sensor output voltage for group 2 at position 4

voltage can be correlated. As the looseness value drops from sample 1 to 2 so does
the sensor output voltage. In Fig. 25, we compare looseness with sensor output
voltage at position 5 for the samples of group 2. We consider samples 1, 4, 5 and 6
there is a heavy drop in looseness value from sample 4 to sample 5 but there is only
a little voltage drop which could be again due to human error or the skin properties.

In the Fig. 26, we compare the looseness values with sensor output voltage at
position 4 for samples of group 3. We consider the samples 1,3,5 and 6. We can see

Fig. 25 Comparison between looseness value and sensor output voltage for group 2 at position 5

Fig. 26 Comparison between looseness value and sensor output voltage for group 3 at position 4
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Fig. 27 Comparison between looseness value and sensor output voltage for group 3 at position 5

that the voltage changes along with the looseness values across the samples. In the
Fig. 27, we compare the looseness values with sensor output voltage at position 5
for samples of group 3. Sample 1 and sample 2 has got same looseness value but
the sensor output voltage changes slightly for sample 1 and sample 2 but after that
it changes along with the looseness value for samples 2 ,4 and 5. Mostly position
4 has better values corresponding to the looseness values than position 5 across the
samples of group 1, 2 and 3.

9 Conclusion

A planar interdigital sensor with an effective data acquisition system has been de-
signed. The sensors responded distinctively to air, water, cheese and butter. Sensors
havedifferentvalues fordifferentmaterials so theyareeffective inmeasuringdielectric
properties of various materials and as both the sensors are of same interdigital struc-
ture but with varying pitch lengths, their values may differ but follow the same trend.
The same set-up was used to measure the di-electric property of pelts and establish a
relationship between the dielectric property and looseness of the skin. From the above
results it is clear that sensor output voltage drops and rises along with the looseness
values for the samples in each group. It is seen that we could co-relate looseness with
the di-electric property of the skins. More experiments are being done to establish
a relationship between the dielectric property of sheepskin and their looseness.
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Fiber Bragg Gratings Evanescent Wave Sensors:
A View Back and Recent Advancements

Andrea Cusano, Antonello Cutolo and Michele Giordano

Abstract Among the large number of fiber optic sensors configurations, Fiber Bragg
Grating (FBG) based sensors, more than any other particular sensor type, have be-
come widely known and popular within and out the photonics community and seen
a rise in their utilization and commercial growth. The most relevant milestones of
their technological evolution in thirty years from the discovery of Kenneth Hill in
1978 are overviewed. It also reviews the advances in the area of FBGs evanescent
wave sensors as valuable technological platforms for chemical and biological ap-
plications. Emphasis will be placed on principles of operation, technological devel-
opments and overall performances discussing perspectives and challenges that lie
ahead.

1 Introduction

The fiber optics field has undergone a tremendous growth and advancement over the
past 40 years. Initially conceived as a medium to carry light and images for medi-
cal endoscopic applications, optical fibers were later proposed in the mid 1960s as
an adequate information-carrying medium for telecommunication applications. The
outstanding success of this concept is embodied in the millions of miles of telecom-
munications fiber that have spanned the earth, the seas, and utterly transformed the
means by which we communicate. This has all been documented with awe over the
past several decades. Among the reasons why optical fibers are such an attractive

Andrea Cusano
Optoelectronic Division, Engineering Department, University of Sannio, C.so Garibaldi 107 82100
Benevento, Italy, e-mail: a.cusano@unisannio.it

Antonello Cutolo
Optoelectronic Division, Engineering Department, University of Sannio, C.so Garibaldi 107 82100
Benevento, Italy

Michele Giordano
Institute for Composite and Biomedical Materials, National Research Council (IMCB-CNR), P.le
Enrico Fermi 1, 80055 Portici, Italy

S.C. Mukhopadhyay, R.Y.M. Huang (eds.), Sensors, 113
c© Springer-Verlag Berlin Heidelberg 2008



114 A. Cusano et al.

are their low loss, high bandwidth, EMI immunity, small size, lightweight, safety,
relatively low cost, low maintenance, etc.

As optical fibers cemented their position in the telecommunications industry and
its technology and commercial markets matured, parallel efforts were carried out by
a number of different groups around the world to exploit some of the key fiber fea-
tures and utilize them in sensing applications [1, 2]. Initially, fiber sensors were lab
curiosities and simple proof-of-concept demonstrations. However, more and more,
optical fibers are making an impact and serious commercial inroads in other fields
besides communications such as in industrial sensing, bio-medical laser delivery
systems, military gyro sensors, as well as automotive lighting & control—to name
just a few—and spanned applications as diverse as oil well downhole pressure sen-
sors to intra-aortic catheters. This transition has taken the better part of 20 years
and reached the point where fiber sensors enjoy increased acceptance as well as a
widespread use for structural sensing and monitoring applications in civil engineer-
ing, aerospace, marine, oil & gas, composites, smart structures, bio-medical devices,
electric power industry and many others [3, 4, 5, 6]. Optical fiber sensor operation
and instrumentation have become well understood and developed. And a variety
of commercial discrete sensors based on Fabry-Perot (FP) cavities and fiber Bragg
gratings (FBGs), as well as distributed sensors based on Raman and Brillouin scat-
tering methods, are readily available along with pertinent interrogation instruments.
Among all of these, FBG based sensors—more than any other particular sensor
type—have become widely known, researched and popular within and out the pho-
tonics community and seen a rise in their utilization and commercial growth. Given
the capability of FBGs to measure a multitude of parameters such as strain, temper-
ature, pressure, chemical and biological agents and many others coupled with their
flexibility of design to be used as single point or multi-point sensing arrays and their
relative low cost, make them ideal devices to be adopted for a multitude of different
sensing applications and implemented in different fields and industries.

This chapter reviews the major milestones of their technological evolution dur-
ing the 30 years from the discovery of Kenneth Hill in 1978. It also reviews the
main advances in the area of FBGs evanescent wave sensors limiting the attention
on short period FBGs and considering literature from 1996 to present. Emphasis
will be placed on principles of operation, technological developments and overall
performances. Also, few applications in chemical and biological applications are
also described discussing perspectives and challenges that lie ahead.

2 Fiber Bragg Gratings Hystory

Figure 1 illustrates the significant milestones and timeline evolution of the FBG
industry over the past 30 years.

The formation of permanent grating was first demonstrated by Hill et al. [7].
They excited a germania-doped optical fiber with intense argon-ion laser radiation
at 488 nm and observed that after several minutes the intensity of reflected light
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Fig. 1 FBG Technology Evolution
(Source: A. Mendez MCH Engineering, LLC)

increased until eventually almost all the light was reflected from the fiber. The
growth in back reflected light was explained in terms of non linear effect called
photosensitivity, which permits the index of refraction in the core of the fiber to be
increased by exposure to intense laser radiation. In this early experiment, a fiber
Bragg grating was formed when a small amount of the laser light reflected back
from the end of the optical fiber interferes with the exciting laser light to establish
a standing wave pattern. ‘Photosensitivity’ causes the index of refraction to be in-
creased to a much greater extent at position where constructive interference results
in a maximum of laser intensity. As the strength of the grating (proportional to the
depth of its index modulations) increases the intensity of the back-reflected light
increases until it saturates near 100%.

Although photosensitivity appeared to be an ideal means for fabricating these
early ‘Hill gratings’ in optical fibers, their usefulness was extremely limited be-
cause they only reflected at wavelengths in the visible close to the wavelength of the
writing light, were spread along the optical fiber with varying strength and took a
long time to produce. These limitations were overcome 10 years later by Meltz et al.
[8] who recognized from the work of Lam and Garside [9] that photosensitivity was
a two photon-process that could be made more efficient if it were a one-photon pro-
cess corresponding to the germania oxygen vacancy defect band, at a wavelength of
245 nm (i.e. 5 eV) [10]. In the experiment of Meltz (1989) the fiber was irradiated
form the side with two intersecting coherent ultraviolet laser beams of wavelength
244 nm, (see Fig. 2), which corresponds to one half of the 488 nm, the wavelength
of the blue argon laser line. The transverse holographic method worked since fiber
cladding is transparent to UV light, whereas fiber core is highly absorbing of this
radiation. The principal advantage with regard grating fabrication is related to the
fact that spatial period of photo-induced perturbation depends on intersecting angle
between the two interfering beams. This permits a versatile and efficient fabrication
of custom Bragg gratings operating at much longer wavelengths than the writing
wavelength as shown in Fig. 3.
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The periodic perturbation of the core index of refraction gives rise to successive
coherent scattering for s narrowband band of the incident light.

The grating thus effectively acts as a stop-band filter, reflecting light with wave-
lengths close to the Bragg wavelength, and transmitting wavelengths sufficiently
different from resonance condition. Each reflection from a peak in the index pertur-
bation is in phase with the reflection from the next peak when the wavelength of the
light corresponds to the Bragg wavelength as shown in Fig. 4.
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Fig. 4 Principle of operation of FBGs
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Theoretical formulations based on coupled mode theory [11] have been devel-
oped to analyse fiber grating spectra by Erdogan et associates [12].

Successively, a variety of different Continuous Wave and pulsed lasers with
wavelengths ranging from the visible to the vacuum UV have been used to write
gratings in optical fiber. In practice, krypton-fluoride (KrF) and Argon fluoride (ArF)
excimer lasers that generate (10 ns) pulses at wavelengths of 148 and 193 nm, re-
spectively, are used most frequently to produce FBGs. The exposure required to pro-
duce a FBG is typically a few minutes with laser intensities of 100 to 1000 mJ/cm2

and pulse rates of 50 to 75 s−1. Under these conditions, the change in the core index
of refraction is between 10−5 and 10−3 in germanium doped single-mode optical
fiber. Techniques such as hydrogen loading proposed by Lemaire in 1993 can be
used to enhance the optical fiber’photosensitivity prior to laser irradiation [13]. Hy-
drogen diffusion makes the core more susceptible to UV laser radiation. Changes in
refractive index of the order of 10−2 have been achieved by this means.

Successively, the transverse holographic method of writing fiber Bragg gratings
has largely been superseded by the phase mask technique in 1993 [14]. Phase mask
is a thin slab of silica glass into which is etched (using photolithographic techniques)
a one-dimensional square wave periodic surface relief structure as shown in Fig. 5.
Since this material is transparent to UV laser radiation the primary effect of the
phase mask is to diffract the light into the 0, +1 and –1 diffraction orders. Careful
control of the depth of the corrugations in the phase mask suppresses zero-order
diffraction, leaving the +/- 1 diffracted beams to interfere and produce the periodic
pattern of intense laser radiation needed to photoimprint a Bragg grating in the core
of an optical fiber. If Λmask is the phase mask period, the photoimprinted index
grating is Λmask/2. Note that grating period is independent on the writing radiation
wavelength. Although, the usual practice bring the optical fiber almost into contact
with phase mask, Othonos in 1995 demonstrated the improvements in the spatial
coherence of the laser writing relaxed the need for such close contact [15].

Fig. 5 Diffracted UV beams from phase mask
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The phase mask technique greatly simplifies the manufacture of FBGs through
easier alignment, reduced stability requirements on the photoimprinting apparatus,
and lower coherence demands on the laser beam. It also permit the use of cheaper
UV excimer laser source and tends to consistently yield high performance gratings.
The prospect of manufacturing high performance gratings at low cost is critical to
the large scale implementation of this technology for sensing applications.

The main drawback associated to this approach relies to the need of separate
phase mask for each grating with a different operating wavelength. On the other
hand, it results very flexible since it can be used to fabricate gratings with controlled
spectral responses characteristics.

As a consequence of technological assessment, in the mid 1990s many re-
search groups have been engaged in the study and realization of new grating de-
vices through more complex refractive index modulation profiles. Examples include
apodized FBGs, chirped FBGs, tilted FBGs, phase shift FBGs and long period fiber
gratings [16, 17, 18, 19, 20, 21, 22].

Although the theory and use of FBGs dates back to the late 1980s, the commer-
cial transition did not happen until the mid-1990s and was subsequently strongly
driven by communications needs and the ramping up of the telecommunications
‘bubble’, which saw a tremendous explosion on the number of companies and
research groups engaged with the design, fabrication, packaging and use of
gratings.

First companies to produce commercial FBGs were 3M, Photonetics and Bragg
Photonics in 1995. At the same time, Innovative Fibers was founded by Benoit
Lavigne and Bernard Malo in 1995 and was a leader in the design and manufac-
ture of FBG based components for the fiber optics industry including gain flattening
filters, 50 Ghz and 100 Ghz DWDM filters and 980 nm and 1480 nm pump laser
stabilizers. Successively, in 1997, Ciena Corp a manufacturer of WDM devices, be-
came the largest public start-up company in corporate history and with first year
earnings of ∼$200 million had the fastest revenue track ever.

Soon after the telecommunications bubble collapse, there was a significant shift
by many players in the industry from communications to sensing applications. At
the time, this was a prudent and strategic move on the part of FBG manufacturers
to keep exploiting the technical and manufacturing infrastructure they had available
and ride the telecomm crisis until a possible comeback. Nevertheless, the sensing
sector benefited tremendously from this shift and resulted in an increase in activity
and demand of FBG-based sensors.

As FBGs made the transition, from optical communications devices to sensing
elements in the 1990s, the bulk of the sensing applications centered on discrete,
single-point sensing of specific parameters—such as strain and temperature—using
sensors based on embedded or packaged gratings. These early gratings were typi-
cally written using phase masks or side exposure interferometric techniques. These
fabrication methods initially relied heavily on manual skills and labor, severely lim-
iting many of the features and performance of the gratings in terms of produc-
tion capacity, repeatability, mechanical strength, as well as number and quantity
of FBGs written on a continuous fiber. Furthermore, during the boom years of the
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telecommunication industry in the late 1990s, it was possible to absorb the cost of
the low yield from such manufacturing.

Due to this increasing interest in FBG sensing technology, many research studies
were devoted to the conception of optoelectronic unit able to demodulate FBGs
based sensors. As matter of fact, the first optoelectronic unit able to interrogate
FBGs sensors was developed 1996 by ElectroPhotonics corporate solutions and was
based on the edge filtering concept [6, 23].

However, the sensor industry is much more cost sensitive, demanding multiple
sensing points and greater mechanical strength. Such requirements also call for the
capability to fabricate an array of multiple FBGs at different locations along a same
length of optical fiber. Such needs are being addressed by more sophisticated, on-
line, reel-to-reel fabrication processes and systems that allow the writing of complex
FBG arrays along a continuous single fiber spool. Since 2000, more than twenty
companies have been active in FBGs sensor market. In 2000, Micron Optics was
able to launch on the market the first line of advanced FBG interrogators, while
in 2003, LxSix and Sabeus launched first reel to reel production of FBGs arrays.
Finally, in May 2007 HBM—the world’s largest supplier of strain sensing systems—
began offering optical strain gages and interrogators based on FBG technology!!.
This is the first time that a conventional foil strain gage manufacturer has adopted
and embraced FBGs. A broad and hard commercial pull should be expected from
this initiative.

3 Fiber Bragg Gratings as Sensors

As described in the previous section and with reference to Fig. 4, the fiber optic
intracore grating relies on the narrowband reflection from a region of periodic vari-
ation in the core index of refraction of a single mode optical fiber [24]. The central
wavelength of the reflected Bragg signal is generally called Bragg wavelength and
is linearly dependent upon the product of the effective index of refraction of the
fundamental mode and the grating pitch: λB = 2neffΛ. This means that changes in
strain or temperature to which the optical fiber is subjected linearly shift the Bragg
wavelength leading to a wavelength encoded measurements that is self referencing
[25, 26, 27]. Furthermore, intrinsic wavelength encoding also provides a convenient
and simple method for serial sensor multiplexing (see Fig. 6)[6].

On the bases of this principle, a large number of solutions based on the Bragg
gratings have been proposed in the last decades, for strain, temperature, acoustic
waves, ultrasound measurements as well as pressure and magnetic fields. Extensive
and excellent overviews of FBG sensing have been provided in past literature, just
to cite a few of them [25, 26, 27]. These potentialities combined with FBGs flex-
ibility of design to be used as single point or multi-point sensing arrays and their
relative low cost, also make of FBGs ideal devices to be adopted for a multitude
of different sensing applications and implemented in different fields and industries.
FBG-based sensors have been indeed developed for a wide variety of mechanical
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Fig. 6 Multipoint sensors

sensing applications including monitoring of civil structures (highways, bridges,
buildings, dams, etc.), smart manufacturing and non-destructive testing (compos-
ites, laminates, etc.), remote sensing (oil wells, power cables, pipelines, space sta-
tions, etc.), smart structures (airplane wings, ship hulls, buildings, sports equipment,
etc.), underwater applications (hydrophones), transportation (rail monitoring, train
tracking, carriage safety) as well as traditional strain, pressure and temperature sens-
ing [6, 25, 26, 27, 28] (see Fig. 7).

The present FBG sensor market is primarily composed of 3 key segments:
1) sensing devices, 2) instrumentation, and 3) system integration & installation ser-
vices [28]. The sensing devices segment is composed of bare FBGs for sensing
applications, packaged FBG sensors and FBG arrays. The instrumentation market
segment is composed of FBG interrogating instruments and related ancillary com-
ponents such as multiplxers, switches, data acquisition systems, software and graph-
ical user interfaces. Finally, the third segment is mostly covering services—rather
than products—and entails all project management and engineering aspects related

Oil & Gas
– Reservoir monitoring
– Downhole P/T sensing
– Seismic arrays

Energy Industry
– Power plants
– Boilers & Steam turbines
– Power cables
– Turbines
– Refineries

Aerospace
– Jet engines
– Rocket & propulsion systems
– Fuselages 

Civil
– Bridges
– Dams
– Roads
– Tunnels
– Land slides

Transportation
– Rail
   monitoring
– Weight in
   motion
– Carriage
   safety

Underwater 
– Leaks in subsea pipeline monitoring
– Flood detection
– Hydrophone 

Fig. 7 FBGs Applications
(Source: A. Mendez MCH Engineering, LLC)
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to implementing sensing solutions and system installations such as design, planning,
system integration, customer training, service and on-site installation.

The present worldwide volume demand for bare and packaged FBG sensors is
estimated to be greater than 10,000 pieces per year. The worldwide volume demand
for FBG arrays is estimated at several 100s to 1,000s arrays per year. The combined
present global market size of this segment is estimated to be in the range of $15M to
$35M USD a year, with an annual growth rate of 15% to 25%. The instrumentation
market has been growing steadily over the past three years, in part due to a variety of
new fiber sensing projects and installations throughout Asia. Furthermore, as more
people get interested in the use and application of FBGs, there will always be a need
for interrogating equipment for R&D work, measurements, testing and qualification,
as well as actual sensor interrogation. The global volume for FBG interrogating
instruments is estimated at several hundred units a year, with an annual growth rate
of 20% to 30%. The total market size is estimated to be in excess of $50M USD.

Regardless of the application of FBG type, two common factors remain: reliabil-
ity and packaging. Further strides and engineering is still needed to provide effective
and suitable packaging to meet the needs of each sensing application. As observed
in the telecommunications industry, standards can become a barrier but more of-
ten than not, they help simplify and normalize devices, formats and protocols. At
the present time, there is no Bragg grating or FBG sensor standards in place. This
has lead to a broad variability in available grating designs and specifications offered
by commercial vendors, as well as a variation in the performance of FBG-based
sensors when used in conjunction with instruments from different vendors. Further-
more, there is a tendency to make specific FBGs or FBG arrays from scratch which
results in tedious and time consuming up-front phases of any sensing related project,
not to mention making the components unnecessarily more expensive. In general,
custom products are always more expensive and difficult to manufacture than stan-
dardized ones. Hence, sensor interrogation systems need to be standardized as well.
Several groups in North America, Europe and Asia are active in standards for fiber
optic sensors including OIDA (Optoelectronic Industry Development Association,
in Washington, D.C.), ISIS Canada , the European Union COST 270/299 Commit-
tee, and RILEM . For its part, OIDA has made initial attempts at formulating stan-
dards for FBGs for sensing applications for WDM and TDM interrogating schemes.
However, there is not, as of yet, a formal standard development process or group.

Although FBG-based sensors and, for that matter, fiber sensors in general have
attracted commercial interest and developed some lucrative niche markets, there
are a number of significant technical hurdles and market barriers to overcome. In
general, there is still a pervasive lack of awareness and understanding about the op-
eration and benefits of using fiber optic sensors and fiber gratings. Many customers
and end-users still distrust the ‘subconscious’ fragility of optical fibers. However,
by far, the most significant barriers that have prevented a more widespread use and
commercial diffusion of FBG sensors are inadequate reliability of some existing
products and excessive cost. Reliability is a key feature that needs to be taken very
seriously and incorporated in every aspect of the fiber sensing design and produc-
tion facets. It is the reliability that can make or brake the commercial acceptance
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and rapid adoption of a given design or product and the one limiting factor that
can slow down the utilization of a given product or technology. Many industries are
naturally conservative and adverse to failures—such as the electric power, mining
and biomedical industries—such attitudes demand that devices demonstrate proven
reliability and a solid record of performance established via prototype testing and
field trials. Another significant barrier is the fact that most of the sensor developers
and manufacturers only provide one piece of the complete sensing solution puzzle.
Customers and end users require, in most cases, complete turn-key solutions that
encompass all the necessary sensing components, data telemetry & acquisition sys-
tems, as well as all the necessary software and data processing algorithms and, most
importantly, the actual sensing system design.

4 FBGs Evanescent Wave Sensors

With numerous life sciences applications in mind, the photonic science and tech-
nology have recently been evolving into an important interdisciplinary field—
biophotonics [29]. One highly attractive area in this large field, the optical biosensor,
is experiencing a new surge in activity, seeking to exploit novel optical struc-
tures and bio-coating materials and techniques, driven by the demand for high
performance analytical tools capable of detecting and discriminating among large
classes of biomolecules. Through rapid advances in this area, the highly bio-
sensitive/selective optical sensors appear set to become viable and preferred alterna-
tives to traditional ”solution based” assay biosensors for applications in genomics,
roteomics and drug discovery research and development, as well as in food industry,
homeland security and environmental monitoring applications. Over the last decade,
fiber Bragg gratings have provided the basis for families of optical sensors for appli-
cations in aerospace, maritime and civil engineering structure monitoring, undersea
oil exploration, and many other fields. There has also been an increasing flurry of
activity aimed at implementing optical biochemical sensors by exploring the grat-
ing’s response to the refractive index of the surrounding medium or of thin specific
and functionalised overlays. In fact, besides the direct influence of temperature and
strain onto the optical length of the fiber grating, there is the possibility to modify
the effective refractive index of the guided mode via the evanescent wave interac-
tion [30]. This feature combined with the intrinsic multi-measurand capability in
single point and multi point sensor configuration open the way to develop high per-
formances FBGs evanescent wave sensors as valuable technological platforms for
chemical and biological applications.

Among fiber gratings, only long period fiber gratings are readily, intrinsically
sensitive to SRI via the coupled light from core to cladding penetrating the sur-
rounding medium. As a core-to-core mode coupling device, the light in an FBG
is well screened by the cladding, effectively precluding strong interaction with the
surrounding medium. However, FBGs can be SRI-sensitised by tailoring either the
grating structure or the host fiber creating the basis for the development of possible
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technological platforms for chemical and biological sensing applications. Further-
more, despite high SRI sensitivity in comparison with FBGs, LPFGs exhibit several
disadvantages as deployable devices. LPFGs possess much higher temperature and
bending cross-sensitivities and, thus, can be severely influenced by their environ-
mental conditions. Another disadvantage of the LPFG is that its spectral response
can be measured only in transmission, and often with poor resolution due to the
broad (typically tens of nanometres) transmission loss-type resonances. To reduce
the bandwidth of the LPFG significantly, the device length has to be increased sub-
stantially, compromising its use as a localised or point sensor device.

This section reviews the advances in the area of fiber grating evanescent wave
sensors focusing the attention on short period FBGs.

The works reported in literature in the last decade could be generally sub-divided
in five different classes, namely:

– Fiber Bragg gratings written in D-shaped optical fibers
– Uniformly ThFBGs (Thinned FBGs)
– Tilted FBGs
– Micro-structured FBGs
– Coated FBGs based on chemo-mechanical stress

4.1 FBGs Written in D-shaped Optical Fibers

The first attempt to use FBGs as chemical transducers via evanescent wave interac-
tion was demonstrated in 1996 by Meltz et al. [31]. Since unlike long-period fiber
gratings (LPFG), FBGs are intrinsically insensitive to the surrounding-medium re-
fractive index (SRI), since the light coupling takes place only between well-bound
core modes that are well screened from the influence of the SRI by the cladding.
To address this issue, the basic idea proposed by Meltz et al. was to use fiber
gratings written in D-fibers sensitised to SRI through post processing cladding
removal.

As reference, Fig. 8 illustrates the cross section of a D-shaped fiber supplied
by the KVH Industries, Inc.. The two primary features of D-fiber are the ellipti-
cal core, which maintains polarization, and the proximity of the fiber core to the
flat surface above the core. This proximity allows access to light in the core by
removal of the cladding above the core. Because of the D shape of the fiber, the
mechanical integrity and approximately the same dimensions of the fiber are pre-
served.

Only a few μm cladding thickness on the flat surface side of the D-shaped fiber
allows access to the light field in an FBG core directly, and allows for more ef-
fective interactions with the surrounding medium. As the cladding is removed,
the modal propagation constants are changed thereby shifting the Bragg wave-
length of a grating in the etched region. Experiments were reported with etched
elliptical-core D-fiber to demonstrate the effect. The Bragg lines of both the fast
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Fig. 8 Schematic of a D-shaped Fiber as supplied by KVH Industries Inc
(Source: Brigham Young University)

and slow eigenmodes are blue-shifted when the silica cladding layer is removed
and replaced with water or methanol films (lower than the core refractive index).
Changes in the fiber birefringence were observed because the perpendicular and
parallel modes decay into the cladding at different rates. By using a tunable laser
with a narrow band Bragg grating filter or three-grating Fabry-Perot interferometer,
refractive index variations of 5 by 10−6 could be detected. Temperature compensa-
tion methods were also discussed including the use of an isolated reference grating
and the simultaneous combination of birefringence and Bragg line wavelength shift
measurements.

Successively, planar side polishing [32] was demonstrated as effective technique
to develop reliable chemical transducers based on FBGs written in D-shaped fibers
with normal birefringence and depressed cladding [33].

In this experiment, standard single mode optical fiber was embedded in a glass
block then polished to residual cladding thickness less than 2 μm (see Fig. 9).
Finally, Bragg gratings were written in the central part of the polished fiber allow-
ing multipoint sensor array being addressed by wavelength multiplexing of sen-
sors heads in series along a single optical fiber. In follow-up works, the sensing
performances of the proposed configuration have been in details numerically and
experimentally investigated revealing that [34]:

Fig. 9 Schematic of a side polished FBGs chemical sensor
(Source: IPHT Jena)
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– Due to the asymmetric removal of the cladding, the dependence of the effective
index of the fundamental mode on the surroundings is affected by light polariza-
tion, in particular, TM polarization exhibits a higher efficiency when compared
to the TE polarization state.

– The effective refractive index of the fundamental mode increases non linearly
approaching its maximum for SRI values close to the core refractive index (cut
off of the fundamental mode)

– Maximum sensitivity is obtained in case of cladding layer completely removed
on the flat side of the structure leading to the maximum evanescent wave inter-
action

– In case of coated structures with low refractive index overlays, sensing perfor-
mances decrease as the coating is thinned compared with the penetration depth
of the evanescent wave

– Due to the dependence of the penetration depth on the optical wavelengths, sens-
ing performances can be improved if longer wavelengths are used.

The typical non linear sensor characteristic is reported in Fig. 10 with the classifi-
cation of technically relevant substances.

By using a spectral demodulator based on a high resolution mono-chromator with
imaging grating and CCD line array also developed at ensuring 0.5 pm wavelength
shift resolution, limits of detection of 10−5 and 10−4 were obtained for SRI close to
1.45 and 1.40, respectively.

In order to increase these values especially for SRI approaching the water re-
fractive index (1.33), a promising approach involving the use of thin high refractive
index overlays (HRI) was proposed in 2001 [34]. The main effect of a superstrate
with high refractive index is the modification of the mode distribution of the core
and cladding modes of the optical fiber leading to a shift of the mode field content to-
wards the overlay. This effects is responsible for the enhancement of the evanescent
wave content. If the HRI overlay thickness is of the order of hundreds of nanome-
ters, it was demonstrated that higher sensitivity can be obtained (up to one order of
magnitude for SRI close to the core refractive index) allowing also the possibility

Fig. 10 SRI Sensor characteristic at 838 nm
(Source: IPHT Jena)
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to tune the SRI range where the maximum sensitivity occurs. The effect has been
recently investigated enabling a full comprehension of the effects of HRI nano-sized
overlays on the effective index and mode distribution of core and cladding modes
[35, 36, 37, 38].

In order to compensate the SRI detection form thermal changes occurring dur-
ing practical measurements, the same group proposed three different approaches.
The first one relies on the typical solution of using an additional reference grating
along the same optical fiber not affected by SRI variations while the second one
was based on the use of few mode optical fiber gratings [39] and the coupling with
higher order counter propagating modes [34]. In the last case, thermal compensation
was obtained by differential wavelength detection, however this method suffers the
lower sensitivity of the effective indices of core modes in multimode optical fibers
when compared with single mode fibers. Also, considering the higher order modes,
a maximum SRI sensitivity of 30 nm/riu (riu: refractive index unit) was obtained
compared with the corresponding value of 70 nm/riu in the single mode case at
839 nm [34]. The last method is very interesting and relies on the deposition of over-
lays supporting SPR (Surface Plasmon Resonance) [40]. An accurate modelling of
the coated device and successive experimental validation revealed that TE-polarized
wave (within an experimental error of Bragg wavelength shifts <1 pm) is completely
shielded from any changes of the refractive index in the analyte. This feature of the
SPW enables the ideal separation of the refractometric effect from temperature and
strain cross-sensitivities. The FBG reflection from TE mode can be advantageously
used as a reference for temperature and strain effects that may occur at the identical
measuring site and in the same Bragg wavelength region during the refractometric
measurement. Also, the range of refractive indices of the sample at which the SPW
(Surface Plasmon Wave) is excited (operation range) may be efficiently tuned by an
additional thin high-refractive overlay. As the penetration depth of the SPW into the
analyte is limited to <1 μm [40], this new device should exhibit higher sensitivity
for thin-film measurements, compared to the conventional evanescent-wave FBG
sensing structure [41, 42].

The solid work carried out at IPHT in Jena was also validated in practical applica-
tions including on line quality control of petrol products in the bare configuration, in
situ monitoring of saline liquids in boreholes with the use of HRI (High Refractive
Index)overlay to enhance the sensitivity characteristics in aqueous environments,
PH measurements involving polyaniline as specific sensitive coating and hydrogen
gas detection by using Palladium as specific opto-chemical sensitive overlay sup-
porting SPR (see Fig. 11) enabling the development of biological sensors based on
evanescent wave FBGs [34, 35, 36, 37, 38, 39, 40, 41, 42, 43].

Similar results have been also obtained using FBGs written in D-fibers and sensi-
tised by HF etching adopted for sugar concentration measurements with a sensitivity
level of 0.02nm/% [44].

Recently, a novel approach based on surface relies FBGs (SR FBGs) have been
demonstrated by Schultz et al. involving RIE etching on photoresist films deposited
on the flat side of D-shaped fibers (see Fig. 12) [45]. In this case the grating is
formed mainly in the cladding layer close to the elliptical core edge providing a
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Fig. 11 SPR Sensor based on side-polished FBG
(Source: IPHT Jena)

Fig. 12 Illustration of a standard FBG fabricated in a circular fiber (a) and a SR-FBG etched into
a D-fiber (b). The gratings are made possible by the periodic perturbation of the structures
(Source: Brigham Young University)

grating refractive index modulation via evanescent wave [46]. The fabrication pro-
cess includes three basic steps:

(1) The fiber is placed in a bath of hydrofluoric acid and in situ monitoring of the
birefringence between the two polarization states (along the major and the mi-
nor axis) in the fiber allows a controlled etch that can be terminated when a
predetermined amount of cladding is left above the core [46]

(2) Photoresist is spun onto the fiber and a grating is patterned into the resist by
using a two-beam interference method.

(3) The grating pattern is transferred into the glass by using a reactive ion etcher
and CF4 plasma.

A schematic of the process is shown in Fig. 13.
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Fig. 13 Diagram showing a D-fiber in the five fabrication stages leading to a SR-FBG
(Source: Brigham Young University)

This new class of devices was proposed as volatile organic compounds (VOCs)
detector by using Polydimethylsiloxane (PDMS) as polymeric sensitive layer since
it has an index of refraction of 1.41 that is lower than that of the optical fiber core, is
optically transparent at the operating wavelength (NIR region), and is sensitive only
to a specific class of chemicals, namely, VOCs. Also in this case refractive index
resolution of the order of 10−5 were obtained leading to VOC limit of detection of
the order of 4000 ppm [47].

4.2 Thinned FBGs (ThFBGS)

Uniform etched FBGs or ThFBGs were first demonstrated by Asseh et al. [48] (see
Fig. 14). In standard single mode optical fibers, the fundamental mode is strongly
shielded by the cladding layer avoiding any influence of the surroundings on the
guiding properties.

However, if the cladding layer is removed enough, SRI sensitization through
evanescent wave interaction occurs. Furthermore, if the circular symmetry is
maintained, the modifications of the guiding properties are polarization independent
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Fig. 14 Schematic of a uniform THFBG

allowing simpler and lower cost equipment for practical sensor interrogation. Sim-
ilarly to FBGs written in D-shaped fibers, the sensitization through cladding re-
moval depends on the residual fiber diameter and the surrounding refractive index.
Figure 15 shows the dependence of the effective refractive index corresponding to
the fundamental guided mod on the SRI at 1550 nm for different values of etching
depth, full etching case is referred to completely removed cladding layers and Dth

represents the residual cladding diameter. As expected, evanescent wave enhance-
ment occurs for SRI close to the core refractive index approaching its maximum
in the case of completely removed cladding similarly to FBGs written in D-shaped
fibers [34]. In 2003, ThFBGs have been widely investigated by our group to the aim
of assessing the fabrication process [49, 50].

Indeed, one of the main disadvantage of ThFBGs relies on the significant weak-
ening of the grating structure especially in cases where maximum sensitivity is
required. Proper fabrication procedures and packaging are thus needed to provide
reliable SRI refractometers employing this configuration.

In Fig. 16(a), a schematic of the sensor packaging for sensor preparation and test-
ing is shown. A PMMA (poly methyl methacrylate) tube was properly designed and
realised to be used for both the etching process and further sensors operation. The
fiber was fixed at the two bases using an epoxy based resin (EPON 828 by SHELL)
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Fig. 15 Effective refractive index behaviour at 1550 nm for different etching depth
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Fig. 16 E(a) Schematic of sensor packaging, (b) SEM image of a full etched ThFBG

and dual functionality pipes were arranged along the test-tube for liquid injection.
Teflon layers deposited by spray coating technique were useful to prevent capillar-
ity and undercutting effects. The packaged device was thermo-stated and buffered
HF aqueous solution (24%) selected enabling cladding removal at an etching rate
of 0.65 μm/min at 24◦C (room temperature) [51]. To stop the etching process at
the desired depth, the HF solution was removed and the test tube filled with a ba-
sic solution (calcium oxide). Figure 16(b) shows the SEM image for a full etched
ThFBG. The optoelectronic set-up, used for both fabrication process monitoring and
refractive index measurements, is shown in Fig. 17. It comprises a broadband su-
perluminescent diode (2 mW) operating at 1550 nm with 40 nm FWHM (full width
half maximum), a directional 3 dB coupler to collect the reflected spectrum from the
sensor head and an optical spectrum analyser for spectral measurements. Due to the
circular symmetry, sensor interrogation is allowed avoiding expensive polarization
components needed in case of D-fiber FBGs. Figure 18(a) shows the experimental
behaviour of the Bragg wavelength during a typical etching process.

Fig. 17 Schematic of the optoelectronic set up used for spectral measurements
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Fig. 18 (a) Bragg wavelength behaviour during etching; (b) Maximum Reflectivity behaviour
during etching

For the first 170 minutes, the spectrum slowly moves towards longer wave-
lengths suggesting that the strain state in the packaged structure is changing dur-
ing fiber thinning. After 170 min, corresponding to a residual cladding diameter
of approximately 20 μm, the predominant effect is the evanescent field interaction
according to numerical results reported in Fig. 15. Since the refractive index of the
24% HF solution is lower than the core refractive index, a diminution in the effective
refractive index occurs leading to a blue shift of the Bragg spectrum.

The wavelength shift of the reflected spectrum is not the unique effect observable
during the etching process, also the amplitude of the reflected spectrum decreases
depending on the etching depth. Figure 18(b) shows the relative peak reflectivity
normalized to the un-etched case measured during the etching process. In case
of completely removed cladding, maximum reflectivity demonstrates a maximum
diminution of approximately 30% measured with water as external medium. This
effect can be explained by considering the mismatch of the numerical aperture be-
tween the un-etched and thinned optical fibers depending on the SRI [52]. A typical
sensor characteristic is reported in Fig. 19 for a full etched sensor and SRI range
1.33–1.45. Good agreement was obtained when the measured data were compared
with numerical results obtained by using the multilayer fiber model in combination
with the transfer matrix approach for Bragg reflectance calculation [51].

In case of interrogation units able to discriminate wavelength shifts with a res-
olution of 1 pm at 1550 nm, refractive index resolutions of ≈10−5 and ≈10−4 are
possible for SRI ranging around 1.45 and 1.33, respectively. In addition, diminu-
tion in FBG peak amplitude due to the thinning process is not able to influence
the system performance for most interrogation units proposed in the literature and
commercially available.

Regarding the thermal compensation close to the sensing element when in situ
investigations in non-controlled environments are required, a first possibility is pro-
vided by adding a standard grating element sensitive only to thermal changes [53].
However, this approach, although efficient for single point monitoring, can not be
considered a suitable solution when a large number of spatial locations have to be
monitored.
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Fig. 19 SRI sensitivity of a full etched ThFBG

A valid alternative using a single sensing element deals the use of non-uniform
ThFBG for the simultaneous measurements of refractive index and temperature
[54]. The structure relies on a standard grating: in part of the sensing element, the
cladding layer is partially or totally removed (see Fig. 20). In these conditions, the
etched grating structure would exhibit a spectral response depending on the local
temperature and the surrounding refractive index, while the remaining part (un-
etched) would respond only to local thermal changes (see Fig. 20(b)) [55]. The
main effect of the perturbation is the splitting of the spectral response of the original
grating in two peaks located at two distinct wavelengths depending on the etching
depth and SRI value.

It is worth noting that thermal sensitivity of the thinned region would depend
on the thermo-optic coefficient of the surrounding medium. In case of liquids, the

Fig. 20 (a) Schematic of a non-uniform ThFBG for simultaneous refractive index and temperature
measurements, (b) Spectra Splitting due to non-uniform fiber thinning
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Fig. 21 Bragg spectrum evolution during etching of non uniform ThFBGs

thermo-optic coefficient is generally negative leading to a slight lowering of thermal
sensitivity in respect to silica cladding.

Figure 21 shows the spectral responses of the device during the etching pro-
cess. According with the theoretical analysis, during the etching process the Bragg
reflected signal splits into two lobes. The first one at longer wavelengths is due to
the un-etched grating and matches the wavelength of the Bragg device before etch-
ing. The spectral peak at short wavelengths corresponds to the thinned part region
and moves demonstrating a blue shift during the etching process due to lowering of
the effective refractive index in the thinned region.

Figure 22(a) shows the relative Bragg wavelength shifts of the two sub-peaks due
to SRI changes. As expected, SRI insensitivity is obtained with regards the spectrum
corresponding to the un-etched grating [55, 56]. Figure 22(b) shows the relative shift

Fig. 22 (a) Relative Bragg wavelength sensitivity to surrounding refractive index, (b) Relative
Bragg wavelength thermal sensitivity
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in the Bragg wavelengths of the two sub-peaks as function of the local temperature
in the range 10–50◦C. Linear behaviour was found, demonstrating thermal sensitiv-
ities of 6.3 ·10−6/◦C (not thinned region) and 6 ·10−6/◦C (thinned region).

A validation of the method was carried out in the case of sugar concentration
detection in water environment [56]. Figure 23 shows the relative wavelength shifts
of the thinned region before (circle masker) and after (square marker) the thermal
compensation together with the thinned grating response for the same sugar concen-
tration in isothermal conditions at 27◦C. It is easy to argue how the thermal effects
are completely removed allowing self temperature referenced refractive index mea-
surements by using a single sensing element.

Regarding the enhancement of sensor sensitivity, an effective solution is provided
by ultra-thinned FBGs whereas the etching process acts also within the fiber core
[57]. Numerical and experimental investigation on the sensitivity gain have been
carried out by Dagenais et al. revealing that SRI sensitivity can be enhanced up to
1300nm/riu for refractive index close to 1.45 if residual diameter is reduced to 3.4μ
(see Fig. 24 Nevertheless, also an increasing in the optical losses occurs preventing
high resolution wavelength shift and the final structure requires particular care in
packaging design.

A first demonstration of biosensor concept based on etched core FBGs where
single stranded DNA oligonucleotide probes of 20 bases were immobilized on the
surface of the fiber grating using relatively common glutarahyldehyde chemistry
[58]. Hybridization of a complimentary target single strand DNA oligonucleotide
was monitored in situ and successfully detected. Figure 25 shows the Bragg wave-
length shift of a 5 μm core etched grating during the hybridization of the target.

Further studies on sensitivity enhancement by considering Bragg coupling to
higher order modes or cladding mode resonances in etched core ThFBGs have been

Fig. 23 Refractive index measurements by non uniform ThFBGs with and without temperature
self-referencing compensation
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Fig. 24 Sensitivity characteristics in etched core ThFBGS
(Source: A. N. Chryssis, S. M. Lee, S. B. Lee, S. S. Saini, and M. Dagenais, (2005) ‘High sen-
sitivity evanescent field fiber Bragg grating sensor’ IEEE Photon. Technol. Lett., vol. 17, no. 6,
pp. 1253–1255)

also demonstrated [59, 60]. If the SRI results lower than the cladding refractive
index, the thinned region allows multimode propagation enabling light coupling
to counter propagating high order modes [39]. The sensitivity of the third-order
mode can be up to 6.6 times larger than that of the fundamental mode for a 5 μm
fiber device.

Fig. 25 Shift of wavelength during the hybridization of the target
(Source: A. N. Chryssis, S. S. Saini, S. M. Lee, Y. Hyunmin, W. E. Bentley, and M. Dagenais,
(2005) ‘Detecting hybridization of DNA by highly sensitive evanescent field etched core fiber
Bragg grating sensors,’ IEEE J. Sel. Topics Quantum Electron., vol. 11, no. 4, pp. 864–872)
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Fig. 26 Schematic of coated ThFBGs

Thus, for chemical and biological sensing where the index of the surrounding
medium is less than the core of the fiber, maximum sensitivity to a change of the
surrounding index is achieved by monitoring the highest order mode supported by
the etched fiber. Also, it was shown that the change of wavelength for both the higher
order and the fundamental modes is nearly same when:

1) the fiber grating period is altered by physically stretching the fiber or by thermal
expansion

2) with a change of the core index.

This property can be used to separate a pure index change of the surrounding
medium from temperature and stress effects.

A different method to enhance the SRI sensitivity of ThFBGs is the deposition
of nano-sized HRI overlays along the thinned region (see Fig. 26) [61, 62]. HRI
overlays, indeed, modifying the field distribution of core and cladding modes of
the provide a simple method to strongly enhance the sensitivity characteristics to-
wards SRI measurements. Sensitivity enhancement up to one order of magnitude
are indeed possible with a suitable choice of the overlay features (see Fig. 27).

Fig. 27 (a) Sensitivity characteristics in HRI nano-coated ThFBGs (overlay refractive index 1.6),
(b) Sensitivity gain
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Also, it was proved that the same solution can be also used to enhance the sens-
ing characteristics towards the sensing properties of the thin overlay (thickness
and refractive index) useful when chemical or biological sensitive coatings are
employed [62].

4.3 Tilted FBGs

A different approach to develop fiber optic refractometers involving FBG technol-
ogy was proposed 2001 by affont and Fordinand [63]. The idea relies on the use of
tilted FBGs (TFBGs) [18] as SRI transducers by using the transmission spectrum
changes due to the cladding modes resonances sensitivity to the surroundings. TF-
BGs belong to the short-period grating family (0.5 μm) but their index modulation
pattern is blazed by an angle θ with respect to the fiber axis (see Fig. 28) [18]. This
asymmetry enables and enhances the coupling to circularly and non-circularly sym-
metric contra-propagating cladding modes. It reduces in return the energy coupling
to the contra-propagating core mode (i.e. the Bragg peak).

Figure 29 gives the transmission spectrum of a 8 mm long θext = 16◦-TFBG
photo-written in a standard step-index single-mode optical fiber.

The TFBGs used in this experiment were home-made, photowritten in a standard
single-mode step-index fiber (previously 150 bar H2 loaded, for two weeks at room
temperature) using an improved Lloyd mirror interferometer. As the external refrac-
tive index was changed from next = 1.0 to 1.3, the centre wavelength λi of the dips
experienced a red shift (200 pm) without any significant change of their attenuation.
From next = 1.3 to 1.43, they drop progressively in addition to their spectral shift,
to fit a smooth loss curve. Figures 30(a) and (b) show the transmission spectra ob-
tained for two intermediate values of next, i.e. respectively 1.354 and 1.383. When
the external refractive index rises and reaches the effective refractive index of the ith

cladding mode, this mode becomes weakly guided (due to the decrease of the over-
lap integral between the fundamental guided mode and the given cladding mode),
thereby reducing the amplitude of the coupling coefficient and hence the amplitude
of this dip.

Fig. 28 Schematic of a tilted FBG
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Fig. 29 Experimentally measured transmission spectrum of a 8 mm long θext = 16◦-tilted TFBG
surrounded by air
(Source: G Laffont and P Ferdinand, (2001) ‘Tilted short-period fibre-Bragg-grating induced cou-
pling to cladding modes fo accurate refractometry’ Meas. Sci. Technol. 12 765–770)

Fig. 30 (a) Measured transmission spectrum of a 8 mm long θext = 16◦-tilted TFBG for an external
refractive index value of 1.354, (b) Measured transmission spectrum of a 8 mm long θext = 16◦-
tilted TFBG for an external refractive index value of 1.383
(Source: G Laffont and P Ferdinand, (2001) ‘Tilted short-period fibre-Bragg-grating induced cou-
pling to cladding modes fo accurate refractometry’ Meas. Sci. Technol. 12 765–770)

To take advantage of this phenomenon, an algorithm which determines the lower
and upper envelope of the transmission spectrum providing a normalised area A
depending on the surrounding refractive index.

Figure 31 shows the results obtained for the five TFBGs with different tilt angle.
We can notice that the dynamic can be tailored by properly choosing the tilt angle,
also the usual trade-off between range and sensitivity of the refractive index mea-
surement can be clearly inferred. Typical refractive index resolution are of the order
of 10−4 without the needs of cladding removal typical for SRI sensitization of stan-
dard FBGs avoiding fiber weakening. Other difference from previous configurations
is the use of the whole transmitted spectrum instead of reflected Bragg wavelength
monitoring requiring more complex interrogation units. Finally, it is worth to note
that this configuration can be also investigated for SRI higher that the core refractive
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Fig. 31 (a) Evolution of A with the external refractive index for five 8 mm long TFBGs
(Source: G Laffont and P Ferdinand, (2001) ‘Tilted short-period fibre-Bragg-grating induced cou-
pling to cladding modes fo accurate refractometry’ Meas. Sci. Technol. 12 765–770)

index, which in turn limits the SRI detection for FBGs written in D-shaped fibers
and ThFBGs [64]. When employed for high SRI measurements, TFBGs exhibit new
resonances in the transmission spectrum differently from cladding removed FBGs
where no Bragg reflection is obtained in the same SRI range due to the leaky charac-
ter of the fundamental mode. These new resonance dips appearing in the transmis-
sion spectrum can not be referred to the coupling of light towards guided cladding
modes. Indeed, an external refractive index greater than that of the cladding prevents
any guided regime in the optical cladding. Actually the core mode is coupled to the
attenuated cladding modes [65].

These attenuated cladding modes are formed as a result of the increase in the
Fresnel reflection coefficient at the boundary between the fiber cladding and the
external medium. Because of the interferences between successive reflections, there
exist only a discrete number of such modes.

Recently, sensitivity improvement have been proposed by HF etching in mul-
timode TFBGs or by adopting different demodulation technique [66, 67]. Also,
the deposition of HRI overlay provide an useful tool to tune the sensitivity regions
providing also an enhancement of the SRI wavelength shift associated to cladding
modes coupling [68, 69].

4.4 Micro-Structured FBGs

A novel configuration based on photonic bandgap engineering in FBGs was pro-
posed in 2005 [70]. The approach relies on the use of microstructured FBGs
(MSFBGs), a schematic of the basic structure is shown in Fig. 32(a). It consists
in a localized stripping of the cladding layer with radial symmetry along the grating
structure. The parameters of the structure can be resumed as follows: the etching
length LTh, thinned diameter DTh, the unperturbed grating regions lengths on both
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Fig. 32 (a) Schematic of a MSFBG (b) Reflected Spectrum from a 125 μm MSFBG compared
with a standard Bragg spectrum

sides of the perturbation L1 and L2 respectively, and the cladding and core fiber
diameters Dclad and Dco, respectively.

With regard to Fig. 32(b), the introduction of the defect along the grating leads to
strong changes in the reflected spectrum: a band-gap is induced in the stop-band
structure of the grating, similarly to the effect observed in Phase-Shift Gratings
(PSGs) [71, 72]. Differently from them, micro-structured FBGs exhibit a spectral
response dependent on the surrounding refractive index able to tune the defect state
within the grating stop-band. The principle of operation relies on the optical beating
between the spectra of the unperturbed grating regions modulated by the phase shift
induced by the thinned region. The stop-band of the new device increases due to
the diminution of the length associated to the two lateral grating regions according
to the FBG standard rules. Moreover, the destructive interference of the optical sig-
nals reflected from the two lateral gratings leads to the formation of allowed state or
defect state inside the band-gap according to the Fabry-Perot effect.

The spectral position of the defect state inside the stop-band is related to the
phase delay introduced by the perturbed region strongly affected by the perturba-
tion features and the surrounding refractive index nout (SRI).(see Fig. 33) [73]. As
nout changes, a consequent modification of the effective refractive index and thus
of the phase delay occurs leading to a red wavelength shift of the defect state. The

Fig. 33 Change of the defect wavelength due to surrounding refractive index variations
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Fig. 34 (a) SRI sensitivity of defect state wavelength in MSFBG for different etching depth,
(b) SRI sensitivity of defect state wavelength in MSFBG for different etching length

wavelength shift of the defect state due to nout changes is strongly dependent on
the etching length and depth. In particular, as the etching length increases, larger
phase shift are induced leading to higher sensitivity of the defect wavelength shift
on the surrounding refractive index. On the other side, as the DTh increases, reduced
phase shift is induced in the perturbation region, leading to lower sensitivity to nout

variations. Figure 34 shows the sensitivity expressed as the derivative of the defect
wavelength respect to the SRI for different values of etching depth and length [74].

Since the sensing element is only a limited portion of the overall structure, and
thus the main spectral effect relies on the wavelength shift of the defect state without
affecting the spectral position of the stop-band [75], intensity measurements based
on narrowband interrogation at fixed wavelength seems to be the suitable demod-
ulation strategy to develop low cost and extremely high sensitive in fiber chemical
sensors.

The spatial location of the thinned region along the grating length also plays a
key role in the reflected spectrum form MSFBGs. Figure 35 shows the comparison
between a central thinned region (L1 = L2) with the case L1 = 2 · L2, revealing how
the asymmetric perturbation induces a weak defect state. This effect is attributable to
the unbalance between the reflectivities of the unperturbed grating regions of different
length. This means that, in order to work with a well defined defect state inside the
original grating stop-band, the device requires a good level of balance between the
reflectance of the two lateral grating regions [74].

With regard to the defect bandwidth, it is strongly related to the reflectivity of the
original grating. In particular, extremely narrowband features can be achieved using
strong gratings (see Fig. 36) [75].

Regarding the optical losses, the thinning of the cladding changes the numerical
aperture and losses due to the propagation mode mismatching occur. These cou-
pling losses are responsible for a reduction of the overall reflected power within
the stop-band spectrum and, on the other side, for a power unbalancing with effects
similar to the case of asymmetric perturbation along the grating. An accurate asym-
metric positioning of the thinned region allows compensating for the interferometer
unbalancing [74].
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Fig. 35 Spectral Response for asymmetric and symmetric defect for a 125 μm defect MSFBG in
case of SRI=1

Particular attention is required for the fabrication of these devices especially with
regard to the masking procedure [70]. A first experimental demonstration was car-
ried out by using epoxy resin as masking procedure. However, this first solution
would result in a weak control of the etching features leading to low repeatabil-
ity and reliability. Figure 37 shows the spectral response of a first realization of
MSFBGs with a residual diameter of 10.5 μm and central defect 700 μm long for
two different values of SRI. Both effects, bandwidth increasing and defect state for-
mation, are evident. Moreover, as the SRI increases, a red shift of the defect state
was observed in good agreement with the numerical analysis.

Fig. 36 Reflected Spectra from a MSFBG exploiting strong FBGs for two different values of sur-
rounding refractive index
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Fig. 37 Reflected Spectra from a MSFBG exploiting strong FBGs for two different values of sur-
rounding refractive index

However, as noticed from experimental results, the wavelength shift is rather lim-
ited depending on the original grating bandwidth. This aspect would reduce the mea-
surements performances if detect wavelength monitoring is adopted. Nevertheless,
the evidence that SRI changes modify the defect state location leaving unaltered
the spectral position suggest to use single and narrowband interrogation [74, 75].
Narrowband interrogation exhibits optimum performances in terms of wavelength
resolution compared to typical broadband interrogation techniques. The problem re-
lated to this technique is the wavelength stability of the laser and the arrangement
used to avoid spurious reflections between the grating itself and the connectors used
to join the different fiber optic arms.

Figure38showstherelativechange in thenormalizedoutput signalsobtainedbythe
ratio between the reflected signals from the structure and the signal devoted to power
monitoring for two operating wavelengths 1549.79 nm and 1549.70 nm, respectively.

Fig. 38 SRI sensitivity of a 700 μm long defect MSFBG using narrowband interrogation at single
optical wavelength
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In the investigated refractive index ranges 1.391–1.420 and 1.364–1.40, the normal-
ized signals change of about 75% and 60%, respectively, leading to refractive index
resolutions of 4.10−5 and 6.10−5 by using detection units able to resolve 0.1% intensity
changes. However, the optimization of the fabrication process combined with inte-
gration of microfluidics components is required to provide an advanced technological
platform for μTAS (micro Total Analysis Systems) applications. Successively, other
examples of MSFBGs have been demonstrated based on spatially separated FBGs and
liquid as filling medium [76], and large beating length MSFBGs [77].

A method to overcome the issues related to the control of the fabrication process
was demonstrated using polymeric coatings and UV laser micromachining for ac-
curate definition of the defect features [78]. The base idea of the proposed approach
consists on the use of polymeric coatings uniformly deposited along the grating
length as protective layers during the successive etching process. To control and
define the etched region length, an UV laser micromachining tool was used to se-
lective remove of the coating. Two important requirements in the implementation of
the proposed approach are:

– the polymeric coating should absorb light in the UV range and at the same time
should avoid the fiber etching in the coated regions of the grating

– the micromachining tool should allow accurate definition of the etching length
maintaining the azimuthal symmetry

These requirements have been achieved by using polyamide coatings as protec-
tive layers and a special designed UV laser micromachining tool operating at 193 nm
able to accurate remove polymeric layers with azimuthal symmetry and a precise
spatial control. A schematic of the process is shown in Fig. 39.

The spectral response of a first prototype realized with this solution is shown
Fig. 40(a) for different values of SRI, while Fig. 40(b) shows the evolution of the
defect wavelength as function of the surrounding refractive index.

Fig. 39 Schematic of the fabrication process of MSFBGs
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Fig. 40 (a) Reflected spectra of a 190 μm long MSFBG fabricated by using 193 nm laser micro-
machining and HF etching, (b) SRI sensitivity of the defect state wavelengths

As observable, good spectral characteristics have been obtained enabling also the
fabrication of more complex structures based on multi defect MSFBGs and Chirped
MSFBGs [79, 80]. Also, HRI coated MSFBGs could be use to enhance the sensing
performances of the basic device as reported in [74, 75, 76, 77, 78, 79].

Recently, techniques using tightly focused femtosecond (fs) laser pulses to pro-
duce micro-structures in silica/glass materials have become the focus of research
interest. Such processes have been used to induce refractive changes for writing op-
tical waveguides [81] and, with the aid of chemical etching, have been applied in
micromachining [82]. It has been reported that regions treated by the fs laser exhibit
a remarkably high etching rate compared to pristine material, with contrast ratios
up to 100:1 [83]. On this line of argument, Bennion at al. demonstrated a novel
micro-slot based FBG refractometer realised by using fs pulses (λ = 800nm) tightly
focused on the fiber [84]. The basic structure is shown in Fig. 41. Chemical etch-
ing assisted fs laser inscription technique was used to create a 1.2× 125× 500μm
micro-slot across an FBG. Compared to evanescent wave based refractometers, the
working RI range of the device is extended to 1.55 and sensitivity up to 945nm/RIU
(or 1.0×10−6/pm) is achieved, which is comparable to LPG sensors. The device has
great potential in medical, chemical sensing applications.

Fig. 41 Schematic of a micro-slot based FBG refractometer
(Source: Kaiming Zhou, Yicheng Lai, Xianfeng Chen, Kate Sugden, Lin Zhang, Ian Bennion,
(2007) ‘A refractometer based on a micro-slot in a fiber Bragg grat-ing formed by chemically
assisted femtosecond laser processing’, Opt. Exp. Vol. 15, No. 24 15848)



146 A. Cusano et al.

4.5 Coated FBGs Based on Chemo-Mechanical
and Chemo-Thermal Effects

Finally, we report on a different method to chemically sensitize FBGs sensors deal-
ing the deposition of swelling overlays which in turn are able to provide mechanical
stress on the grating structure when interact with target analytes. Strain sensitiv-
ity is thus used to detect small concentration of chemicals rather than the effective
refractive index sensitivity due to evanescent wave interaction. It is important to
note that this approach is limited to few examples since a strong energy and thus
chemical interactions are required to induce appreciable strain state over the sensing
grating.

FBGs covered with palladium have been widely investigated in the past for
H2 sensing [85, 86, 87, 88]. The sensing mechanism is based on the swelling
of the Pd-coating, resulting in a stress on the grating. In practice, the Pd-coated
sensors suffer from a long response time leading moreover to a hysteresis effect
between the responses obtained for increasing and decreasing hydrogen concen-
trations. A solution has been proposed in [89] to overcome this drawback but
it still remains the problem of the environment. Indeed, such sensors have been
tested in nitrogen environments and they cannot work properly in air, whereas
applications such as the monitoring of storage places and pipes require the use
of H2 sensors in air. An interesting investigation of coated FBGs sensors for hy-
drogen detection was recently reported by Guemes et al. reporting the results
obtained within the framework of the European Space Agency Project: CryFOS
(16199/02/NL/ND) [90].

An interesting solution was provided by Caucheteur at al. through the use of
FBGs covered by a catalytic sensitive layer made of a ceramic doped with noble
metal [91]. In the presence of hydrogen in air, the sensitive layer is the siege of an
exothermic reaction and an increase of temperature around the FBG is measured
through a shift of its central wavelength. For a 1% concentration of H2 in dry air,
the measured wavelength shift is equal to 2 nm, which is very easy to detect with
a low-cost interrogation system. This is equivalent to a local temperature increase
of nearly 200◦C. The differentiation between ambient temperature variations and
temperature elevations due to H2 can be provided by a bare FBG few centimeters
spaced from the covered FBG.

Other examples based chemo-mechanical stress include the use of swelling poly-
meric coatings for chemicals and relative humidity detection [92, 93].

5 Perspectives and Challenges

Newer applications in chemical, biological and medical sensing demand mass pro-
ducible, low cost diagnostic micro and nano systems driving the increasing require-
ments for optical sensor platforms. Arguably, the most important characteristics of
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recent systems are the integration of multiple functionalities onto a single platform,
the ability to perform multianalyte detection and the production of low cost techno-
logical platforms. Multianalyte detection provide an increased amount of informa-
tion on the system of interest and, combined with techniques such as chemometrics
and multivariate analysis, facilitates the development of devices such as high density
biochips and novel concepts of ‘noses’ or ‘tongues’ systems. While FBG technology
fits well many of the specified requirements and has now reached a well recognised
technological maturity for many industrial fields, fiber geometry still remains the
main drawback due to the weak compatibility with a broad range of microfabri-
cation/deposition technologies. Also, actual evanescent wave sensors schemes are
difficult to be directly considered as reliable technological platforms for robust, dis-
posable commercial product.

However, considerations based on:

– the technological maturity of fiber Bragg grating sensors and related interrogators
– the increasing portfolio of evanescent wave sensors configurations with enhanced

and tailorable performances employable in single or multisensor configuration
– the intrinsic capability to perform multi parameters measurements providing

unique self referencing features

Are expected to be the driving force to fill the technological gap that separates
academic research from field applications providing valuable chemical and biologi-
cal platforms.

Future efforts will thus rely heavily on cost reduction and development of spe-
cialized and application-specific packaging. The prospects of using polymer optical
fibers (POF) in sensing applications is expected to open up the door to the devel-
opment of POF FBGs to be used as inexpensive, simple and low-cost disposable
platforms. Similarly, microstructured optical fibers (MOF) are expected to have a
major role in the development of new chemical and biological systems based on
optofluidics as well as active and passive microfluidics. This scenario prospects a
new generation of devices and products that will perform specific agent or param-
eter sensing functions relying on specially developed and integrated coatings and
reagents. To this aim, great effort will be focus toward encapsulating recent exciting
developments in the are of nano materials and nanostuctures with high functionality
degree as well as new integration methodologies taking into account different ge-
ometries and constrains whilst in parallel covering the continually expanding world
of field trials and application assessments, with special attention to explore new
perspectives and outline technological challenges. A novel generation of fiber optic
nano-devices for chemical and biological sensing is emerging based on the con-
current addressing of the issues related to the different aspects of a global design
concept. A highly integrated approach involving continuous interactions of differ-
ent backgrounds aimed to optimize each single aspect with a continuous feed-back
would enable the definition of valuable technological nano-biophotonics platforms
for future applications.
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Optical Fibre Humidity Sensors
Using Nano-films

Jesus M. Corres, Ignacio R. Matias and Francisco J. Arregui

Abstract This chapter attempts to approach the fibre optic humidity sensing tech-
nology to scientists unfamiliar with the field. A general review of this type of sensors
is presented here with emphasis in the techniques based on nanostructured coatings.
These devices have been classified according to the sensing mechanism and taking
also into account the different methods of fabrication and the sensing materials they
are based on.

Keywords Optical fibre sensor · humidity sensor · humidity sensitive nano-films

1 Introduction

The monitoring of humidity is a necessary activity in numerous fields of industry
because it may affect both the product, and the health and security of the work-
ers; for instance humidity measurement can be of vital importance in chemical and
biomedical industries. Also, humidity sensing is frequently monitored in big struc-
tures such as bridges or planes to control possible risk of leakage due to corrosion
[1, 2]. Therefore relative humidity measurement has been extensively studied and
a great variety of sensors, including capacitive, resistive, thermal conductivity and
optical have been developed along the last decades.

So far, electronic humidity sensors cover the main part of the sensors market
because their technology of fabrication is very established. However, the field of
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optical fibre sensors has grown enormously since the 60’s and at the present time
there exist niches of application where optical fibre humidity sensor technology can
advantageously compete with traditional (mainly electronics) technologies.

Fibre optic humidity sensors (FOHS) use optical fibre technology to guide a
light signal which is modulated with the ambient humidity and then collected
back by a detector, conditioned and processed. Thanks to the low attenuation
and large wideband of fibre it is possible to transmit large sensor data quanti-
ties over kilometre distances; in addition, the use of several interrogating tech-
niques enable the existence of distributed humidity sensors configurations [3]. There
are also a high number of applications where the possible electric hazard pro-
duced by the electronic sensor itself or the electromagnetic interferences of the
surrounding environment makes difficult the utilization of electronic type humid-
ity sensors. In some fields it is needed a measurement of humidity where the ac-
cessibility is limited in space and an electronic sensor could be more difficult to
locate. The small dimensions and simple geometries of optical fibre make possi-
ble the implementation of light-weight systems that can be easily embedded into
construction materials. Finally, the sensitivity, dynamic range and resolution can be
potentially much greater than conventional sensors with the use of interferometric
techniques.

A number of different approaches have been used in the fabrication of optical
fibre humidity sensors. Fibre optic sensors are commonly subdivided into intrin-
sic (if the transduction between the light and the measurand takes place inside
the fibre) and extrinsic (if it takes place outside it). In practice, most of humid-
ity sensors are of extrinsic type because the fibre is immune to humidity, with
the exception of special fibres fabricated using porous materials such as sol gel.
Depending on the sensing architecture, transmissive and reflexive humidity sen-
sors can be found and more subdivisions are possible depending on the sensing
mechanism.

In this chapter, a summary of the most representative architectures for the con-
struction of optical fibre humidity sensors based on nano-films will be presented.
Due to the complexity of this field, this text will try to approach the FOHS to en-
gineers and scientists unfamiliar with the field. Classical architectures will be pre-
sented here as well as the state of art related to FOHS. Prior to this, an introduction
to the sensitive materials and deposition techniques that are usually employed in the
fabrication of these sensors will be described next. Among these techniques, nan-
otechnology has recently emerged as a new and challenging discipline where the
scientific community is being greatly involved. One of the more promising tech-
niques included in the commonly called ‘botton-up nanotechnology’ is the LbL
technique. As this one can summarize by itself the different fibre optic sensing ar-
chitectures using sensitive nano-films, this chapter will be mainly focused on the
LbL technique. Furthermore, since its rediscovery in the nineties, the layer-by-layer
(LBL) self-assembly has found a great acceptance between the optical fibre sensor
community.
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2 Humidity Sensing Materials and Deposition Techniques

Direct detection of water vapour is possible without the use of any sensing material,
for instance with the employ of specialised optics to determine the refractive index
of air [4] or the air density changes [5]. However these techniques require the use of
expensive systems such as radioactive alpha-ray sources.

Otherwise, relative humidity (RH) can be measured through the properties of
some bulk material such as the change in either its physical dimensions or refractive
index. Because of that, the vast majority of FOHS developed require the presence
of a sensing film whose properties change as a function of the ambient humidity. In
addition to this, the material should readily absorb and desorb water.

Both organic and inorganic polymers are used for optical sensors fabrication
including silicones, PVC, PTFE, PMMA, nafion, nylon, agarose, sol-gels, etc.
[6, 7, 8]. These materials usually give good robustness to the sensor design. The hu-
midity sensing can be achieved by the incorporation of a reagent or by the polymer
structure itself. The reagent is a dye which reversibly changes its optical properties
with the humidity. Several humidity sensors have been reported based on such well-
known reagents. Ideally the wavelengths used for detecting the changes are in the
visible or near-infrared region which permits the use of low cost instrumentation
and standard fibres. This change is marked in complexes of transition metals. CoCl2
is one of the most commonly used materials for this purpose because it can ab-
sorb water and form coordination complexes which change its characteristic colour
[9, 10, 11, 12, 13]. When dry, it has strong absorption in the wavelength range 550–
700 nm showing a blue colour, while it does not absorbs when it gets wet (forming
an hexa-hydrated compound) which results in a pink colour. Other type of humidity
sensors are those based on fluorescent and phosphorescent materials such as rho-
damine [14, 15] or AI-Ferron [16]. The main advantage of these sensors is that
lifetime based measurement can be used, which does not depend on the light-source
intensity changes caused by the sensing molecule, the transducer, or the optical
path [16]. However, these types of sensors have an important cross sensitivity with
temperature.

On the other hand, instead of using a reagent, another different strategy con-
sists of using hygroscopic polymers which, as a general rule, swell when water
enters the structure. Hydrophilic gels, such as agarose [17], have a high porosity
which determines the quantity of water that the gel is capable of absorbing and
therefore its performance as working as humidity sensor. When the water content
increases, it induces the gel film to swell which generates a reduction in the re-
fractive index. High refractive index materials increase the interaction between the
light guided in the fibre and the sensitive film and hence it increases the sensitivity
of the sensor; for instance, PMMA has been used for humidity sensing [6, 18] re-
porting fast response times (5 s) operating in the range 20–80% RH with complete
reversibility.

Among the deposition techniques, it could be said that the classical ones, such as
physical vapor deposition or spin coating are intended usually for flat semiconduc-
tor substrates and cannot deposit easily uniform films on complex geometries, like
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in optical fibres. Actually, to our knowledge, there are three techniques that have
been successfully used for the deposition of uniform coatings onto optical fibres
such as the dip-coating (DC) technique, the Langmuir-Blodgett (LB) technique and
the layer-by-layer (LbL) technique. The first one is usually associated to sol-gel or
hydrogel coatings, but it is not useful for controlling the thickness of the coatings
on the nanometer scale. In contrast to this, using the former techniques it is possible
to deposit coatings of specific nanometer thickness.

2.1 Nanostructured Films

A recently open line of research of suitable humidity materials is focused on nanos-
tructured materials. The use of these materials confers several advantages for hu-
midity sensing like shorter response times and enhanced sensitivity [19, 20, 21, 22,
23, 24, 25]. These fibre optic sensors are based on the deposition of a controlled
thickness layer onto the surface of the fibre. The light passing through the fibre is
modulated by the thin layer whose refractive index changes as a function of the
external relative humidity [26]. As it has been previously commented, the LB and
LbL techniques can be used for the fabrication of nanostructured films controlling
the thickness of the coatings on the nanometer scale. The LbL process has been
successfully proved as a useful tool for the fabrication of nanostructured materials
that include many diverse species, such as colorimetric dyes, fluorescent indicators,
inorganic semiconductors, conducting polymers, ceramics, metals, quantum dots,
enzymes, antibodies or even DNA strands.

The use of nanometric scale films enable the fabrication of sensor heads based on
nano-films in which the humidity easily interacts with the film and provoke changes
in the entire effective detection zone. In particular, using one of these techniques,
speeds of response below 1s have been reported [19].

Layer by layer process was reported for the first time by R. Iler [27] and almost
thirty years later the technique was rediscovered by G. Decher and co-workers [28],
and extended to the layering of polyelectrolytes and many other systems [29, 30, 31,
32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46]. In the last seven years the
number of works on this topic has increased exponentially and some reviews permit
to understand the current state of the art [47, 48, 49, 50, 51, 52]. The versatility of
LBL method for the synthesis of materials permits the application of this technique
to design or fabrication of different structures on the tip or the cladding of the optical
fibre.

The deposition procedure for all cases is based on the construction of molecular
multilayers by the electrostatic attraction between oppositely charged polyelec-
trolytes in each monolayer deposited, and involves several steps. The LbL film de-
position method is schematically depicted in Fig. 1.

First, a substrate is cleaned and treated to create a charged surface. Then, the
substrate is exposed to a solution of a polyion of opposite charge for a short time
(minutes) and, by adsorption, a monolayer of polyions is formed on the surface.
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Fig. 1 Schematic representation of the LbL method. (a) Adsorption of a cationic monolayer and
inversion of the surface charge. (b) Washing with ultrapure water. (c) Adsorption of anionic mono-
layer. (d) Washing with ultrapure water

Subsequently, the substrate is alternately dipped into solutions of cationic and an-
ionic polymers (or appropriately charged inorganic clusters) to create a multilayer
thin film, a polyanion-polycation multilayer. After each monolayer is formed, the
sample is rinsed in pure water to remove the excess of molecules that are not bound
and that do not contribute to the monolayer structure.

The molecular species of the cationic and anionic components and the long-range
physical order of the layers determine the resulting coating properties. It is important
to notice that the polyanions and polycations overlap each other at the molecular
level and this produces an optically homogeneous material.

The individual layer composition and thickness can be controlled with different
parameters. The most important ones are the temperature, the pH and the concen-
tration of the solutions, the dipping time, the drying time and the substrate where
the structure is being deposited. Typical individual layer thickness values range be-
tween 0.5 and 15 nm [53]. However, it has been studied with other materials that the
range can be widened to 60 nm [54].

An interesting property from the point of view of humidity sensor design is the
hydrophobicity and hydrophilicity of the films. If adequately designed, the film can
be used for the fabrication of sensors with fast response and low hysteresys.

In addition, other deposition procedures are available; this is the case of the above
commented Langmuir-Blodgett technique. This method is based on the deposition
of layers with hydrophobic and hydrophilic behavior [55, 56]. Each bilayer to be
deposited is spread onto ultrapure water, forming a nanometric surface; when the
substrate, in this case the optical fibre, is introduced in the solution, a new layer gets
deposited onto the surface [57]. Unfortunately, the LB technique is limited to very
specific molecules with combinations of lipophilic and hydrophilic parts.

In any case, most of the sensors based on sensitive nanocoatings, deposited ei-
ther using sol-gel, LB or LbL techniques, are evanescent wave based sensors. An
evanescent wave is a standing harmonic wave located at the core/cladding interface.
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This wave penetrates over a small distance (typically below one micron) into the
surrounding medium. The evanescent wave and can be described by the exponential
decay [58].

E = Eo exp(−z/dp) (1)

where z is the distance normal to the interface and Eo is the wave amplitude at z = 0.
The penetration depth is given by

dp =
λ

2πn1

√
sin2 θ− (n2/n1)2 (2)

where λ is the wavelength of the light in the fibre core, nl and n2 are the refractive
indices of the core and cladding materials, respectively, and θ is angle of incidence.
The thinner is the coating, on the order of the penetration depth, the faster and more
efficient its reaction will be.

3 Optical Techniques Used In Fibre Optic Humidity Sensors

Basically, any optical fibre sensor can be classified into a reflexive or transmis-
sive structure. In a reflection-type configuration, the sensing material is located
at the end point of the fibre, being especially adequate for applications where the
sensor head dimension is important, because it can be easily miniaturized and
handled.

In general a higher sensitivity can be obtained with the use of a transmissive con-
figuration. A more important part of the guided power, with respect to the reflective
configuration, enters in contact with the sensing film and is modulated and trans-
mitted by the output fibre. There are many possible implementations of evanescent
wave sensors. There not exist also other architectures based on wavelength or phase
changes, but are no so popular.

3.1 Reflective Sensors Based on Coating Deposition on the Tip
of the Fibre

In this scheme, the incident light travels along one optical fibre and illuminates the
humidity sensing material. The light reflected or emitted in this case is collected
back and transmitted along the same fibre. The sensor head consists of a cleaved
or polished end of an optical fibre, onto which the humidity sensitive material is
deposited.

In Fig. 2 it is represented the scheme of a fibre tip coated using the LbL method.
The thickness of the interferometric cavity increases as the number of adsorbed
layers is higher. The refractive index of the film (n2) can be higher or lower than the
fibre (n1). For example, the nanostructured material [PDDA/PolyR] gives refractive
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(a)

(b)

Fig. 2 (a) Coating deposition on the tip of the fibre forming a nanoFabry-Pérot cavity (b) Photo-
graph of a fibre tip humidity sensor

indexes higher than that of the fibre (1.55–1.60), while other porous films based on
SiO2 nanoparticles gives values of n2 around 1.2–1.25.

The reflected power when n2 is higher than n1 is given by [60],

RFP =
IR

I0
=

R1 + R2 · (1−A1)2 · e−α·4d + 2 ·
√

R1 ·R2 · (1−A1) · e−α·2d · cosφ

1 + R1 ·R2 · e−α·4d + 2 ·
√

R1 ·R2 · e−α·2d · cosφ
(3)

where φ is the round-trip phase shift of the optical beam in the cavity formed by
the coating with thickness d, and R1 is the reflection coefficient at the first interface
(optical fibre–coating) and R2 is the reflection coefficient at the second interface
(coating–air), α is the absorption coefficient of the coating and Ai is a factor associ-
ated to the scattering losses.

The following expression permits to estimate the thickness of each nanocavity
bilayer [59, 60]:

φ =
4n2dπ
λ

(4)

where n2 is the real refractive index of the coating, and λ is the wavelength of the
LED. The destructive interference occurs when φ is an odd multiple of π, which
indicates that it appears for a lower length d.

As can be seen in Fig. 3, the light is coupled from the source and is guided
until the sensor head, where the light interacts with the humidity sensing material.
The reflected signal from the sensitive film is transmitted to the optical detector.
To achieve this, an optical coupler is necessary to drive the response signal to the
detection system. Since the cavity created at the end of fibre is much shorter than
the coherence length of a LED source, this permits to avoid the necessity of an
expensive laser device to monitor interferometric phenomenon caused by changes
in the refractive index of the material deposited.
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Fig. 3 Experimental set-up used for monitoring the reflected optical power during the LBL process
deposition at the end of the fibre. The same scheme is used for humidity monitoring

In addition to the measurement of the target parameter by means of the variation
of the output optical power, it is also important to note that with the same scheme it
is possible to monitor the power fluctuations during the building of the nanocavity.
As most of the materials deposited in the nanocavity are highly lossy, the reflected
power changes with a sinusoidal shape during the construction process, which is
caused by the light interference in two beams nanoFabry-Pérot (or Fizeau) cavity.
Using an optimization algorithm it is possible to estimate the film growing ratio
each layer is deposited.

In [60] this scheme was used to measure RH using a solution of poly (dially-
dimethyl ammonium chloride) (PDDA) as the cation solution and the molecular
dye PSS for the anionic solution. The combination of PDDA+ and PSS- was de-
posited onto the sensor head using the LbL technique, creating a nanoFabry-Pérot
cavity which attracts water molecules. Consequently, the thickness of the device is
a function of the humidity. As the refractive index and the thickness of the nanocav-
ity get modified by the environmental humidity, there is a change in the reflected
optical power detected. The response time is so fast that these sensors can be used
even for human breathing monitoring [60], as can be seen in Fig. 4. In addition, the
sensors showed a repetitive response.

In [61] the same structure was used, but changing the coating by a super
hydrophilic nano-film based on SiO2 nanoparticles, and thus highly sensitive to
humidity.

The response time of a fibre optic humidity sensor based on SiO2 nanoparticles
[61] is shown in Fig. 5. In this case, the rise and fall times are only 150 ms and
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Fig. 4 Response to human breathing of an optical fibre humidity sensor based on a LbL nanoFabry-
Perot formed. As indicated in the lower part of the figure, every division along the horizontal axis is
2 s, and every division along the vertical axis is 0.1 V. The materials used were [Au:PDDA/PSS]n.
It has been taken from [60]

100 ms, respectively. The main improvement of the sensor proposed here is that the
recovery time after an increase of the relative humidity is much shorter than other
sensors based on polymeric films.

In Fig. 6 an AFM image gives an idea of the morphology of the film deposited
using SiO2 nanoparticles. In this image the nanoparticle nature of the film is clearly
seen and also the roughness of the sensitive coating.

Fig. 5 Dynamic performance of a SiO2-based optical humidity sensor taken from [61]



162 J.M. Corres et al.

Fig. 6 AFM height image of a film composed by 20 bilayers of 20 nm nanoparticles and 3 bilayers
of 7 nm nanoparticles of SiO2. It has been taken from [61]

3.2 Transmissive Evanescent Wave Sensors

Intrinsic fibre optic humidity sensor can be fabricated using a porous segment of
fibre. This can be accomplished using sol gel which when dried has a refractive
index similar to that of the fibre. The special segment of fibre can be doped with
a humidity sensing material when it is synthesized, for example using CoCl2 [12].
The main drawback of these sensors is the effect of sol gel aging.

On the other hand, a widely employed method to modulate the transmitted power
consists of modulating the evanescent wave. The passive cladding of the optical fibre
is replaced along a small section by a humidity sensitive material; so any change in
the optical or structural characteristic of the chemical dye due to the presence of the
humidity, provokes a change in the effective index of the optical fibre, changing its
transmission properties [62, 63]. There are several manners to do this; for instance,
it is possible to polish the fibre [64] or to use etching with hydrofluoric acid [65]. An
easy to implement alternative consists of using plastic cladding fibres (PCS) [66].
In these fibres, the cladding can be removed easily by mechanical methods allowing
highly reproducible sensors [67].

The transmittivity is characterized by the refractive index of the dye, the length
and the thickness of the new cladding among other parameters. If the new cladding
has a lower refractive index than the core the sensor response is governed by the
intensity modulation caused by light absorption of the evanescent wave which is
guided through the cladding [68]. Otherwise, for higher refractive index, part of the
light is refracted into the cladding and part is reflected back to the core [63].
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A bent fibre is also an interesting choice to increase the power coupled in
the evanescent field and hence the penetration depth in the humidity sensing area
[18, 63]. An important part of the light comes out at the curved portion of the fibre,
so a bent probe can lead to higher sensitivities in less exposed regions [15].

In the following sections, three structures that use evanescent waves to modulate
the transmitted power and whose performance has been studied for nanostructured
material are described: tapered optical fibres, hollow core fibres and long period
grating fibres.

3.2.1 Tapered Optical Fibres

In this case, the transducer element is a single mode tapered optical fibre coated
with a humidity sensitive material. By tapering of the fibre, it is possible to obtain a
more fragile but much more sensitive sensor [17].

In the light guided by an optical fibre it can be distinguished two components,
the component inside the core, and the evanescent component propagating through
the cladding. However, as the cladding is much thicker than the core, the interaction
of the exponentially decaying component with the external medium is insignificant.
When a single mode fibre is tapered the core/cladding interface is redefined in such
a way that the single mode fibre in the central region of the taper (Zone II in Fig. 4)
can be seen as a new waveguide formed by the tapered fibre (which acts as the core
of the new structure) and the surrounding medium (which acts as the cladding of this
waveguide). In consequence, the evanescent field interacts with the outer medium
changing the optical power transmitted.

The shape that the fibre acquires after the tapering process, which depends on
the method employed in its fabrication, has a high impact on the light transmission
properties. The tapering of the fibres can be achieved by heat pulling or chemical
etching [69]. Usually chemically etched tapers are characterized by the removal
of part of the cladding, while heat pulling tapers maintain the geometrical ratio
between cladding and core. Heat pulling tapers can be fabricated using a flame, a
laser or an electrical arc. In Fig. 7 a profile of a typical taper is shown. The transition
zones have normally different lengths because of the technique used for tapering.
As shown in Fig. 7, a tapered fibre can be divided into three regions: a contracting
tapered region L1, a central region (waist) Lc, and an expanding tapered region L2.

From now on it is supposed a conical distribution taper with step refractive-index
profile. Nevertheless, assuming the refractive-index of the optical fibre core as a
parabolic distribution, a more realistic theoretical study could be done [70]. An-
other supposition is that the ratio S = ρcladding / ρcore = 12.7 remains constant under
tapering and the V-parameter is defined as

Vcore =
2π
λ
·ρcore ·

(
n2

core−n2
cladding

) 1
2 , (5)

where λ is the wavelength, ρcore the radius of the core, ncore and ncladding are the
refractive indices of the core and the cladding respectively. The V-parameter is the
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(a)

(b)

Fig. 7 (a) Optical fibre taper profile. (b) Photograph of a tapered fibre humidity sensor

normalized frequency of the fibre, a dimensionless parameter, and it gives informa-
tion about the number of modes propagating in a fibre [71]. When V = 2.405 only
the lowest order mode is propagating.

Stretching the fibre diameter leads to decrease the value of V , consequently the
intensity distribution of the fundamental core mode LP01 changes from a narrow
profile to a broader one. If V continues decreasing it can reach its cut-off value (Vcc)
and ρcc will be the radius of the core when V = Vcc. This Vcc is the minimum value
of V to have light guided through the core, for smaller values of V the light cannot
be confined in the core. The numerical value of Vcc has been determinate as [72]

Vcc =
√

2 / ln (S ). (6)

From this equation and for typical single-mode fibres with S ≥ 10 it is predicted
Vcc ≈ 0.93. Thus, therefore a good approximation for the following experimental
results is to suppose a value of unity for Vcc [73].

In other words, for V = Vcc the modal field expands and reaches completely the
cladding producing a set of cladding modes. Thus, the effect of tapering (for ρ= ρcc)
is to create a region where cladding modes exist with a V value much greater that
2.405 [72]. For this reason in a taper we can find a singlemode-multimode transition
and a multimode-singlemode transition. This gives us the classical modal domain
interferometric structure (singlemode-multimode-singlemode). The coupling mech-
anism is determined between modes of same angular eigenumbers (LP01 to LP0x),
mainly between LP01 and LP02. It should be remarked that the total optical power
(core + cladding) in the taper remains constant [74]. Once the light passes through
the waist, the remaining light in the LP01 cladding mode is transferred to the LP01

core mode which propagates through the conventional optical fibre. The remaining
light in other modes gets lost. Theoretical aspects of this phenomenon have been
exhaustively studied in [72, 73, 74, 75, 76].
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The cladding modes that are the cause of the power loss can be modulated once
the tapering process has finished by the deposition of an overlay surrounding mate-
rial. Small changes in the index of refraction or the thickness of this overlay greatly
influence the transmission properties in the multimode central region. The sensitive
overlay is used both for creating a humidity sensing surface and for adjusting the
working point of the sensor at the point of optimal sensitivity.

As can be seen in the experimental set-up of Fig. 8, the light is coupled from the
laser source and is guided until the sensor head, where the light interacts with the
humidity sensing material. The signal is transmitted to the optical detector.

In [19, 20, 21, 22] LBL was used to fabricate an optical fibre humidity sensor
based on [PDDA/ Poly R-478] nanostructured overlay.

In this work it was shown that the thickness can be controlled in order to optimize
the sensor sensitivity, by stopping the deposition process at the maximum slope of
the transmitted optical power, achieving 26.8 times better sensitivity with half the
thickness.

In Fig. 9(d) the transmittivity of a 20μm waist diameter taper, coated with the
humidity sensitive polymer [PDDA+/Poly-R-] is shown. When the working point
is located at a zone of high derivative in the transmission optical power curve, the
final sensor was much more sensitive. In Fig. 9(a–c) the experimental response to
relative humidity of the three sensors corresponding to the three working points is
shown. It is deducted that a higher slope of the transmission characteristic results in
sensors with a higher sensitivity. By using the experimental output optical transmis-
sion characteristics curve it is possible to find out the maximum slope zone of the

Fig. 8 Transmission set up with a tapered optical fibre based evanescent wave sensor
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Fig. 9 Experimental response of 20 μm waist diameter TOF based humidity sensors to RH cor-
responding to three working points of coating thicknesses: (a) 23 bilayers, (b) 26 bilayers and
(c) 62 bilayers. (d) Transmitivity as a function of the sensitive deposited nano-film thickness. Ta-
per length: 2.2 mm. Nano-film: [PDDA+/Poly-R-]. λ = 1310nm [19]

potential sensor in order to fabricate an optimized sensitivity sensor with a coating
thickness tuned around this working point.

3.2.2 Hollow Core Fibres

Another possibility for increasing the amount of optical power coupled in the
evanescent field is by using new types of fibres that have appeared a few years ago.
Among then, one can mention hollow core fibres. The simpler type of hollow core
fibres, consist basically of tubular fibres where the optical signal is guided mainly by
the cladding, and hence, it is easy to reach the evanescent fields. If a short portion of
a hollow core fibre is spliced spliced to a multimode fibre (MMF) using the appro-
priate electric arc conditions, the HCF collapses, forming a tapered solid fibre in the
interface between both fibres (see Fig. 10). In these devices, the light that is guided
in the core of a lead-in MMF can be coupled to the cladding of the HCF due to the
tapered region instead of being confined in the air core. When the light reaches the
lead-out MMF, it is coupled into the silica core again. Because the light is guided
by the silica cladding in the HCF region, these devices, called MHM, can be used as
evanescent field sensors that are sensitive to any coating deposited onto this region
and have been also used to build optical fibre humidity sensors in [22, 23, 24].

In order to understand the influence of some important parameters on the behav-
ior of the MHM, in this and case in contrast to the previous architecture, a ray model
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(a)

(b)

Fig. 10 (a) Hollow core fibre with microstructurated cladding, connected between two standard
multimode optical fibre sections. A sensitive material can be also fixed onto the cladding. (b) Pho-
tograph of a MHM sensor

for a one-dimensional waveguide is developed (see Fig. 11). This model calculates
the transmitted power in the HCF after the multiple reflections of light at the inter-
face between the HCF and the exterior. The light source is assumed to be a lamber-
tian one oriented in the direction of propagation of the waveguide. The transmitted
power when no deposition has been performed on the HCF will be taken as a ref-
erence value (0 dB). This one-dimensional simple model is enough to qualitatively

Fig. 11 Theoretical model: a lambertian light source impinges on a one-dimensional slab waveg-
uide with an LBL overlay on one side
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demonstrate the behavior of the structure. If more accuracy is required, a more com-
plex two-dimensional model is necessary.

Working with evanescent field sensors one important characteristic of the ma-
terial deposited is the refractive index. In this work it has been only deposited
[PDDA/Poly R], which refractive index is higher than that of the fibre. In order
to know what response the devices will have with different refractive index coat-
ings some simulations were done. The simulations were done with three different
refractive indexes, the one obtained in the experiments, another lower and the other
one higher; exactly 1.54 + 0.004i, 1.37 + 0074i and 1.67 + 0.004i, respectively. The
length of the HCF section used for the simulations was 20 mm and the wavelength
of the light source was 1310 nm. The results are shown in Fig. 12.

The response of the device is very different when the refractive index changes.
The transmitted optical power of the devices when n = 1.65 and n = 1.54 falls os-
cillatory as the thickness of the material deposited is increased unlike the power of
the device when n = 1.37 which has no oscillations. As can be seen, the depth and
period of the theoretical curve are bigger when n = 1.54 than when n = 1.65. On the
other hand, although the fall of the theoretical curve for n = 1.37 is not the biggest
one, since its transmission slope in the first few nanometers of thickness is very
high it could be used to develop very sensitive sensors, depositing materials with
the appropriate refractive index and with a thickness of few decades of nanometers.

Some experimental results are presented in Fig. 13; the HCF segment used in the
MHM has a length of 20 mm, and diameters of 50/150μm.

The power transmitted by MHM structures follows an oscillatory way as the
number of nano-bilayers deposited gets increased. As it can be seen, the period
of this oscillation depends, among other parameters, on the wavelength of the
light source as expected due to the modal interferometer behaviour it exhibits.
Furthermore, it is observed a gradual decrease of transmission due to the non-zero

Fig. 12 Theoretical optical power transmitted by three MHM devices 20 mm long when the refrac-
tive index of the material deposited are: 1.54 + 0.004i, 1.37 + 0074i and 1.67 + 0.004i at 1310 nm.
Waveguide thickness: 50 microns [23]
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Fig. 13 Experimental data of the optical power transmitted by one MHM device 20 mm long with
HCF 50/150μm inner and outer diameters at two different wavelength: 850 nm and 1310 nm [23]

imaginary part of the refractive index of the nano-film deposited. The amplitude of
the oscillatory behaviour of the transmitted power trends to reduce when the inner
diameter decreases because the evanescent field ratio respect to the total transmitted
optical power is higher. There exists others parameters that also affect to the opti-
cal power transmission of this device as the length of the HCF section, the splice
machine parameters used to tapered the multimode fibres (that is, the slope of the
taper) the index of refraction of the overlay, etc.

Also, to evaluate the response of these proposed sensors, we exposed the sensor
head to rapid changes of the RH. Human breathing contains more water vapour
than the normal room environment. Accordingly, the sensor was set 3 cm from
a subject’s mouth. The results obtained are shown in Fig. 14. The observed rise
response times were around 300 ms. The fall times were less than a couple of
seconds.

Fig. 14 Experimental response to human breathing using a 20 mm-long HCF. Taken from [77]
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3.2.3 Long Period Fibre Bragg Grating

Long Period Fibre Gratings (LPFGs) are based on a periodic index modulation of
the refractive index of the core of a single mode fibre (SMF), with a period between
100 microns and 1 mm. LPFGs induce attenuation bands in the transmission spec-
trum based on the coupling between the core mode and the copropagating cladding
modes. Because of that, the influence of the surrounding medium on the LPFGs
transmission is more important than in fibre Bragg gratings (FBGs), where there is
a contrapropagative coupling only between core modes. It has been experimentally
proved that the deposition of thin layers onto the surface of the fibre using Langmuir
Blodgett (LB) technique, LBL or dip-coating, can induce important changes in the
resonance wavelengths [78, 79, 80, 81, 82, 83, 84, 85]. In this way, long-period fi-
bre gratings (LPFGs) can used for the construction of evanescent wave sensor; the
changes of the deposited overlay due to the humidity induce changes in position of
the attenuation bands that are collected in the OSA.

In Fig. 15 it is represented the typical setup used for monitorization of the trans-
mission spectra in a long-period fibre grating (LPFG). The flat spectrum from a
broadband source is launched into the optical fibre and at the output, the transmis-
sion spectrum with the attenuation bands generated due to the coupling of light from
the core mode to the cladding modes, is collected in an optical spectrum analyzer
(OSA).

There are two key points that define each attenuation band. The first one is its
depth. This can be approximated with this expression [86]:

Ti = cos2 (kiL) (7)

where i is the cladding mode order, ki is the coupling coefficient and L the length of
the grating.

The second key point is the resonance wavelength. Though the simple phase
matching condition is sufficient to give an approximation of the central wave-
length of the attenuation band, the modified phase matching condition is often pre-
ferred [87] :

Fig. 15 Schematic working principles of LPFG
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β01(λ) + s0ζ01,01(λ)−
(
β0 j(λ) + s0ζ0 j,0 j(λ)

)
=

2πN
Λ

(8)

where β01 and β0 j are the propagation constants of the core and the j cladding modes
respectively, ς01,01 and ς0j,0j are the self-coupling coefficients of the core and the j
cladding modes, s0 is the coefficient of the zero-frequency Fourier component of the
grating, Λ is the period of the grating, and N is the diffraction order.

The development of numerical methods has helped to understand the phenomena
involved in these experiments. The wavelength shift of the attenuation bands was
explained in [88] with a scalar analysis of modes (LP mode approximation) and the
application of coupled mode theory [87]. If an overlay of higher refractive index
than the cladding is deposited on this LPFG, as the overlay thickness increases,
cladding modes shift their effective index to higher values. When the overlay is
thick enough, one of the cladding modes is guided by the overlay. This causes a
reorganization of the effective index of the rest of modes.

In Fig. 16 the effective index of the first ten cladding modes are represented as
a function of the coating thickness. The notation used is LP0,2 for the first cladding
mode, LP0,3 for the second cladding mode and so on. Cladding modes with lower
effective index than the one that is guided by the overlay will shift their effective in-
dex value towards the effective index of the immediate higher effective index mode.

As more material is deposited, the effective index distribution before deposi-
tion is recovered. The effective index of the eighth cladding mode will be now that
of the seventh one, the effective index of the seventh cladding mode will be that
of the sixth mode, and so on. During the first redistribution there is a sudden ef-
fective index increase for the LP0,2 mode. The same is true for the LP0,3 mode
during the second redistribution, for the LP0,4 in the third one, and for the LP0,5

in the fourth one. A more detailed explanation of these statements can be found
in [88].

Fig. 16 Effective index of the first ten cladding modes as a function of the overlay thickness of the
nano-film deposited
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The same phenomenon observed for the effective index of the modes is true for
the resonance wavelength values because there is a close relation between the reso-
nance wavelength of each attenuation band and the effective index of its correspond-
ing cladding mode.

Several studies have been developed in the last years related to the experimen-
tal behaviour of the LPFG to thin layers [25, 78, 79, 80, 81, 82, 83, 84, 85, 89].
When an intermediate external medium (a coating) is added between the surround-
ing medium and the cladding of the LPFG two additional parameters are added: the
overlay refractive index and the overlay thickness which can be controlled using
the appropriate deposition technique. By adequate parameterization of the overlay
thickness and overlay refractive index the device can be optimized for a maximum
wavelength shift, thus a maximum sensitivity, as a function of specific parameters
[90, 91]. An usually employed method for improving the sensitivity is based on the
deposition of a thin overlay on the cladding of an LPFG. In this way, it is possible to
design a device with optimal sensitivity. The phenomenon has also been experimen-
tally analyzed with an improvement in the sensitivity of the device by more than ten
times [85].

In [92] a humidity sensor using a long-period fibre grating (LPG) and a SiO2-
nanospheres coating was developed. Figure 17 shows a humidity cycle. The dashed
line represents the relative humidity variation, and the straight line represents the
peak of absorption of the LPG. At different humidity values, the polymeric over-
lay changes its optical properties yielding to a shift in the resonance wavelength
of the LPG. Wavelength shifts up to 12 nm in a range from 20 to 80% of humid-
ity level were obtained. When the relative humidity increases, the resonance wave-
length peak shifts to lowers wavelengths. This effect is due to changes accomplished
in the refractive index of the SiO2-nanospheres film.

Fig. 17 Resonance wavelength shift for different relative humidity levels. It has been taken
from [94]
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4 Conclusions

The field of optical fibre humidity sensors has been reviewed, with special attention
to those coated with nanostructured films. The basics of the LBL method applied to
the fabrication of humidity sensitive coatings have been described. The main sensing
mechanisms and architectures have been studied paying attention to the different
methods of fabrication; both reflection and transmission configurations have been
taken into account. The first one is based on the deposition on the tip of optical fibre
creating a nanocavity, while the second group is based mainly on evanescent field
based modulation.
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Abstract An optical fibre based system has been developed which is capable of
monitoring the presence of exhaust gas emissions and measuring their tempera-
ture on line in the exhaust system of a modern vehicle. There exists at present no
commercial sensor, which is capable of providing online measurements of these
exhaust gases as required by European legislation. The design of this sensor using
low cost and compact optical components, which make it suitable for operation on
board a vehicle, is discussed. The sensor is capable of detecting NO, NO2, SO2 to
a minimum detection threshold of 5ppm, CO and HCs to a minimum threshold of
200 ppm, CO2 in the range 300 ppm to 20% and temperature from 0◦C to 900◦C.
Results measured in the exhaust of a modern engine are presented for each of these
parameters.

Keywords Mid-infrared gas detection · UV gas detection · in-fibre Bragg Grating
temperature sensor · optical fibre sensor · vehicle emission detection

1 Introduction

Automotive emissions typically consist of water vapour, carbon dioxide (CO2), car-
bon monoxide (CO), oxides of nitrogen (NOx), oxides of sulphur (SOx), smoke par-
ticles (diameters of 0.05μm to 1μm) and also particulate matter (diameters greater
than 1μm). Under perfect combustion conditions the following relationship would
hold:

Fuel (CxHx) + Air→ CO2 + H2O (1)

As carbon dioxide (CO2) and water vapour (H2O) are both present as trace gases
in the atmosphere, no pollution would result from this process. However in reality
perfect combustion does not occur and the following relationship holds as fuel is
burnt in an engine:

Fuel (CxHx) + Air→ CO2 + H2O + CO + SOx + NOx + PM + CxHx + smoke (2)

Research has shown that each of these species is a threat to either human health or
the environment [1]. Carbon monoxide (CO) is known to be poisonous to humans
at concentrations above 400 parts-per-million. While CO2 is not strictly considered
a pollutant, as it exists naturally as a trace gas in the atmosphere, it is believed that
the relatively high levels of CO2 produced by combustion are a prime contributor to
global warming [2]. As both CO and CO2 have high absorption in the mid-infrared
wavelength range [3], as shown in Fig. 1.

Similarly, detection of the other gases namely SO2, NO and NO2 is possible in
the UV/Visible part of the spectrum. The theoretical spectra for these gasses are
shown in Fig. 2.

Optical fibre sensors are particularly well suited to monitoring vehicle exhaust
emissions, as they can be made small, lightweight, and as they are made purely



Overview of the OPTO-EMI-SENSE Project 181

Fig. 1 Theoretical absorption Spectra for CO and CO2 gases [3]
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Fig. 2 Theoretical absorption Spectra for NO, NO2 and SO2 gases [3]

from silica glass (doped for high temperature measurement), quartz lenses (for UV)
or chalcogenide with Calcium Flouride Lenses for Mid IR they can withstand the
high temperature of the gases present in the exhaust system [4, 5].

2 Theoretical Background

The Beer-Lambert Law is used to calculate how much incident radiation is absorbed
by a sample. The sample may be an aqueous solution or a gaseous quantity. If radi-
ation of intensity Io is directed at a sample of path length l, radiation of intensity It

leaves the sample. The absorbance A can be defined as:
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A = log10
Io

It
= εcl (3)

where ε is called the molar absorption coefficient of the species in question, and c
is the concentration of the sample. The ratio It/Io is defined as the transmittance T ,
by substituting T into Eq. 3, manipulating the equation gives [6]:

T = 10−εcl =
It

Io
(4)

This relationship was used to determine the concentration of the gas based upon
experimental results of absorption observed in the mid infra red and UV part of the
spectrum in the case of the gas sensor.

The Reference Forward Model (RFM) was developed at Oxford University to
simulate the absorption spectra of gases in the HITRAN Database [7] such as CO
at different concentrations, pressures, and temperatures. It was possible to use the
RFM to vary the path length of the sample, to simulate the experimental results in
the wavelength range of interest (i.e. within the pass band of the optical filter fitted
to the pyroelectric detector).

Having performed the simulations at the various concentrations (1000 ppm,
800 ppm, etc) using RFM, the absorption spectra at these concentrations was then
interpolated using MATLAB against the filter wavelength data so that it was over
the same wavelength scale as the transmission spectrum of the band pass filter fitted
to the pyroelectric detector. Having manipulated the data so that it was over the same
wavelength range for both data sets (the absorption spectrum of the gas at ambient
temperature and pressure over a path length of 360 mm, and the filter transmission
spectrum), the absorption spectrum was converted to a transmission spectrum and
this was multiplied by the filter transmission spectrum. This resulting spectrum cor-
responds to the transmission by CO at a particular concentration over a path length
of 360 mm as measured by the pyroelectric detector. It is shown in Fig. 3 for concen-
trations of 0 ppm and 1000 ppm of CO over a path length of 360 mm, at 23◦C and 1
bar of pressure (i.e. ambient temperature and atmospheric pressure). By calculating
the area under the curve at a particular concentration, the theoretical values for Io

and It in Eq. 4 can be calculated. The area under the curve at 0 ppm corresponds to
Io, while the area under the curve at a particular concentration corresponds to It.

Figure 4 shows the analysis of the 200 ppm step test. The transmittance was cal-
culated as the concentration of CO in the cell was increased from 0 ppm (when the
cell was filled with N2) to 1000 ppm and then decreased in steps of 200 ppm.

It is clear that the theoretical values (calculated by RFM, using the Beer-Lambert
Law model) are in close agreement with the measured values. The largest deviation
(1%) is at a concentration of 1000 ppm. The difference between the measured and
theoretical results can be attributed to experimental uncertainty e.g. electrical noise
on the outputs of the pyroelectric detectors. This could be reduced in future by
improved the coupling of the emitter and detector to fibre which would increase the
amount of radiant flux arriving at the detector which would increase the signal to
noise ratio.
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Fig. 3 A comparison of the transmission spectra for CO at 0 ppm and 1000 ppm calculated
using RFM

Fig. 4 A comparison of the transmittance values generated by the RFM simulation and those
produced experimentally for CO

3 Experimental Results

3.1 Gas Measurement in the Mid Infra Red Range

The experimental rig for measuring CO, HC and CO2 in the mid infra red region in
the exhaust is shown in Fig. 5. The response of the sensor to 200 ppm step changes
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Fig. 5 The gas sensor for measuring in the mid infra red

of CO was carried out using the gas mixing facility at Centro Ricerche Fiat. The
NL5LNC filament emitter was pulsed at 2 Hz with a 50% duty cycle. The radiant
flux from the infrared emitter was guided to the 380 mm long test cell (effective path
length of 360 mm) using a 710/820μm core/clad chalcogenide fibre. The infrared
radiation from the fibre was guided across the cell using a 25.4 mm CaF2 collimating
lens. A second CaF2 lens was used to guide the collimated beam into a 500/550μm
fibre bundle, which guided the infrared beam to a pyroelectric detector fitted with a
narrow band CO filter (centred at 4.66μm with a 180 nm bandwidth) and a reference
detector pyroelectric detector (centred at 3.95μm with a 90 nm bandwidth). A Dell
Latitude D610 notebook with a National Instruments PCIMCIA 6024E data acqui-
sition card was used to acquire the output voltages of the pyroelectric detector and
a Lab View Virtual Instrument was used to store these voltages to a file. Figure 1
shows the experimental set-up.

The gas cell was initially purged with nitrogen (N2) supplied from a cylinder
using a mass flow controller (MFC). The gas cell was then filled with 1000 ppm of
CO for several minutes before the cell was purged with N2. Following this the cell
was filled with 800 ppm of CO before again being purged with N2. This process was
repeated in steps of 200 ppm of CO. The concentration of CO in the test cell was
measured using a conventional ABB gas analyser. Figure 6 shows the results of the
experiment. The ratio of the voltage on the CO pyroelectric detector to the reference
pyroelectric detector was calculated and is given as the response of the sensor (to
eliminate any drift in the output of the filament emitter). The concentration of CO
measured by the ABB (Advance Optima) gas analyser during the experiment is
also shown.

The above cell was modified in order to measure CO2 emissions. The require-
ments for CO2 emissions measurement in the modern car are quite different from
CO and HCs as CO2 is generated in the range 0 to 15% depending on the driv-
ing conditions. In this case the path length can be made much shorter (according
to the Beer Lambert Law) and consequently the sensor can be correspondingly
smaller. With this scenario two different sensors were designed and fabricated, a
short transmissive one and a reflective version which also has a short path length
(the path length in the two cases were 20 mm for the transmissive and 37 mm for the
reflective).

The tests in these cases were conducted using a mass flow controller system to
accurately control the levels of CO2 entering the sensors. The CO2 concentration
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Fig. 6 Results of CO recorded in 200 ppm steps compared with a reference commercial Instru-
ments

was accurately measured using the ABB (Advance Optima) gas analyzer. The test
cycle used was to start with a level of 12 percent CO2 in nitrogen reduce this to
zero after 2 minutes and increase it to 10% following a further 2 minutes. This cycle
was repeated until a level of only 1 percent was input to the system. The results of
changing gas concentration in this manner in the case of the transmissive element is
shown in Fig. 7 and the reflective sensor in Fig. 8.

The results of Fig. 7 and 8 show that the short path length CO2 sensors is able
to reproduce the fluctuation in CO2. The transmissive sensor (Fig. 7) shows excel-
lent rise time response being at least as good as the commercial gas analyzer. The
reflective sensor exhibits rapid rise and fall times (Fig. 8).The two versions of the
Mid infra red CO2 optical fibre sensors were also mounted on the exhaust of the Fiat
Croma. These are shown photographically in Fig. 9 (a and b).

The transmissive optical fibre sensor was connected in the exhaust system of the
vehicle as shown in Fig. 9 and the output of the optical fibre sensor and reference
instrument were recorded simultaneously whilst the car was driven according to the
standard driving pattern i.e. the Extra Urban Driving Cycle (EUDC) whilst on a
roller test bench (instrumented rolling road). These are shown in Fig. 10.

It is clear from Fig. 10 that the Optical Fibre Sensor is capable of faithfully repro-
ducing the variation of CO2 concentration over the whole NEDC cycle. A similar
series of tests were conducted using the reflective mode mid infra red optical fibre
sensor. The results of these tests are shown in Fig. 11.

The results of Fig. 11 again show that the reflective mode optical fibre sensor
is capable of tracking the CO2 concentrations during the full duration of the NEDC
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Fig. 7 Measurements of CO2 concentration versus time for the 20 mm transmissive mode Mid-IR
optical fibre sensor compared with reference instrumentation values acquired simultaneously

Fig. 8 Measurements of CO2 concentration versus time for the 20 mm reflective mode mid-IR
optical fibre sensor compared with reference instrumentation values acquired simultaneously

cycle. The optical fibre sensor output in this case is more noisy than the transmissive
sensor, but this is due to the lower received signal power at the detector which is due
to the reflective geometry of the sensor. However, the reflective sensor is a compact
plug-like sensor and could be screwed in directly into the exhaust system. Further
optimisation of this geometry will yield a superior signal to noise ratio.
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(a) (b)

Fig. 9 Installation of the short path length mid IR sensor on the exhaust line of fiat croma (a) trans-
missive (b) reflective

3.2 Gas Measurement in the Ultra Violet Range

The system for measuring the gases NO, NO2 and SO2 in the UV range is shown
schematically in Fig. 12. The Principal of operation for the UV cell for inclusion in
the exhaust of the vehicle is shown in Fig. 12 and Figs. 13 and 14).

Figure 13 shows the output spectrum from a number of LEDs which are simul-
taneously connected to the input side of the optical gas cell via individual opti-
cal fibres. An alternative to this is to use a broadband optical source (Deuterium
Source) through a single optical fibre (This is shown schematically in Fig. 12. The
detector responses shown in Fig. 14 are for two separate filtered detectors e.g.
photodiodes. Alternatively, a low cost spectrometer can be used to give spectral
resolution.

In a further development from this principle a reflective version of the UV sen-
sor has been developed which operates on the same optical principal as the above
(absorption spectroscopy) but uses reflection from a single surface to interrogate the
absorption signal i.e. a different geometry. The packaged system is shown photo-
graphically in Fig. 15 below.

Figure 16 shows the pipe section with the optical fibre cell mounted within it
prior to installation under the demonstrator vehicle. A number of test results were
obtained using this arrangement using accurately controlled gas concentrations both
individually and in mixture in the test facility at CRF.

The reflective version of the same sensor is shown photographically in Fig. 17.
This has the advantage that it can be screwed into an aperture in the exhaust system
(in this case the removal pipe section).

The optical fibre UV gas concentration sensor was mounted on the detachable
exhaust pipe section as shown in Fig. 16. The following results of gas concentra-
tion versus time in the UV/VIS spectral range were obtained simultaneously with
reference instrumentation in the laboratory, MIR 9000 for SO2, H2O (IR principle),
TOPAZE 3000 for NO, NO2, NOx (Chemiluminescent principle).
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Fig. 11 CO2 concentration recorded during the NEDC test cycle for the fiat croma on the rolling
road. Simultaneous measurements shown for the reflective optical fibre and reference sensors

Fig. 12 The gas sensor for measuring in ultra violet range

Fig. 13 UV source LEDs
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Fig. 15 UV sensor physical construction

Fig. 16 Photograph of the modified pipe section including the UV optical fibre sensor for gas
concentration measurement for vehicle mounting

Figure 18 shows results of optically measured NO2 concentration while the con-
centration has been varied in a ‘stepwise’ manner in the controlled conditions avail-
able at the CRF test lab.

The results of Fig. 18 clearly show that the values of NO2 concentration as mea-
sured by the optical fibre sensor using a 20 cm path length transmissive cell are in
close agreement with those obtained using the lab based reference instrumentation.
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Fig. 17 The reflective UV optical fibre sensor for mounting under the vehicle

Fig. 18 Measurements of NO2 concentration versus time for the LED based UV optical fibre
sensor compared with reference instrumentation values acquired simultaneously

In this case the excellent agreement is such that the two sets of data (single point
value for the reference instrumentation are indistinguishable. Figure 19 shows a
similar sequence of tests but in the reverse direction.

The results of Fig. 19 show a very similar trend to that in Fig. 18 and therefore
shows that the sensor is capable of faithfully reproducing NO2 concentrations in
increasing as well as decreasing quantities.

During performing these tests it was clear that the speed of response of the optical
fibre sensor was superior to that of the reference instrumentation and was of the
order of 100 msec. The lower detection limit of the optical fibre sensor appears to
be at a level of about 3 ppm (Clear in Fig. 19.)

Figure 20 shows results of optically measured SO2 concentration while the con-
centration has been varied in a ‘stepwise’ manner in the controlled conditions avail-
able at the CRF test lab.
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Fig. 19 Measurements of NO2 concentration versus time for the LED based UV optical fibre
sensor compared with reference instrumentation values acquired simultaneously

Fig. 20 Measurements of NO2 concentration versus time for the LED based UV optical fibre
sensor compared with reference instrumentation values acquired simultaneously

The results of Fig. 20 again show excellent agreement between the values mea-
sured by the optical fibre UV absorption cell and the reference instrument in the
laboratory of CRF. The resolution of the optical fibre sensor at low concentration is
such that the lower detection limit appears to be around 2 ppm. Again it was clear
that the speed of response of the optical fibre sensor was superior to that of the
reference instrumentation and was of the order of 100 msec.

The cell shown in Fig. 16 was inserted in line in the exhaust system under the
car. This is shown photographically in Fig. 21.

The cell was used to record the levels of NO, NO2 and SO2 for a full cycle of
the standard acceleration/ deceleration test with the car mounted on a rolling road
at the test facility of CRF in Turin. The results of these tests corresponding to NO2

are shown in Fig. 22.
It is clear from Fig. 22 that the value of NO2 recorded on the optical sensor faith-

fully reproduces the values measured on the reference gas analysis instrumentation.
The optical fibre sensor has therefore been proved to be capable of measurement
within the exhaust of the vehicle.
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Fig. 21 The UV gas sensor mounted underneath the car

Fig. 22 NO2 test results under the car with simultaneous reference instruments recording

3.3 Optical Fibre Temperature Measurement

As well as measuring the gas concentrations using optical fibre technology, the
OPTO-EMI-SENSE project has been concerned with the measurement of tempera-
ture of the exhaust gases using in-fibre Bragg Gratings. The system for the temper-
ature measurement is shown schematically in Fig. 23.

The FBG-based temperature sensor system utilizes a broad band (Superlumines-
cent LED) light source (centred on a wavelength of 1550 nm) and a Fabry-Perot
tunable filter for FBG wavelength interrogation. The temperature sensor located on
the test exhaust system at the laboratory of CRF is shown photographically in Fig. 24
and the results of a typical temperature cycle corresponding to values encountered
in a standard test cycle shown in Fig. 25.
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Fig. 25 Temperature measurements on the experimental exhaust test facility with simultaneous
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4 Conclusions

Optical fibre sensor suitable for the detection of exhaust gas emissions and temper-
ature has been described in this paper. The development of the sensors are novel as
they uses a low cost and compact components coupled to optical fibre, to provide a
practical solution for the measurement in the harsh environment of the car exhaust
system.

This sensors have proved to be capable of detecting gas concentrations as low as
single ppm values for NO, NO2 and SO2, 200 ppm of CO (and CO2) and Hydrocar-
bons (Non Methane HCs). An analysis of these results using the Reference Forward
Model (RFM) and MATLAB indicated that the measured and theoretical values are
in close agreement. Optical Fibre Temperature Measurements have been performed
in the exhaust of a Diesel engine and these have demonstrated the sensor’s capabil-
ity of accurately (to within one degree) measuring the exhaust gas temperature over
a range of many 100 degrees centigrade (at least 800◦C).
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Wireless Sensor Networks and Applications

Yueh-Min Huang, Meng-Yen Hsieh and Frode Eika Sandnes

Abstract Wireless sensor networks are collections of highly distributed, small,
and lightweight wireless sensor nodes that monitor the environment or systems
through physical measurement. Once the Zigbee and the IEEE 802.11 standards
are approved and embraced, wireless sensor nodes will be capable of supporting
interoperability among a wide range of mobile and fixed devices from different
manufacturers. This paper reviews some of the fundamental mechanisms of wire-
less sensor networks including their architecture, topology, data integration, routing
techniques, and applications. Sensor network applications include both military and
civilian monitoring in both rural and urban environments. Wireless sensor networks
hold great potential for improving control, conservation, convenience, efficiency,
reliability flexibility, and safety in network environments.

Keywords Wireless sensor networks · topology · routing · data integration ·
architecture · heterogeneity ·WSN applications

1 Introduction

Recent advances in micro-electro-mechanical systems (MEMS) technology, wire-
less communication and digital electronics have allowed the realisation of wireless
sensor networks. A wireless sensor network is a highly distributed or organized
network of many small and lightweight sensor nodes that are used for monitor-
ing, detecting, and tracking operations. Low cost, low power and multifunctional
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sensor nodes can detect physical characteristics of their environment and perform
primitive computation. Measurements sensed throughout the network are collected,
aggregated and forwarded to a central point for processing.

Wireless sensor networks (WSN) can provide low-cost and flexible wireless com-
munication for system automation applications, especially in urban areas. Different
sensor nodes can capture data such as seismic, magnetic, thermal, visual, infrared,
acoustic, and radar. Possible measurements include temperature, pressure, humid-
ity; vibration, radiation, noise level, vehicular movement, soil erosion, the presence
or absence of objects, mechanical stress levels on objects, and the speed, direction,
and size of an object. WSN can also be applied to continuous sensing, event de-
tection, location sensing, and local control. Some WSN applications must operate
in terms of a long time-perspective. Therefore, only a small fraction of the sen-
sors are active during network operation, while the others are in sleeping mode to
conserve energy. WSN applications also need to simplify network operation and
data management to support faster time-to-deployment, and easier application inte-
gration. Various research projects for wireless sensor networks include SensorNet,
WINS, SPINS, SINA, mAMPS, LEACH, SmartDust, SCADDS, PicoRadio, PAC-
MAN, Dynamic Sensor Networks, Aware Home, COUGAR and Device Database
Project DataSpace [1, 2].

This overview focuses on some wireless sensor applications. In the next sec-
tion, low-rate wireless communication technology is described. Then, fundamental
techniques and network architectures are presented. Finally, sensing objectives and
wireless sensor applications are introduced.

2 Low-Rate Wireless Communication Technology

Wireless sensor networks nodes rely on low data rates, very long battery life (sev-
eral months or even years) and very low computational complexity associated with
the processing and communication of the collected information across the WSN.
The first edition of the 802.15.4 standard [3], released May 2003, specifies the
physical layer and medium access control for low-rate wireless personal area net-
works (LR-WPAN’s) [4] intended for sensor networks, home automation, and re-
mote controls. The 802.15.4 standard addresses low power consumption, low-cost
and low-speed ubiquitous communication between devices. Low communication
rates require less power than high speed communication. Hence, nodes designed ac-
cording to the standard operate on one of three unlicensed frequency bands, namely
868–868.8 MHz in Europe with 1–3 channels, 902–928 MHz in North America with
10–30 channels, and 2400–2483.5 MHz worldwide with up to 16 channels. The
2003 version of the standard specifies the use of direct sequence spread spectrum
(DSSS) at the physical layers. The 868/915 MHz bands can therefore deliver trans-
fer rates of 20 and 40 kbit/s, respectively, and the 2450 MHz band delivers a rate
of 250 kbit/s. The 2006 revision includes improvements that allow maximum data
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Fig. 1 Zigbee/802.15.4 architecture

rates for the 868/915 MHz bands with up to 100 and 250 kbit/s, respectively. The
standard specifies a communication range of 10 to 20 meters. CSMA/CA is used for
collision avoidance with four basic types of frame transport (data acknowledgment,
beacon, and MAC command frames).

ZigBee [5] is designed to perform high level communication using small, low-
power digital radios based on the IEEE 802.15.4 standard. ZigBee addresses the
unique needs of low-cost, low-power, wireless sensor networks in remote moni-
toring, home control, and building automation network applications. Zigbee Al-
liance [6] is an industry working group that has developed standardized appli-
cation software on top of the IEEE 802.15.4 wireless standard in collaboration
with the IEEE. Manufacturers have supported the development of fully compli-
ant IEEE 802.15.4 and Zigbee single chip solutions. Figure 1 depicts the Zigbee
architecture.

The Zigbee specification supports inexpensive and robust networking in envi-
ronments with a very large number of nodes. It should be noted that, although
similar, Zigbee, Bluetooth, and WLAN(Wi-Fi) are designed for different purposes
and different applications: The Wi-Fi standard results in high node costs and com-
plex power-hungry RF ICs. Wi-Fi is therefore not suitable for low-power, low-
cost and low data rate applications. Typical Wi-Fi applications include wireless
local area network connectivity and broadband Internet access. BluetoothTM was
designed with low power consumption, short range and low-cost transceiver tech-
nology in mind. However, they are also designed to support a variety of duty cy-
cles, medium data rates and high quality of service (QoS) networks with few ac-
tive nodes. For example, wireless connectivity between devices such as phones,
PDAs, laptops, audio headsets is a common Bluetooth application. On the con-
trary, Zigbee is capable of very low duty cycle for both static and dynamic net-
works. For example, the transition from sleep mode to data transition is much
faster with ZigBee than Bluetooth. Table 1 summarizes Zigbee, Bluetooth and Wi-Fi
characteristics.
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Table 1 Zigbee, Bluetooth, and Wi-Fi characteristics

Zigbee
(802.15.4)

Bluetooth
(802.15.1)

Wi-Fi
(802.11)

Data rate 20–250 kbps 1 Mbps 11 & 54 Mbps
Range 10–100 meters 10 meters 50–100 meters
Frequency band 868 MHz (Europe)

900–928 MHz
(NA), 2.4 GHz
(worldwide)

2.4 GHz 2.4 and 5 GHz

Transmit power 0.5, 1, or 3 mW 1, 2.5 or 100 mW 100 mW
Nodes per network 256+ 8 unlimited

(Depending on
applications

Topology Ad hoc, peer-to-peer,
star, mesh

Ad hoc,
infrastructure

Ad hoc, very small
networks

Complexity (Device and
application impact)

Low High High

Power Consumption (Very) Low High Medium

3 WSN Fundamentals

Fundamental WSN issues including network topology, routing protocols, and data
integration modes are introduced in this section.

3.1 Network Topology

Two well-know WSN network structures are the mesh and star topologies, shown in
Fig. 2. A star topology network is a single-hop system where any of wireless sensor
nodes can directly connect to a gateway/base station. The gateway/base station can

(1) (2)

Mesh-network Star-network

Fig. 2 Two well-known WSN topologies
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be a computer, PDA, dedicated control device, or some other embedded server. The
wireless sensor nodes in such networks can employ short-range communication links
that support distances from ten to a few hundreds meters, which helps reduce the
network power consumption. However, the connection between a sensor node and
the gateway/base station can become obstructed, especially if many sensor nodes are
close to the gateway/base station or the communication channel is being jammed.
Alternatively, WSN with a mesh topology may need to send data via multiple hops
to communicate for data to reach its destination. However, two nodes may exchange
messages through several different paths, and mesh topologies can therefore be used
to balance traffic loads via the available paths. Mesh networks are also more fault
tolerant as alternative routes can be chosen if nodes become unavailable.

Star and mesh topologies can be combined to exploit both the low power and
simplicity of the star topology, and the extended range and fault tolerance of the
mesh topology.

3.2 Routing Protocols

Several WSN applications provide self-organizing and self-healing wireless sensor
nodes through the routing protocols of the network layers. A self-organizing sen-
sor node can discover alternative routes and deliver data to the gateway/base station
or other nodes interested in the data, even when radio links along their established
route are broken. Most WSN routing protocols are inspired by traditional wired and
wireless routing protocols. In general, there are two classes of routing techniques,
namely proactive and reactive. Proactive routing protocols employ static route in-
formation, typically in the form of sensor node routing tables. Consequently, such
networks require fixed topologies since the proactive route update algorithms is re-
source intensive in terms of power consumption and network bandwidth. Reactive
routing protocols require each node in the WSN to establish and maintain routes
on demand. Protocols that are effective in wireless mobile environments, such as
dynamic source routing (DSR) [7] and ad hoc on demand distance vector (AODV)
protocols [8], may not necessarily be suitable for all WSN applications due to the
resource-constrained micro-sensors (e.g. MICA motes) [9]. Most WSN applications
need to operate more efficiently with more efficient routing protocols that consume
less power. With limited resources, routing protocols may be implemented by opti-
mizing the duty cycle and minimizing overheads.

There is a comprehensive set of routing techniques for WSN applications [10].
WSN routing protocols can be divided into three categories according to their net-
work structure, namely flat-based routing, hierarchical-based routing, and position-
based routing.

Furthermore, depending on the characteristics and operations of the protocols,
they can also be classified into negotiation-based routing, multi-path routing, query-
based routing, QoS-based routing, and coherent-based routing. There is a trade-off

between energy consumption and communication overhead savings, but the com-
mon objective is to extend the battery lifetime of the wireless sensor nodes.
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3.3 Data Integration Modes

Data integration models address the flow of data in terms of how those data are
used. Wireless sensor networks allow three modes of data integration, namely data
collection, data broadcast, and bidirectional dialog.

3.3.1 Data Collection Mode

Wireless sensor network applications may require the gateway/base station to col-
lect data from the wireless sensor nodes. Three strategies for data collection include
event driven data collection, periodic sampling, and store & forward. An active fire
alarm system that detects fire, or the effects of fire, is an example of an even-driven
system. Wireless sensor nodes are used to collect fire information such that occu-
pants can be notified, the fire brigade can be summoned and fire alarm components
in a building can be controlled. Periodic sampling is typically performed in environ-
mental monitoring applications where measurements are taken from sensor nodes
surrounding a location or a target of interest at regular intervals. Store and forward
is typically used in cold chain systems [11] to perform a series of storage and dis-
tribution operations at a given temperature range for a network of data collecting
sensor nodes deployed in a temperature-controlled supply chain.

3.3.2 Broadcast Data Mode

A gateway/base station may need to broadcast data to sensor nodes. Typically, wire-
less sensor nodes simply execute the commands given by the control node during a
broadcast. Smart lighting is an example of an application that employs data burst-
broadcast across a network of wireless sensor nodes. A smart lighting application
is triggered by positioning signals and is therefore sensitive and responsive to the
presence of people. Such lighting systems provide different levels of light in context
of time, location and the presence of people. This is known as ambient intelligence.

3.3.3 Bidirectional Dialog Mode

WSN applications require two-way communication between the sensor/actuator
nodes and the gateway/base station. Bidirectional dialogue can be performed through
polling or on-demand. Controller applications in building automation use polling.
The controller polls each device associated with a device ID in the network, typically
by sending a serial query message and then waiting for a response. For example, the
controller of an energy management application polls thermostats, variable air vol-
ume sensors, and climate control nodes. The on-demand data model allows a mobile
gateway to bind to a network, actively gather data from assigned sensor nodes, and
then leave the network. The on-demand model allows one mobile sensing device to
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bind to multiple networks and multiple mobile gateways to bind to a given network.
For example, patients in hospitals can wear sensors to monitor various medical con-
ditions. Then, doctors can access those data via a PDA. The PDA constitutes the
mobile gateway that binds to the local sensor network on-demand.

4 WSN Architectures

The organization of a wireless sensor network is affected by factors such as scal-
ability, fault tolerance, power consumption and environmental conditions. Self-
organizing wireless sensor network mechanism has received significant attention
in the sensor network research community. Clustered or connected dominating sets,
star, tree, grid and mesh-based topologies have all been applied to wireless self-
organization networks [12, 13, 14, 15, 16, 17]. Self-organizing networks rely on
the autonomous and correct operations of their individual sensor nodes. Most sen-
sor nodes are therefore equipped with an intelligent self-organizing mechanism for
wireless computing. This section reviews the prevalent self-organizing sensor node
architectures including tier-based and cluster-based architectures.

4.1 Tier-based Architectures

Multi-tier wireless sensor network architectures (often referred to as n-tier architec-
tures) have been proposed in the literature [16, 17]. A multi-tier wireless sensor net-
work can be viewed as a wireless transport mechanism for connecting hierarchical
heterogeneous nodes. Benefits of heterogeneous multi-tier sensor networks include:

• Heterogeneous wireless nodes can be equipped with different transport medium
with different range of coverage and different specifications including CPU,
memory, and peripherals to meet specific needs.

• Multi-tiered architectures are better suited for static and dynamic topologies for
immobile and mobile wireless sensor nodes than planar network architectures.

• Heterogeneous sensor nodes support wireless networks with long-distance re-
mote access, robust connectivity, and scalability.

• Wireless sensor network types such as mesh, location-based, real-time, query-
based and event-driven networks are adaptable to multi-tier network architectures.

4.1.1 Planar Wireless Sensor Network

Homogeneous sensor nodes scattered over a sensing region form a planar wire-
less sensor network (see Fig. 3). The sensor nodes are responsible for collecting
information from its sensors and deliver the result to a fixed device, or a high-
performance computing system. The sensing data from the sensors, called source
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s

Network

Gateway

sensing region

Fig. 3 A planar wireless sensor network

nodes, is forwarded to a remote sink, or gateway, by the means of a multi-hop rout-
ing protocol. Homogeneous planar wireless sensor networks are problematic. For
example, packet loss along the multi hop delivery path will occur if an intermediate
node suffers a link failure. Multi-hop planar networks are not scalable as the hop
count is related to the total number of nodes. It takes longer to traverse a longer path
than necessary and the network nodes are unnecessarily drained for valuable power.
Moreover, nodes neighboring a fixed sink or a gateway will need to handle heavy
traffic loads and hence consume more energy.

4.1.2 Two-Tiered Sensor Network Architectures

A two-tiered wireless sensor network has been proposed as a solution to the prob-
lems of planar wireless sensor networks. Two-tiered heterogeneous wireless sen-
sor networks consist of a low tier and an upper tier (see Fig. 4). The low-tier
network comprises many energy constrained sensor nodes with low data rates,

Fig. 4 A two-tiered wireless sensor network
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Fig. 5 Two-tier wireless sensor network for structural health monitoring (Figure taken from [17]

short transmission ranges and limited computing capabilities. The upper tier net-
work comprises several coordinator devices with high data rates, large transmission
ranges, and powerful computing capabilities. Example coordinator devices include
mobile phones, laptops and PDAs. Nodes in the upper tier may be mobile and easily
moved to any part of the low-tier network to gather information packets from local
sensor nodes. Sensing data therefore flows from the fixed sensor nodes to mobile co-
ordinator nodes instead of sensor nodes in the vicinity of the gateway. Consequently,
energy is conserved throughout the network. In addition, wireless access technolo-
gies such as Wi-Fi (802.11) and Bluetooth can be utilized by the coordinator nodes.

Figure 5 illustrates a two-tier network architecture for structural health monitor-
ing. The low tier comprises battery powered sensor units communicating with low
data rates in the order of tens of Kbps in the 915 MHz ISM band. The upper tier
network consists of several local site masters powered from the mains outlets with
a battery backup. Data flows at rates in the order of Mbps in the 2.4 GHz ISM band.
A local site master is responsible for coordinating, and collecting measurements
from a cluster of assigned fixed peripheral sensor units. This network can also be
regarded as a cluster-based wireless sensor network. Cluster-based architectures are
discussed in the next section.

4.1.3 Three-Tier Sensor Network Architectures

A three-tier heterogeneous wireless sensor network can be established by layering
one tier upon a two-tier network by using access points, flight vehicles, or other
high capability machines (see Fig. 6). The three tiers in the network are termed the
bottom, middle, top tier, respectively. Wireless sensor nodes distributed randomly
in the lowest layer network communicate with the middle layer network comprising
fixed or mobile coordinator nodes in close proximity. The packet forwarding dis-
tance between the bottom tier and the middle tier should be no longer than a few
hops. The top tier network usually consists of a number of high capacity access
points that connects to other wireless and wired networks. Top tier nodes share the
coordinating responsibility with nodes in the middle tier. For example, the coordi-
nator role can be dynamic whereupon the coordinator nodes in the middle tier just
have to forward packets from the bottom tier to the top tier without aggregation. The
two upper tiers must help reduce the power consumption to extend the lifetime of
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Fig. 6 A three-tier wireless
sensor network architecture

the whole network by minimizing the work of the wireless sensor nodes. The middle
tier must simultaneously employ multiple transmission frequencies to communicate
with both the bottom tier and the top tier networks. The two upper tiers in a three-
tier architecture network should be designed with different movement in mind. The
middle tier network should allow mobility while the top tier network remain static.
Alternatively, the coordinator nodes can be fixed with a dynamic top tier network,
such as flight or mobile vehicles.

The traffic monitoring system MULE [18] is an example of a three-tier sensor
network architecture that provides wide-area connectivity for a sparse sensor net-
work by exploiting mobile agents such as people, animals, or vehicles moving in the
environment. The top tier comprises WAN connected devices, the middle tier com-
prises mobile transport agents and the bottom tier comprises fixed wireless sensor
nodes. Key traits of a MULE include large storage capacities (relative to sensors),
renewable power, and the ability to communicate with the sensors and networked
access points. To ensure data reliability acknowledgments are sent between sen-
sor nodes and their upper devices. Throughput can be improved, without the aid of
upper tiers, though always-on connections provided by cellular or satellite phones.
Consequently, a number of tiers in a multi-tier architecture could be collapsed onto
one node according to different applications, situations and needs. SensEye [19] is
a multi-tier network of heterogeneous wireless sensor camera nodes organized hi-
erarchically across multiple tiers, unlike two-tier surveillance networks with low
power cameras at the bottom tier that trigger higher resolution cameras at the up-
per tier. The multi-tier network achieves an order of magnitude reduction in energy
consumption compared to single-tier networks, without sacrificing reliability.

4.2 Cluster-based Architectures

A cluster-based network architecture groups wireless sensor nodes into a number
of clusters controlled by part of nodes playing a particular role denoted as cluster
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Fig. 7 The architecture of a cluster-based wireless sensor network

heads (CH) (see Fig. 7). CH neighbors its member nodes. Member nodes are asso-
ciated with a cluster via a one-hop link and located inside the edge of the CHs’
coverage area and these member nodes performs sensing and forwarding. After
gathering or aggregating localized sensing information from its cluster members
nodes a CH sends packets to the base station (BS), which usually is an access
point connected to a wired network. Cluster heads may act as aggregation nodes
by combining local sensing packets and forward the processed information. An im-
portant distinction between the cluster-based and tier-based wireless sensor network
architectures is that the clustering-operations are performed spontaneously through
self-organization. The election of CHs and the formation of clusters should be au-
tonomous. Cluster management involves handling members joining and leaving the
network. Moreover, the members of each cluster may operate according to an agreed
schedule such that radio components of each non-cluster-head node can be tuned off

at all times except during transmission. Figure 8 shows how sensor nodes in a cluster
with active/sleep modes are scheduled into a number of transmission subgroups.

A well-known cluster-based network, the Low-Energy Adaptive Clustering Hi-
erarchy (LEACH) [20], rotates CHs during different cluster rounds. LEACH uses
localized coordination to achieve scalability and robustness for dynamic networks.

Fig. 8 Cluster transmission subgroups
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Data fusion is incorporated into the routing protocol to reduce the amount of in-
formation transmitted to the sink. The rotating of CHs has the effect of averaging
the energy consumption across the sensor nodes, thus reducing the probability of
network disruption due to dead nodes. Local CHs are elected from sensor nodes at
any given time with a certain probability. These CHs advertise their status to the
network. Each of other sensor nodes then joins the CH that requires the least com-
munication energy. Although, CHs consume more energy during the relay of com-
pressed or aggregated data to the BS, this only affects a small subset of nodes. The
details of LEACH are as follows: Node n selects a random number between 0 and
1. The time threshold, T (n), for becoming a CH for the current round is given by:

T (n) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x
1− x × (r mod1/x)

if n ∈G

0 otherwise

where x is the portion of nodes that should be CHs and r is the current round, and G
is the set of nodes that have not been CHs in the last 1/x rounds.

5 WSN Applications

A wide range of WSN applications and systems have been developed in recent years.
WSN applications can be classified according to their design dimension [21] or areas
of deployment [22].

WSN design dimensions include deployment, mobility, resources, cost, energy,
heterogeneity, modality, infrastructure, topology, coverage, connectivity, size, life-
time and QoS. Example applications include Great Duck (bird observation on
Great Duck island), ZebraNet, Glacier Monitoring, Cattle Herding, Bathymetry,
Ocean Water Monitoring, Grape monitoring, Cold Chain Management, Rescue
of Avalanche Victims, Vital Sign Monitoring, Power monitoring, Parts Assembly,
Tracking Military Vehicles, and Self-healing Mine Field and Sniper Localization
[11, 21, 23].

According to areas of deployment WSN applications can be industrial, military,
location oriented, public safety oriented, automotive, airport oriented, agricultural,
emergency handling, medical and oceanic. Some WSN applications employ motes
and smart dust sensors in the networks, such as general indoor/outdoor environmen-
tal monitoring, industrial and vibration monitoring, test and measurement, advanced
wireless and available sensor boards systems, etc. Other WSN applications have
been made with MEMS-based sensor solution for applications in the electric sector.

Early developments in wireless sensor networks were motivated by military
application [24]. However, in recent years there has been a diversification to-
wards civilian applications, including industrial, classroom/home, buildings, envi-
ronmental monitoring, habitat monitoring, structural monitoring, health monitoring
[11, 23, 25, 26, 27, 28, 29, 30, 31] to mention a few.
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5.1 WSN Applications Supporting Static Routing

Several point-to-point and point-to-multipoint WSN applications are intended for
the commercial market. In those applications, the gateway/base station utilizes
static communication paths to connect the sensor nodes. Static routing WSN ap-
plications includes home automation, building automation, industrial automation,
medical control, residential control, transportation, and various remote control and
monitoring systems. These applications use wireless sensing techniques (IEEE
802.15.4) for real time control and connectivity for all types of sensing devices.
This is different to that of other wireless applications such as metropolitan transport
(IEEE802.15.3/WiMax), enterprise wireless LANs (IEEE802.11 series/WiFi), and
wireless personal networks (IEEE802.15.1/Bluetooth). The interoperability and RF
performance characteristics of the IEEE 802.15.4 conformant Zigbee technology
provide the foundation for wide scale deployment of static routing WSN applica-
tions, such as those mentioned in [32].

5.1.1 Home Control/Automation

Home control/automation wireless heterogeneous sensor networks applications pro-
vide humans with control, conservation, convenience, efficiency, and safety. Wire-
less sensor networks with anything from a few nodes to hundreds of nodes can be
deployed in home networks. Figure 9 shows an example of a distributed home con-
trol/automation network with real-time control mechanisms.

Sensor nodes may wirelessly control the lights, switches, blinds and thermostats.
A single press of a remote control button could trigger a chain-reaction among the
controlled devices. For example, a personal video player may trigger other events
such as light dimming, lowering of blinds, and turning on the TV. Another remote
control button could activate a change in the room atmosphere. For example, there

Fig. 9 Zigbee home
automation network
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could be a work mode button which would lower the air conditioner or heating in
the room except the atrium and turn off all lights in the home. Appliances, personal
computers and peripherals, entertainment systems, and other devices in the home
control/automation network are easily configured by using simple remote controls
or the internet access.

Zigbee home automation systems have enabled the control of lighting, window
shades, vehicle ventilation, heating and air conditioning, and security systems. Spe-
cific functions include flexible management of lighting, heating, cooling, and shade
systems from anywhere in the home, optimal consumption of natural resources in
the home, real-time and precise data capture of electricity usage, water usage, and
gas usage, notification of detection of unusual events, and software installation and
updates through wireless connections;

5.1.2 Building Automation

Building automation applications based on wireless heterogeneous sensor networks
provide offices and buildings with control, conservation, flexibility, and safety (see
Fig. 10). Traditional building automation systems (BAS) connect sensor nodes and
actuator to controllers using wires through a bus network topology. Wireless BAS
can be realized using a distributed wireless bus controller, also called a wireless
field bus. BAS that utilize wireless sensor technologies can achieve cost-savings as
labor costs traditionally associated with wiring are eliminated. Wireless sensor net-
works easily adapt to changing floor plans with IEEE 802.11 enabled devices such
as PDAs, cameras and laptops. For examples, a wireless BAS application can control
and improve the indoor climate in a building. Other wireless BAS applications such
as surveillance and fire detection must support point-to-point quality of service, in-
cluding real-time operation, the minimum bandwidth guarantees, and delay limits.

Fig. 10 A wireless mesh-based BAS network
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Furthermore, temporary BAS installations are possible without cabling. However,
a number of fundamental technological issues hinder the deployment of wireless
heterogeneous BAS sensor networks. For example, BAS wireless sensor network
nodes have insufficient battery capacity to sustain a video surveillance application
which may be needed in a building. As building automation installation and main-
tenance expenses continue to rise there has to be shift towards affordable wireless
sensor nodes. Several examples of wireless sensor networks integrated into building
automation bus system exist including EIB and its successor KNX, LON, BACNET,
the IBBT WBA project, and Arts Centre Vooruit [30].

Zigbee nodes provides building automation networks with several functions that
help achieve control, conservation, flexibility, and safety, namely (1) management
of integrating and centralizing the lighting, heating, cooling, and security mech-
anisms, (2) automatic control systems for improving conservation, flexibility and
security, (3) energy reduction with optimized heating, ventilation and air condition-
ing (HVAC) management, (4) equitable allocation of utility costs based on actual
consumption, (5) adaptive reconfigurable workspaces, (6) simple extension and up-
grading of building infrastructure, (7) data integration and networking from multiple
access points, and (8) wireless monitoring for enhanced perimeter protection.

5.1.3 Industrial Automation

Wireless heterogeneous sensor network industrial automation applications provide
industries with control, conservation, efficiency, and safety. Wiring and maintaining
sensor networks can be costly, dangerous, and difficult due to incompatible sensor
nodes and control system protocols. The introduction of wireless sensor networks,
such as wireless FieldBus and wireless industrial Ethernet, in industrial environ-
ments, can help reduce the problems associated with traditional cabling. New oppor-
tunities emerge for OEMs if they introduce wireless sensor network based remote
monitoring, predictive maintenance, or precision instruments. Industrial automation
wireless sensor networks scale to hundreds of nodes, can operate for many years
on batteries to support remote deployment, bring new possibilities, new markets,
new value to plant and warehouse managers, and allow faster retrofitting that reduce
labor costs and delays. Because of their reliability, power-efficiency, adaptability,
and scalability, wireless sensor networks have been applied to many industrial au-
tomation applications such as pressure/flow/temperature monitoring, machine con-
dition monitoring, precision instrumentation, plant-wide telemetry, compliance and
quality measurements, overlay monitoring, supervisor control and data acquisition
(SCADA) systems, machine health diagnostics, waste water and tank monitoring,
utility power-line monitoring and automotive performance monitoring.

Zigbee based industrial automation networks provide several functions that help
achieve control, conservation, efficiency, and safety, namely reliability extension in
existing manufacturing and process control systems, asset management improve-
ment with continuously monitoring of critical equipment, energy cost reduction by
optimizing manufacturing processes, identification of inefficient operation or poorly
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performing equipment, automation of data acquisition from remote sensors for re-
ducing user intervention, improvement of preventive maintenance programs, im-
proved employee and public safety, and collection of streamlining data for improved
compliance reporting.

5.2 WSN Applications Supporting Dynamic Routing

Several WSN applications utilize multiple hop radio connectivity between wireless
sensor nodes in a mesh network, such as military applications, habitat monitoring
applications, and various self-organization or reconfigurable wireless sensing appli-
cations. These applications may be fixed or may evolve. Applications are designed
to detect events or monitor the environment through a large number of unattended
wireless sensor nodes. Usually, the wireless sensor nodes are randomly scattered and
self-organize in unreachable regions. Some WSN applications are equipped with
camera-imaging or complementary metal-oxide semiconductor (COMS-based) sen-
sors to track or observe objects. Design issues associated with WSN applications,
in context of randomly distributed and uncontrolled wireless sensor nodes, include
scalability, connectivity, reliability, and security. Two examples [35, 36] of such
networks can be found in military and environmental monitoring applications (see
Figs. 11 and 12).

Fig. 11 WSN military applications (Reproduced with permission from USC information sciences
institute [35])

5.2.1 Military Applications

Military sensing networks are designed to detect and gain as much information as
possible about enemy movements, explosions, and other phenomena. Therefore,
wireless sensor nodes are integrated with military command, control, communica-
tions, computing, intelligence, surveillance, reconnaissance and targeting systems.
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Fig. 12 A WSN environmental monitoring application (Figure taken from [36])

Examples of military wireless sensor network applications [2, 24, 25, 35] are bat-
tlefield surveillance, guidance systems for intelligent missiles, detection of attacks
by weapons of mass destruction such as nuclear, biological, or chemical, and other
monitoring applications (e.g. board monitoring, friendly forces, equipment and am-
munition monitoring, etc).

For security and battlefield surveillance applications, wireless sensor networks
are applied to area and theater monitoring, instead of single high-cost sensing as-
sets. The fault tolerance and self-organizing characteristics of wireless sensor nodes
means that they can be deployed easily and rapidly by untrained troops in any situ-
ation to accomplish various missions, self protection, and the prevention of danger.
For example, critical terrains, approach routes, paths and straits can be covered and
the activities of the opposing forces can be closely watched.

Wireless sensor networks can also be incorporated into guidance systems of in-
telligent ammunition to achieve improved targeting. Sensing techniques has greatly
improved the accuracy of precision-guided weapons systems (cruise missile, surface-
to-air missile, air-to-surface missiles, air-to-air missiles, surface-to-surface missiles,
ship-borne missiles and antitank missiles): The precision of terminal weapons sys-
tems have also improved greatly.

To detect attacks by weapons of mass destruction, it is necessary to develop a nu-
clear, biological, and chemical (NBC) communications network with various wire-
less sensor nodes. In chemical and biological warfare environments, it is important
to be close to ground zero for real-time and accurate detection of any hazardous ma-
terial. The WSN NBC systems allow wireless sensor nodes to connect to a gateway
to warn military personnel within critical reaction time if a hazardous material id
detected. Casualties drastically minimized as a result. Wireless sensor nodes can be
used as an invaluable nuclear reconnaissance tool that prevents exposing a rescue
team to nuclear radiation after an NBC attack.



216 Y.-M. Huang et al.

For condition-based monitoring, Rockwell Scientific has developed a wireless
sensor network specifically tailored for monitoring complex machinery and pro-
cesses on board U.S. Navy ships. Monitoring of machinery systems, also known as
condition-based maintenance (CBM), has become increasingly important. Adequate
machinery monitoring can help optimize machinery usage and minimize manufac-
turing costs.

5.2.2 Environment Applications

Examples of environmental WSN applications include tracking the movements of
animals, and insects, forest fire detection, habitat monitoring, flood detection, pre-
cision agriculture and civil and environmental engineering monitoring.

Forest fires are uncontrolled fires that occur in wild areas which cause significant
damage to natural and human resources. A forest fire wireless sensor network de-
tection system can relay the exact origin of the fire and minimize the scale of the
disaster. A forest fire detection system can also report vital information about the
fire to a processing center which can coordinate the alerting of local residents and
the dispatching of fire fighters. Wireless sensor networks can help provide real time
fire detection with high accuracy. Wireless sensor nodes are deployed uniformly and
randomly in the wild forest by, for example, throwing them from an aircraft.

Wireless sensor network habitat monitoring holds enormous potential for moni-
toring plants and animals. Data needs to be collected for a long time. For example,
a habitat monitoring system used for controlling the climate comprises a collection
of for monitoring and controlling humidity and temperature. INSIGHT (INternet-
Sensor InteGration for HabitaT monitoring) [33] is an example of a habitat moni-
toring system. INSIGHT is energy-efficient, as the sensor node batteries only need
replacing about every 6 months (Lithium batteries last a year). Furthermore, re-
searchers can remotely query and reconfigure the INSIGHT wireless sensor network
via the Internet.

A flood detection system forecasts the rainfall runoff patterns as heavy long term
rainfall often results in flooding in urban regions. Wireless sensor networks can de-
tect water level using ultrasonic water level sensors, monitor the water situation with
video and still image cameras, and connect to a back-end server. Several systems for
detecting flood have been proposed, such as the COUGAR Device Database Project
at Cornell University, the DataSpace project at Rutgers, and the ALERT system [2].

WSN precision agriculture applications focus on observing, assessing and con-
trolling agricultural practices such as the pesticides level in the water, the level of
soil erosion, and the level of air pollution. For example, wireless sensor networks
can monitor micro-climates in a crop field.

Civil and environment engineering monitoring involves monitoring building,
bridges, and other large structures. Several wireless sensor networks for structural
health monitoring are currently being developed. Such monitoring systems need
data acquisition, data compression and global clock synchronization. Wireless sen-
sor nodes are capable of self-diagnosis for potential problems and self-repairs. For
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example, a wireless sensor network for structural health monitoring is deployed and
tested on the 4200ft long main span and the south tower of the golden gate bridge
[34]. The Wisden WSN application is another example that incorporates reliable
data transport using a hybrid of end-to-end and hop-by-hop recovery in a multi-
hop topology, and low-overhead data time-stamps that does not require global clock
synchronization.

6 Conclusions

Wireless sensor networks are well suited to remote sensing applications due to their
flexibility, scalability, fault tolerance, high sensing fidelity, low-cost and rapid de-
ployment and reconfiguration. Wireless sensor networks technology was surveyed
with particular emphasis on their low-rate wireless communication, routing proto-
cols, network architecture and applications. The Zigbee and 802.15.4 standards have
triggered a wide range of application that are becoming increasingly commonplace
and this development is expected to continue as the sensing technology and wireless
communication technologies evolve. Wireless sensor network design issues related
to various application types has been discussed including synchronization, connec-
tivity, security, and real-time communication.
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Wireless Sensor Network Transport Layer:
State of the Art

Md. Abdur Rahman, Abdulmotaleb El Saddik and Wail Gueaieb

Abstract This chapter describes the essence of a generic transport layer of a Multi-
hop Wireless Sensor Network (WSN). The transport layer of the Internet handles
the congestion generated due to the network traffic and the end-to-end reliability of
individual packets. Similar to the Internet, many WSN applications require a con-
gestion control mechanism to regulate the amount of traffic injected within the WSN
to avoid packet loss and to guarantee end-to-end reliable packet/event delivery. WSN
researchers thus argue the presence of a transport layer for WSN similar to the In-
ternet. Because of the resource constraint nature of sensor devices, researchers how-
ever admit that an Internet-scale transport layer will indeed be a matter of challenge.
Literature reveals detailed analysis of the requirements and constraints of a WSN
transport layer. The advancements in microprocessor technology, high speed and
large memories, high speed networks, Ultra Wide Band frequency spectrums, very
efficient sensor network Operating Systems and miniaturization of many heteroge-
neous sensor devices, to name a few, have led to the development of many transport
layer protocols. This chapter addresses the unique characteristics of a WSN trans-
port layer, classifies the attributes that characterize different functionalities offered
by a transport layer, presents the most popular transport layer protocols based on the
attributes found in each protocol, and finally, points out open research issues of this
domain, which need further attention to overcome the aforementioned challenges.
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1 Introduction

A wireless Sensor network is realized as a collection of sensor nodes that are capable
of sensing physical phenomena, locally processing the sensed data, and finally route
the raw or aggregated data to a remote base station [1, 2] (see Fig. 1). One peculiar
nature of WSN is that an individual sensor node might be resource constrained but
a collection of sensor nodes can sense a large area with a greater degree of accuracy
and deliver useful information to a remote location. Many sensor nodes capture
information that is delicate or critical in nature. Therefore, many WSN applications
require a sensor-to-base station data delivery guarantee in addition to a tolerable
end-to-end delay. However, as sensor nodes intend to inject the captured sensory
data within WSN, it faces congestion [3]. Due to the multi-hop nature of WSN, a
different degree of congestion might be felt at different points of the network. One
of the main sources of this congestion is the convergent nature of traffic toward
the base station, which is sometimes called ‘sink’. As the traffic progress toward
the base station, the degree of congestion increases, especially the nodes around
the base station. Unless the congestion is detected and an appropriate avoidance
technique is adopted, a significant amount of packet loss takes place due to lack of
huge buffer space for the overwhelming number of packets. This further necessitates
packet retransmission and causes a significant amount of energy loss and delivery
delay. This pops up the idea of incorporating a transport layer for sensor networks
similar to the one found in the Internet. Many WSN transport layer protocols have
already been proposed by several researchers. However, before going into detail of
a transport layer of a WSN, we first present the important terminologies required to
understand the functionalities and requirements of a generic transport layer followed
by a basic WSN transport layer model. What follows next is the major transport
layer protocols proposed to date. Finally, we enumerate a number of open research
directions.

Fig. 1 Multi-hop WSN



Wireless Sensor Network Transport Layer 223

1.1 Relevant Terminologies

1.1.1 Traffic Semantics

Sensory data flow handled by a transport layer protocol might be categorized in
many ways. Based on the direction, they are named as upstream [3, 4, 5, 6, 7, 8,
9, 10] and downstream [9, 11, 12, 13, 14] sensory data traffic. When the sensory
data flows from the sensing nodes to the base station, it is called upstream sensory
data traffic and the reverse scenario is referred to as downstream data flow. Some
literature refers to upstream data flow as many-to-one, sensor-to-sink, or converge-
cast and to downstream data flow as one-to-many, sink-to-sensor, or multicasting.
Another view is the traffic pattern experienced by any sensor node. The net traf-
fic seen by any sensor node might consist of two sources [7, 15]. The first one is
the sensing data captured by a sensor node itself and prepares to inject within the
WSN. The second source is the neighbors of a sensor node where a sensor node
simply receives the packets from the neighbors and routes them to its upstream or
downstream node(s). The later type of traffic is sometimes referred to as route-thru,
en-route or transit traffic. Another way of classifying the traffic is dense sources
producing a high traffic rate, sparse sources generating low rates and sparse sources
causing high rates [4]. Types of applications and the network topology also shapes
the nature of traffic flowing within the network. For example, a traffic pattern might
be bursty, continuous, time interval-based or query-based [6, 8, 9, 16]. Event-based
applications generally produce bursty traffic. Some WSN applications need contin-
uous delivery of captured sensory data. Some applications require timely dissemi-
nation of data and some applications want reactive responsive data from the sensor
network based on the query sent.

1.1.2 Reliability Semantics

Reliability in a WSN [5, 12, 13, 16, 17] can be realized as packet reliability, event
reliability, end-to-end reliability, hop-by-hop reliability, upstream reliability and
downstream reliability. Another set of reliability semantics is presented in [11],
where reliable data delivery can be assumed for the whole sensor network, some
portions of a network, to a subset of sensor nodes so that the whole terrain to be
sensed is covered, and to probabilistically covered (for example 80% of the nodes)
sensor nodes. Packet level reliability ensures that a packet/fragment from a sens-
ing node reliably reaches the base station. Due to a large number of redundancy,
guaranteeing all the packets might not be efficient and hence, the concept of event
reliability comes into existance, which makes sure that the captured event is reli-
ably sent to the base station with a certain degree of accuracy. End-to-end reliability
refers to reliable data delivery of sensed data from the source to the destination node
or vice versa. To enforce end-to-end reliability, a sender node generally uses a closed
loop feedback scheme where it waits for the reply message from the destination end
point. On the other hand, hop-by-hop reliability works similarly to the MAC layer
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protocols that uses an open loop non-feedback process. Depending on the type of
application and the WSN architecture, end-to-end reliability might be unsuitable to
offer and hence, hop-by-hop reliability is provided instead. A lack of any Internet-
like unique addressing mechanism for WSN and frequent topology change makes
hop-by-hop reliability an attractive option for the WSN.

Each approach has its own advantages and limitations. For example, despite
their simplicity and robustness, end-to-end reliability approaches result in more in-
network traffic. For real-time packet delivery, hop-by-hop packet delivery/recovery
is preferable over the end-to-end approach [5, 12]. Hop-by-hop approaches offer a
better solution to weaken congestion quickly with less on-going packets, but the
biggest issue is that hop-by-hop loss recovery cannot assure message delivery in
the presence of frequent network topology changes due to node relocation, addition
and failure. Since less on-going packets can result in saved energy, the trade-off

between end-to-end and hop-by-hop mechanisms is a design factor. Upstream re-
liability refers to the reliable delivery from sensor nodes to the base station while
downstream reliability guarantees data delivery from the base station to all or a
subset of sensor nodes. One interesting aspect of downstream reliability is that it
requires 100% reliability guarantee without any failure. For example, if a new secu-
rity patch is available for the OS, then it must be installed by all the sensor nodes
without any exception. Any application might need one, a subset or all of them de-
pending on the scenario. In order not to overwhelm the resource constrained sensor
nodes, the downstream reliability mechanisms usually employ a hop-by-hop packet
recovery using NACK (negative acknowledgement) messages while ACK (acknowl-
edgement) messages are used for end-to-end packet recovery.

1.1.3 Loss Recovery

Another transport layer reliability paradigm is the mechanism of recovering the lost
packets or fragments [5, 11, 12, 13, 18, 19]. In the case of end-to-end reliability
guarantee, the loss recovery mechanism is initiated by the base station while in the
case of hop-by-hop reliability each intermediate node can initiate the loss recovery
process. This is achieved through in-network processing and caching the packets on
their way to the base station. One design view suggests that all the sensor nodes
between the source node and the base station caches each packet while another
research view is that a selective set of sensor nodes takes part in caching including
the source and the base station. The base station keeps the cache to maintain the
integrity of the complete information. For the recovery of a lost segment, a transit
node issues a NACK to its immediate source node and this process backtracks up to
the original packet source to recover the packet from the cache.

1.1.4 Congestion Detection, Mitigation, and Control

High data rates, many-to-one network topology, huge bursts of event data and
collision in the physical channel are the main source of congestion in a WSN
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[3, 4, 5, 6, 7, 8, 9, 10]. The congestion pattern is different for upstream and down-
stream data flow. Because typical WSNs deploy a sheer number of sensor nodes
and due to the large probability that many of them will be sensing events simultane-
ously, upstream data flow causes congestion. In some literature, this traffic scenario
is called the funneling effect [10]. The degree of congestion varies from node to node
as the traffic progresses toward the base station. Particularly sensor nodes closer to
the base station route huge volume of packets, thereby facing huge traffic around
the base station. On the other hand, downstream data flow typically consists of the
query or program codes that are sent from the base station targeting the downstream
sensor nodes to update them. Because the base station is typically assumed to have
adequate processing and communication power, the base station might even reach
all the sensor nodes with just one broadcast, i.e. all the sensor nodes are just one-hop
away from the base station. This assumption relaxes the congestion requirement of
downstream traffic to a certain degree. Typically the queries are sent with a pause
and program codes are sent only when they are needed. Hence, downstream traffic
does not typically contribute any significant congestion and as a result very little
research work is concerned about the downstream congestion management.

Congestion detection protocols employ a mechanism whether or not a congestion
occurred and at what location. A congestion can be detected through monitoring a
sensor node’s buffer and it’s channel load. In some literature they are called channel-
sampling based congestion detection and queue-occupancy based congestion detec-
tion respectively in which queue-occupancy based congestion detection shows su-
perior results over its counterpart [8]. Using congestion mitigation technique, which
bears similar meaning as congestion avoidance, sensor nodes limit their flow to their
next-hop neighbors and help them to overcome the congestion. Several approaches
of congestion mitigation are found in the literature. One of them is by overhearing
the queue-occupancy state of a node’s parent node, where the child node dynam-
ically regulates its upstream or downstream data forwarding based on its parent’s
queue condition. Another approach is to forward the excess traffic to a secondary
high speed network, if available, that has a long communication range and is able
to forward the traffic to the base station quickly. Typical congestion control mecha-
nisms adopt two popular approaches. First, dropping some packets at the congestion
points by maintaining the content of the queue, and second, regulating the rate at
which the sensing nodes inject the traffic within the WSN (such as Additive Increase
Multiplicative Decrease (AIMD) in Transport Control Protocol (TCP) [20]).

1.1.5 Performance Metrics

In order to evaluate any transport layer protocol, several metrics have been proposed
and adopted by researchers. They fall into two broad categories: reliability metrics
[5, 12, 13, 16, 17] and congestion metrics [3, 4, 5, 6, 7, 8, 9, 10].

Reliability metrics are concerned with either reliable delivery to all the down-
stream nodes, upstream or downstream reliable delivery to sensors of a sub-region,
reliable delivery to a sub-set of sensor nodes and probabilistic reliability (e.g. reliable
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delivery of at least 80% of the sensor nodes of a WSN). Event reliability reflects how
well an event is reported to the base station, which is defined by [13]

R(v) =

∑K
k=1 Prob(success of vk)

K
(1)

where v is a message, K is the total number of events defined by the application, k
is the event that needs to be delivered reliably and vk is the message containing the
event k. Node reliability for node i is defined as

Rn(i) =
number of packets of node i received by sink

total number of packets node i generates
(2)

Following are the metrics that refer different attributes of congestion in a WSN.
Congestion degree d is a congestion detection metric that is defined by [7, 15]

d(i) = ti
s/t

i
a (3)

where ti
s is the mean packet servicing time and ti

a is the mean packet inter-arrival
time of node i. Network efficiency refers to how well the transport layer is capable of
detecting congestion hot spots early, mitigating the congestion, and maintaining the
required level of throughput at the base station. This takes into account the number
of packets injected by the sensing nodes within a unit time and the number of them
delivered to the base station. Node efficiency or the average delivery ratio [12] or
imbalance [8] is calculated as

number of packets received by node i
number of packets received by i′s parent

(4)

Sink-received throughput measures how well a transport layer is capable of main-
taining a required level of throughput at the base station. Average delivery overhead
[12] is the total number of control messages (e.g. ACK or NACK) needed to success-
fully send a data packet from the source to the destination. The lower the value of
this metric, the better the protocol. Network fairness allows each of N sensor nodes
in a WSN to enjoy and experience an equal degree of network resources. Fairness φ
is defined by [8] as

φ(i) =
(
∑N

i=1 ri)2

N ∗∑N
i=1 r2

i

(5)

where ri is the packet delivery rate by node i. The deadline miss ratio, which is
generally measured in percentage [9], is a metric that describes the efficiency of a
real-time transport protocol and is defined as

number of packets reach the sink within deadline
total number of packets destined toward sink

(6)

The packet loss ratio is calculated as
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number of packets lost in the network
number of packets generated by the sensing nodes

(7)

Opposite to packet loss ratio is success rate, which is defined as the number of
packets that successfully reach the destination by bypassing the congestion. Packet
latency is measured as the time taken by a packet to reach the destination (e.g. base
station for upstream end-to-end communication or any next-hop node in the case of
hop-by-hop communication) from the time the packet was created. Average packet
latency is the median latency of packets that are observed within a time interval.
Some literature defines average packet latency [12] as the average time elapsed
between the transmission of the first packet of a message from the base station and
the last packet received by the intended downstream node(s) within a time interval.

Apart from the above, some metrics characterize different attributes of a WSN
transport layer. Energy loss per node and by the whole network are two metrics to
evaluate how energy efficient a transport protocol is [16, 17]. For example, assuming
dropped packets have a direct relation with energy wastage, the energy loss per node
can be measured by [10]

E(i) =
number of packets dropped by node i

total number of packets received by node i
(8)

whereas the energy loss by the whole network can be deduced by

Enetwork =
number of packets dropped by the network
total number of packets received by the sink

(9)

The residual energy refers to the amount of energy remaining in a sensor node
and is measured as

Er =
remaining energy

initial energy
(10)

Fidelity ratio is calculated as [10]

F =
packet throughput at the base station with protocol

packet throughput at the base station without protocol
(11)

Network lifetime is the maximum time interval a WSN can operate without loos-
ing any of its functionality. Redundancy is a metric that measures how many times
similar packets are received by a particular node within an interval that have caused
unnecessary transmission, energy wastage and processing power by the node, e.g.
in the case of hop-by-hop broadcasting or retransmission for loss coverage. Redun-
dancy is elaborated in [14] and is measured by

(c + s)
k
−1 (12)
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where c is the number of times a similar packet is received, s is the number of
times the received packet is further broadcasted and k portrays a threshold value
that defines the tolerable redundancy.

However, there is a possibility that the above mentioned metrics exist with
slightly different names because of the lack of any standard.

2 Major Transport Layer Protocols

The objective of an ideal transport layer is to govern congestion that arises from the
variance of injected traffic within the network, recover packet loss due to conges-
tion and queue overflow, to guarantee end-to-end reliability and Quality of Service
( e.g. maintaining tolerable bandwidth, packet loss ratio and latency, depending on
the application), and orderly delivery of packets, in case packets are fragmented at
the transmitter end. In case end-to-end reliability cannot be provided due to some
network constraints, a hop-by-hop reliability mechanism is provided instead. The
MAC layer shares the responsibility of recovering packet loss due to bit error. How-
ever, it cannot recover any packet loss due to queue overflow that occurs in the case
of congestion. Before deducing a model for the WSN transport layer, we present
two Internet transport protocols, namely TCP (Transport Control Protocol) [20] and
UDP (User Datagram Protocol) [21] that are two de-facto transport control pro-
tocols. However, due to several unique and challenging characteristics of WSN,
neither of them can be directly adopted for WSN.

TCP is a connection-oriented protocol that sets up the connection (3-way hand-
shake) between sender and receiver nodes before the actual packet communication
starts. If implemented in WSN, where actual data might be only in the order of
a few bytes, the 3-way handshake process will become a burden for such a small
volume of data. Moreover, except for a few scenarios, a WSN is envisioned as a
multi-hop wireless framework where each inter-hop link is characterized by its fee-
ble and error-prone radio channels. Because TCP is an end-to-end protocol, the time
to setup a TCP connection between two end nodes, that are a significant number of
hops away from each other, might be very high. Therefore it is difficult for sensor
nodes, especially for those that are far from the sink, to obtain enough through-
out to support such WSN applications that require continuous data transmission.
On top of that, the end-to-end approach has a longer response time in the case of
congestion, which in-turn would result in a large number of segment drops. These
segment drops would simply mean useless energy consumption. To guarantee relia-
bility, TCP uses an end-to-end ACK and a retransmission strategy, which leads to a
much lower throughput and longer transmission time.

Some unfavorable characteristics of UDP make it unsuitable for WSN, despite
the connectionless paradigm it offers. UDP does not offer flow control and con-
gestion control mechanisms. In the case of congestion, UDP simply drops packets,
providing no scope of recovering the lost packets. Besides, UDP comes with no
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ACK and thus only relies on the lower layer MAC algorithms or on some upper
layers, including the application layer, to recover the lost packets.

On top of individual limitations, both TCP and UDP protocols do not come with
inherent cross layer interaction mechanisms, especially with the lower layer proto-
cols. However, the basic concept of TCP and UDP has shaped the subsequent design
of transport layer protocols proposed to date.

Having covered the unique characteristics of WSN, we can now define the re-
quirements of the WSN transport layer. In general, the transport layer should

• be coherent with the data flow model of the application such as event-driven,
continuous, real-time and/or hybrid,

• provide congestion control and end-to-end reliability,
• provide upstream and downstream reliability and congestion control,
• be able to cope with the variable reliability model required by the application.

For example, a temperature monitoring application might be more tolerable to
packet loss than a covert military surveillance application. Some applications
might need packet level reliability while others might look for event reliability,

• be fairly scalable as the sensor network density increases,
• be able to work seamlessly with other layers such as application, network and

MAC layers,
• consume the least amount of energy, and
• minimize the usage of control messages without compromising the required level

of data throughput.

Keeping the above sets of standards in mind, several transport control protocols
have been developed for WSN [4, 5, 11, 12, 16, 22, 23]. Some of them are fairly
simple while others fulfill a good number of the above requirements. As mentioned
earlier, congestion control and/or reliability guarantee is an essential task of a trans-
port control protocol, which can be offered in upstream, or downstream, or for both
way traffic. As such, transport layer protocols vastly fall into three categories: up-
stream congestion control, upstream reliability guarantee, and downstream reliabil-
ity guarantee. The major transport layer protocols proposed to date are presented in
the following section.

2.1 COngestion Detection and Avoidance(CODA)

CODA [4] maintains an upstream congestion control mechanism. To do so, it intro-
duces three schemes: congestion detection, open-loop hop-by-hop back-pressure,
and closed-loop end-to-end multi-source regulation. CODA senses congestion by
taking a look at each sensor node’s buffer occupancy and wireless channel load.
If they exceed a predefined threshold value, a sensor node will notify its neighbor
source node(s) to decrease the sending rate through an open-loop hop-by-hop back-
pressure. Receiving a back-pressure signal, the neighbor nodes simply decrease the
packet sending rate and also replay the back-pressure continuously. CODA regulates
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the multi-source rate by the closed-loop end-to-end approach, which works as fol-
lows. Before sending a packet, a sensor node probes the channel at a fixed interval
and if it finds the channel busy more than a predefined number, it enables a control
bit, called congestion bit, in the outgoing packet header to inform the base station
that it is experiencing congestion. When the base station receives a packet with the
congestion bit enabled, it sends back an ACK control message to the source node(s)
informing them to decrease their sending rate. When the congestion is cleared, the
sink actively sends an ACK control message to the source nodes to inform them to
increase their data rate. CODA uses the AIMD-like mode employed in TCP protocol
to regulate the data rate.

Although CODA was evaluated through both simulation and experimental im-
plementation through a testbed, the testbed only consists of three sensing nodes and
four routing nodes which does not reflect the traffic of most of the real life WSN
applications. Despite its satisfactory performance, CODA shows poor congestion
handling as the number of source nodes and data rate increases. It does not have any
reliability mechanism, and the latency time of closed-loop multi-source regulation
increases under heavy congestion.

2.2 Event-to-Sink Reliable Transport (ESRT)

ESRT [16, 17] aims at providing both upstream event reliability and congestion
control while maintaining the minimum energy expenditure. ESRT can also reli-
ably deliver multiple concurrent events to the base station. ESRT guarantees only
the end-to-end reliable delivery of individual events, not individual packets from
each sensor node. The notion of reliability is defined with respect to the number of
data packets originated by any event that are reliably received at the base station.
The base station node runs the ESRT algorithm to decide that the event is reliably
detected at the base station or not. To do this, the base station tracks the event report-
ing frequency (f) of the successfully received packets originated by a particular event
within a time interval and matches it with the required reliability metric. Five sce-
narios might occur. If the current calculated reliability at the base station falls below
the required reliability and there is no congestion, ESRT increases the f abruptly. If
there is no congestion and the reliability level is high, ESRT decreases f cautiously.
In case congestion is detected and reliability falls, ESRT exponentially decreases
the value of f. For the scenario where congestion is detected despite high reliability
level, ESRT decreases reporting frequency to get rid of congestion without compro-
mising the reliability. However, ESRT tries to operate on the optimum point where
any event is reliably reported to the base station without causing congestion to the
network. ESRT assumes that the base station has a high power radio and can reach
all the sensor nodes in a single broadcast message. The base station broadcasts the
newly calculated value of f to the whole sensor network. Upon receiving the event
reporting frequency, each sensor node calculates its event reporting duration and
checks at the buffer level at the end of each reporting interval to guess any possible
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congestion. In case a sensor node faces congestion, it sets a congestion enable bit
of the event report packet. When these packets arrive at the base station, the base
station gets an overall view of the congestion level of the network. ESRT conserves
energy by controlling the value of f. The evaluation of ESRT is done through ana-
lytical modeling and simulation.

However, ESRT has some performance problems. First of all, ESRT assumes
that the base station is one-hop away from all the sensor nodes, which might not
be applicable to many of the WSN applications. Second, ESRT floods the value of
f to the whole network to override their event sensing rate, which is unfair because
different portions of the network or different individual sensor nodes might face
different traffic and therefore contribute different levels of congestion.

2.3 Reliable Multi-Segment Transport (RMST)

RMST [5] guarantees upstream packet reliability using in-network processing. It
adopts a cross layer synergy by working in co-operation with the underlying routing
protocol at the network layer and MAC protocol at the link layer in order to guar-
antee hop-by-hop reliability. RMST uses the term fragmentation/reassembly, which
simply means the packets originating from a source node (called RMST entity) are
fragmented and then reassembled at the base station. Fragmentation is necessary to
adjust the size of the maximum transmission unit (MTU) permissible by the transit
nodes. The notion of reliability adopted by RMST is the reliable delivery of frag-
ments originating from any particular RMST entity to the base station. RMST intro-
duces two modes of operation: cached and non-cached. In caching mode, the nodes
between the source and base station cache the fragments and any RMST node can
initiate recovery for missing fragments along the path toward the source. In the case
of non-cached mode, only the source and the base station maintain the cache and
the base station monitors the integrity of an RMST entity in terms of the received
fragments. RMST uses selective NACK-based protocol to detect a fragment loss
and sends NACK from the detecting RMST node to the source node. Each RMST
entity receiving the NACK first looks at its cache to find out the missing segment.
In the negative case, it forwards the NACK to the RMST entity down the hierarchy
toward the source node. RMST is evaluated via simulation.

Despite the above mentioned features, RMST has some drawbacks. RMST is
only suitable for those applications that need to send large size sensory data such
as JPEG image that takes advantage of fragmentation at the source and reassem-
bly at the base station. RMST might not be suitable for reliably delivering frag-
ments from multiple RMST entities to the same base station. It cannot ensure the
orderly delivery of fragments to the base station. More number of fragments will
cause more contention for the channel i.e. more in-network data flow will happen.
Moreover, RMST does not provide any real-time reliability guarantee or congestion
control.
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2.4 Pump Slowly Fetch Quickly (PSFQ)

PSFQ [12] is designed to provide downstream reliability where the control message
from the base station is sent to the downstream sensor nodes at a relatively slow pace
and allows any intermediate sensor node, which experiences packet loss to quickly
recover any missing segment from immediate neighbors. This protocol is suitable
for timely dissemination of code segments to a group of specific target sensor nodes
for re-tasking their jobs. PSFQ employs a hop-by-hop error recovery mechanism
in which intermediate nodes also cache fragments and share responsibility for loss
detection and recovery.

It introduces three operations to maintain reliability: pump operation, fetch
operation, and report operation. During pump operation, the base station slowly
broadcasts a packet containing control scripts to its neighbors every T unit of time
interval. The fetch operation is triggered as soon as a sequence number gap is found
by any downstream node. In this mode, a sensor node halts its regular data routing
operation to its downstream nodes and issues a NACK message to its immediate
upstream neighbors to recover missing fragments. PSFQ supports the term called
loss aggregation in which case the fetch operation deals with more than one packet
loss. Finally, during the report operation, the base station makes any specific sen-
sor(s) feedback data delivery status information to it, where the report message is
designed to travel from the target node back to the base station on a hop-by-hop ba-
sis. PSFQ is evaluated both in terms of simulation and experimental implementation
through a testbed.

However, PSFQ has several disadvantages. PSFQ cannot recover the loss of every
single packet due to congestion because it uses only NACK. Both pump and the
fetch operation is performed through broadcast, which might be expensive in terms
of energy usage. The slow nature of pump operation in PSFQ results in large delay.
PSFQ does not allow any out-of-order delivery of packets, which poses a greater
challenge on cache management by the intermediate nodes. It is only intended for
re-tasking the sensor node applications and thus might not be suitable for upstream
data reliability. It does not provide a congestion control mechanism.

2.5 GARUDA

Similar to PSFQ, GARUDA [11] is a framework designed to provide downstream
reliable delivery of control codes, and query-metadata. The control code is used to
re-program sensor nodes, for example, new algorithms for human face recognition
for the image sensors. Query-metadata is sent to the sensor nodes to store it so that,
later on, when the actual query is made, the sensor nodes can match it with this
metadata. For example, for a remote surveillance application where mobile robots
are deployed to automatically detect human body and then look for a wanted face,
base station can send a particular image containing the face of a person that needs
to be tracked by the mobile robots. Individual sensors can save the image and when
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capturing the face image from the sensed environment, each mobile robot can match
the captured facial image and respond accordingly. GARUDA makes core nodes to
cache the packets and non-core nodes recover any lost packet from them.

It uses three phases to propagate the data reliably. During the first phase,
GARUDA uses a technique called Wait-for First Packet (WFP) pulse broadcasting
from the base station to guarantee the delivery of the first packet of a message to all
the sensor nodes. This is used to construct the core nodes and any loss in WFP pulses
is recovered by NACK. During the second phase, GARUDA elects the core sensors
based on sensors with HopCount=3*i where i is a positive integer and the upper
bound of i depends on the number of hops in between the sink and downstream leaf
node(s). The third phase is initiated by a two-phase loss recovery approach: initially
all the core nodes gather the lost fragments on the way back to the base station
while the non-core sensors recover their lost fragments from the core sensors using
out-of-sequence NACK. This approach ensures the highest availability of the lost
fragments to the non-core sensors and the least channel contention and congestion
during each phase.

However, the approach followed by GARUDA might not be suitable for upstream
data reliability. In case of a very large WSN, the core construction and loss recovery
might be very lengthy. GARUDA only offers reliable transfer of the very first packet
without guaranteeing the rest of the packets of a particular message. It does not
provide any congestion control mechanism and is evaluated through simulation, not
on experimental implementation through a testbed.

2.6 Tiny TCP/IP

Tiny TCP/IP proposed in [18, 24] tends to modify the TCP/IP protocol suite to
make it viable for WSN and provides reliability that is a blend of end-to-end and
hop-by-hop reliability. The protocol assumes that each sensor node knows its spatial
location a priori and falls into any of the pre-defined subnets. Each sensor node ob-
tains the first two octets from the subnet and calculates the last two octets based on
its spatial location within the subnet. It proposes four modifications of the existing
TCP/IP protocols: spatial IP address assignment, shared context header compres-
sion, application overlay routing, and distributed TCP caching (DTC). Sensor nodes
of the same IP subnet do not need to transmit a full IP header. Hence, the IP header
can be compressed and shared among the sensor nodes of the same subnet. Lo-
cal IP broadcasting of UDP datagrams is used to form an application layer overlay
network on top of the physical sensor network. Finally, DTC provides the packet
reliability using a distributed approach. Tiny TCP/IP proposes a novel idea of TCP
packet caching within the in-network sensor nodes to minimize the burden of the
end-to-end retransmission of fragments in case packet loss occurs. Figure 2 shows
the packet loss recovery process where intermediate nodes 5 and 7 cache packets
1 and 2 respectively and hence, in case both the packets are lost, node 5 supplies
packet 1 while node 7 retransmits packet 2 to the receiver. In the worst case, a
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Fig. 2 Distributed TCP caching used in Tiny TCP/IP

receiver fetches the lost packet from the sender if the lost packet is not cached by
any intermediate node. The protocol is evaluated through both simulation and an
actual WSN.

The proposed protocol seems to have some performance issues. The assumption
of static spatial subnet IP makes is unsuitable for many of the mobility-supported
WSN applications. The protocol’s reliability performance depends on the efficiency
of caching the last seen packets. Which node will cache which packets thus makes
a complex design issue of this protocol. The protocol does not explicitly define
any congestion control mechanism. Finally, it does not explicitly address the design
challenges of upstream or downstream reliability.

2.7 Sensor TCP(STCP)

STCP [6] is a generic end-to-end upstream transport protocol for a wide variety of
WSN applications. STCP provides both congestion detection and avoidance and a
variable degree of reliability based on the application requirement. STCP uses three
types of packets: session initiation, data, and ACK. The session initiation packet
is meant to synchronize any sensor node with the base station, which constitutes
a number of flows (assuming each sensor node is capable of originating multiple
flows such as event-driven, continuous etc.) originating from it, type of data flow,
transmission rate and required reliability. STCP data packets take an important role
in maintaining the congestion information. STCP employs most of its functionalities
at the base station. The base station uses NACK for applications requiring contin-
uous end-to-end sensory data flow and hence, clock synchronization is maintained
between the base station and the source nodes. In the case of event-driven sensory
data flow applications, source nodes use ACK to make sure that the base station has
successfully received the packets. Each packet is kept in the source node’s cache
until it gets an ACK from the base station. Intermediate nodes detect congestion
based on queue length and notify the base station by setting a bit in the data packet
headers. STCP was evaluated through simulation.
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STCP assumes that all the sensor nodes within the WSN have strict clock syn-
chronization with the base station, which might be a cause of performance problem
with STCP. Sensing nodes waiting for the ACK reply from the base station will
cause long latency in large scale multi-hop WSN.

2.8 SenTCP

SenTCP [23] is an open-loop hop-by-hop congestion control protocol intended
for upstream traffic flow. SenTCP measures the degree of congestion in every
intermediate sensor node by taking a look at the average local packet-servicing
time, local packet inter-arrival time, and the buffer occupancy. In the face of
congestion, SenTCP makes each intermediate sensor issue a feedback signal to its
neighbors, which carries the local congestion degree and the buffer occupancy ratio.
Finally, SenTCP employs a mechanism to process the received feedback signal to
adjust the local data sending rate. This use of hop-by-hop feedback control regulates
the congestion quickly and reduces packet dropping, which in turn conserves energy
and increases the throughput.

Nevertheless, SenTCP only provides congestion control without any loss recov-
ery and does not guarantee reliability. Until now, the efficiency of SenTCP is tested
via simulation and hence, its suitability need to be verified by implementing on a
physical testbed.

2.9 Trickle

Trickle [14] facilitates WSN reprogramming by providing downstream nodes to
intelligently infer any new code availability and subsequently pushing the actual
code in a hop-by-hop fashion. Trickle uses the concept of polite gossip to prop-
agate metadata regarding any updated code that needs to be pushed downstream.
Trickle focuses on metadata propagation rather than an actual code propagation in-
side the network. When a sensor node detects any older metadata from its neigh-
bors, it updates its neighbors by broadcasting the appropriate code. Conversely,
if any sensor node receives any newer metadata from its neighbors, it broadcasts
its own metadata, which in turn makes the receiving sensor node with the new
code to broadcast that code. Trickle is evaluated through simulation and an exper-
imental implementation through a testbed. The empirical results show that Trickle
imposes an overhead of 3 packets/hour and can reprogram the entire network in
30 seconds. Although Trickle guarantees the delivery of metadata about the code,
it does not guarantee reliable delivery of the code itself. Also, trickle does not
provide any mechanism of querying the current code version from any one or a
set of sensor nodes. This makes the base station unaware of the current status of
the WSN.
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2.10 FUSION

FUSION [8] provides an upstream congestion control mechanism that fuses three
techniques: hop-by-hop flow control, rate limiting of source traffic in the transit
sensor nodes to provide fairness and a prioritized MAC protocol. Using the first
technique, i.e. hop-by-hop flow control, a sensor node performs congestion detection
and congestion mitigation. Congestion is detected through both queue-occupancy
and channel sampling techniques. A node signals local congestion to its neighbors
by setting a congestion bit in the header of every outgoing packet. It discourages any
sensor node to send to such a neighbor who is already over running its queue. The
second technique tries to maintain the fairness of allocating resources in the en-route
sensor nodes so that a packet traversing a handsome amount of hops gets proper
treatment. The third technique is to help a sensor node under congestion to drain
its output queue to ameliorate the congestion by allocating prioritized access to the
physical channel. It works as follows: a sensor node experiencing congestion makes
its back-off window one-fourth the size of a normal sensor’s back-off window, so
that the sensor node experiencing congestion has more probability of winning the
contention race. The efficiency of FUSION was tested with a physical WSN testbed
composed of 55 sensor nodes. The congestion handling capacity of FUSION was
tested for both event-based and periodic data traffic.

Frequenting the wireless radio for channel probing is a source of energy wastage.
FUSION lacks any packet recovery mechanism and hence, does not provide any
reliability measure.

2.11 Asymmetric and Reliable Transport (ART)

ART [13] provides upstream end-to-end event reliability, downstream end-to-end
query reliability and upstream congestion control. ART selects a subset of sensor
nodes called essential nodes (E-nodes) that can cover the whole area to be sensed
in an energy efficient way. ART forms a sub-network consisting of those E-nodes
and only those E-nodes take part in reliable data transfer to the upstream and down-
stream nodes and lost fragment recovery. ART offers four attractive features. First,
non-essential nodes do not face end-to-end communication overhead. Second, con-
gestion control mechanisms can be decentralized to regulate the traffic flow effi-
ciently. Third, less number of nodes take part in lost message recovery and finally,
ART uses distributed energy aware congestion control. Because ART provides a re-
liability guarantee in both downstream and upstream, it used both ACK and NACK
mechanisms. For reliable query propagation, it adopts two measures. The first mea-
sure is connectionless and reactive where the base station simply sends the query
fragments without worrying about any loss. It is the responsibility of the receiving
E-nodes to detect a query fragment loss by taking a look at the sequence order and
as a recovery measure sends back a NACK to the base station. The second measure
resembles connection oriented communication where the base station pro-actively
handles the loss detection using the time out mechanism. A timeout event without
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Fig. 3 ART query and event reliability mechanism: left-connection less NACK-based query loss
detection; middle:ACK-based query loss detection; and right-ACK-based event loss detection
mechanism

getting any ACK for a particular query fragment makes the base station resend the
fragment again. End-to-end event reliability is assumed to be achieved if the first
message containing the event information, which is sent by the E-nodes, is reliably
received by the base station. For event reliability, E-nodes are responsible for de-
tecting the event-message loss and to recover it. Each E-node enables a control bit
to notify the base station that this message portrays the first event-message, which
enforces the base station to reply back with an ACK. Figure 3 portrays the query
and event reliability mechanism. Congestion control is handled by the E-nodes and
the presence of congestion is assumed if a timeout happens without receiving any
ACK from the base station. In this case, the E-node persuades its neighboring non-
essential nodes to restrain from sending any data until the congestion is cleared. The
performance of ART is evaluated through simulation.

However, the view of detecting congestion by lost ACKs is not an efficient so-
lution as the ACK can be lost due to many reasons including link loss. ART does
not explicitly mention its suitability of upstream data communication patterns other
than event-based scenarios. Because congestion control and the two-way reliabil-
ity mechanism is maintained by only E-nodes, any packet loss due to congestion at
non-essential nodes will go unnoticed and their recovery is not guaranteed.

2.12 Congestion Control and Fairness (CCF)

CCF [25] provides hop-by-hop upstream congestion control using a many-to-one
distributed and scalable algorithm that not only eliminates congestion but also en-
sures the fair delivery of packets to the base station. It allows the same number
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Fig. 4 CCF: 1- a node under regular traffic facing congestion informs the downstream nodes to
limit their data flow; 2-constrained data flow under congestion; 3-congestion is cleared and all the
downstream nodes resume their regular data flow

of data packets from sensor nodes that are many hops away as well as from sen-
sor nodes a few hops away. CCF formulates the congestion control of any par-
ticular sensor node by calculating the number of its downstream nodes, average
rate at which packets can be sent by it, per-node data packet generation rate by
its parent, and the downstream propagation rate. In order to provide fairness for
each child, CCF proposes two concepts: per-child packet queues, i.e. each sen-
sor node maintains one indexed queue for each of its children along with its own
queue, and per-child subtree size. CCF incorporates control information within
the data packets, thus eliminating the injection of additional packets to the down-
stream sensor nodes. When any sensor node experiences congestion, it informs
the downstream nodes to reduce their data transmission rate and vice versa (see
Fig. 4).

Since CCF implements the congestion control algorithm in the transport layer, it
is independent of the underlying network and MAC layers. CCF is evaluated through
simulation and in a real WSN environment. However, reserving equal resources for
each sensor node to provide equal opportunity might be inefficient for many sce-
narios. For example, some sensor nodes might be capturing events more often than
others such as a video sensor capturing 10 frames per second needs a higher band-
width and channel access than that required by a static sensor. Another shortcoming
of CCF is that it does not provide any reliability mechanism.

2.13 Priority-based Congestion Control Protocol (PCCP)

Wang et al. [7, 15] proposes a hop-by-hop node priority-based upstream congestion
control protocol for WSN. PCCP refutes the congestion control protocols that argue
in favor of providing equal fairness (e.g. CCF) to each sensor node in a multi-hop
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Fig. 5 Scheduler proposed by PCCP for congestion control

WSN by attaching a weighted fairness to each sensor node. PCCP offers a differ-
ent degree of priority indexes such that a sensor node with a higher priority in-
dex enjoys a higher bandwidth and also sensor nodes that inject more traffic get
more bandwidth. PCCP further defines the priority index for both self generating
traffic and transit traffic, based on which the queue length for source and the tran-
sit traffic is allocated (see Fig. 5). PCCP infers the degree of congestion through
packet inter-arrival time and packet service time and then imposes hop-by-hop con-
gestion control depending on the measured congestion degree and the priority in-
dex. PCCP uses implicit congestion notification by piggybacking the congestion
information in the header of data packets, thus avoiding additional control pack-
ets. PCCP allows the application layer to dynamically override the priority index
of any sensor node(s) of any particular region. This feature might be required by
many applications of WSN. PCCP has been evaluated through simulation. Despite
many attractive features of PCCP, it has some limitations. PCCP does not come
with a packet loss recovery mechanism. Also, PCCP lacks the notion of reliability
guarantee.



240 Md.A. Rahman et al.

2.14 Siphon

Siphon is an upstream congestion control protocol that aims at maintaining appli-
cation fidelity, congestion detection, and congestion avoidance by introducing some
virtual sinks (VS) with a longer range (IEEE 802.11 Wi-Fi) multi-radio (such as
Stargate [26]) within the sensor network [10]. VSs can be distributed dynamically
so that they can tunnel traffic events from regions of the sensor field that are begin-
ning to show signs of a high traffic load. At the point of congestion, these VSs divert
the extra traffic through them to maintain the required throughput at the base sta-
tion. The siphon algorithm mainly aims at addressing the VS discovery, operating
scope control, congestion detection, traffic redirection, and congestion avoidance.
The VS discovery works as follows: the physical sink sends out a control packet pe-
riodically with a signature byte embedded in it. The signature byte contains the hop
count of the sensor nodes that should use any particular VS. Each ordinary sensor
node maintains a list of neighbors through which it can reach its parent VS. Finally
each VS maintains a list of its neighbor VSs. Each VS has a dual radio interface: a
long range one to communicate with other VSs or with a physical sink (if applica-
ble), and a regular low-power radio to communicate with the regular sensor nodes.
In the case of congestion, a sensor node enables the redirection bit in its header and
forwards the packet to its nearest VS. When the VS finds the redirection bit enabled,
it routes the packets using its own long range communication network toward the
physical sink, bypassing the underlying sensor network routing protocols. Siphon
uses a combination of hop-by-hop and end-to-end congestion control depending on
the location of congestion. If there is no congestion, it uses hop-by-hop data delivery
model. In case of congestion, it uses hop-by-hop data delivery model between source
nodes and the VS at point of congestion and an end-to-end approach between the
VS handling the congestion and the physical sink. Siphon has been evaluated using
packet-level simulation and experimental implementation through a testbed.

The optimality of Siphon is dependent on the optimality of the number of VSs.
Although Siphon addresses the congestion detection and avoidance mechanism, it
does not have any packet recovery mechanism due to congestion. Also, Siphon does
not address the reliability issue of the transport layer.

2.15 Reliable Bursty Convergecast (RBC)

RBC [19] is suitable for event-driven bursty upstream traffic and provides real-time
packet reliability through hop-by-hop loss recovery. Every sensor node maintains a
priority queue and makes two assumptions for the real-time packet transport: first,
a sensor node is capable of guessing whether its neighbor has received and for-
warded its supplied packet or not by listening to the channel, and second, the sensor
nodes maintain precise time synchronization. The above two assumptions waive
the transport layer from maintaining in-sequence packets. RBC uses a windowless
block Acknowledgment [26] (see Fig. 6) scheme to reduce the packet and ACK
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Fig. 6 A virtual queuing model used in RBC to support uninterrupted traffic flow through a sensor
node

loss and employs differentiated contention control to rank the sensor nodes based
on the queuing condition. Among the neighboring nodes, the node with the high-
est rank accesses the channel first. This improves the contention scenario, which in
turn improves overall congestion. As shown in the figure, Q0 is the virtual queue
that holds packets that have the highest priority of channel access where packets
within Q0 are serviced with First In First Out rule. In fact, packets in the Q0 buffer
are sent zero (0) times and the probability that the packets kept in Q0 have been
received by the receiver is also zero (0). Virtual queues Q0, Q1.....Qk are ranked
such that the rank of Qk is higher than Q j if k<j. Packets are ranked based on
the ranks of virtual queues and are stored accordingly. The occupied buffer space
hold the packets that need to be sent or to be acknowledged and the free virtual
queue is to hold the newly arrived packets. RBC offers a set of rules of when to
remove a packet from the buffer and how to handle incoming packets while facing
congestion. RBC was evaluated by experimenting with an outdoor sensor network
testbed.

RBC has several challenges to be worked out. It will be interesting to see how
efficient the proposed real-time hop-by-hop packet reliability works for continuous
data flow. The lack of energy model makes it unsuitable for many sensor network
applications that needs strict energy optimization. Another challenge will be to ex-
tend the queue model for multimedia sensory data communication.

2.16 RAP

RAP [9] provides a real-time upstream and downstream communication protocol
for large scale WSN. RAP supports both periodic and event-based data flow. The
protocol has a downstream query propagation service and a suite of cross layer net-
work services for upstream query-result delivery to the base station. Cross layer
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includes a transport layer location address protocol (LAP), location-based routing
protocol, a velocity monotonic packet scheduling layer and a prioritized MAC layer.
The cross layer helps in reducing the end-to-end deadline miss ratio by most of
the packets. RAP provides fairness by giving higher priority to the packets origi-
nating from sources deeper in the network than packets originating from sources
close to the base station. LAP is a connectionless transport protocol similar to UDP.
LAP only provides an upstream unicast communication between each sensor node
and the base station. Each sensor node maintains a priority FIFO queue and in-
serts an incoming packet, which also carries a required velocity and priority, to
the appropriate queue. The packets that have missed the deadline already are be-
ing dropped from the queue by any sensor node to conserve bandwidth and buffer
space.

RAP has several shortcomings. Until now, the evaluation of this protocol is pre-
sented through simulation. RAP does not provide any packet loss recovery mecha-
nism for the dropped packets.

Figures 7, 8, and 9 summarizes the aforementioned protocols based on the clas-
sification made earlier.

Fig. 7 Classification of the protocols presented in this chapter based on congestion control and
reliability
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Fig. 8 Classification based on evaluation type

Fig. 9 Some miscellaneous classification

3 Conclusion

WSN is evolving in a rapid manner and as a result new dimension of applications are
emerging. This requires the transport layer to be adaptive and be ready to take on the
new challenges. Many aspects of WSN that influence the underlying transport layer
protocol heavily are still unexplored by researchers. So far, among the protocols
presented in this book chapter, only STCP, ART and ESRT provide both congestion
control (detection and avoidance) mechanisms and reliability guarantee. Lost packet
recovery is addressed by few of them. Practical deployment of any transport protocol
in a large scale WSN is very challenging until now. Although some of the protocols
are tested with a physical testbed, many of the protocols are only evaluated via
simulation only.

One particular application worthy of mentioning is multimedia over WSN.
With recent advancements in hardware and software technologies many multimedia
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sensors capable of capturing audio, video, and still images are now being deployed.
Multimedia sensors need a different quality of service from the underlying trans-
port protocol, which is mostly unexplored by the transport protocols developed to
date. For example, a video sensor capturing 10 frames per second needs a different
processor capability, bandwidth and buffer space in each of the en-route nodes and
needs to be delivered with certain jitter and end-to-end delay. This imposes several
challenges including a new retransmission strategy, an enhanced buffer management
technique, and redefining priorities for channel access.

A transport layer aimed at maintaining a constant data rate at the base station is
another challenging research area for a multi-hop WSN. At the time of congestion,
packets are dropped by the sensor nodes, which requires the retransmission of pack-
ets from the source or from its parents to maintain a satisfactory level of reliability.
This generates latency and jitter at the base station. This issue is particularly acute
for the multimedia applications where each media might have its own QoS metrics.
For example, if a WSN is composed of many heterogeneous multimedia sensors
then the transport layer has to provide different loss recovery, speed, and reliability
to different sensory data streams. We believe that this problem will be of the center
of future research.

A mainstream of research focuses on the independence of the transport layer
protocols from underlying routing or MAC layer protocols to make it generic. This is
looked at differently by others who stress the importance of cross layer synergy. For
example, the transport layer can work with the MAC layer to regulate the back-off

window size to prioritize the channel access of the node under congestion. Another
case might be utilizing the network layer optimization. For example, underlying
routing protocol might be chosen such that it uses the shortest path or multi-path
to the destination or network layer header to re-route the traffic from the point of
congestion. If the routing protocol notices any route failure due to one of the en-
route nodes being unavailable, it can inform the transport layer that the packet loss
is due to route failure and not due to congestion in order to prohibit packet loss
recovery immediately. In summary, cross layer optimization will open many new
research directions in the near future.
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Part IV
Sensors for Tracking and Navigation



Real Time Tracking and Monitoring of Human
Behavior in an Indoor Environment

Maki K. Habib

Abstract This chapter reports the development of a real time 3D sensor system
and a new concept based on space decomposition by encoding its operational space
using limited number of laser spots. The sensor system uses the richness and the
strength of the vision while reducing the data-load and computational cost. The
chapter presents the development and implementation of an intelligent 3D Fiber
Grating (FG) based vision-system that can monitor and track human being status
in real time for monitoring purposes to support wide range of applications. The 3D
visual sensor is able to measure three-dimensional information with respect to hu-
man, objects and surrounding environment. The sensor system consists of a CCD
camera, a laser spot array generator (constitutes: laser diode and driver, lens, fiber
gratings and holder), and a processing unit with alarm facilities and interfacing ca-
pabilities to a higher-level controller and decision-making along with a user-friendly
interface. The system works by projecting a two-dimensional matrix of laser spots
generated through two perpendicularly overlaid layers of FGs. Then, the spot array
generator projects the laser spot array on the front scene within the active view of
the CCD camera and the reflected laser spots from the scene play an essential role
in detecting and tracking targets. It is possible to adjust or translate the position of
the laser spot generator with respect to the CCD camera to have better and balanced
resolution. In addition, it is possible to rotate the FG in order to obtain a better
laser spot pattern that can facilitate processing and enhance accuracy. Furthermore,
multi-laser spot generators can be configured with one CCD camera to widen the
operational coverage of the developed sensor system. This chapter introduces and
illustrates the structure of the developed sensor system, its operational principles,
performance analysis and experimental results.
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1 Introduction

Intelligent monitoring and tracking systems must have significant sensing capabil-
ities and should be flexible. This includes reasoning about sensing data [1]. They
must be able to track moving and non-moving targets as a function of time, to report
their status and approach a proper decision accordingly [2, 3, 4]. Automation real-
ized in many fields by using robots. Robots need visual information to recognize
objects in the working environment [5, 6, 7]. Visual information for mobile robots
is most important to sense and recognize the environment during movement and
to provide intelligence. Many approaches in practice use visual recognition based
on two-dimensional data. The development of a three-dimensional visual approach
that is fast and reliable has been sought for long time [6, 7, 8, 9, 10]. Therefore, it is
necessary to have an efficient sensor system (hardware and software structure) that
can fulfill these tasks properly and in real time.

Sensors for motion-tracking applications such as detecting the existence of a
person or an object, locate, track, and decide their status have been an active area
of research and development [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
Among the popular sensors that have been actively studied and used for this pur-
pose include: laser range finders, sonar sensors, infrared sensors and vision sensors.
Systems using vision sensors have been actively studied in many fields. Vision sen-
sors are rich source of information that can support wide range of applications be-
yond object/person detection and tracking. Vision systems are capable of advanced
positioning and control and offer high resolution and details that benefit tracking,
identification, activity analysis, and mood beside numerous advantages for achiev-
ing such tasks. However, they have their own drawbacks, such as, high data-load,
intensive analysis, algorithm complexity, heavy computation time, and at high cost.
In addition, depth images are noisy and unreliable in area of low visual texture. One
of the traditional approaches in mobile robot research has been the use of stereo-
vision systems to extract range information from pairs of images. Applying such
approach time real time navigation in a dynamic environment faces the difficulty of
the intrinsic computational expense of extracting three-dimensional 3D information
from stereo pairs of images and this leads to limits the number of points that can be
tracked.

In order to compensate such drawbacks, researchers have been developing other
alternative approaches to detect, track and monitor human while aiming to reduce
the computational requirements and cost, examples of such approaches are, the
use of acoustic localization [24] and infrared tracking sensors [22, 23]. The alter-
native approaches to vision lack the ability to present the required details that can
describe the features of the source due to their limited resolution in general while
some are bounded by their physical sensing properties. Tracking systems based on
infrared motion sensors achieve low data-loads but in general have poor spatial reso-
lution [23]. However, the alternative approaches lack to present the required details
that can describe the features of the source due to their limited resolution in gen-
eral while some bounded by their physical sensing properties. As the technology is
evolving with better features, compactness and cut in price, there is a need to look
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into the possible consideration of improving the way to utilize the strength of vision
for real time tracking and monitoring.

As the technology of vision sensors is evolving with better technical features,
compactness and cut in price, there is a need to look into a better way to utilize the
strength of vision to facilitate real time obstacle detection and tracking, along with
other range of applications. This article tries to contribute to this by presenting the
development of 3D based active vision system with effective feature that encodes
coarsely the working space through a projected 2D laser spots, and can deliver in
short time 3D range information. In addition, a new concept that decompose spa-
tially the depth of robot’s trajectory into parallel virtual planes have been developed
and integrated with the sensor to facilitate fast detection and support real time ob-
stacle detection and avoidance.

2 Motivation and Objectives

The key points that have initiated the development of a real time detection, monitor-
ing, and tracking system can be summarized as follow,

a. The aging population of all developed countries puts a double strain on health-
care resources: more healthcare services are required while comparatively fewer
working age staff is available to provide the required services. In healthcare, there
is a need to monitor patient behavior in a hospital room, people with chronic ill-
ness at home (bedroom, toilet, bathroom, etc.), elderly people, patients with dis-
eases like Parkinson and Alzheimer, and early age children, while keeping their
privacy (not to see them directly on a monitor through a camera). The monitoring
task is mainly required to enhance safety and to extend urgent help to overcome
dangerous situations at places that are difficult to access due to privacy or isola-
tion. In general, there is an urgent need to react quickly and deliver timely help
for people in need for it.

b. Intelligent and autonomous robots works in real physical environments are es-
sential due to their immediate applicability in a variety of tasks. The ability for
an autonomous mobile robot to interact, to move safely, navigates and adapt in-
telligently in uncertain, complex and dynamic environments represents the core
functionality any autonomous mobile robot should be endowed with. Such robots
should have significant and flexible sensing capabilities to reach a specified tar-
get and to act in real time while avoiding obstacles and achieve an assigned task.
The problems associated with the available sensors are computation time, cost,
and reliability.

c. Humans and intelligent robots living in a real world in which 3D visual infor-
mation is a natural requirement to fulfill the requirements of interactive and real
time tasks reliably.

Accordingly, the objectives of this work focus on developing an intelligent 3D vi-
sual system that fulfils reliably real time task requirements for the purposes indicated
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by the motivation points above. Such a system must be fast in terms of processing
speed and decision-making, compact and cost effective. The author achieved these
objectives by developing a real time monitoring and tracking system-using FG based
vision sensor.

3 Fiber Grating and its Operational Principles

Diffraction gratings are useful in many optical systems. To enable high-end appli-
cations, the gratings should have high diffraction efficiency and produce multiple
beams of uniform intensity. However, in an ordinary diffraction grating with a slit
array a large amount of light concentrates on the zero-th diffracted order and the
other higher order intensities weaken rapidly. This is due to the unmatched relation
between the slit widths and the light wavelength. Therefore, the diffraction effi-
ciency turns out to be very low. In order to obtain uniform intensity, the slit widths
must be as small as the wavelengths. Accordingly, a new simple type of grating
called a Fiber Grating has been developed [25]. This FG produces multiple beams
of uniform intensity with high efficiency [25].

An FG is a high efficiency diffraction grating that is composed of hundreds op-
tical fibers, cut into appropriate lengths (normally 10 mm) grouped in an array, as
a monolayer with no air-gaps existing between adjacent fibers. When an FG pro-
jector constitutes two-overlaid (crossed) fiber sheets arranged at a right angle and
irradiated by laser light, a sphere-like lens formed at each intersection of two fiber
gratings. Spherical waves interfere with one another and generate a tetragonal 2D
array of laser spots. The generated 2D laser spots array are used to encode the work-
ing space by projecting it onto a plane ahead of the sensor system as shown in Fig. 1.
The author has selected a fiber of 20μm in diameter and 10 mm in length with accu-
racy of 0.02μm [25, 26]. Figure 1 illustrates the description a one dimensional FG
sheet [26].

Fig. 1 Shows an example of FG with one dimensional FG sheet [25]
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A sheet of fibers acts as an array of micro-cylindrical lenses; when a coherent
plane wave such as a laser beam is projected perpendicularly onto the grating the
laser beam is first condensed and then diverges spherically. Each optical fiber fo-
cuses the incident light just behind the grating at its focal point. Normally, each
focal point functions as the arrays of light point source that emit coherent spherical
wave with the same phase as the others and having a wide angle of uniform intensity
[25]. Every spherical wave interferes one with another and form a diffractive spot
array of a uniform intensity.

The diffraction pattern produced by single optical fiber grating in a single array
represents a one-dimensional diffraction spots. Figure 2a, shows the interference
condition for the FGs. ‘n’ is a multi integer number to the wave length ‘λ’. The
angle of the output beams ‘θ’ has direct proportional relation with ‘n’. It increases
when ‘n’ increases. Figure 2 (b and c) show the interference condition with its rele-
vant parameters. The mathematical formulation for the Interference Condition is as
follow [26]:

ICδ = D∗ sinθ = nλ

ICδ represents the Interference-Condition
D is the diameter of the optical fiber.

(a)

(b) (c)

Fig. 2 (a, b and c) illustrates the inference condition of the FG [26]
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Fig. 3 2D laser spot pattern generated through two overlaid FG sheets irradiated by a laser beam

A 2D pattern of bright diffraction spots can be obtained with two overlaid iden-
tical FG sheets (Fig. 3 shows two overlaid (crossed) FG sheets), in which the two
gratings are crossed at right angles [11, 12, 13, 21, 25, 26].

The experimentation shows that the distance between the source of the laser beam
and the FG has no effect on spot density when it is within 2 m. When this distance
is long enough for the laser beam to be scattered or absorbed in the air, the spot
density will decreased accordingly [26]. However, for indoor application, the longer
distance will have less effect and it is possible to compensate it through the sensi-
tivity of the sensor, i.e., CCD camera in our case.

4 The FG Based 3D Vision Sensor System and
its Hardware Configiuration

The developed sensor system hardware consists of a fiber grating based vision sen-
sor, a frame memory, an image processing and software supporting decision making,
alarm indicators, and interfacing capabilities with a higher-level controller along
with a user friendly interface when it is used as an independent module. The fiber
grating based vision sensor consists of a bright laser-spots array projector, laser driv-
ing circuit, and a CCD camera. The laser-spots array projector consists of a semi-
conductor laser light source that is compact and lightweight in design (laser diode
of 830 nm wavelength, and 30 mW output power), collimating lenses, and crossed
fiber grating. Typically, the wavelength generated by the solid-state device in the
range 750-850 nm, which is well-known for its use in digital signal storage and
retrieval.

To complement these features, small diameter collimating lenses were used be-
tween the laser diode and the FG sheet to reduce laser power losses and to prevent



Real Time Tracking and Monitoring 255

(a) (b)

Laser
Diode
Side

FG
Side

Fig. 4 (a and b) internal schematic of laser spot projector and the implemented laser projection unit

the laser beam diameter from expanding, i.e., to keep the divergence angle to a
minimum (See Fig. 4a). Fine-tuning the lens distance can collimate the laser beam.
The FG is composed of two identical and orthogonally overlaid optical fibers sheets.
Each optical sheet consists of one hundred or more optical fibers (for the purpose of
this work a fiber of 20μm in diameter and 10 mm in length was selected). One unit
used to integrate and mount the laser diode, laser diver, the collimating lenses, and
the FG as shown in Fig. 4b.

The FG vision sensor that represents the core of the tracking and monitoring
system is small, light in weight, and easy to mount. The field of view of the CCD
camera is chosen to be wide enough to cover the projected 2D laser spots matrix
ahead of it (the focal length of the lens: 8.0 mm, with angle of vision in the ver-
tical direction 41 degrees, and in the horizontal direction 51 degrees). To enhance
the spectral response of the CCD camera the author used the camera without an
infrared cutting filter. In addition a band-pass filter is selected, attached to the lens
of the camera and used to reduce the influence from unwanted light (such as am-
bient light) to enable the extraction of spot related laser light. The filter selected is
an optical band pass filter that can transmit more than 90% of light of wavelength
760–900 nm. The spot array is infrared light and is invisible to humans. The po-
sition of the laser spot generator can be translated (as a location) with respect to
the axes of the CCD camera and the FG can be rotated (as orientation of the FG
itself). Synchronization between the radiation timing of emitted laser light from a
pulse laser and the shutter speed reduces the effect of ambient light. Keeping the
irradiation time very short can reduce the actual power obtained after irradiating
the FG.

The controller of the developed sensor system has a frame memory that receives
the video signal from the CCD camera. The frame memory quantizes the image, and
has the ability to store temporarily 2 images, 512*512 pixels, and 256 Gray scale
levels. The processing power of the system is contained in an on-board computer
based on a Pentium 3–750 MHz. (It is possible to use a better processor can for faster
performance.) With the on-board computer there are I/O and communication ports
used to manage situation-based alarms with details supported by live images when
needed. In addition, the on-board computer has the capability to transmit alarm-
based information and to communicate with higher-level controllers to facilitate
efficient decision-making. There is also a laser driver circuit and a power supply to
feed the overall circuits and driver’s requirements. To keep the system within the
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required safety standards, i.e., to have the average output of laser power within a
certain limit, the irradiation time of the laser was kept as small as possible while
considering other processing constraints.

5 Optical Arrangement and Working Principles

Figure 5 shows the layout of the optical arrangement for the FG vision sensor. The
physical coordinate system is based on the lens of the CCD camera and the U-V
coordinate is based on the image plane. The optical axis of spot array projector is
parallel to that of the CCD camera, and the FG is located at (0, −d, 0). The image
plane is located at (0, 0, l). With this arrangement, the FG vision sensor is treated
as one unit, and it can be positioned and oriented as required with respect to the
plane of projection [11, 12, 27]. Laser spots play an essential role in detecting and
tracking targets by simply acquiring their reflection as an image through the CCD
camera.

With reference to Fig. 5, a 3D coordinate system is defined and the physical co-
ordinates of any disturbed spot on an object can be expressed by (Xs,Y s,Zs), s is
for spot. This information is determined from the new (u,v) coordinate values of
disturbed spots on newly acquired image plane. The value of Zs is limited within
the measurement space as it is bounded by the maximum detectable object height by

Fig. 5 The optical arrangement of the developed FG vision sensor [28]
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the developed sensor. It is possible to clarify the measurement space of a detectable
object height or range in relation to the optical arrangement as follows: When pro-
jecting a laser spot on a person or on an object, the position of the projected spot
translates from its original reference in a particular direction on the image plane
from A(ure f ,vre f ) to B(ure f ,vre f + δ). The number of pixels that represent spot’s
translation (shift in position) due to the presence of an object is determined from
the newly calculated coordinate values of the spot (at point B) coordinate values
with respect to its reference coordinate on the image plane. Accordingly, the new
3D physical location of a disturbed spot (Xs,Y s,Zs) can e calculated using the fol-
lowing equations,

Zs =
h2δ

dl + hδ
(1)

Xs =
ure f

l
(h−Zs) (2)

Y s =
(vre f +δ)

l
(h−Zs) (3)

where h is the height that represents the distance between the center of the CCD
lens and the reference plane surface. δ is the shift quantity of the translated spot
on the image plane calculated in distance. l is the lens focal length and represents
the distance from the lens to the image plane. d is the center distance from the
laser-spot generator to the lens of the CCD camera. uref and vref are the reference
image plane coordinates of a spot (i.e., the original coordinates of a spot before
moving). The origin of the image coordinate frame is transformed to the center
of the image plane and the corresponding physical zero of the coordinates on the
image plane is set at v = 255 and u = 255, and all of the calculation is made relevant
to it.

It is important to mention that the parametersd, l and h influence directly the per-
formance of the FG based vision sensor system. The position of a disturbed spot
within the image plane translates only along a specific path and direction, and a
maximum number of pixels bound it. The number of pixels describing the transla-
tion path of a spot defines the maximum possible detected height of a target or a
range/depth to that target with respect to the sensor unit and consequently affects
the resolution of such detection. Hence, in order to have better resolution, there is a
need to have a longer path for spot’s movement, i.e., more number of pixels describ-
ing the path, an efficient FG alignment technique has been decided to generate and
project an effective spot pattern structure. The adopted FG alignment is achieved by
rotating the FG before fixing it to the spot generator at an angle (φ) to have a longer
path described by more pixels for spot movement. Table 1 shows the experimental
data that compares a spot’s movement limit in pixels for different type lenses.

The same principle will stay valid when installing the FG vision sensor at a
sidewall or on a mobile robot and properly oriented with respect to the plane of
projection.
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Table 1 FG Alignment Comparison

Lens Focal
Length mm

Movement limit of spot’s path
using horizontal alignment (zero
angle) pixels

Movement limit of spot’s path by
rotating the FG with an angle φ
Pixels

4.8 14 36
6.5 19 46
8.0 23 54

6 FG-CCD Sensor Installation, Spot Pattern Projection
and Effective Visible Area

The FG-CCD sensor when fixed at a ceiling with spot projection on the floor surface
represented by a plane perpendicular to the Z-axis. This will have the following
disadvantages,

a. Limit in the visible area. Hence, on order to cover a wider area there is a need to
use wide-angle lenses and this leads to nonlinearity problem, which complicates
the searching process for a spot translated along its path. In addition, the use of a
wide angle lenses affect negatively the resolution of the sensor.

b. Limit the area at which the full height of human/object is detectable.
c. Difficult to track people from the top.

In the case of a FG-CCD sensor fixed to a sidewall or to a side-stand with spot
projection on the plane making an angle with Z-axis. In addition, it can be fixed
horizontally on a mobile robot with projection on the plane perpendicular on the
trajectory of the robot. This will have the advantages,

a. Wider view with suitable depth is achieved and this view can be covered by a
single laser-spot array generator.

b. Overcome the problem of lens nonlinearity as it become possible to achieve the
required view using lens with larger focal length.

It is important to keep in mind that the effective area of the projected spots does
not increase by using a wide angle lens. For this and when wide effective cover-
age is needed it is required to use multiple FG heads (laser-spot array generator) to
cover such area with a single camera. It is not necessary for d values that describe
the locations of laser-spot array generators to be the same with respect to the CCD.
Proper distribution around the CCD and a suitable selection of d values for each of
them will lead to proper coverage of a wide area with good contributed resolution
by each laser-spot array generator. This means, laser-spot array generators aiming
at a far section of the targeted scene with respect to the CCD camera are positioned
within a larger d value while laser spot generators aiming at a closer section of the
targeted scene are positioned within a smaller d value from the CCD. Laser-spot
array generators can be positioned and configured along any of the axes of the CCD
camera as needed and in any numbers while considering the impact on the require-
ments of real time processing and the active view of the CCD camera.
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To specify the visible area, in which the lens attached with the CCD camera
can view and the area constraints in which an object with specific height can be
detected completely, it is necessary to analyze the effective view of the lens in asso-
ciation with the detectability of the FG vision sensor. The experimental results (In
case of top projection) show that as the targeted detectable height increases, i.e., the
object or human are getting closer to the sensor, the effective area that shows full de-
tectability of that height decreases. This is valid for all types of lenses. However, the
overhead view has reliable separation of people while it cannot present details fea-
tures of a targeted object/human. Overhead FG-CCD sacrifices on ground coverage
when ceiling is low and when ceiling is high, its resolution will be affected.

In the other cases in which tracking details of a target are required, no physical
ceiling is available, or a wider effective area that shows full detectability of a targeted
object height. In this case, a side view is a good alternative. In the case of side projec-
tion with an angle, Fig. 6 shows a good setup for the side view installation with the
centerline of the CCD view go roughly through the edge between the front vertical
wall and the floor. In this case, the sensor can detect a better level of maximum height
including human beings. This will be shown later in the experimental results.

For monitoring a person in a room, and to cover a view of 3 m width and 5 m
depths, the author selected a side view installation with the following parameters:

a. Lens with 8.0 mm focal length attached to the CCD camera.
b. 12 mm distance (d) for proper pixel resolution related to the application, and
c. 230 cm height (h) between the targeted surface and the CCD camera.

Fig. 6 The selected slide view for monitoring and tracking a person in a room

7 Operational Software Development

The developed system software consists of three main parts: the generation of a refer-
ence spot frame and real time tracking. The following sections describe these parts.
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7.1 Reference Spots Frame Generation

The operation of the FG vision sensor to detect and track an object and to measure
its 3D information was observed by detecting the translation movement of the spots
disturbed by the object relative to a reference spots frame, i.e. the reference spots
frame plays a main role at the functional level of the sensor. For this, it is neces-
sary to describe how to generate the reference spots frame and to know what are
the necessary steps needed for having reliable and accurate spot reference data. A
reliable reference spot frame is necessary for accuracy in detecting spot translation
movement. An efficient algorithm has been developed for fulfill this purpose, and is
described as follows:

a. Acquire an image without projecting the laser beam on the Fiber Grating, i.e. the
laser switched OFF.

b. Acquire an image while the laser is ON, i.e. a 2D laser spots pattern is projected.
Steps (a) and (b) are performed in the frame memory (see Fig. 7a).

c. Subtract the image acquired in (a) from the image acquired in (b) and store the
results in the memory of the processing unit.

d. Isolate and minimize noise effect, such as, laser speckle, by smoothing the image
obtained from (c). This is done using a 3×3 averaging filter. Speckle arises when
laser light falls on a non-specular reflecting surface and is caused by interference
at the image plane in a camera from coherent light reflected by a non-specular
(rough, at least on the scale of a wavelength of light) surface. Depending on the
laser and surface, the speckle patterns can be quite dramatic [27].

e. Apply dynamic floating threshold technique to enhance spot’s area, reject back-
ground noise, minimize its effect, and optimize searching and deciding a spot.
This has been done because it is necessary for the threshold level to be deter-
mined adaptively due to differences in the brightness of the background at the
center of the image and that at its boundary. This is due to the zeroth order
of reflection and the illumination effect of the surrounds. For this purpose the
smoothed image from (d) is used again with a mask window of 21x21. The cen-
ter of this window on the image represents the pixel of interest. The output of

(a) (b)

Fig. 7 (a and b) Illustrates an example of laser spot projection and the calculated reference spots
frame [28]
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this operation is used as a threshold to decide whether to keep the intensity of the
pixel of interest (in gray level value) or to reset it to zero. The output image from
this stage includes only the Gray level of the pixels that pass the threshold check
and have the possibility to be a part of a spot’s area.

f. Extract the area of each spot from the image obtained in (e).
g. Calculate the position in U-V coordinates of the identified spot along with its

brightness using the information obtained in (f). Since the area of each spot is not
uniform, the position of a spot (uref ,vref) is calculated by determining the center
of gravity for the extracted spot’s area. The input information for this purpose is
the (u,v) coordinates and the brightness of each pixel within the identified spot’s
area. The brightness of each reference spot is calculated by having the average
brightness value of the top three pixels within the identified spot’s area.

h. Save the calculated position (uref ,vref) and brightness of each spot obtained in (g)
(see Fig. 7b) in a file called reference spots frame data file.

During the generation of the reference spots frame, it is necessary to avoid having
any moving object within the active view of the sensor. The reference frame is cal-
culated off line, and can be calculated at the initialization procedure of the system
before starting real time operation as needed. The generation of the reference spot
frame is done only once and there is no need to change it until there is a change in
the arrangement of the sensor itself. The reference spot data is considered to be at
zero height, i.e. Zs value of all spots at the reference surface is zero. Image filter-
ing and floating threshold is done only for calculating reference spot frame, i.e., no
filtering is required during the real time processing. The performance of the sensor
was tested in an indoor environment. The time required to generate the reference
spot data is 1.2 min with the tested system processing capability.

7.2 Real-Time Processing

During real time processing images are captured at constant intervals and the system
tries to detect and track an object and calculate its 3D information by recognizing
disturbed spots and measuring the translation of these spots in pixels on the image
plane. Such tracking needs to be done in a short time especially when the object
is moving in real time. To achieve this, two scan algorithms were developed which
simplify the way to identify the disturbed spots and to calculate the information
necessary to specify the status of the object. The two scan algorithms are described
below.

During real time sensing images are captured at constant intervals. For each scan
images are acquired one with the laser OFF and the other with the laser ON. The
image with the laser OFF is subtracted from that with the laser ON.
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7.2.1 Short (fast) scan

The purpose of the short scan is to check whether any of the reference spots have
been translated/moved from its reference positions (uref ,vref). The check is per-
formed based on the spot’s reference brightness as follows:

a. Select a spot (spot i) from the reference spots frame. All spots within the refer-
ence frames have their (uref ,vref) on the image plane along with their reference
intensities.

b. Using the selected spot’s reference coordinates (ui−ref ,vi−ref) access directly the
same position at the currently acquired image and read its intensity Bi−Current

(brightness).
c. Compare the intensity of the reference spot Bi−ref selected in (a) with the intensity

Bi−Current for each pixel around the same spot reference coordinate inside a newly
acquired image and within an area of 5∗4 mask window with its center occupied
by the coordinate of i spot as indicated by the generated spot’s reference frame
data file. If the difference in intensities between the reference spot and that of
any of the pixels within area covered by the mask window is within a specified
threshold, the spot is assumed to be unmoved from its reference position.

7.2.2 Long Scan

For laser spots which have moved, all the pixels within the maximum moving path
limit of a spot’s translation movement are searched for the purpose of specifying the
number of pixels that the spot has been translated and accordingly to calculate its
new physical (Xs,Y s,Zs) coordinates using equations (1), (2) and (3).

The search is conducted along spot’s i moving path covering an area of two pixels
to each side of the moving path and for the whole of its limit while starting from the
second pixel on the path.

The intensity of each pixel Bn,m within the searched area of spot’s i is checked in
relation to its reference intensity to conclude spot’s displacement. The dimension of
the searched area is 5*(Spot-Path-Limit - 1), i.e., n = 5 and m = (Spot-Path-Limit – 1).

In real time processing, the time required to process one image frame and ap-
proach a conclusion about it, is nearly equal to 100 msec using the processing capa-
bilities with the sensor system that have mentioned in Sect. 4.

Figure 8 displays an image acquired through the CCD camera after having an ob-
ject on the reference plane. The disturbed spots due to the presence of the object have
been identified, and their displacement has been calculated and highlighted on the
same figure. The 3D position of each spot is successively calculated by triangulation
using equations (1), (2) and (3). The value of each of the moved spot gives the range
between the relevant object surface and the optical sensor. In addition, the 2D shape
data extracted from the intensity image can be easily obtained. Accordingly, the po-
sition of the object is calculated using the center of gravity and moment-invariant
techniques.
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(a) (b)

Fig. 8 (a and b) illustrate two example for overhead projection and side projection with disturbed
laser spots due to the presence of an objects and human respectively

8 Application and Experimental Results

The selected application for the developed sensor system aims to track and monitor a
person in a room environment and in real time, and to issue an alarm when detecting
unsafe behavior. An alarm is issued when one of the following cases is detected:

a. The person is not moving at all in his bed within a specified time;
b. The person is a wake in his bed without sleeping within a specified time,
c. The person is leaving his bed;
d. The person is laying down on the ground;
e. The person is leaving the room;
f. The person is moving abnormally within a specified time; Etc.

To facilitate efficient and fast tracking and monitoring functions, the room envi-
ronment has been divided into 11 zones that support smooth transition for tracking
the movement of a person between them (see Fig. 9a). These zones are: Front 1,
Front 2, Right, Upper Right, Right-Bed, Left-Bed, Upper-Bed, Left, Inner Left and
Upper-Left. During the generation of the reference frame, the spots inside each of
the configured zones are specified and located automatically. It is important to men-
tion that the upper zones (left, bed and right) are not specified for tracking movement
rather to help in specifying human status within other zones. The system is dedicated
to track one person (the patient in this case) and monitors his/her behavioral status
with full identification of that person. The frequency for the change in moving spots
has been used to differentiate between stationary objects and human beings. In addi-
tion, when an authorized service person wants to enter the room, he/she can suspend
the operation of the sensor during the time of the service and enable it again later.
Fig. 9b shows the transition between zones for tracking purposes. In tracking a per-
son movement, the number of detected moved spots within any of the zones is used
as an indication for tracking and this helped to avoid the calculation of the physi-
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(a) The partition of a room environment into zones. For tracking and
      monitoring of a person

(b) The transition movement between zones.

Fig. 9 (a and b) shows the division of a room environment into zone and the requirements for
transition between zones
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cal coordinates for any of the relevant moved spots and hence enhanced processing
speed in decision-making. In addition, with such approach the tracking will be in-
dependent on the key parameters of the system, i.e., l, h and d that are required to
calculate the physical coordinates of a moved spot.

The performance of the sensor was tested successfully under ordinary room illu-
mination within an indoor environment including the case when the fluorescent light
is ON, to detect, track and monitor a person in a room environment. However, the

(a) (b)

(c)

Fig. 10 (a, b and c) experimental examples illustration the use of the developed sensor system in
a room environment
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sensor system performance is influenced when direct sunlight enters through any of
the windows within the operational indoor environment.

During the testing, no miss alarms have been issued, but a few false alarms have
been identified in relation to the type of the behavioral status. While this can be
tuned and minimized at a later stage, its occurrence is better than having miss alarms
in which we may fail to react to dangerous situations. The false alarms at this stage
require additional attention by the operator for clarification. Figure 10 shows exam-
ples of the experimental test at a room environment.

In real-time processing, the time required to process one image frame and ap-
proach a conclusion is nearly equal to 100 ms for the worst case scenario using the
processing unit mentioned in Sect. 4. This speed is enough to track indoor moving
activities (no running) of a normal person.

9 Conclusion

This paper presented the development and the use of a 3D fiber grating based vision
sensor system. The sensor is efficient, small in size, light in weight, fast to generate
3D information, compact and cheap. The developed sensor system was tested and
accurately measured the range to an object/human, recognized shape, and position
of an object, and detect, track and monitored moving human/objects. The sensor is
suitable for real time applications because it obtains 3D information within a short
time. The sensor can be fixed on a moving device, such as an autonomous mobile
robot, or it can be fixed in a static place for monitoring purpose. The key parameters
that influence the range resolution and the performance of the system are given as
follows, and they should be decided after clarifying the requirements of the targeted
application. h is the height/depth, and it represents the distance between the center
of the CCD lens and the surface of the reference plane; d is the center distance from
the laser-spot generator to the lens of the CCD camera; and l is the lens focal length,
and it represents the distance from the lens to the image plane.

The experimental analyses shown the possibility to cover wider and deep scene
using one CCD camera with properly configured multiple number of laser-spot array
generators around it. The problem of nonlinearity appeared within the image plane
when choosing lenses with small focal length. While there is advantage in using a
small focal length lens to widen the visible area by the CCD, it adds nonlinearity
problem that affect the searching process for a moved spot. For this, when using
a small focal length lens, it is necessary to overcome such nonlinearity/distortion
by developing algorithm to compensate results on the distortion of the optical
aberration.

The author is currently working to expand the applications and enhance sensor
resolution and accuracy for wider applications.
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Dynamic VRML-Based Navigable 3D Map
for Indoor Location-Aware Systems

Wan-Young Chung and Chi-Shian Yang

Abstract Three Dimensional Navigation Viewer (3DNV), a convergence of location-
aware application and three-dimensional (3D) graphics technology are developed
for a 3D visualization of location-aware information. The system allows visualiza-
tion of situational information in a complete, 3D model of indoor environments
equipped with instantly updated route results, synchronized with physical world.
The approach is validated via indoor context-aware technologies, Cricket and Re-
ceived Signal Strength Indication (RSSI). The overall results provide a valuable
insight into the novel integration approach between 3D graphics standard, Virtual
Reality Modeling language (VRML) and indoor location-aware systems.

Keywords 3D · 3D navigation viewer · 3D Graphics · VRML · cricket · RSSI ·
Indoor Location-Aware Systems

1 Introduction

Recent technological advances have made it feasible to track location of people,
computers, and practically any other objects we concern about. Today, there ex-
ist a number of deployed indoor location-aware applications as location-awareness
becomes an essential feature of software applications.

When navigate in an unfamiliar environment people tend to rely on maps. Even
though two-dimensional (2D) map display is a well known visualization technique,
it has been found out that the problem using the traditional 2D map is the inability
to understand the spatial relationships between the physical world objects and to
match them with 2D map. Location-based information: distances, landmarks, and
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objects are easier to perceive via 3D map [1] as they represent the world as we see
in real life. Furthermore, it includes features that are not possible with 2D map,
for example positioning services and dynamic information gathered from tracking
devices. As 3D map provides a more realistic way to display situational information,
by making it works in real-time, it offers the additional ability to continually update
the 3D scene, synchronized with user’s navigation in physical world. This allows
user even better visualization than simply studying a 2D plan.

Hence, our motivation is to bring elaborated overview of nowadays VRML visu-
alization technology and its association with indoor location-aware systems. VRML
[2] is a modeling language used to describe interactive 3D worlds. It offers a higher-
level abstraction with variety of nodes that serve different purposes. With the com-
bination of these nodes, not only physical attributes and spatial positions, real and
nature behaviours of shared objects can be represented as well.

Specifically, this paper describes a dynamically constructed 3D map that delivers
and conveys location information of a target continuously and instantly upon his
navigation in physical world.

2 Indoor Location-Aware Systems

To fully utilize 3DNV as a location-based navigation viewer in three-dimensional, it
must be augmented with a location-support system. A location-aware system must
be based on a well-defined location module as knowledge of locations of targets
and equipments is perquisite for the support of context-aware applications. With
the knowledge of positions of target, 3DNV is able to present results about user’s
navigation in 3D world continuously.

2.1 Cricket-Based Location-Aware System

Cricket-based indoor location tracking system [3] consists of two types of devices:
beacons and listener to locate targets in physical world (see Fig. 1). The stationary
beacons positioned around the indoor environments transmit both radio-frequency
(RF) and ultrasound signals. The listener which is collocated with target listens to
packets from each beacon to determine its distance from beacons using Time Dif-
ference of Arrival (TDOA) of ultrasound and RF signals. The listener subsequently
sends the distance information to server where position of users is computed.

2.1.1 Location Estimation

Cricket-based tracking system provides space and coordinates (x, y, z) (in centime-
tres) information. The space information can be gathered from beacons that demar-
cate boundaries while location is determined using the distance information from the
reference beacons and their coordinates by solving triangulation algorithm (see (1)).
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Fig. 1 System architecture of Cricket-based indoor location tracking system

The measurement error for each distance from the beacons was neglected as the sys-
tem assumes the error is small. Nonlinear optimization technique is applied when
the number of beacons is more than three.

d2
1 = (x− x1)2 + (y− y1)2 + (z− z1)2

d2
2 = (x− x2)2 + (y− y2)2 + (z− z2)2

d2
3 = (x− x3)2 + (y− y3)2 + (z− z3)2 (1)

2.2 RSSI-Based Location-Aware System

Given a model of radio signal propagation in a building or other environment, Re-
ceived Signal Strength Indication (RSSI) [4] can be used to estimate the distance
from a transmitter to a receiver, and thereby estimate the position of a mobile node.

2.2.1 Received Signal Strength Indicator (RSSI)

Second last byte of a packet read from CC2431 contains the RSSI value that is
measured after receiving eight symbols of the actual packet. It can be erroneous
when a large number of nodes are talking on the same channel at the same time as
it will reflect not only the signal power belonging to the received data but also the
intensity of the received signal strength at the moment. It is typically in the range of
–40 to –90 dBM, where –40 dBM is the highest value.
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2.2.2 Theoretical Signal Propagation

RSS is a function of the transmitted power and the distance between sender and
receiver. It decreases with increased distance (see (2)).

RSSI = −(10n log10 d + A) (2)

n: signal propagation constant, also named propagation exponent.
d: distance from sender.
A: received signal strength at a distance of one meter.

2.2.3 CC2431 Location Engine

The location algorithm used in CC2431 location engine is based on RSSI values
[5]. CC2431 uses the RSSI value combined with the physical location on reference
nodes to calculate its own position.

Reference node is a node which has static location and it must be configured with
x and y value (in meters) that correspond to the physical location. Reference node
with highest RSSI value is used for calculation. Blind node initializes all communi-
cation required by broadcasting messages to reference nodes that are in the range.
It gathers data from each of the reference nodes and communicates with its nearest
reference nodes, collecting x, y and RSSI for each of these nodes and calculates
its position based on this parameter input using location engine hardware. Average
RSSI value for each node is calculated and fed into the engine. After calculation the
new position is sent to 3DNV for visualization.

3 Modeling Approach Using VRML

Modeling technique used in this implementation can be divided into three distinct
stages presented by workflow scheme as in Fig. 2.

The first stage is getting data for the building and indoor environments to be con-
structed. The efficient 3D world generation is greatly depending on the data required
by the next stage. Construction with complex procedure will definitely complicate
the process of the task as more data is required. Besides, locations of objects inside
the particular building within their 3D environment are necessary in which manual
input is required.

To construct indoor environment from the data gathered at the second stage,
floors and objects are modelled and placed in a 3D world. The amount of details
required in the environments need to be carefully considered before constructing
the environments.

The final part is to export data in a format that can be rendered and subsequently
render the data. Every object inside the building must be translated to its accurate
position in the modelled environment. This requires additional input data to shift an
object to its location.
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Fig. 2 A workflow scheme of methods used in modeling 3D indoor environment

3.1 Acquiring Data

The starting point of any creation process is to gather information of the architec-
tural and other background information of the environment to be modelled. Au-
tomatically extracting data from plans would greatly reduce the effort required to
generate input data for the construction process. However, from [6] it can be seen
that this was a complex procedure which has not been achieved satisfactory.

Although the chosen method of generating the input data required manual input,
it is simple and quick to produce the basic structures. This method is robust as it
does not rely on poorly structured and error prone input data. Creating objects in a
3D world involves manual input as it is unlikely a single 2D plan would contain all
the information needed to construct a 3D world.

The core data source of constructing 3D map for indoor environments is the
computer-aided design (CAD) floor plan (see Fig. 3). Basic geometry was created
from this CAD file as the template for the construction of our 3D indoor environment
model.

Gathering data for objects inside the environment is not simple as it is recom-
mended to do the measurement manually which is particularly time consuming.
This is due to the influence of accuracy of measurements on location positioning in
3D world.
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Fig. 3 CAD floor plan for 8th floor of Ubiquitous IT building, Ubiquitous Sensor Network
Laboratory

3.2 Constructing 3D Map

As 3D visualization should be used to improve exploration quality, VRML is the
most suitable technological basis, because it is designed for the use in WWW and
can be easily combined with any other languages. The 3D indoor environments for
indoor location-aware systems include 3D models of the real world objects. In addi-
tion to the models of these physical objects we also include geometry representation
of abstract data in the scene through real world metaphors.

The simplest way of constructing a VRML world is by hand-coding it through
a dedicated VRML editor, VrmlPad [7] by ParallelGraphics, which assists in the
coding process. The 3D world was generated using the basic information from 2D
floor plan (see Fig. 3) and manual measurement of objects inside each cell with hand
tuning of VRML codes (see Fig. 4).

3.3 Finalizing and Visualizing 3D Map

The final process in developing 3D map is to integrate both VRML constructed 3D
floor plan with objects. One of the complete VRML-constructed 3D cells is shown
in Fig. 5.

As the chosen method of construction is to use VRML, thus VRML browser is
chosen as the interface to render the world. 3DNV endorses Cortona3D Viewer [8]
for use as its standard VRML browser, though other browsers work equally well.
Other VRML interfaces may be considered for the future if the project is developed
further to maximize the usability of the interface.
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Fig. 4 Basic stage of workflow

Fig. 5 Final product of modeling 3D indoor environment, Cell U803 viewed via Cortona3D
Viewer
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4 Visibility Computations and Determination

A huge number of calculations need to be done in various stages of rendering
pipeline before rendering a single polygon. This is why it is rather difficult to achieve
sufficient rendering speed with complex models which consist of several millions of
polygons. This section presents portal culling algorithm, improves performance of
the rendering process by render only cells and objects that are visible to target (see
Fig. 6).

Fig. 6 Overall architecture of proposed portal culling algorithm

4.1 Portal Culling Algorithm

Our system considers portal culling algorithm [9, 10, 11]. It works on representation
of the scene made of cells connected to each other by portals. The fundamental idea
is that the viewer is inside a cell, and objects belonging to other cells can only be
seen through portals. Culling can therefore be applied to all objects falling outside
the portal areas.

There are two-type of visibility. Following [12], they can be called cell-to-
geometry visibility and cell-to-cell visibility. Cell-to-geometry visibility is responsi-
ble to determine which objects are visible from a given cell and cell-to-cell visibility
tells which cells are visible from some point within a cell.

Based on the visibility concepts, 3DNV supports dynamic rendering of cells by
considering all of its portals from the target’s current cell and checks whether they
are visible: if portal is visible, the cell connected to the target’s cell by the portal
will be visible as well. For object retrieval, 3DNV considers position and viewing
direction of user. The system seeks through the hierarchical trees describing the ob-
jects inside a cell and compares its bounding box values with user’s visible frustum
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vertices. Only objects reside in user’s visible frustum will be sent to graphics
pipeline for rendering.

4.1.1 Cell Manager

Cell manager is responsible to manage the rendering of cell. It determines the cell
where the user is, and other cells that are visible from the user’s position. It indicates
VMRL files which files to render, load and flush, according to user’s movement in
the indoor environment, and VRML browser renders these files accordingly.

Cells are dynamically loaded into main memory when they are visible and
flushed from it when they have not been visible. To determine user’s cell and visible
cells, Cell Manager exploits: (1) the position of user (2) the viewing direction of
user and, (3) the boundaries of all the cells in the model.

The following presents the code of culling algorithm. When manageCell is
called, it renders the environment by calling renderCell function. This function de-
scends the tree in VRML file that represents the cell (cell.VRML) and renders the
geometry found in the tree. The function then proceeds by considering the valid-
ity of user’s viewpoint. To decide which visible cells to be loaded, user’s viewing
direction is essential. VRML files representing the visible cells will be rendered ac-
cording to the angle of viewing direction. As soon as visible cells are determined,
they will be rendered and placed on the correct position in the scene.

(1)
manageCell(cell,viewpoint)

begin

renderCell(cell.VRML);

if isViewpointValid(viewpoint) then

angle = viewpoint.orientation.angle;

switch (Angle)

case ‘0’:

renderVisibleCell(north, cell.VRML);

end case;

case ‘90’:

renderVisibleCell(east, cell.VRML);

end case;

case ‘180’:

renderVisibleCell(south, cell.VRML);

end case;

case ‘270’:

renderVisibleCell(west, cell.VRML);

end case;

case ‘others’:

break;

end case;

end switch;

end if;

end manageCell;
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4.1.2 Object Manager

This section explains how to conservatively estimate the cell-to-geometry
visibility using a simple search in the visibility tree. Based on the appropriate cell-
to-geometry algorithm, the entire space is traversed. Tree hierarchy is formed rep-
resenting objects inside a cell in VRML files with a bounding box for each object’s
node.

In computer graphics and computational geometry, a bounding box is a type of
bounding volume that completely contains the union of the objects in the set. It
is a rectangular box in 3D space, with sides parallel to the coordinate planes, that
contains an object. In the system, it facilitates the implementation of portal culling
algorithm, producing a list of objects that necessary to be displayed.

Visible Volume Area (VVA) of user should be computed before hand. VVA is de-
fined as part of user’s viewpoint where the rendered objects in the cell can be seen.
It considers two parameters: cell and viewpoint of the user. To compute potentially
visible objects defined by VVA of user, calculation must be performed. Depth first
search is performed to check each encountered objects its bounding box with the
user’s VVA. This is to decide whether the object is inside or outside of the VVA.
Coordinates of each vertices of bounding box are compared to the boundaries of
VVA. If the result of comparing the coordinate of bounding box with the bound-
aries of VVA is greater than threshold value 4, it succeeds the visibility test. Node
geometry of the object is rendered as it is proved to be visible to user.

5 3D Navigation Viewer (3DNV)

The core idea of 3DNV is to develop a navigable 3D map for indoor location-aware
systems. It supports interaction of indoor location-aware systems with 3D world and
provides users with means to retrieve situational information. For indoor navigation,
3DNV aims to offer high quality, real time, and customized location information
during navigation.

5.1 System Architecture of 3DNV

3DNV was designed in a way, which combines VRML representation of currently
navigated indoor environments through the use of indoor location-aware data to
offer a simple mechanism to control the interactivity and to associate the information
to modelled virtual worlds. It is composed by two modules:

• Application Interface Module permits target to view 3D world and her status
information. This module receives data and presents them to users.

• 3D World Module contains files storing the information of 3D models. In our
strategy, it also exploits Cortona3D Viewer [8] for visualization of 3D world and
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Fig. 7 System architecture of 3DNV

in charge of updating the target’s viewpoint and position based on contextual
information received and efficiently manages the rendering of large-scale envi-
ronments.

The fundamental elements which compose of these modules are illustrated in
Fig. 7, and a detailed description on how these system modules have been imple-
mented is provided in following subsections.

5.1.1 Application Interface Module

Figure 8 is the screenshot of 3DNV for desktop environment, showing how the
interface appears to user and which features it actually offers. It can be identified
into three main parts. In default mode, target’s spatial information is demonstrated in
two virtual 3D views: top-down view and local view. Top-down view is a view of an
object from high locations, specifically means looking straight down, perpendicular
to the surface below whereas in local view only the selected objects are displayed,
which can make rendering easier in complex scenes.

Part (1) is the local view 3D VRML world shows the actual visualized world
based on user’s viewpoint and orientation. The frame marked with (2) contains the
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Fig. 8 Screenshot of 3DNV

top-down view map of current indoor environment with a marker to indicate the
position of the target in the virtual world. Part (3) displays the Cartesian coordi-
nate values of target to assist him to be acquainted with his position reference in
the environment. When user moves in the physical world, the 3D worlds change
accordingly.

5.1.2 3D World Module

As its name suggest, its main functionality is to manage the process of adapting and
associating information to the virtual environment. By means of this purpose, 3D
world module carries out two different processes:

• Adaptation of contents associated to the virtual world. System has to react in
real time to readapt the associated information and interactivity levels to adjust
the camera position and user’s position indication. One of the techniques to al-
low 3D world module to communicate with VRML is by utilizing the VRML
Automation Interface [13] from Cortona SDK. The embedding of Cortona3D
Viewer into an application using Cortona SDK as programming interface makes
it possible to communicate between VRML and the force feedback SDK in the
application.

• Generation of VRML world on-the-fly by portal culling algorithm. When target
is tracked entering one of the cells in the physical world, which is subsequently
mapped into the VRML view, the VRML component issues a notification to de-
termine which objects are visible through current viewpoint of user. To minimize
the data transmitted, only the visible geometries are sent through the graphics
pipeline for rendering.
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6 System Implementation and Evaluation

3DNV system has been implemented in C# for desktop environment. VRML is used
as the description language for the 3D world and Cortona3D Viewer to display the
3D world on the application.

To investigate effects of both tracking systems, experiments were conducted un-
der the same environment conditions with equal system conditions. Experimental
test-bed was located on the highest floor of an eight-story building. A specific cell
had been chosen for the experiment, cell U803. Figure 9 shows the scenarios for the
experiments in which throughout the trial, user has to walk along the same route in
same order. During navigation, scene analysis was performed per pace and the time
needed for execution of the system and scene retrieval on standard PC hardware
with 3 GHz processor was observed.

Performance of culling approach depends on the cell location and the surround-
ing geometry. Therefore, in order to test the functionality and suitability of the
concept of the algorithm, a variety of viewing direction and position is necessary.
Figure 10 illustrates the scene rendered with and without culling algorithm. The re-
sult shows almost the entire objects outside the VVA of user are culled away by the
algorithm.

Fig. 9 Scenarios considered in the experiments. Dotted line shows the intended walking trial

Fig. 10 Visibility culling using portal culling algorithm. Only the potentially visible set of objects
is rendered according to user’s location information
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Table 1 Average rendering time of the 3D world both with and without culling on desktop
environment (Position 10 10 -15, Orientation 0 1 0 0)

Cells Rendering time &
document weight without
culling (s, KB)

Rendering time &
document weight with
culling (s, KB)

Speedup (%)

U801 1.7 / 0.86 0.3 / 2.11 82.35
U802 1.7 / 0.88 0.3 / 2.08 82.35
U803 1.8 / 0.99 0.5 / 3.16 72.22
U804 1.7 / 0.98 0.3 / 2.48 82.35
U805 1.7 / 0.91 0.3 / 2.23 82.35
U806 1.5 / 0.97 0.3 / 2.22 80.00
U807 1.7 / 1.02 0.3 / 2.39 82.35
U808 1.4 / 0.63 0.3 / 2.44 78.57

Table 1 reports real experienced rendering time of the scenes with and without
culling algorithm. From the assessment, time taken for rendering is reduced approx-
imately 80 percent for a Pentium 4 computer equipped with CPU 3 GHz, 504 MB
of RAM memory and Intel 82915G/GV/910GL Express Chipset at 1280×1024 res-
olution. In general, interactive rates are achieved in all situations. Ultimately, the
large 3D model can be explored with acceptable rendering time via portal culling
algorithm.

Indoor location systems are found to affect significantly the location positioning
accuracy in 3D world and have been considered during the experiments. Ideally, a
location service should provide correct and complete location information. The ac-
curacy of coordinate in Cricket-based tracking system was approximately 7∼12cm
with each node installed at 45 degree angle from the ceiling with distance between
beacons less than 400 cm whereas 2–3 m in RSSI-based tracking system.

The results obtained proves location mapping is sufficiently accurate after evalu-
ations of the indication position in 3D environment with the one estimated by indoor
tracking system. Nevertheless, there is still an occasional low accuracy of the po-
sitioning due to poor precision of the received location data. Therefore, in some
occasions, the visualized 3D representation did not adequately correspond to the
actual location of the user in the physical world. The precision of positional data
must be improved to provide a sufficient level of navigation assistance to users by
the means of 3D representations.

Another related problem concerned is the viewpoint. Orientation estimation is
difficult when user stops moving. To defect such insufficiency, a hybrid approach
must be deployed utilizing a balance between both hardware integrated indoor
tracking devices and electronic magnetic compass with 3D graphics technology to
achieve the best results.

With respect to the 3D representation, the frame rate was greatly influenced by
the time interval between subsequent indoor location-aware data and the complexity
of the scene. In the system continuous location information can be displayed through
3D scene every 4–5 s. If user walks faster than those periods per pace in the area of
a sensor, the system tends to response slow compare to the speed of movements



Dynamic VRML-Based Navigable 3D Map 283

Fig. 11 3DNV displays and updates camera of the world which shows the viewing direction of
user (local view), and indicates user’s position (top-down view) in the 3D maps

in which it waits for location information from tracking systems and processes the
data accordingly before deciding cell that user is currently in and render the visible
objects based on the information. Apart from the speed of target, the size and shape
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of locations and the coherence of the movement are parts of the underlying factors
that affect the rate of location change.

Figure 11 depicts the results of 3DNV, updating 3D scenes and marking target’s
position and viewing direction immediately when he travels in the scene. As target
navigates in the cell U803, his location information is updated accordingly.

7 Conclusion

Three dimensional graphics technology was applied to realize visualization of in-
door location-aware systems. The developed system gives a good indication of how
suitable 3D map could assist navigation in a complex and unknown indoor environ-
ment. Apart of its intuition, it fulfils the basic users’ navigation requirements with a
better visualization and navigational performance. Generally, it proves 3D represen-
tation has some benefits over the 2D maps as people could recognize the real world
objects from 3D map without any additional help.
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Ultrasonic Sensing: Fundamentals and its
Applications to Nondestructive Evaluation

Ikuo Ihara

Abstract This chapter provides the fundamentals of ultrasonic sensing techniques
that can be used in the various fields of engineering and science. It also includes
some advanced techniques used for non-destructive evaluations. At first, basic char-
acteristics of ultrasonic waves propagating in media are described briefly. Secondly,
basic concepts for measuring ultrasonic waves are described with introductory sub-
jects of ultrasonic transducers that generate and receive ultrasonic waves. Finally,
specialized results demonstrating the capabilities of using a buffer rod sensor for
ultrasonic monitoring at high temperatures are presented.

Keywords Ultrasonic sensing · transducers · nondestructive evaluation

1 Introduction

Ultrasonic sensing techniques have become mature and are widely used in the var-
ious fields of engineering and basic science. Actually, many types of conventional
ultrasonic instruments, devices and sophisticated software are commercialized and
used for both industrial and medical applications. One of advantages of ultrasonic
sensing is its outstanding capability to probe inside objectives nondestructively be-
cause ultrasound can propagate through any kinds of media including solids, liq-
uids and gases except vacua. In typical ultrasonic sensing the ultrasonic waves are
travelling in a medium and often focused on evaluating objects so that a useful in-
formation on the interaction of ultrasonic energy with the objects are acquired as
ultrasonic signals that are the wave forms variations with transit time. Such ultra-
sonic data provides the fundamental basis for describing the outputs of ultrasonic
sensing and evaluating systems.

In this chapter the fundamentals of ultrasonic sensing techniques are described.
What is ultrasound, how to produce and capture ultrasound, what kinds of methods
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and equipments can be used to measure ultrasound, and what kinds of information
can be obtained from ultrasonic measurements? These questions are addressed
in the following sections and the answers to the questions are briefly explained
from the viewpoint of industrial applications. In addition, some specialized re-
sults using a buffer rod sensor that is an effective means for high temperature
ultrasonic measurements are introduced to demonstrate its applicability for non-
destructive evaluations and monitoring. For further studies on ultrasonic sensing,
it is recommended to refer to some books, [1, 2, 3, 4, 5, 6, 7] for basic the-
ories of ultrasound propagations, [8, 9, 10, 11, 12] for transducers and instru-
ments, and [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] for ultrasonic measurements,
evaluations, applications and others.

2 Fundamentals of Ultrasound

2.1 Ultrasonic Waves in Media

It is known that frequency range of sound audible to humans is approximately
20–20,000 Hz (cycles per second). Ultrasound is simply sound that are above the
frequency range of human hearing. When a disturbance occurs at a portion in an
elastic medium, it propagates through the medium in a finite time as a mechanical
sound wave by the vibrations of molecules, atoms or any particles present. Such me-
chanical waves are also called elastic waves. Ultrasound waves or ultrasonic waves
are the terms used to describe elastic waves with frequency greater than 20,000 Hz
and normally exist in solids, liquids, and gases. A simple illustration of the ultra-
sonic waves produced in a solid is shown in Fig. 1, where distortion caused de-
pending on whether a force is applied normal or parallel to the surface at one end

Undisturbed

Forced parallel
to surface

Forced normal
to surface

(a)

(b)

(c)

Fig. 1 Schematics of ultrasonic waves in a bulk specimen: (a) equilibrium state with no dis-
turbance, (b) waves relating to shear (transverse) vibrations, (c) waves relating to longitudinal
vibrations
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of the solid can result in producing compression or shear vibrations, respectively,
so that two types of ultrasonic waves, i.e. longitudinal waves or transverse waves,
propagate through the solid. The energy of the wave is also carried with it.

In a continuous medium, the behaviour of ultrasonic waves is closely related to a
balance between the forces of inertia and of elastic deformation. An ultrasonic wave
moves at a velocity (the wave velocity) that is determined by the material properties
and shape of the medium, and occasionally the frequency. The ultrasonic wave imparts
motion to the material when it propagates. This is referred to as particle motion, to
distinguish it from the wave motion. This particle motion is usually specified as a
particle velocity v. It is noted in ultrasonic measurements that the particle velocity is
much smaller than wave velocity. Also, one can understand that no ultrasonic wave
propagates in vacua because there are no particles that can vibrate in vacua.

The balance between inertia and elasticity develops into a linear relationship be-
tween stress σ and particle velocity v,σ = zv. The proportional factor z is called the
specific acoustic impedance of an ultrasonic wave [6, 7, 8, 9, 10, 11, 12, 13]

z = σ/v = ρc (1)

where, ρ is the density, and c is the wave velocity. The acoustic impedance charac-
terizes the ability of a material to vibrate under an applied force and can be consid-
ered as the resistance of the material to the passage of ultrasonic waves. There is an
analogy between impedance in electrical circuits and the acoustic impedance. The
acoustic impedance is useful for treating the transmission of ultrasonic waves be-
tween two media, just like that the electrical impedance is effective to characterize
a resistance in an alternating electric current circuit. For example, the transmission
of an ultrasonic wave from one medium to another becomes maximum when the
acoustic impedances of the two media are equal. The concept of using the acous-
tic impedance plays an important role in determining of acoustic transmission and
reflection at a boundary of two media having different material properties and there-
fore, the acoustic impedance is an important parameter in designing ultrasonic sen-
sors and sensing systems.

In Fig. 1, ultrasonic waves propagating across the material is simply shown in
terms of the displacement of the layers from their equilibrium position and its am-
plitude. At a fixed position in the material, the displacement changes sinusoidally
with time t, where the time required for the wave to propagate the distance between
successive maxima is the period T . At any time, the amplitude of the displacement
decreases periodically with increasing propagation distance because of its attenu-
ation by the material. The distance between successive maxima in the amplitude
variation is equal to the wavelength λ.

2.2 Features of Ultrasonic Waves

It is important to understand the behaviour and properties of ultrasonic waves in
media, to design ultrasonic sensors and develop ultrasonic sensing systems. Some
basic features of ultrasonic waves are introduced here.
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2.2.1 Types of Wave (Modes of Propagation)

What types of ultrasonic waves can exist? The answer to this question can basi-
cally be given from solutions of the wave equations that predict wave behaviours
by showing that material properties and body shape dictate the vibrational response
to the applied forces that drive the wave motion. Details of wave types obtained by
solving wave equations and their characteristics are shown in [1, 2, 3, 4, 5, 6, 7]. In
short, there are two types of ultrasonic waves: bulk (fundamental) waves that prop-
agate inside of an object, and guided waves that propagate near the surface or along
the interface of an object [4, 5, 6, 7].

Waves that propagate wholly inside an object, independent of its boundary and
shape, are called bulk waves. Two types of bulk waves can exist in an isotropic
medium: longitudinal (or dilatational, compression, primary), and shear (or distor-
tional, transverse, secondary) waves as shown schematically in Fig. 1. As mentioned
in Sect. 2.1, ultrasonic wave propagations are usually described in terms of the di-
rection of particles motion in relation to the direction in which the wave propagates.
The longitudinal waves can be defined on this basis as waves in which the particle
motion is parallel to the direction of the wave propagation. The shear waves are
defined as waves in which the particle motion is perpendicular to the direction of
the propagation. Both waves can exist in solids because solids, unlike liquids and
gasses, have rigidity that is a resistance to shear as well as compressive loads. How-
ever, the shear waves cannot exist in liquids and gasses because of no resistance to
shear roads in such media.

When the influences of the boundaries or shape of an object are considered, other
types of waves called the guided waves are produced. There are three types of guided
waves depending on geometry of an object: surface acoustic waves (SAWs), plate
waves, and rod waves.

SAWs are defined as waves that propagate along a free surface, with disturbance
amplitude that decays exponentially with depth into the object. There are many
kinds of SAWs such as Rayleigh, Scholte, Stoneley, and Love waves and the wave
propagation characteristics of SAWs strongly depend on material properties, surface
structure, and nature at the interface of the object. When an SAW propagates along
a boundary between a semi-infinite solid and air, the wave is often called Rayleigh
wave in which the particle motion is elliptical and the effective penetration depth is
of the order of one wavelength. Among many types of SAWs, Rayleigh wave is the
most common and well-known wave so that many researchers often call any SAWs
Rayleigh wave.

When an ultrasonic wave propagates in a finite medium (like a plate), the wave
is bounded within the medium and may resonate. Such waves in an object of finite
size are called plate waves if the object has a multilayer structure, and called Lamb
waves if it has a single layer. Also, when a force is applied to the end of a slender
rod, an ultrasonic wave propagates axially along it. Wave propagations in rodlike
structures such as a thin rod and hollow cylinders have been studied extensively.
Further information on the guided waves and their characteristics can be obtained
in [4, 5, 6, 7, 20]. In general, the wave propagation characteristics of guided waves
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strongly depend on not only material properties but also the plate thickness, the
rod diameter, and the frequency. The frequency dependence of the wave velocity of
guided waves is called frequency dispersion. While the frequency dispersion often
makes wave propagation behaviour complicated, it also provides unique materials
evaluations using guided waves. It is noted that similar types of bulk and guided
waves can exist for anisotropic materials and in general, their behaviours become
much more complicated than those for isotropic materials [5, 6, 7].

2.2.2 Velocity

Ultrasonic velocity is probably the most important and widely used parameter in
ultrasonic sensing applications. Each medium has its own value of the velocity that
usually depends on not only propagation medium but also its geometrical shape and
structure. The theoretical values can be obtained from wave equations and typically
determined by the elastic properties and density of the medium. For example, the
wave equations for an isotropic solid give the following simple formulae for the
longitudinal and shear wave velocities

vvvl =

√
EEE
ρρρ
· 1− vvv

(1 + vvv)(1−2vvv)
(2)

vvvs =

√
EEE
ρρρ
· 1

2(1 + vvv)
=

√
G
ρρρ

(3)

where, vl and vs are the longitudinal and shear wave velocities, respectively, E is
Young’s modulus, v is Poisson’s ratio, G is shear modulus and ρ is the density.
For most of solid materials the longitudinal wave velocity is faster than the shear
wave velocity because the shear modulus is lower than the Young’s modulus. It
is noted that Poisson’s ratio is not a dominant factor affecting the velocities. As
a rule of thumb, the velocity of the shear wave is roughly half the longitudinal
wave. Although the velocities can be determined theoretically if material properties
such as the elastic moduli and density are known precisely, these material properties
are not always available for the determination because they change depending on
mechanical processing and heat treatments. Therefore, it is important and necessary
to make a calibration measurement for the velocities when one wants to know the
correct values for velocities.

2.2.3 Attenuation

When an ultrasonic wave propagates through a medium, ultrasonic attenuation is
caused by a loss of energy in the ultrasonic wave and other reasons. The attenua-
tion can be seen as a reduction of amplitude of the wave. There are some factors
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affecting the amplitude and waveform of the ultrasonic wave, such as ultrasonic
beam spreading, energy absorption, dispersion, nonlinearity, transmission at inter-
faces, scattering by inclusions and defects, Doppler effect and so on. To character-
ize the ultrasonic attenuation quantitatively, attenuation coefficient α is defined as
follows

A = A0 · e−αx (4)

where A is the peak amplitude of the wave at propagation distance x,A0 is the initial
peak amplitude. The attenuation coefficient α is experimentally determined from the
variation of the peak amplitude with the propagation distance, and it can be given in
decibel per metre (dB/m) or in neper per metre (Np/m). In general, the attenuation
coefficient highly depends on frequency. Since this frequency dependence reflects
microstructures of materials, it can be used for characterizing microscopic material
properties relating to chemical reactions and mechanical processes. Further infor-
mation on the attenuation can be obtained in [7, 9, 10, 12, 13].

2.2.4 Wavelength

Wavelength λ is the distance over which one spatial cycle of the wave completes
and the following expression can be given,

λ = v/ f (5)

where v is the ultrasonic velocity and f is the frequency. Wavelength is a useful
parameter in ultrasonic sensing and evaluations. In ultrasonic detection of a small
object, the smallest size that can clearly be detected must be larger than half a wave-
length at the operating frequency. If the critical size of an object to be detected is
known, such prior information on size is helpful for selecting an appropriate fre-
quency for measurements.

2.2.5 Reflection and Transmission

When an ultrasonic wave perpendicularly impinges on an interface between two
media as shown in Fig. 2, a part of the wave is reflected back to the medium 1
and the remainder is transmitted to the medium 2. The ratio of the amplitude of the
reflected wave AR to that of the incident wave AI is called reflection coefficient R,
and the ratio of the amplitude of the transmitted wave AT to that of the AI is called
transmission coefficient T . Considering a balance of stresses and a continuity of
velocities on both sides of the interface, the reflection and transmission coefficients,
R and T can be given as follows

RRR =
AAAR

AAAI
=

zzz1− zzz2

zzz1 + zzz2
(6)
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Fig. 2 Normal reflection and
transmission at an interface
between two media Incident wave

Reflected wave
Transmitted wave

Medium 1 Medium 2

Interface

TTT =
AAAT

AAAI
= 2 · zzz1

zzz1 + zzz2
(7)

where subscripts 1 and 2 refer to the medium 1 and 2, respectively, and z is the
acoustic impedance defined as (1). It can be seen from these equations that the max-
imum transmission of ultrasonic wave occurs when the impedances of the two media
are identical, and most of ultrasonic wave is reflected when the two media have very
different impedances. The reflection and transmission at interface play an important
role in designing ultrasonic sensing systems and understanding experimental results
with the ultrasonic systems.

2.2.6 Refraction and Mode Conversion

When an ultrasonic wave obliquely impinges on an interface between two media
as shown in Fig. 3, several things happen depending on the incident angle of the
wave as well as the material properties of the two media. One of important things is
refraction in which a transmitted wave has a different angle from the incident. The
refraction is basically caused by the velocity difference on either side of the inter-
face. The refraction angle can be calculated from Snell’s law [19] if the velocities
of the two media and the incidence angle are known.

Another important phenomenon is mode conversion that is a generation of one
type of wave from another type in refraction as shown in Fig. 3. For example, a
longitudinal wave incident on an interface between liquid and solid is transmitted
partially as a refracted longitudinal wave and partially as a mode converted shear
wave in the solid. Mode conversion can also take place on reflection if the liquid
shown in Fig. 3 is a solid. It is noted that any types of waves can be converted to
another type, e.g. from a shear wave to a longitudinal wave, and from a longitu-
dinal wave to a surface wave. The angles of reflection and/or refraction by mode
conversion can be calculated from Snell’s law.

Figure 4 shows a simulation result for refraction and mode conversion, calculated
by a finite difference method. We can see that an incident plane wave (longitudinal
wave) of 10◦ in water is refracted at the refraction angle of 43◦ in steel and simulta-
neously converted to shear wave at refraction angle of 22◦.
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Fig. 3 Schematics of reflection, refraction and mode conversion at an oblique interface
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Mode converted shear wave
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Fig. 4 A simulation result for refraction and mode conversion

3 Measurement of Ultrasound

3.1 Generation and Detection of Ultrasonic Waves

3.1.1 Transducers

Ultrasonic sensors are often called transducers. The function of the transducers is to
convert electrical energy into mechanical energy which directly corresponds to ul-
trasonic vibration, and vice versa. The most common way of generating and detect-
ing ultrasonic waves utilizes the piezoelectric effect of a certain crystalline material
such as quartz. Since the piezoelectric effect is reciprocal, it produces a deforma-
tion (a mechanical stress) in a piezoelectric material when an electrical voltage is
applied across the material, and conversely, it produces an electrical voltage when
a deformation (a mechanical stress) is applied to the material. Thus, the piezoelec-
tric materials can be used for generating and detecting ultrasonic waves that are
related to the mechanical stresses. Appropriate cuts and directions of quartz are uti-
lized for two types of waves, longitudinal and shear, as shown in Fig. 5. Nowadays,
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Compression motion:
Generation of longitudinal wave

Transverse motion:
Generation of shear wave

AC Voltage

Fig. 5 Response of a piezoelectric plate to an alternating voltage

many piezoelectric materials besides quartz are available, such as barium titanate
(BaTiO3), lead metaniobate (PbNb2O3) and lead zirconate titanate (PZT), etc. The
size and shape of piezoelectric transducers have to be precisely designed depend-
ing on the desired frequency. For industrial applications, solid-state transducers are
usually used, because of their robustness. A piezoelectric transducer consists of a
piezoelectric element, electrical connections, backing materials, front layers and a
casing. The typical construction is shown in Fig. 6. The front layer is to protect the
piezoelectric element against external stresses and environmental influences, and
also must function as an impedance matching layer with which the transfer of ul-
trasonic energy to the target medium is optimized. The backing material functions
as a damping block that alters the resonance frequency of the piezoelectric element
and deletes unwanted ultrasonic waves reflected from the back wall. The electrical
line is connected AC or DC voltage supplies that are often operated at the resonant
frequency of the piezoelectric element.

Depending on applications, other types of transducers can be available. Piezo-
electric polymers that can exhibit the piezoelectric effect, often called PVDF
(polyvinylidene fluoride), have some advantages owing to polymer characteristics

High voltage lead 

Casing 

Backing material 
(Damping) 

Piezoelectric element 

Front plate 

Specimen 

Couplant 

Fig. 6 Typical construction of a piezoelectric transducer and its use in measurement of a solid
specimen
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such as its low acoustic impedance and softness. Magnetostriction effect that occurs
in ferromagnetic materials is also utilized as transducers in industries.

It should be noted that the piezoelectric and magnetostrictive effects generally
decrease with a rise in temperature and disappears at the Curie temperature. This is
a crucial limitation in use of the ultrasonic transducers. When ultrasonic measure-
ments are conducted at high temperatures near the Curie temperature, precautions
are necessary so that the ultrasonic transducer does work properly. One of methods
for high temperature measurements and its applications are presented in Sect. 4. It
is also noted in the use of the transducers mentioned above that it is necessary to
use some coupling medium for making an effective ultrasonic energy transmission
between the transducer and specimen, as shown in Fig. 6. Gels, liquids or grease
are often used as a coupling medium. It is extremely difficult to conduct the ultra-
sonic measurements without such coupling medium because of any air gap or large
acoustic impedance between the transducer and specimen surface. This is another
disadvantage of using contact-type transducers. Further information on transducers
can be obtained in [10, 11, 12, 13].

3.1.2 Non-contact Techniques

Non-contact ultrasonic measurements are of great practical interests in the many
fields of engineering. There are three kinds of non-contact methods for generation
and detection of ultrasonic waves: optical method, electromagnetic method, and air-
coupled method. Although each method has advantages and disadvantages, they
have the potential to be powerful diagnostic tools for advanced ultrasonic sensing.

Optical methods for measuring ultrasonic waves are called laser-ultrasonics in
which ultrasonic waves are generated and detected by using lasers. Laser generation
of ultrasonic waves can be recognized as exciting the waves with an optical ham-
mer. When a high energy pulsed laser beam is irradiated onto a specimen surface, an
interaction of the laser beam with the specimen occurs in one or both of two distinct
processes, thermoelastic and ablative. By controlling the laser irradiation conditions,
it is possible to generate any types of ultrasonic waves such as longitudinal, shear
and guided waves at a desired frequency. To detect ultrasonic waves, a laser beam
is illuminated onto the specimen surface for the duration sufficiently long to capture
the ultrasonic signal of interest. Ultrasonic waves are then detected by measuring
surface displacements caused by ultrasonic disturbance, using an laser-assisted in-
terferometer or other device. Mickelson, Confocal Fabry-Perot or Photorefractive
Two-wave Mixing interferometers are often utilized. The ability of laser-ultrasonics
to operate at large standoff distances provides big advantages in industrial applica-
tions such as materials process monitoring at high temperatures. Further information
on laser ultrasonics can be obtained in [21].

Electromagnetic acoustic transducer (EMAT) is an alternative technique for gen-
erating and receiving ultrasonic waves, with which the ultrasonic measurements are
conducted without any coupling medium between the transducer and specimen. The
EMAT consists of a stack of coils and magnets to generate and receive ultrasonic
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Fig. 7 Schematic of
generation of an ultrasonic
wave using an EMAT
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waves in an electrically conductive material as shown in Fig. 7. When a coil that is
placed near to the surface of a specimen is driven by a pulse current with a desired
ultrasonic frequency, eddy currents will be induced by electromagnetic induction
in near surface region of the specimen. Since a static magnetic field is present, the
eddy currents will experience Lorentz forces F of the following form

F = J×B (8)

where J is the induced eddy currents and, B is the static magnetic field. Interac-
tions of the Lorentz forces with the specimen produce high frequency vibrations
resulting in generating ultrasonic waves. Since these processes are reciprocal, the
same mechanisms work to allow the ultrasonic energy to be converted into electro-
magnetic energy, so that the EMAT works as a receiver as well as a generator. The
EMAT eliminates the problems associated with the coupling medium because the
electro-mechanical conversion takes place directly within the electromagnetic skin
depth of the specimen surface. Thus, EMATs allow non-contact ultrasonic sensing
for moving specimens, rough surfaces, in vacuum and also in hazardous locations.
Further information on EMATs can be obtained in [22, 23].

Another method for non-contact ultrasonic sensing is air-coupled ultrasonics. In
air-coupled ultrasonics, air is used as a coupling medium between the transducer
and specimen. Although air-coupling is very attractive, it has some difficulties be-
cause of high attenuation coefficient of air and high impedance mismatch between a
transducer and air. To overcome such problem, a specially designed transducer with
an optimal impedance matching layer is required for air-coupled ultrasonic mea-
surements. Some piezoelectric-type air-coupled transducers have been commercial-
ized and used for non-contact inspections. However, most of them have relatively
low and narrow band frequency response with which it may not be sufficient to
be used in a wide variety of applications. Recently, micro-electromechanical sys-
tems (MEMS) technology has applied to ultrasonic sensors. A capacitive type air-
coupled transducer, consisting of a metallized insulating polymer film placed upon
a contoured conducting backplate, is developed using semiconductor manufactur-
ing techniques [24]. This provides effective air-couple measurements with a higher
and wider band frequency, in the range 100 kHz to 2 MHz. Utilizing such advan-
tage, a novel noncontact method for characterizing surface roughness of materials
by air-coupled ultrasound is developed [25].
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3.2 Basics of Instrumentation

Figure 8 shows a block diagram of a basic construction of an ultrasonic measure-
ment system used to generate and detect ultrasonic waves in a specimen. The syn-
chronization generator gives trigger signals with high repetition rate (e.g. 1000 rep-
etitions per second) to the pulse generator (pulser). Using these triggers, the pulser
provides electrical voltage to the transducer so that the transducer generates ultra-
sonic waves at the same repetition rate. The reflected ultrasonic waves through the
specimen are received by the same transducer and the resulting voltage of the re-
ceived waves goes to the display through the amplifier. The computer is often used
to analyze the acquired ultrasonic data.

Figure 9 shows typical configurations for transducers used to launch and receive
ultrasonic waves for ultrasonic measurements. Pulse-echo configuration with a sin-
gle transducer shown in Fig. 9(a) is most commonly used to measure reflected waves
from a flaw or the opposite side of the specimen. Through-transmission with a
two transducers shown in Fig. 9(b) is probably the second most commonly used

Fig. 8 Block diagram of
a basic construction of
an ultrasonic measurement
system to generate and detect
ultrasonic waves

Sync.
Generator

Amplifier

A/D

Computer

Pulser Receiver

Display
Transducer

Specimen

Transmitter
& Receiver

Transmitter Receiver

Transmitter Receiver

(a) (b)

(c)

Fig. 9 Typical configurations of transducers used in ultrasonic measurements



Ultrasonic Sensing 299

configuration. The third one is so-called pitch-catch configuration in which two
transducers are placed on the same side of the specimen as shown in Fig. 9(c). This
can be useful in the cases that the back wall is not parallel to the front wall or there
is difficulty to use normal incidence ultrasonic beams.

In general, an ultrasonic transducer operating at a high frequency radiates a nar-
row ultrasonic beam into a medium, which results in sensing over a narrow spatial
region. To cover a wider region in ultrasonic sensing, scanning techniques are of-
ten used. Another powerful solution to probe a wide area is to use transducer ar-
rays that are typically composed of number of individual transducer elements. A
one-dimensional (linear) array or a two-dimensional array are commercialized and
commonly used in the medical field for imaging. These transducer elements are
arranged in certain patterns for the purpose of dynamic focusing or steering ultra-
sonic waves, using a beam forming effect based on wave interference. The elements
configuration is designed to be able to form the desired beam shape and direction
of ultrasonic wave. Phased-array transducers that provide a two-dimensional or a
three-dimensional images in a medium are developed for performing a reliable flaw
detection. Further information on the ultrasonic instrumentation can be obtained in
[9, 11, 12, 13].

A general scheme of ultrasonic based measurements and the related aspects are
depicted in Fig. 10.

Acquired signals: Time domain, Frequency domain, Spatial dependence

Interaction between specimen and ultrasound:
Reflection, Refraction, Mode conversion, Scattering, Diffraction
of
Longitudinal wave, Shear wave, Guided waves

Ultrasonic properties: 

Amplitude
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Attenuation
Frequency dependence (Resonance)

Input 

Output 

Imaging &
Quantitative analysis

Size and location of detected objects
Physical (mechanical) properties
Microstructures
Surface and interface properties

Sensors: Piezoelectric, Magnetostrictive, Electromagnetic, Optical (Laser), Air-coupled

Waves: Pulsed, Continuous, Tone-burst, Chirp

Configurations:  Contact, Non-contact
Pulse-echo, Pitch-catch (transmission or reflection with two sensors)
Arrayed (one or two dimensional), Focused

Quantities to be evaluated: 

Fig. 10 General scheme of ultrasonic based measurements and evaluations
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4 Applications to Nondestructive Evaluation

Ultrasonic sensors have widely been used for numerous sensing applications in the
fields of engineering, physics as well as medical science. Although the ultrasonic
techniques have been applied to various nondestructive evaluations such as inspec-
tions of industrial structures, quantitative characterizations of materials and struc-
tural health monitoring [12, 13, 14, 15, 16, 17, 18, 19, 20], it is still required to
develop new and more effective techniques that are applicable to advanced nonde-
structive evaluations. One of industrial demands is to realize ultrasonic in-line mon-
itoring in a hazardous environment such as high temperatures. In this section, recent
advances showing the capabilities of using buffer rod sensors as nondestructive tool
for high temperature monitoring are presented.

4.1 Buffer Rod Sensors for High Temperature Monitoring

There are several ways for ultrasonic sensing at high temperatures: laser ultrasonics,
EMATs, high temperature transducers and buffer rod method (known as delay-lines
or waveguides). Since each technique has advantages and disadvantages, one has to
select the appropriate technique to suit the objective depending on the application.
Among the techniques, buffer rod method is a classical and still an attractive ap-
proach because of its simplicity and low cost. For high temperature applications of
the buffer rod method, a long buffer rod is often employed as a waveguide. A con-
ventional piezoelectric transducer is installed to the one end of the buffer rod and
the other end is in contact with the material to be measured.

The difficulty in ultrasonic measurements using a buffer rod is, in most cases,
caused by spurious echoes due to interference of mode converted waves, dispersion,
and diffraction within the rod of finite diameter. These spurious echoes deteriorate
the signal to noise ratio (SNR) because of their possible interference with desired
signals to be measured. To overcome such difficulty, tapered and clad buffer rods
are developed for various applications in materials evaluations and monitoring [26,
27, 28, 29, 30, 31]. Figure 11 shows the exterior of one of the developed buffer rod
sensors, consisting of a tapered clad buffer rod, a cooling pipe and a conventional
ultrasonic transducer (UT). The transducer end of the buffer rod is air cooled so that
conventional room temperature UTs can be used while the other end (probing end)

Fig. 11 External view of a
buffer rod sensor for high
temperature use

Air cooling pipeUltrasonic transducer

Tapered clad buffer rod

100 mm
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is in contact with a hot medium at 800◦C. Because of a taper shape of the buffer rod
and a cladding layer of the outer surface, the buffer rod provides high performance
pulse-echo measurements with high SNR at high temperatures. The length of the
rod is possible to be up to 1000 mm.

4.2 Imaging Using Focused Sensors

To provide high spatial resolution measurements, a spherical concave surface is ma-
chined at the probing end of the rod as shown in Fig. 12(a). This is expected to
function as an acoustic lens for generating and receiving focused ultrasonic waves.
Figure 12(b) shows a contour plot of the acoustic field in the vicinity of a focal
zone in molten aluminium at 800◦C, where the acoustic field is numerically exam-
ined by finite difference method [30]. We can see that the ultrasonic wave can be
focused onto a small area comparable to a wavelength (460μm) so that it is ex-
pected to make high resolution measurements using the focused buffer rod sensor. It
is experimentally verified that the developed focused sensor can successfully detect
alumina particles of about 160μm suspended in molten aluminium [30]. Figure 13
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Fig. 12 (a) a concave acoustic lens fabricated at the probing end of a buffer rod sensor, (b) a
simulation result of the sound field of focused ultrasonic wave at 10 MHz in molten aluminium [30]

(a) (b) (c)

Fig. 13 Ultrasonic images in molten zinc at 800◦C: (a) specimen having the three letters NRC
engravfed on the surface, (b) by plotting the time delay of the echo, (c) by plotting the amplitude
of the echo [29]
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Fig. 14 Ultrasonic images of
a Canadian quarter obtained
using the (a) short and (b)
long buffer rods with acoustic
lens in water [28]

10 mm

(a) (b)

shows ultrasonic images obtained in molten zinc at 650◦C, by scanning of a focused
buffer rod sensor [29]. This is probably the first ever image in a molten metal. Sur-
prisingly, this kind of imaging is possible even using a long buffer rod of 1 m length.
Figure 14 shows the images obtained in water using a short rod of 75 mm and a long
rod of about 1000 mm [28]. Although the resolution of the image using the long
rod deteriorates because of an attenuation of higher frequency components of the
guided wave in the rod, it can be seen that the ultrasonic wave can be focused onto
a small spot of about one wavelength.

4.3 In-Situ Monitoring of Solid-Liquid Interface

Using the buffer rod sensor, an attempt has been made to monitor a solid-liquid
interface of aluminium alloy during unidirectional solidification at 700◦C [31]. A
solid-liquid interface of aluminium alloy is produced using a directional solidifi-
cation furnace and then the interface behaviour is monitored during heating and
cooling as shown in Fig. 15(a). Figure 15(b) shows the location of the interface
determined from the transit time of ultrasonic pulse echo. The growing rate of the
solidification front is estimated to be 0.12 mm/s by time-differentiating the loca-
tion. The amplitude change of the interface echo is also shown in Fig. 15(b). We can
observe periodical oscillations in the amplitude during heating and cooling. It is ten-
tatively considered that these oscillations are related to the feature of solidification
instabilities such as variations in cellular structure and/or mushy zone consisting of
solid and liquid phases.

4.4 Monitoring of Internal Temperature Distribution

In many fields of science and engineering, there are growing demands for mea-
suring internal temperature distribution of heated materials. Recently, an ultrasonic
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Fig. 15 (a) Schematic of experimental setup for ultrasonic monitoring of solid-liquid interface of
aluminium alloy using a buffer rod sensor, (b) Monitoring result showing variations in amplitude
and location of solid-liquid interface echo during heating and cooling [31]

method has been applied to internal temperature monitoring [32]. The principle of
the method is based on temperature dependence of ultrasonic velocity in materials.
A single side of a silicone rubber plate of 30 mm thickness is heated by contacting
with a hot steel plate as shown in Fig. 16(a) and ultrasonic pulse-echo measurements
are then performed during heating. A change in the transit time of ultrasonic wave
in the heated rubber is monitored and used to determine the transient variation of
internal temperature gradient in the rubber, where an inverse analysis is used to de-
termine one-dimensional temperature gradient. Figure 16(b) shows the internal tem-
perature distributions in the silicone rubber and their variations with elapsed time.
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Fig. 16 (a) Schematic of ultrasonic temperature monitoring of a silicone rubber being heated,
(b) Monitoring result showing internal temperature distributions in the silicone rubber and their
variations with elapsed time [32]
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The temperature gradient determined ultrasonically agrees well with both obtained
using commercial thermocouples installed in the rubber and estimated theoretically.

Thus, recent demonstrations shown in this section reveal that even a classical
method such as a pulse-echo method using a buffer rod sensor has the high potential
to be applicable to a novel sensing in an unexplored field.

5 Conclusion

In this chapter a brief overview of fundamentals in ultrasonic sensing is presented.
Some advanced techniques and applications to nondestructive evaluation are also
introduced. The essentials of ultrasonic sensing are how to drive an ultrasonic wave
into an object and how to capture the ultrasonic wave from the object. In addition,
another essential is how to extract the information we want from the captured ultra-
sonic wave. To accomplish these and to create a useful sensing technique, it is indis-
pensable to make an effective collaboration among researchers in different fields of
engineering and science such as electrical, electronics, information, mechanical and
materials. Actually, progress is being made in ultrasonic sensing technology, but, it
should be noted that classical techniques and methods are still attractive and have
the potential to create something new, as shown in the application of a buffer rod
sensor.
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Multimodal Image Sensor Fusion Using
Independent Component Analysis

Nedeljko Cvejic, Nishan C. Canagarajah and David R. Bull

Abstract In this chapter, we present a novel multimodal image fusion algorithm
using the Independent Component Analysis (ICA). Region-based fusion of ICA co-
efficients is implemented, in which the mean absolute value of ICA coefficients is
used as an activity indicator for the given region. The ICA coefficients from given
regions are consequently weighted using the Piella fusion metric in order to max-
imise the quality of the fused image. The proposed method exhibits significantly
higher performance than the basic ICA algorithm and improvement over the other
state-of-the-art algorithms.

Keywords Data fusion · image fusion · independent component analysis · image
fusion metrics

1 Introduction

A relatively lower level of interest in infrared imagery, compared to visible imagery,
has been due to high cost of thermal sensors, lower image resolution, higher image
noise and lack of widely available data sets. However, these drawbacks are becom-
ing less relevant as infrared imaging advances, making the technology important
for applications such as video surveillance, navigation and object tracking. Night
vision cameras that produce images in multiple spectral bands, e.g. thermal and
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visible, have also become available. These different bands provide complementary
information since they represent different characteristics of a scene or object.

Fusion of visible and infrared (IR) images and video sources is becoming in-
creasingly important for surveillance purposes. The main reason is that a fused
image, constructed by combination of features of visible and infrared inputs, en-
ables improved detection and unambiguous localisation of a target (represented in
the thermal image) with respect to its background (represented in the visible im-
age) [1]. A human operator using a suitably fused representation of visible and
IR images may therefore be able to construct a more complete and accurate men-
tal representation of the perceived scene, resulting in a larger degree of situation
awareness [2].

Image fusion is a specialisation of the more general topic of data fusion, deal-
ing with image and video data [3]. There are a number of potential advantages of
integrating the data from multiple sensors. These include [4]:

1. Redundant information provided by a group of sensors can reduce overall uncer-
tainty and increase accuracy of the integrated image

2. Complementary information from different sensors allows features in a scene to
be perceived that would not be possible from individual sensors

3. More timely information is available as a group of sensors can collect informa-
tion of a scene more quickly than a single sensor.

Image fusion is defined in [5] as the process by which several images, or some of
their features, are combined together to form a single image. The fusion process
must satisfy the following requirements as described in [6]:

1. Preserve all relevant information from the input images in the fused image;
2. Suppress irrelevant parts of the image and noise
3. Minimise any artefacts or inconsistencies in the fused image.

Image fusion can be performed at four main levels [4]. These, sorted in ascending
order of abstraction, are: signal; pixel; feature and symbolic level.

At pixel-level, images are combined by considering individual pixel values or
small arbitrary regions of pixels in order to make the fusion decision. This method
takes no account of what the pixels may represent, but only individual pixel value or
the values of an arbitrary number of surrounding pixels to make the fusion decision.
This obviously has drawbacks, as useful information of the semantic content of the
image is not used in the fusion process.

Feature-level fusion has advantages over pixel-based methods as pixels are re-
garded as making up a feature in an image. Thus, more intelligent semantic fusion
rules can be considered based on actual features in the image. For example, fusion
rules can be expanded to include a number of properties of each of the features in
the images, such as statistical measures, size, shape or position in a scene.

At symbolic-level, features in an image are classified as a specific type of symbol.
These sets of symbols are then fused. This level requires a library of all symbol
types to be fused and hence is not as general as lower levels of fusion and requires
complex and time-consuming classification steps.
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Nikolov et al. [7] proposed another classification of image fusion algorithms –
spatial domain and transform domain techniques. The transform domain image
fusion consists of performing a transform on each input image and, following spe-
cific rules, combining them into a composite transform domain representation. The
composite image is obtained by applying the inverse transform on this composite
transform domain representation.

Instead of using a standard bases system, such as the DFT, the mother wavelet
or cosine bases of the DCT, one can train a set of bases that are suitable for a spe-
cific type of images. A training set of image patches, which are acquired randomly
from images of similar content, can be used to train a set of statistically indepen-
dent bases. This is known as Independent Component Analysis (ICA) [8]. Recently,
several algorithms have been proposed [9, 10], in which ICA bases are used for
transform domain image fusion.

In this chapter, we describe a novel multimodal image fusion algorithm in ICA
domain. It uses separate training subsets for visible and IR images to determine
the most important regions in the input images and consequently fuses the ICA
coefficients using fusion metrics to maximise the quality of the fused image.

2 Image Analysis Using ICA

In order to obtain a set of statistically independent bases for image fusion in the
ICA domain, training is performed with a predefined set of images. Training images
are selected in such a way that the content and statistical properties are similar for
the training images and the images to be fused. An input image i(x,y) is randomly
windowed using a rectangular window w of size NxN. The result of windowing is
an ‘image patch’ which is defined as [9]:

p(m,n) = w · i(m0−N/2 + m,n0−N/2 + n) (1)

where m and n take integer values from the interval [0,N − 1]. Each image patch
p(m,n) can be represented by a linear combination of a set of M basis patches
bi(m,n):

p(m,n) =

M∑
i=1

vibi(m,n) (2)

where v1,v2, . . . ,vM stand for the projections of the original image patch on the basis
patch, i.e. vi = 〈p(m,n),bi(m,n)〉. A 2D representation of the image patches can be
simplified to a 1D representation, using lexicographic ordering. This implies that an
image patch p(m,n) is reshaped into a vector p, mapping all the elements from the
image patch matrix to the vector in a row-wise fashion. Decomposition of image
patches into a linear combination of basis patches can then be expressed as follows:

p(t) =

M∑
i=1

vi(t)bi =
[
b1b2 . . .bM

]
· [v1(t)v2(t) . . .vM(t)]T (3)
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where t represents the image patch index. If we denote B = [b1b2 . . .bM] and v(t) =

[v1v2 . . .vM]T , then (3) reduces to:

p(t) = Bv(t) (4)

v(t) = B−1 p(t) = Ap(t) (5)

Thus, B = [b1b2 . . .bM] represents an unknown mixing matrix (analysis kernel) and
A = [a1a2 . . .aM] the unmixing matrix (synthesis kernel). This transform projects
the observed signal p(t) on a set of basis vectors. The aim is to estimate a finite set

of K < N2 basis vectors that will be capable of capturing most of the input image
properties and structure. More detailed description and theoretical background of
the general ICA process and its application in image processing can be found in
[8, 9].

After the input image patches p(t) are transformed to their ICA domain represen-
tations vk(t), we can perform image fusion in the ICA domain in the same manner
as it is performed in e.g. the wavelet domain. The equivalent vectors vk(t) from each
image are combined in the ICA domain to obtain a new image v f (t). The method
that combines the coefficients in the ICA domain is called the ‘fusion rule’. After
the composite image v f (t) is constructed in the ICA domain, we can move back to
the spatial domain, using the synthesis kernel A, and synthesise the image i f (x,y).

3 Overview of Fusion Metrics

As fusion metrics are an important element in the proposed algorithm’s optimisation
this section includes a short overview of these techniques. Objective image fusion
performance evaluation is difficult due to different application requirements and the
lack of a clearly defined ground-truth. Several objective performance measures for
image fusion have also been proposed where the knowledge of ground-truth is not
assumed.

3.1 Piella Metric

The measure used as the basis for the Piella metric is the Universal Image Quality
Index (UIQI) [11]. In [11] UIQI was compared to the standard MSE objective qual-
ity measure and experimental results have shown that the new index outperforms
the MSE, due to the UIQI’s ability to measure structural distortions [11].

Let X = {xi|i = 1,2, . . . ,N} and Y = {yi|i = 1,2, . . . ,N} be the original and the test
image signals, respectively. UIQI is defined as [11]:

Q =
4σxyx · y(

σ2
x + σ2

y

)
·
[
(x)2 + (y)2

] (6)
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where

x =
1
N

N∑
i=1

xi y =
1
N

N∑
i=1

yi (7)

σ2
x =

1
N −1

N∑
i=1

(xi− x)2 σ2
y =

1
N −1

N∑
i=1

(yi− y)2 (8)

σxy =
1

N −1

N∑
i=1

(xi− x) (yi− y) (9)

In order to apply the UIQI for image fusion evaluation, Piella and Heijmans [12]
introduce salient information to the metric:

Qp(X,Y,F) =
∑
w∈W

c(w) [λ ·Q(X,F|w) + (1−λ) ·Q(Y,F|w)] (10)

where X and Y are the input images, F is the fused image, c(w) is the overall saliency
of a window and λ is defined as [12]:

λ =
s(X|w)

s(X|w) + s(Y |w)
(11)

should reflect the relative importance of image X compared to image Y within the
window w. s(X|w) denotes saliency of image X in window w. It should reflect the
local relevance of image X within the window w, and it may depend on e.g. contrast,
sharpness, or entropy. This image fusion metric does not require a ground-truth or
reference image. Finally, to take into account aspects of the human visual system
(HVS), the same measure is computed with ‘edge images’ (X′,Y′ and F′) instead of
the grey-scale images X,Y and F.

QE(X,Y,F) = QP(X,Y,F)1−αQP(X′,Y′,F′)α (12)

3.2 Petrovic Metric

The fusion metric proposed Petrovic and Xydeas [13], is obtained by evaluating the
relative amount of edge information transferred from the input images to the output
image. It also takes into account the relative perceptual importance of the visual
information found in the input images, by assigning perceptual importance weights
to more salient edges. It uses a Sobel edge operator to calculate the strength g(n,m)
and orientation α(n,m) information of each pixel in the input and output images.
The relative strength and orientation ‘change’ values, GAF(n,m) and AAF(n,m), re-
spectively, of an input image A with respect to the fused one F are defined as:
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GAF(n,m) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

gF(n,m)
gA(n,m)

if gA(n,m) > gF(n,m)

gA(n,m)
gF(n,m)

otherwise

(13)

AAF(n,m) =
‖αA(n,m)−αF(n,m)| −π/2|

π/2
(14)

These measures are then used to estimate the edge strength and orientation preser-
vation values, QAF

g (n,m) and QAF
α (n,m):

QAF
g (n,m) =

Γg

1 + ekg(GAF (n,m)−σg)
(15)

QAF
α (n,m) =

Γα

1 + ekα(AAF (n,m)−σα)
(16)

where the constants Γg,kg,σg and Γα,kα,σα determine the exact shape of the sig-
moid nonlinearities used to form the edge strength and orientation. The overall edge
information preservation values are then defined as:

QAF(n,m) = QAF
g (n,m) ·QAF

α (n,m) 0 ≤ QAF(n,m) ≤ 1 (17)

Having QAF(n,m) and QBF(n,m) a normalised weighted performance metric of a
given process p that fuses A and B into F is given as:

Qp =

N∑
n=1

M∑
m=1

QAF(n,m)wA(n,m) + QBF(n,m)wB(n,m)

N∑
n=1

M∑
m=1

wA(n,m) + wB(n,m)

(18)

The edge preservation values QAF(n,m) and QBF(n,m) are weighted by coefficients
wa(n,m) and wb(n,m), which reflect the perceptual importance of the corresponding
edge elements within the input images. Note that in this method, the visual informa-
tion is associated with the edge information while the region information is ignored.

4 Proposed Fusion Method Using Independent
Component Analysis

4.1 Separated Training Sets

In the proposed method, training images are separated in two groups prior to train-
ing process. Namely, all IR training images are grouped into a separate training
subset, whereas all the visible training images constitute the second training subset.
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Introduction of separate training subsets provides us with two sets of ICA bases. The
first ICA bases set is used to decompose the IR input image patches vi(t) = Ai pi(t)
and the second subset to transform the visible input image patches to ICA domain
vv(t) = Av pv(t).

Separate ICA bases sets for decomposition of input images are more specifi-
cally trained to capture statistical properties of the specific modality of the input
images (IR/visual). This enables the proposed method to outperform the standard
method [9], in which images of both IR and visible modality are used for train-
ing which results in an ‘average’ ICA bases set that is not able to take the full
advantage of ICA decomposition. It is important to note that before the reconstruc-
tion of the fused image in pixel domain it is necessary to normalise the energy
of two the ICA bases subsets. The normalisation provides the necessary ampli-
tude balance between the ICA coefficients obtained using two different ICA bases
sets.

4.2 Region-Based Fusion of ICA Coefficients

The majority of applications of a fusion scheme employ the features within the
image, not in the actual pixels. Therefore, it seems reasonable to incorporate feature
information into the fusion process. There are a number of perceived advantages of
this, including:

1. Intelligent fusion rules: Fusion rules are based on combining groups of pix-
els, which form the regions of an image. Thus, more useful tests for choosing
the regions of a fused image, based on various properties of a region, can be
implemented.

2. Highlighting features: Regions with certain properties can be either accentuated
or attenuated in the fused image depending on a number of the characteristics of
the region.

3. Improved noise robustness to noise: Processing semantic regions rather than
individual pixels or arbitrary regions can help overcome some of the prob-
lems with pixel-fusion methods such as sensitivity to noise, blurring effects and
misregistration.

Several features can be employed in the estimation of the contribution of each input
image to the fused output image. For example, the mean absolute value of each ICA
coefficient can be used as an activity indicator in each input image:

Ei(t) = ‖vi(t)‖, Ev(t) = ‖vv(t)‖ (19)

where T denotes the number of input images. As the ICA bases tend to focus on the
edge information, large values for Ek(t)(k ∈ {i,v}) correspond to increased activity
in the patch, e.g. the existence of edges or a specific texture. Based on this obser-
vation, the standard ICA image fusion method divides the ICA domain coefficients
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in two groups [9]. The first group consists of the regions that contain details (Ek(t)
larger then a threshold) and the second group contains the region with background
information (Ek(t) smaller then a threshold). The threshold that determines whether
a region is ‘active’ or ‘non-active’ is set heuristically. As a result, the segmentation
map si(t) is created for the IR input image:

si(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if Ei(t) >

2
T

T∑
k=1

Ei(t)

0 otherwise
(20)

as well as for the visible input image sv(t). The segmentation maps of input images
are combined to form a single segmentation map, using the logical OR operator:

s(t) = OR{si(t), sv(t)} (21)

After the input images are segmented into active and non-active regions, different
fusion rules can be used for fusion of each group of regions. In [9] active regions are
fused using the ‘max-abs’ rule, while non-active regions are fused using the ‘mean’
rule. The ‘max-abs’ rule fuses two input coefficients/vectors by selecting the one
with higher absolute value. In the ‘mean’ fusion rule the fused coefficient/vector is
equal to the mean value of the two input coefficients/vectors.

Because the aforementioned threshold that determines the ‘activity’ of a region
is set heuristically, the regions obtained by thresholding of the ICA coefficients do
not correspond always to objects in the images to be fused. Our experiments showed
that important objects in the IR input images (e.g. a person or a smaller object) are
often masked by textured high- energy background in the visual image. In this case
the important objects from the IR image become blurred or, in extreme cases, com-
pletely masked. Thus, we propose a different rule for fusion of surveillance images.
If ii(x,y) is an IR input image and iv(x,y) is a visible image, we obtain the mean ab-
solute values of each ICA coefficient, (Ei(t) and Ev(t)), respectively, using different
ICA bases set for each image. The active and non-active regions are then deter-
mined separately, as given in (20). The active regions (energy of the region higher

than the threshold 2
T

T∑
k=1

Ei(t)) from the IR image are compared to the active regions

from the visible image at the same location and the active regions from the IR im-
age, determined by specific ICA subset for the IR images, are given higher priority
than the visible image. Using this principle, we aim to transfer all the important
regions (important surveillance-wise, e.g. objects representing a person walking or
a source of heat) from the IR image to the fused image, not allowing them to be
masked by high-energy regions from the visible image. On the other hand, in the fu-
sion of the non-active regions the ‘max-abs’ fusion rule is used. As a consequence,
most of the background details will be retained from the visible image, because
of its fine high-energy texture, thus increasing the perceptual quality of the fused
image.
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4.3 Reconstruction of the Fused Image Using Fusion Metrics

In addition, we implement a novel method for reconstruction of the fused image,
using statistical properties of the both input images. In the standard ICA method,
reconstruction of the fused image is performed on the patch-per-patch base [9]:

p f (t) = Ui(t) + Uv(t) + 1/2(Mi(t) + Mv(t)) (22)

where p f (t) represents the t-th patch of the fused image i f (x,y), whereas Ui(t) and
Uv(t) are the t-th patch obtained by inverse transform of the selected ICA coefficient
from the IR image and visible image, respectively. Mi(t) is the mean value of the
corresponding frame from the IR input image ii(x,y) and Mv(t) is the mean value
of the corresponding frame from the visual input image iv(x,y). We propose a new
approach for reconstruction of the fused image [10]:

p f (t) = Ui(t) + Uv(t) + Mi(t) ·wi + Mv(t) ·wv (23)

Weights wi∈[0,1] and wv(= 1−wi)∈[0,1] are used to balance the contributions from
both visual and IR images in the synthesis of the fused image.

Weighting coefficients are set to a predefined value (e.g. wi = 1 and wv = 0) and
then wv = 0 is gradually increased. One of the fusion performance metric [12, 13]
is calculated at each step. We decided to exploit the Piella metric [12] and Petrovic
metric [13] because these are the most widespread tools for evaluation of image
fusion algorithms. In addition, extensive experiments with multimodal images have
shown that both metrics have one, global optimum, when Mi and Mv are modified.
It allows us to gradually increase wv = 0 by a predefined step (usually 0.1) and
calculate the gradient of the given metric at each step. When the calculated gradient
becomes negative, signalling that the optimum value of a fusion performance metric
is reached, the process stops and reconstruction of the fused image is performed with
the calculated weights. In that sense, the weighting coefficients are chosen so that
the quality of the fused image is maximised.

5 Experimental Results

The proposed image fusion method was tested in different surveillance scenarios
with two modalities: infrared and visible. In order to make a comparison between
the proposed method and the standard ICA method, the images were fused using
the approach described in [9]. We compared these results with a simple averaging
method, the ratio method [14], the Laplace transform (LT) [15] and the dual-tree
complex wavelet transform (DT-CWT) [16].

Before performing image fusion, the ICA bases were trained using a set of 5
images IR images and 5 visible images, with content comparable to the test set. A
number of rectangular patches (N = 4,8,12) used for training were randomly se-
lected from the training set. The lexicographic ordering was applied to the image
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patches and then PCA performed. Following this, a number of the most important
bases were selected, according to the eigenvalues corresponding to these bases. Af-
ter that, the ICA update rule in was iterated until convergence. ICA coefficients were
obtained using the principle described in Sect. 3, while reconstruction of the fused
image was performed using optimisation based on the Piella fusion performance
metric [12].

5.1 Comparison with the Standard ICA Image Fusion Method

In the first part, experiments were focused on the performance evaluation of the pro-
posed algorithm and comparison with the standard ICA fusion algorithm. In order
to compare how the fusion algorithm’s performance depend on the training process,
impact of the number of training patches taken from the training set was tested.
Number of images in the training set was fixed to 10 for the standard ICA fusion
method and to five images per subset of training images in the IR and visible domain,
for the proposed method. The number of training patches taken from the training set
(subsets) was then varied from 100 to 40000 in order to evaluate both algorithms’
performance with different number of training patches. Size of training patches was
8×8 (N = 8) and 32 of the most significant bases obtained by training are selected
using the PCA algorithm.

The results in Figs. 1–3 show that the proposed algorithm significantly outper-
forms the standard ICA fusion algorithm for the UN Camp and Octec surveillance
image sequences, with constantly higher scores in terms of Piella and Petrovic met-
ric. Figures 2–4. depict examples of fused images for the standard and proposed
ICA fusion algorithm, where different number of training patches is used. Visual
(subjective) comparison between methods indicates that our method is far superior
to the basic ICA method: for example, it is clear that the fence detail from the visual
image is far better transferred into the fused image in the proposed method.

In addition, the details of the tree in the visual image are visually more pleasing
and the human figure is much brighter in the proposed method than in the fused im-
age obtained by the standard ICA method. It is also noticeable that the performance
of the proposed method is less dependent on the number of training patches then
the standard ICA fusion method. In addition, the proposed method trained by only
200 training patches outperforms the standard ICA method trained by 40000 train-
ing patches, measured by both fusion metrics. Therefore, the proposed algorithm
needs a significantly shorter training process in order to obtain fusion performance
comparable to, or above, the performance of the standard ICA method.

5.2 Comparison with the State-of-the-Art Image Fusion Methods

The proposed image fusion method was tested against several state-of-the-art im-
age fusion methods in two modalities: infrared and visible. In order to make a



Multimodal Image Sensor Fusion Using ICA 319

Fig. 1 Fusion performance for image 1812 from the ‘UN Camp’ sequence. Comparison of fusion
performance vs. number of training patches for the proposed and standard ICA fusion method,
Piella metric (top), Petrovic metric (bottom)
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Fig. 2 Subjective fusion results. Top: input IR image (left), input visible image (right). Middle:
fused image using standard ICA fusion and 100 training patches (left); fused image using proposed
method and 100 training patches (right). Bottom: standard ICA fusion and 10000 training patches
(left), proposed method and 10000 training patches (right)

comparison between the proposed method and the standard ICA method, the im-
ages were fused using the approach described in [9]. We compared these results
with a simple averaging method, the ratio method [14], the Laplace transform (LT)
[15] and the dual-tree complex wavelet transform DT-CWT) [16]. In the multireso-
lution methods (LT, DT-CWT) a 5-level decomposition is used and fusion is per-
formed by selecting the coefficient with a maximum absolute value, except for
the case of the lowest resolution subband where the mean value is used. The im-
ages fused using these algorithms are given in Figs. 5 and 6, together with IR
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Fig. 3 Fusion performance for image 22 from the ‘Octec’ sequence. Comparison of fusion per-
formance vs. number of training patches for the proposed and standard ICA fusion method, Piella
metric (top), Petrovic metric (bottom)
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Fig. 4 Subjective fusion results. Top: input IR image (left), input visible image (right). Middle:
fused image using standard ICA fusion and 100 training patches (left); fused image using proposed
method and 100 training patches (right). Bottom: standard ICA fusion and 10000 training patches
(left), proposed method and 10000 training patches (right)

and visible input images. The proposed and standard ICA method were trained us-
ing 10000 training patches taken from a set of images with similar content. Size
of training patches was 8 × 8 (N = 8) and 32 of the most significant bases ob-
tained by training are selected using the PCA algorithm. It should be noted that
the adaptive fused image reconstruction adds 1–2% of computational overhead to
the standard, non-adaptive ICA fusion algorithm. Visual (subjective) comparison
between methods indicates that our method is far superior to the basic ICA method,
but also that the proposed weighted ICA method performs slightly better than the
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Fig. 5 Subjective fusion results. Top: input IR image (left), input visible image (middle). Middle:
fused image using averaging (left), ratio pyramid (middle) and Laplace pyramid (right). Bottom:
fused image using DT-CWT (left), standard ICA method (middle) and proposed ICA method
(right)

LT and DT-CWT methods: for example, in Fig. 5 it is clear that the fence detail
from the visual image is far better transferred into the fused image in the proposed
method than in the standard ICA method. In addition, the details of the tree in the
visual image are visually more pleasing in the proposed method than in the DT-
CWT approach, although the person is brighter in the DT-CWT fused image. In
Fig. 6 it is obvious that the proposed method outperforms standard ICA as the
landscape structure is better represented in the fused image and the terrain infor-
mation is clearer in the proposed ICA method compared to the DT-CWT and LT
methods.

The results in Table 1 show that the proposed algorithm significantly outperforms
the standard ICA fusion algorithm for the all tested surveillance image sequences,
with constantly higher scores in terms of Piella and Petrovic metric. The proposed
method generally obtains higher performance then the multiresolution methods as
well, as metric values are usually higher, except for the case of the Dune sequence,
where the best results are obtained by the DT-CWT fusion method. The advantage
in terms of metric values is more brought up for the Petrovic metric, because it
has higher dynamics (smaller differences in the fused image are discriminated with
larger difference in the metric grade). The metrics’ values confirm the subjective
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Fig. 6 Subjective fusion results. Top: input IR image (left), input visible image (middle). Middle:
fused image using averaging (left), ratio pyramid (middle) and Laplace pyramid (right). Bottom:
fused image using DT-CWT (left), standard ICA method (middle) and proposed ICA method
(right)

Table 1 Performance of image fusion methods, measured by fusion metrics

Metric Method UN1812 Dune04 Octec22 Trees17

Piella Average 0.86 0.96 0.87 0.91
Ratio 0.86 0.96 0.88 0.92
DT-CWT 0.91 0.97 0.94 0.92
Laplace 0.91 0.96 0.94 0.92
Standard ICA 0.87 0.95 0.92 0.91
Proposed ICA 0.92 0.96 0.95 0.93

Petrovic Average 0.35 0.51 0.43 0.44
Ratio 0.41 0.53 0.50 0.47
DT-CWT 0.46 0.60 0.77 0.55
Laplace 0.50 0.60 0.77 0.55
Standard ICA 0.41 0.52 0.67 0.45
Proposed ICA 0.59 0.65 0.78 0.60

impression that the images obtained using the proposed algorithm generally incor-
porate more information from the visible image together with the important details
from the IR image.
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6 Conclusion

In this chapter, we describe an improved image fusion algorithm based on the In-
dependent Component Analysis (ICA). In the proposed method, images used for
training of ICA bases are separated in two groups prior to training process, one
consisting of IR images and the second consisting of visible images. Region-based
fusion of ICA coefficients is implemented, where the mean absolute value of each
ICA coefficient is used as an activity indicator for the given region. Weighting of
the ICA bases during reconstruction of the fused image by using the fusion metrics
is used to maximize the performance of the proposed method. Experimental results
confirm that the proposed method exhibits significantly better fusion than basic ICA
method, as it obtains higher scores using both Piella and Petrovic metrics. The pro-
posed method outperforms the performance of the state-of-the-art algorithms, both
in terms of subjective quality and fusion metrics values.
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Fast Image Capture and Vision Processing
For Robotic Applications

Gourab Sen Gupta and Donald Bailey

Abstract This chapter details a technique to significantly increase the speed of
image processing for robot identification in a global-vision based system, targeted
at real-time applications. Of major significance are the proposed discrete and small
look-up tables for Y, U and V color thresholds. A new YUV color space has been
proposed which significantly improves the speed of color classification. The look-up
tables can be easily updated in real-time and are thus suitable for adaptive threshold-
ing. The experimental results confirm that the proposed algorithm greatly improves
the performance of the image processing system. The results are compared with
other commonly used methods such as a composite look-up table which is indexed
using RGB pixel values.

Keywords Global vision · colour segmentation · YUV colour space · incremental
tracking

1 Introduction

Vision systems are widely used in the industry for object tracking, intrusion de-
tection, vehicle and mobile robot guidance, inspection automation, etc. [1]. The
majority of the commodity vision systems use video signals, most often from a
CCD camera, as input to the image capture and analysis subsystems. Typically, such
vision systems provide frame rates of 30 Hz or field rates of 60 Hz for interlaced im-
ages. Processing these images with useful resolution of 320×240 and above in the
33.3 and 16.67 ms sample times respectively can pose a significant challenge espe-
cially when other processing tasks such as strategy and task allocation, low-level
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control and communication with the robots, are also to be completed. A lot of
research efforts have been spent on improving the speed of image processing for
robotic applications [2] and it continues to attract a lot of attention of researchers.
Faster vision processing algorithms result in better motion control and hence better
coordination between agents to accomplish a collaborative task.

A computationally inexpensive vision processing algorithm using Run Length
Encoding (RLE) has been discussed in papers [3] and [4]. RLE is an image com-
pression technique that preserves the topological features of an image, allowing it to
be used for object identification and location [5]. Though the RLE algorithm can be
implemented on commodity hardware for multi-agent collaborative systems such as
the robot soccer vision system [6, 7], its significant processing speed advantage is
when there are a large number of objects to track. For smaller systems with a limited
number of agents, say two to five, the commonly used blob identification techniques
together with the incremental tracking algorithm is adequate and equally efficient.

Interlaced images introduce the ‘image scattering’ problem for a moving object
because of the time delay between the two fields of the image. To overcome this
problem, the odd and even scan fields have to be processed separately. However,
because of quantization errors in each field, a stationary object may appear to be in
two different locations. Filtering techniques are required to minimize such a negative
effect. The other sources of errors in the vision system are due to variation of light
intensity and inherent sensor noise.

The cumulative effect of the errors in the vision system is very significant, espe-
cially in a highly dynamic collaborative system where the agents are moving very
fast. Figure 1 shows the software hierarchy of a multi-agent robotic controller using
global vision. The image processing software identifies the position and orientation
of the robots and other objects of interest in the robots’ workspace. The vision data
is filtered to reduce the effect of noise and passed on to the strategy/task allocation

Image Processing Software

Task Allocation/Strategy

Control Layer
(Orientation and

movement)

Communication Software

Wireless
Communication

Robot

Fig. 1 Software hierarchy of a multi-agent robotic controller using global vision
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layer. At this layer of the software architecture, the behavior required of an agent
is determined. The errors in the vision system percolate down the hierarchy of the
robotic controller and have profound effect on the robot behavior and hence the
overall performance of the collaborative system. It is thus imperative that careful
considerations are given to eliminate or at least minimize the vision processing er-
rors.

2 Global Vision – Sources of Error

A global vision system uses a single or multiple cameras to detect and track sev-
eral objects. The main sources of errors in the vision system are described in the
following sub-sections.

2.1 Separate Processing of Odd and Even Scan Fields
of an Interlaced Bit Mapped Image

A stationary object may be reported at different locations in each frame due to differ-
ent quantization errors. This is explained using a bit mapped image of 16×16 pixel
resolution as shown in Fig. 2. The object of interest, the centre position coordinates
of which are required to be calculated, is of a square shape.

To calculate the position, the well known zero-order moment and centre-of-
gravity (1) are used. For an m×n binary image, the coordinates are given by:

Fig. 2 Bit-map of an interlaced image
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Area, A =

n∑
i=1

m∑
j=1

B[i, j]

COG, x =

n∑
i=1

m∑
j=1

jB[i, j]

A
y =

n∑
i=1

m∑
j=1

iB[i, j]

A
(1)

B[i, j] is the value of the bit (0 or 1) in the image at location [i, j].
i is the row number (i.e. Y-coordinate)
j is the column number (i.e. X-coordinate)

For the illustrated example, the coordinates of the object in the Odd scan is (7.5,
8.0) as shown in the calculations below:

A = 8

x =
6×2 + 7×2 + 8×2 + 9×2

8
= 7.5

y =
7×4 + 9×4

8
= 8

The coordinates of the object in the Even scan is (7.5, 9.0) as shown in the cal-
culations below:

x =
6×2 + 7×2 + 8×2 + 9×2

8
= 7.5

y =
8×4 + 10×4

8
= 9

The separate processing of odd and even scan fields do not affect the X Coor-
dinate. Only the Y Coordinate has a shift of 1 pixel. Looking at a physical area of
170cm×150 cm and working with an image resolution of 320×240 pixels, 1 pixel
translates into a shift of ∼0.62 cm in the Y Coordinate of the object. Moreover, this
offset will not be constant for a moving object since the shift can occur both in a
positive or negative direction. Filtering techniques are often employed to minimize
the quantization error.

2.2 Variation of Light Intensity

While errors due to separate processing of odd and even scans could be pre-
dominant under controlled light conditions, nonetheless, these errors are further
compounded by variation in light intensity from one frame to another. In the real-
world applications of collaborative robotics, it is often not possible to create ideal
(or at least stable) light conditions. To partially overcome this problem, YUV color
thresholding can be employed with the Y (intensity) range extended to the maximum
limits. However, extending the color boundaries too much result in the threshold



Robotic Applications 333

values of two or more colors overlapping each other. Also extending the threshold
values wider will make the vision system error prone as stray pixels from the back-
ground will be picked up too. This limits the color tolerance.

2.3 Inherent Sensor Noise

Certain errors are inherent in the system. These originate from the camera, the frame
grabber card, connecting cables, etc.

Errors in vision-generated data have a significant impact on targeting accuracy
even when intercepting or striking a stationary object. The tests carried out on mov-
ing targets, however, are more significant as interception accuracy suffers when the
target is moving. This is due to the fact that actions are initiated based on predicted
future positions which are different from the current position and are calculated
based on velocity measures which are very noisy.

3 Experimental Hardware Setup

The experimental hardware setup consists of a Pulnix 7EX NTSC camera (www.
pulnix.com) with analog composite video output and a FlashBus MV Pro image
capture (frame grabber) card with PCI interface (www.integraltech.com). The im-
age is captured at a resolution of 320×480 at a sampling rate of 30 Hz. The odd
and even fields are processed separately; hence the effective image resolution is
320×240 delivered at a sampling rate of 60 Hz. The captured image is processed on
a 1.8 GHz Pentium 4 PC with 512 MB RAM. The image capture card was config-
ured for off-screen capture, as shown in Fig. 3. Off-screen capture mode facilitates
fast processing of the image from the system RAM. The image is transferred to the

CCD Camera

Capture
Card

VGA Card

RAM

PCI Bus

Video

System RAM

Fig. 3 Image capture card in off-screen capture mode
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VGA RAM only when a live image is required to be seen on the screen, such as
during the setting and testing of color thresholds. Once the color tuning is done, the
transfer of image to the VGA RAM is switched off.

An important hardware feature of the FlashBus MV Pro frame grabber card is
that it generates a Vertical Sync for every odd and even field. The interrupt can
be detected in the software. This facilitates implementation of an interrupt based
system and fixes the sample time of the controller.

4 Colour Segmentation, Area Thresholding, Blob Merging

The color image sequence is processed at three levels: pixel level, blob level, and
object level. To facilitate identification and separation of individual objects, a color
jacket comprising two color patches can be used on each robot, as shown in Fig. 4.
In applications where several groups or teams of robots are involved, one of the color
patches is used to identify the group (team color patch) and the other is used to identify
which robot it is within the group (robot color patch). The centers of the two color
patches, Cr and Ct, are first calculated from the image. The inclination of the line
joining the two centers gives the orientation of the robot while the coordinates of the
centre of the line give its position. For some target objects such as a ball in a robot
soccer system, only the centre of the color patch is calculated as it does not have an
orientation. The velocity of the target is used to add a direction vector to its position.

The accuracy of the angle calculation depends on the accuracy with which the
centers of the color patches are detected and how far apart these centers are. If the
centers are closer to each other, any small variation in the calculation of Cr and Ct
will result in a large variation in angle. In order to improve the accuracy of angle
calculation, experiments with different color jackets were performed. The centers of
the color patches in Fig. 5 are further apart than those in Fig. 4, thus improving the
accuracy of the angle calculation.

The object detection algorithm starts with color segmentation. It searches the im-
age to determine if the pixels belong to one of the calibrated color classes. The pix-

Cr

Ct Cr Robot Color
Ct Team Color

Fig. 4 Color jacket for identification of robot
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Cr

Ct Cr Robot Color
Ct Team Color

Fig. 5 Color jacket for improved accuracy of orientation

els are then grouped to create color patches using a ‘sequential component labeling
algorithm’. This algorithm uses a two-pass labeling technique [8] with identifiers
(labels) that increment from the value of 1. Ideally, the number of labels is equal to
the number of desired color patches on the objects in the entire image.

The procedure for checking the membership and grouping of pixels consists of 5
steps split into two passes.

A. FIRST PASS (Steps 1 to 4)

1. Process the image in the tracking window from left to right, top to bottom,
analyzing each pixel.

2. If the pixel in the image is within the YUV threshold values of the color of
interest, then
(a) If only one of its upper and left neighbors has a label, copy the label.
(b) If both upper and left neighbors have the same label, copy that label.
(c) If both upper and left neighbors have different labels, copy the upper

pixel’s label and enter the labels in an equivalence table as equivalent
labels.

(d) If not (a), (b) or (c) assign a new label to this pixel and enter it in the
equivalence table.

3. If there are more pixels to consider, repeat step 2 for additional pixels, other-
wise proceed to step 4.

4. Find the lowest label for each equivalent set in the equivalence table and add
to the equivalence table.

B. SECOND PASS (Step 5)

5. Process the picture by replacing each label with the lowest label in its equiva-
lent set.

To illustrate the algorithm, a binary image (rather than a YUV image) is used in
the following example. Figure 6 shows a representation of the binary image before
the first pass of the algorithm. The 0’s represent the background of the image and
the 1’s represent the objects of interest. It can be seen that there are two objects of
interest in the image, one in the left and the other in the right.
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0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 0 0 0 0 0 0 1 0

0 1 1 1 1 0 0 0 0 1 1 0 1 0

0 1 1 1 1 1 1 0 0 1 1 1 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 6 The binary image

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 0 0 0 0 0 0 2 0

0 3 1 1 1 0 0 0 0 4 4 0 2 0

0 3 1 1 1 1 1 0 0 4 4 4 2 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 7 The image after the first pass

Figure 7 shows the image after the first pass of the algorithm. The objects now
have multiple labels as the first pass of the algorithm was not able to correctly label
all shapes (i.e. the object on the left has labels 3 and 1 and the object on the right
has labels 2 and 4). Figure 8 shows the image after the second pass of the algorithm,
which resolves the problem of multiple labels for single objects.

The algorithm described above is often called the ‘2-neighbour’ algorithm in
which the upper and left neighboring pixels of the pixel under test, are considered
to evaluate the membership (label) of a pixel. Another well know and very similar
algorithm is called the ‘4-neighbour’ algorithm in which the four neighboring pix-
els – upper, left, bottom and right – are considered for evaluating the label of a pixel.

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 0 0 0 0 0 0 2 0

0 1 1 1 1 0 0 0 0 2 2 0 2 0

0 1 1 1 1 1 1 0 0 2 2 2 2 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 8 Image after the second pass
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This algorithm is more time consuming and gives only marginal improvement in
the accuracy of color segmentation. Thus the ‘2-neighbour’ algorithm is often pre-
ferred over the ‘4-neighbour’ algorithm, especially in real-time applications where
the color patches are relatively large in pixel area.

Once the colors have been segmented, two separate processing steps follow –
filtering based on area threshold and blob merging. In order to reduce noise, very
small color blobs are discarded if they fall below a certain area threshold. For exam-
ple, it is usually safe to discard patches which are only 2 or 3 pixels in area as these
would generally be noise from the background. If patches of the same color are
very close to each other, then these are merged to form one patch. This blob merg-
ing technique, with a distance tolerance, is widely used in practice and reported in
literature [9, 10].

Having identified the separate objects, the centre of each object is calculated
using the centre of gravity calculation described earlier (1).

5 Interrupt Based Multi-Buffered Image Capture

In order to fix the sample time and delay of the vision control loop to a constant
value, an interrupt driven approach is adopted. In this method the vision process-
ing and strategy functions are placed in an interrupt service routine. The routine is
serviced on each occurrence of the Vertical Sync signal on the frame grabber card
which generates a Vertical Sync for every odd and even field. For an image resolution
of up to 640× 480, the card can capture the image at 30 frames per second. Hence
the interrupt service routine of the interlaced image is executed every 16.67 ms.

This poses a challenge – all the vision processing, strategy calculations, calcula-
tion of motion control data and transmission of RF packets to all the robots, must be
completed within 16.67 ms. This is achieved by segregating the process of capturing
the image and processing it. This is implemented using a four-stage ring buffer to
capture and process the image. If the image processing is guaranteed to complete
in the specified sample time only two buffers are required. Since this is not the case
for the color segmentation and blob-identification algorithm presented in Sect. 4, a
four buffer system is required. The buffer organization is shown in Fig. 9. When an

Buffer
#1

Buffer 
#2

Buffer 
#3

Buffer 
#4

Image captured
in this buffer

Image processed
from this buffer

Fig. 9 Multi-buffered image captures
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image is captured in a buffer, the image from the previous buffer is processed. This
helps to avoid buffer contention during image capture and processing [11].

6 Full Tracking vs. Incremental Tracking

The full tracking algorithm searches through the whole image, testing each pixel
whether it is a member of one of the calibrated object color classes. The full track-
ing process is very inefficient when the objects are small and only represent a small

Fig. 10 Tracking window centered on last known position of object

Fig. 11 Tracking window centered on predicted position of object
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percentage of the whole image. For increased efficiency of image processing, incre-
mental tracking is generally employed [12]. Incremental tracking is the approach
whereby a small region around the last known position of the object (Fig. 10) or
its predicted position (Fig. 11) is processed rather than the whole image, thereby
decreasing the processing time or computational resources required. By limiting the
objects to be tracked, it is possible to increase the incremental tracking window size
and yet keep the vision processing time within the sample period of 16.67 ms. Using
larger incremental tracking window sizes, the object being tracked is nearly always
identified. In the event that the object is ‘lost’ (i.e. it is not inside the predicted track-
ing window), the fault tolerant software reverts to the full-tracking mode, whereby
the whole image is analyzed to ‘recover’ the object’s position.

To locate the object positions the first time, the image must initially be scanned
fully for one frame. This will identify the starting position of all the objects within
the field of view. Then the incremental tracking algorithm can continue.

The number of pixels that must be processed is related to the size of the tracking
window and the number of objects being tracked. This technique is significantly
more efficient than full tracking if the sizes of the tracking windows are much
smaller than the size of the image divided by the number of objects.

Reducing the sample period of the system can drastically reduce the required size
of the tracking window, since the objects would have moved a shorter distance in
the shorter sample time. In a sample case, halving the sample period would have the
objects move half the distance, so the length of the tracking window can be halved.
This gives an area reduction of a factor of four. Therefore doubling the frame rate
(i.e. halving the sample period) would reduce the execution time of this algorithm
by a factor of four. Thus, paradoxically, this algorithm is more likely to complete in
the required sample time if the frame rate is higher.

In a system that has a reliable frame rate, the last known velocity of the object,
rather than the last known position, can be used to centre the tracking window on the
predicted position of the object. Using this method, the size of the tracking window
can be reduced further as the error in the predicted position will depend only on
the uncertainty in the measured velocity. The only risk associated with reducing the
tracking window size relates to collisions, which can alter the velocity of the objects

Tracking 
windows

Robot path

Workspace

Fig. 12 Robot path and the incremental tracking window
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significantly. In robot soccer, the ball is the lightest and fastest object and so is at
the greatest risk of being ‘lost’.

Several techniques to overcome this problem have been proposed in the literature
[13] based on predicting collisions of fast moving light objects. Figure 12 shows the
movement of the tracking window as the robot moves.

6.1 Adaptive Tracking Window Size

Enlarging the tracking window for the faster and lighter objects can produce reliable
tracking results. A minimum tracking window size may be defined for a stationery
object. As the object starts to move, the size of the tracking window will increase
proportionately and adapt to the object’s velocity. This will ensure that larger the
velocity, bigger the tracking window size and lesser the possibility of ‘losing’ it. This
will greatly increases the reliability of tracking. However, the downside is that even
for a fixed number of objects, the number of pixels that need to be processed is not
constant and can vary a lot depending on the individual object velocities. The variable
number of pixels that will need to be processed creates an uncertainty in the total
processing time per frame. This variability will have detrimental effect on the control
of the robot motion as the sample time for error correction will no more be fixed.

7 A Fast Access Color Look-Up-Table (LUT)

7.1 Limitations of Using RGB Color Space

The blob detection algorithm can be implemented on any commodity vision system.
The image digitization can be done using the FlashBus MV Pro frame grabber card

G

B

R

Convex color
subspace for an

object

Fig. 13 Convex RGB color subspace
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which provides pixel color information in RGB (Red, Green and Blue). A convex
partition of the RGB color space can be created for each color identifier, as shown in
Fig. 13. This convex partition (color subspace cube) is specified by a range of RGB
values namely, MinR–MaxR, MinG–MaxG, and MinB–MaxB.

Blob identification based on RGB color space is not reliable in the face of varying
light intensities as the luminance cannot be separated from chrominance [4]. In order
to cater to a wide variation of light intensity, the volume of the color cube has to be
extended. The drawback of doing this is that the color cubes of different colors
will overlap and encroach into each other’s boundaries making it very difficult to
segregate colors and at the same time detect them reliably. Instead a convex color
subspace, defined in the YUV color space was implemented with greatly enhanced
robustness (in respect of reliability of detection). The Y component independently
corresponds to light intensity of the color and a wider threshold span can be set for
it to cater to varying light intensities.

7.2 Defining YUV Thresholds

To define the YUV color subspace, a sample of the image is captured and the color
of interest is zoomed in. In the zoomed image a rectangular region is defined, within
which, each pixel is processed to calculate its YUV value using the color space
transformation matrix which is shown below (2).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y
U
V

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.299 0.587 0.114
−0.169 −0.331 0.5

0.5 −0.419 −0.081

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

R
G
B

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Fig. 14 Relative positioning of YUV and RGB color space
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Y = 0.299R + 0.587G + 0.114B
U = 0.565(B−Y)
V = 0.713(R−Y)

(2)

The relative position and orientation of the RGB color cube in the YUV color
space is shown in Fig. 14. From the computed YUV values, the MinY, MaxY, MinU,
MaxU, MinV and MaxV are set. A user may manually fine-tune these thresholds
using the application’s GUI. Usually a wider range of Y values are desirable giving
it more bandwidth to account for varying light intensity.

7.3 Membership Testing

For the two-pass sequential algorithm for blob-detection, each RGB color pixel of
an image needs to be tested to determine its color sub-space membership. Since the
color boundaries are defined in YUV color space, each pixel value would have to be
converted from RGB to YUV, using (2), before testing membership using (3). This is
a computationally intensive process and the overall performance could be quite low.
Hence the mechanism used for thresholding warrants close scrutiny and requires
careful efficiency consideration.

IF((Y >= MinY) AND (Y <= MaxY) AND

(U >= MinU) AND (U <= MaxU) AND

(V >= MinV) AND (V <= MaxV))

THEN pixel of interest = TRUE (3)

Equation (2) requires to perform 5 multiplications and the whole implementa-
tion of equation (3) may require up to 6 logical ANDing operations to determine
whether a pixel belongs to a color subspace and is thus of interest. To improve
the computational efficiency, implementations using Boolean valued decomposition
of the multidimensional threshold have been tested [4] on static images resulting in
substantial reduction in processing time. This, however, still requires the color space
to be transformed from RGB to YUV. This method had not been tested previously
by any researcher on live images in real time.

7.4 A One-Dimensional Color Look-Up-Table

An initial implementation in this research work used a large one-dimensional color
look-up-table (LUT) and an indexing technique based on the RGB value of the pixel.
The index is created, using the (4) below, which is used to access the LUT.

index = R∗65536 + G∗256 + B (4)
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For a 24-bit RGB color output from the frame grabber card, the maximum value
of R, G or B is 255. Thus the size of the LUT is 256×256×256 bytes (16 MB). For
each RGB value, a unique index is created by the (4).

7.5 Posting the Look-Up-Table

Once the YUV thresholds have been defined for each color, the LUT is posted with
color identities (IDs) for the entire RGB color space as shown in the code segment
in Fig.15.

for (r=0; r<256; r++)

for (g=0; g<256; g++)

for (b=0; b<256; b++)

{
y=(299*r+587*g+114*b+500)/1000;

u=(565*(b-y) + 128000)/1000;

v=(713*(r-y) + 128000)/1000;

index = r*65536 + g*256 + b;

//-- initialise on update --

LUT[index] = NoCOL;

//-- Reference Colour range --

if ( (MinY<=y && y<=MaxY) &&

(MinU<=u && u<=MaxU) &&

(MinV<=v && v<=MaxV))

{
LUT[index] = RefCOL;

}
}

Fig. 15 Posting the LUT with color ID

The time it takes to update the LUT is not of any consequence as the update is
done during the color tuning phase. It is important that during the inspection time,
the processing should not take unduly long and hence repeated multiplications and
logical ANDing must be avoided.

7.6 Inspecting the Look-Up-Table

To test whether a pixel is in the YUV sub-space, given its RGB value, the index is
calculated using (4) and the LUT content at that indexed location is tested as shown
in the code segment in Fig.16.
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index = r<<16 + g<<8 + b;

if ( LUT[index] == RefCol )

//-- it is a desired pixel

{
//-- process the pixel

}

Fig. 16 Inspecting the LUT

To further improve the processing speed, the multiplications in (4) were replaced
by shift-left operations as in (5) below.

index = R << 16 + G << 8 + B (5)

To classify each pixel in an image into one of a discrete number of color classes,
the index is created from the pixel’s RGB values and the LUT is queried. The re-
turned value indicates color class membership.

The advantage of this method is that it does not require the RGB value of each
pixel to be converted to YUV, which otherwise would take considerable processing
time. However, this method has the following drawbacks-

• It takes very long to update the LUT. Using the experimental hardware setup de-
tailed in Sect. 3, it took 909 ms to update the LUT. This eliminates the possibility
of updating the LUT in a real-time processing environment and hence the thresh-
olds defined for each discrete color class cannot be adapted to variations in light
intensity.

• Because of the huge size of the LUT (16 Mbytes), the algorithm runs slower on
a computer with a small cache memory, as there is frequent memory swapping.
Nonetheless, in an image where the majority of the pixels belong to the back-
ground color class, this is not a significant problem as the same part of the LUT
will be accessed most of the time.

8 Discrete YUV Look-Up-Table

Recent work has focused on efficiency issues so that effective classification can be
provided in real-time. For simplicity of tuning, each color is classified with a pair of
thresholds on each of the Y, U, and V axes as illustrated in Fig. 17.

Since each axis is independent, the large LUT may be decomposed into separate
Y, U, and V LUTs of 256 elements each. The total size of all the discrete LUTs put
together is only 768 bytes, greatly reducing the memory requirements compared to
the LUT described in Sect. 7.4. For each array element, one bit is used to represent
each color class as shown in Fig. 18.
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Fig. 18 Color representations in the LUT element

In programming terms, the color IDs are defined as-

#define colour1 ID 0×01
#define colour2 ID 0×02
#define colour3 ID 0×04
#define colour4 ID 0×08
#define colour5 ID 0×10

Using arrays of bytes, 9 different color classes can be represented (including 8
of interest and the background). To cater to more colors, the system can easily be
scaled up to implement arrays of 16-bit or 32-bit integers.

Once the color thresholds have been defined, the YUV LUTs are then posted
with the color IDs as shown in Fig. 20. The shaded cells store a value of 1.

8.1 Populating the Discrete YUV Look-Up-Table

After defining the YUV thresholds for every color class, each LUT is posted indi-
vidually with color IDs. The code segment shown in Fig. 19 updates the Y-LUT.
The U- and V-LUTs are similarly posted.

To update the three LUTs it takes only 8.2 μs using the same experimental hard-
ware setup. This enables the LUTs to be updated in real-time and hence may be
used in implementing adaptive color thresholding.
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for (y=0; y<=255; y++) {
if ((y >= Col1_MinY) &&

(y <= Col1_MaxY))

Y_LUT[y] |= Colour1_ID;

//-- repeat for other colours

}

Fig. 19 Posting the LUT with color ID

Colour 1
Colour 2

Colour 3

0 1 2552
Y-LUT

Colour 1
Colour 2

Colour 3

0 255

U-LUT
90 195

Colour 1
Colour 2

Colour 3

0 255

V-LUT

30 135

Fig. 20 YUV LUT populated for color 3 (not to exact scale)
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8.2 Testing Color Class Membership

A pixel belongs to a color class only if it is within all three Y, U, and V ranges.
The color class membership can therefore be computed as a bitwise AND of the
elements of each component array. This is shown in the code segment in Fig. 21.

if (Y_LUT[Y] & U_LUT[U] & V_LUT[V] &

Colour1_ID)

{
//the pixel belongs to Color1 class

}

Fig. 21 Testing color class membership

The membership testing is very fast as the bitwise AND operation is compu-
tationally inexpensive. This method, however, requires the YUV values of each
pixel to be available, which is often not the case for commodity hardware. Thus
the advantage gained by using a smaller LUT is partly offset by the additional com-
putation time required to map a pixel from RGB color space to YUV color space.
In Sect. 8.3 two methods of speeding up this mapping are presented and the perfor-
mance evaluation is detailed in Sect. 8.5.

8.3 Color Space Transformation

The standard transformation matrix of (2) for mapping RGB to YUV involves sev-
eral floating point multiplications, which are potentially very time-consuming. The
floating point arithmetic may however be replaced by integer operations as in (6)
below.

Y = (299R + 587G + 114B)/1000

U = 565(B−Y)/1000 + 128

V = 713(R−Y)/1000 + 128 (6)

The U and V components are offset by 128 to bring them into positive range
to facilitate array indexing. Equations (6) still use division operations. The division
operations may be eliminated by scaling the coefficients by powers of 2 rather than
powers of 10, allowing the use of a computationally less expensive shift-right oper-
ation as shown in (7) below.

Y = (9798R + 19235G + 3736B) >> 15

U = 18514(B−Y) >> 15 + 128

V = 23364(R−Y) >> 15 + 128 (7)
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8.4 A New Color Space

This research makes a significant contribution by proposing a novel Y’U’V’ color
space. This new color space not only retains all the colors of the RGB color cube, it
actually increases the volume of the YUV color cube, thereby enhancing the reso-
lution of spatial color separation. The proposed transformation is governed by (8):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y′

U′

V′

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1
1 −2 1
1 0 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

R
G
B

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)

The new Y’U’V’ color space has several advantages over the standard YUV space
represented by (2).

• Computationally it is very inexpensive. Only integer additions and subtractions
are involved; all floating point operations and logical shift operations have been
completely eliminated.

• The white point corresponds to equal quantities of R, G, and B.
• The new Y’U’V’ color space provides better resolution. Without scaling, the Y’

range is 0 to 765, U’ range is from −510 to 510 and V’ range is from −255 to
255. This enables colors that are closer together to be detected reliably.

• The Y’, U’ and V’ axes are orthogonal, making the transformation back to RGB
similarly simple. It also gives better decorrelation of the color space for many
images.

This larger LUTs (2298 elements as compared to 768) increase the LUT update
time to 19.2 μs. This is still extremely fast and causes no concern for real-time
update of the LUT.

8.5 Experimental Results and Discussion

The proposed improvements to the methods of transforming from RGB to YUV
color space and the new Y’U’V’ color space were evaluated using the robot soc-
cer system, which offered the possibility of testing the algorithms for real-time
processing with differing number of objects. A very high precision counter was
implemented in the software which enabled measurement of time with an accu-
racy of a hundredth of a milli-second. Tests were done with 4 objects (3 home
robots and ball), 7 objects (3 home robots, 3 opponent robots and ball) and 11 ob-
jects (5 home robots, 5 opponent robots and ball) for incremental and full track-
ing. To evaluate the robustness, the tests were done for incremental as well as
for full tracking modes. The test results are summarized in Table 1, and com-
pared in Figs. 22 and 23. The tracking times were measured for 1000 frames and
averaged.
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Table 1 Summary of test results

System #Objects Average tracking time (ms) LUT update time

Incremental Full

#1 4 5.27 15.54 909 ms
7 5.62 20.97

11 5.95 28.34
#2 4 5.38 21.89 8.2 μs

7 5.64 30.37
11 5.99 41.72

#3 4 5.34 17.22 8.2 μs
7 5.56 23.41

11 5.85 31.68
#4 4 5.15 14.34 19.2 μs

7 5.38 19.22
11 5.68 25.76

With respect to the data presented in Table 1, the various systems are as follows:

System #1: Large composite LUT indexed using RGB – (5)
System #2: Separate YUV LUTs, with integer division used to map RBG to

YUV – (6)
System #3: Separate YUV LUTs using the>> operation to map RBG to YUV – (7)
System #4: New color space (Y’U’V’) and separate Y’U’V’ LUTs – (8)

The radar charts in Figs. 24 and 25 show the vision processing time taken by
the different systems for incremental and full tracking respectively for 4, 7 and 11
objects. The system using Y’U’V’ color space and discrete look-up-tables takes the
least amount of time.

Figures 26 and 27 highlight the relative improvements achieved in the vision pro-
cessing time by using the new Y’U’V’ color space for different number of objects.
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The improvements reported are with respect to the other three systems. As can be
seen, the improvements are substantial.

To summarize the experimental results, it can be said that an efficient arrange-
ment of discrete Y, U and V LUTs for fast color segmentation has been proposed
and tested for real-time vision processing applications. A significant reduction in
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LUT size (and hence the memory requirement) has been achieved. This translates
into large increase in program execution speed for incremental and full tracking of
multiple objects, especially on processors with small cache. The time to update the
discrete LUT is negligible (8.2 μs for YUV and 19.2 μs for Y’U’V’) and hence is
very suitable for real-time update. This is a vast improvement over the method that
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employs a large LUT with indexing using RGB and takes 909 ms to update the LUT.
This has laid the foundation which will enable further work to be done to make the
LUT ‘adaptive’ in order to cater to variation of light intensities and color distortions,
possibly due to reflections from nearby objects.

To enhance the gains derived from the discrete YUV LUTs, the proposed new
color space, Y’U’V’, further simplifies the transformation from RGB to a YUV-like
color space. The time to fully track 7 objects reduces from 30.37 ms (using YUV
LUT) to 19.22 ms (using Y’U’V’ LUT), which is an improvement of 36.71%.

Furthermore, the Y’U’V’ color space allows better color resolution, thereby in-
creasing the robustness of color classification. The results compare favorably to the
color threshold based approaches discussed in [7].
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Affection Based Multi-robot Team Work

Sajal Chandra Banik, Keigo Watanabe, Maki K. Habib and Kiyotaka Izumi

Abstract Multi-robot task allocation, cooperation and interaction among the mem-
bers of a team are very complex topics that need to be explored more. A task can
be accomplished by a multi-robot team with required performance and reliability
being operated with a proper cooperative plan. A proper cooperative plan includes
an intelligent task allocation method in a productive and efficient manner such that
the assigned task to the team is performed with a level of performance satisfaction.
The robots need to be intelligent enough to dynamically adjust with changing work-
load either by changing actions or by making new cooperative plan. In this chapter,
we describe proposed approaches to multi-robot task allocation and cooperation in
a chronological way such that they can be studied and compared for future devel-
opment with affection based augmentation. In respect of some drawbacks (like high
communication overhead, dead lock, etc) with the existing approaches, we present
the affection based task allocation and cooperation that has been used for a very
few cases. We also present the complexity of the affective method and give some
hints to compensate the complexity problems. Later on, we present also a stochas-
tic approach for affection based task allocation, cooperation and interaction for a
multi-robot team.
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1 Introduction

Multi-robot system is one of the main topics in research area to application field
having a variety in structure, team size, goals and application domains. In many
cases, a significant benefit like: reliability, performance and economic value can be
had by engaging multi-robot system instead of a single robot. In addition to that, a
team of robot gives a good level of robustness, fault tolerance and flexibility because
the failure of one robot does not break the common goal of the team due to task
sharing by other robots. Emotions have important roles in intelligence, planning,
learning, interactions, perception, creativity and more [1]. In an organization or in a
team, a lot of importance is given on the emotional state of members of a team and in
this way each one behaves to others and can understand the emotional state of others.
With the ongoing research on emotion and its application for artificial agents, some
researchers have already agreed that a multiagent (pure or mixed agent) system with
emotional facts can have the same advantages as emotion brings to human team [2].

In some cases, we use multi-robot system to distribute the activities and intelli-
gence among the members depending on the complexity of problems. Sometimes it
is needed to divide a complex task into small tasks and distribute the small tasks to
members of team when problems are widely distributed and heterogeneous in func-
tional terms. With the limited ability and knowledge, a robot can have a satisfactory
role by performing the assigned small task with high performance. When working in
a group, a robot needs to develop intelligent behavior with the artificial intelligence.
On the contrary, artificial intelligence is facing some critical problems in projecting
the common senses into knowledge with some rules. In general, a truly autonomous
robot should develop its rules that govern its behavior. If one expands the concept
of autonomy by including self motivation, then emotions might play a role because
these are considered to be essential for human team with reasoning.

Cooperative multi-robot systems need to have adaptability to a changing envi-
ronment, flexibility of responses to various tasks, better performance and easier in-
teraction among the robots. With affection based intelligence a robot can make a
cooperative plan in a more advanced way to decide its goal specific actions to be
performed and also makes a request to others with task allocated information. A
robot having emotional intelligence will be able to work in a mixed agent system (a
system of multi-robot and human) to cooperate and to interact like a human with its
full extent.

The concept of artificial emotion is expanding and increasingly used to de-
sign autonomous robots with the augmented capability like emotion based experi-
ence of environment, emotional interaction, etc. [3]. Recently, researchers are very
interested in developing robot with emotional intelligence even for multi-robot sys-
tem to make it more autonomous and efficient. Although, it is a very complex task
to realize the emotion creating, expressing and understanding process; with some
simplicity and basic emotional rationality, it is possible to introduce emotional in-
telligence even for multi-robot system that can work like human team somehow.
The emotional system and the action-behavior selection process will depend on the
taxonomy of the multi-robot system. Before going to discuss about affection based
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multi-robot team (MRT), it will be helpful to give a brief idea about the taxonomy
of MRT prevailing in the robotics literature.

2 Taxonomy of MRT

A cooperative MRT has the ability to perform tasks independently or by coopera-
tion. The cooperation among the members of an MRT can be of two types: implicit
cooperation and explicit cooperation [4]. For the implicit one, each team has a com-
mon goal and each member performs its individual task independently and the col-
lection of individual task is targeted to satisfy the common goal. For example, we
can say if an MRT is engaged in cleaning a big area and the area is divided among
the members to be cleaned, then each member is performing the task of individual
area cleaning which collectively satisfies the common goal of cleaning the whole
area. This type of cooperation is also called asynchronous cooperation, because it
need not synchronize in time and/or space while performing task. For the explicit
case, each robot is in synchronized state while performing a task. For example, in
the case of weight lifting each robot takes a correct position simultaneously with the
helper one and then need to hold, lift and release the object with synchronization.

To perform a task completely, it needs a proper task allocation (task assignment)
process for a multi-robot system. Task allocation process solves many task related
problems (like which robot will perform a task? Which task will be done by a robot?
When the task will be done? Where should be the task performed? Does it need
implicit/explicit cooperation?). The task allocation procedure depends on team com-
position, team size, communication style, cooperation level, etc. Multi robot task
allocation problem includes mainly four types of basic strategies [5]:

Auction: In this method, task is announced among the members of the team and each
robot returns a bid specifying the fitness to perform the task. A best-fit selection al-
gorithm is used to select the best robot for the task. Gerkey and Mataric presented
an auction-based task allocation system called as MURDOCH where auction proto-
col follows some sequence of steps like (for more details see [6, 7, 8]) broadcasting
of task, metric evaluation, submission of bid, close of auction and progress mon-
itoring or renewal of contract (if necessary). In case of affection based MRT, the
best fit selection function algorithm can be based on emotional state of each robot.
Because, emotional state reflects the internal condition as well as the environmental
changes.

Motivation based: In this approach, a suitable action is selected through some in-
ternal motivation mechanism. Parker’s ALLIANCE is one of the available architec-
tures that has used a fault tolerant behavior-based architecture where robots choose
tasks by two motivational mechanisms named as impatience and acquiescence (for
more details see [9, 10]).

Team agreement: Each member of the team works under a general agreement tar-
geting to a goal. Chaimowicz et al. used this approach for the coordination among
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the members of RoboCup team [11]. For the case of affection based robots, a
common agreement can be done to make each one ‘happy’ by assisting each other
if necessary.

Broadcasting of local eligibility: In this approach, each robot in the team determines
its own utility to accomplish the available task and the task allocation process de-
pends on the local efficiency of a robot. The most efficient robot directly inhibits
the other robots surrounding it, takes the liability of the task and performs the task.
Werger and Mataric have used such kind of task allocation method as described in
[12, 13]. In affection based MRT, the members of the team may be in different emo-
tional state. A robot with good emotional state can take the responsibility of a task
and inhibits those who have no emotional fitness (for example, one robot with sad
or distress may have poor performance in working and if it is allowed to perform
a task then outcome will be poor, so it is better to inhibit the sad robot from doing
task for a while).

There are also some other task allocation approaches that have been applied for
some specific purposes. For example, an emergency handling approach has been
used in [14] where robots respond to an audible alarm and follow the sound gradient
to its source. Another famous approach is plan-merging protocol, where each robot
individually makes plan and then these plans are merged into a directed acyclic
graph (DAG) to resolve temporal constrains (for more details see [15, 16]).

A taxonomy of MRT can be developed based on cooperative technique and
system properties that affect on team development. Farinelli et al. has proposed
a taxonomy of MRS (multi-robot system) based on coordination dimensions and
system dimension [17]. The coordination dimensions include four dimensions like
cooperation level, knowledge level, coordination level and organization level (see
Fig. 1). A cooperative system is composed of compliant and/or benevolent agents
that willingly perform tasks to satisfy a global or common goal. It is better for an
agent to have knowledge about its team members (although unaware robots have no

Cooperative

Aware Unaware

Strongly
Coordinated
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Coordinated

Not
Coordinated

Strongly
Centralized

Weakly
Centralized

Distributed

Cooperation level

Knowledge
level
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Fig. 1 Taxonomy of MRS according to [17]
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knowledge of others in the cooperating team [17]). To achieve an effective coop-
eration, it needs a proper cooperative procedure or coordination protocol that is
followed by each robot during cooperation. A cooperative system may have differ-
ent types of organization levels for decision making such as centralized (strongly/

weakly) and distributed ways.
Farinelli et al. also grouped system features for including in system dimension

which includes communication, team composition, system architecture and team
size. To make an interaction and cooperation among the team members, it is nec-
essary to have an easier communication technique that depends on various system
features such as degree of cooperation, team composition which may be heteroge-
neous or homogeneous (for more details see [18]), team size, team architecture, etc.
To know about the impact of communication capabilities on system and details of
communication, the work of Dudek et al. [19, 20] can be referred.

Affection based system relates with emotion, feelings or mood of an entity of
the system. To develop an affection based MRT, many questions arise that it has to
be solved for a particular system. What is the scientific framework for approach-
ing ‘emotion’ for a MRT? How many and what emotions are to be applied for a
system? How to integrate the emotion system to other system, such as learning,
sensory, action, communication, etc.? What are the computational mechanisms that
reflect the complexity existing in emotional process? What kind of emotional model
can be used suitably for robot’s/agent’s performance? To what extent these models
can replicate the biological phenomena behind emotion generation? Although these
types of questions are not so easy to reply from any theoretical or computational
concepts, the emotional concept can be applied to MRT system with some assump-
tion and simplicity. This simplicity will depend on the taxonomy of MRT. In the
next section, we try to define ‘emotion’ and discuss its perspective to robotic sys-
tem. We also describe the emotional intelligence that may be applicable for MRT to
develop a more autonomous and dexterous system.

3 Emotion and Emotional Intelligence

Until now, there is no concrete and universally accepted definition of emotion that
can be considered as the ideal one to be used in robotic system. Researchers are
using these phenomena with their inventive ideas for different cases. Emotion is a
complex biological process within the brain and body that can be also created arti-
ficially and then can be applied for robotic system. Nowadays, ‘being emotional is
not good or irrational’ –such kind of talking is useless. If we think about the benefi-
cial aspects of emotion that prevail in biological entities and if we can create these
emotional aspects artificially, then this artificial emotional system will augment the
robots with similar benefits like emotional intelligence, thinking, planning, creativ-
ity, robust decision-making, etc. M. Minsky has written in [21], “The question is
not whether intelligent machines can have any emotions, but whether machines can
be intelligent without emotions”. From the perspective of MRT, we find some most
important beneficial features from emotional intelligence as shown in Fig. 2.
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Fig. 2 Beneficial effects of
emotional intelligence
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S. H. Kenyon has defined emotional robot as “An emotional robot would be a
cognitively and physiologically biomimetic machine. The ‘body’ of the robot, in-
cluding all sensors and actuators must be included in the design of the emotion
system” [22]. He also stated that emotions are very closely related to an organism’s
internal state, i.e. what it feels inside.

Some researchers also differentiated reactions, emotions and moods based on
time scale as shown in Fig. 3. Reactions are created for very short period, whereas
emotions stay for longer period, but moods being longer period than emotions [23].
Normally, emotions are elicited from stimuli and psychological phenomenon of
short-period, whereas a mood is disseminated and long-lasting phenomena. Mood
can also be described as “an emotional state, perhaps low intensity, capable of last-
ing for many minutes or several hours” [24].

The complexities in MRT coordination are of many such as: to find a better com-
munication technique by removing/reducing communication traffic, to find an easier
interaction among the agents whether it is pure agent system or mixed agent system
that consists of human and robot, a better representation of each agent to others and
also easier understanding among the members, removing deadlock and unexpected
delays and thus increasing performance, etc. To resolve some of the problems, some
researchers have already applied affection based control mechanism for multi-robot
system and have got some advantages (for more information see [5, 25]).

There are two main areas of research where emotion is being used [26]: human-
robot interaction [1, 27, 28] and affection based internal architecture [29, 30, 31, 32].
First one deals with the interaction method among human and robots/machines and
bringing improvement by introducing emotion. The second one deals with modeling

Fig. 3 Moods, emotions and
reactions with sustaining time
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and computing of emotional architecture to be applied in robots/machines control
process. In [26], emotional research project described as “in general, emotion-based
projects expect that including an emotion model into computational system they
can improve machine performance in terms of decision-making competence, ac-
tion selection, behavior control and autonomous and trustworthy system response”.
Before going to application of emotion, we need to have knowledge of emotional
states and their varieties. The following section will briefly discuss the various emo-
tional states.

4 Emotional States

To describe emotional states, there are many theories and opinions given by theorists
and researchers. Some believe on discrete state of emotions whereas some believe
on continuous dimension of emotion. Both concepts have individual advantages and
different applications. R. W. Picard has also given her consent about this in Affective
Computing book [1] as “The question of whether to try to represent emotions with
discrete categories or continuous dimensions can be considered a choice, as each
representation has advantages in different applications. The choice of discrete or
continuous states is, in one sense, like the choice of particles or waves in describing
light: the best choice depends on what you are trying to explain”.

To characterize emotion in continuous dimensional space, there are two mostly
used dimensions like arousal (calm/excited) and valence (positive/negative). Ba-
sic emotions can be placed in the two dimensional space defined by these two di-
mensions, though there are some limitations. For example, ‘fear’ and ‘anger’ both
emotions have negative valence and high arousal. Sometimes another third dimen-
sion is included named as potency (powerfulness/powerlessness) to minimize this
coherency problem.

Modern concept says that emotional states are the brain states which can rapidly
assign value or valence to the result of consequences and can provide a plan for
systematic action. R. Plutchik has classified emotions into eight basic emotions
such as anger, fear, sad, joy, disgust, surprise, curiosity and acceptance [33]. Some
researchers also say that there is similarity in concept with ‘prime colors’ and ‘ba-
sic emotions’. With the blending of basic emotions the full spectrum of emotions
can be obtained. Each basic emotion is related with some specific behaviors with
different survival value, for example, fear motivates to flight away and anger moti-
vates to fight against for survival. According to Ortony, Clore and Collins, the most
common basic emotions are fear, anger, sadness and joy and the next most common
are disgust and surprise [34]. In case of emotional application to MRT/multiagent
system (MAS), it is unwise to include many emotions unnecessarily which increase
complexity in computations. Selection of emotions depends on the system structure,
usability, task type, environment, etc. Even, sometimes one emotion is sufficient to
develop an affection based system as used in [5] by A. Gage in his task allocation
problem for multi-robot.
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5 Emotional Roles in MAS/MRT

There are many psychological evidences supporting the emotional concept to be
needed for getting automation in agents. Now it is a matter of thinking whether
emotions could have the same functional roles for artificial system (like multirobot
system) as those prevailing in natural system. Scheutz [3] has found such 12 roles
of emotions that can be used for artificial agents (may be for single agent or multi-
agents system) to develop emotional control mechanism. Some of them which are
important for MAS/MAT are described bellow:

Adaptation: Emotion can play a role in short or long term behavior changes to
adapt with dynamic environment under several constraints (like time limitation,
resource limitation, etc.), especially for the environment which can not be pre-
dicted perfectly [24, 33]. A multiagent system is usually engaged in performing
complex task where some uncertainty exists in the working environment. For this
a complete premature plan does not work well, whereas it needs a step by step
plan and then responses to new environment. The adaptive behavior can emerge
through the current emotional state of each agent which can make the agent more
autonomous.

Action selection: A behavior is a set of some actions. An agent can select an action
(what to do next) based on the present emotional state to show its adaptive behavior
to adjust with the contingencies of the world.

Managing social regulation: In multiagent system, it is required to develop an easier
method for interaction and communication which can be achieved with some emo-
tion based concepts. Although some emotional expressions and their understand-
ing have already been developed, but it is for only limited cases and most of them
for exposing and interacting agents. In [4], Plutchik stated that emotions are func-
tional adaptations to corroborate a kind of social interaction. Emotion also plays a
great role to communicate links in mutual plans among the individuals in a social
group [35].

Sensory integration: Sometimes, it is also possible to filter or to reorganize data
preceding based on emotional situation. Some strong emotional state will prohibit
some minor feeling/senses or will consider it for next step giving priority to the
present situation which causes the present emotional state. For example, if someone
is seriously wounded in leg with high pain (and being very sad) and at that time if
any ant or insect bites him at any place in the body, he will not bother even not feel it
at that moment due to high concentration in his leg. But if he is sitting with normal
condition, he will definitely response to the bite of ant or insect. This is one kind of
sense-filtration process by emotional state.

Motivation and learning: Several motives can be created as an integral part of emo-
tional coping mechanism [3]. The current emotional state as well as past history
affects on the motive-creating and also on learning mechanism. In reinforcement
learning mechanism, the environment or situation can be evaluated by emotion
based score which can be used as Q-values.

By studying the various theories of emotion, the roles of emotion are summarized
as follows:
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• Emotions are the reason of various actions.
• Goal oriented action is also affected by emotion.
• Emotion enables adaptation to any harmful condition prevailing in any process

or in any environment without having to reason about the cause [25].
• Sometimes emotion can also be goal.
• Emotion can be triggered by cognition process. Behavior is affected by emotion

and also vice versa [36].

With taking the advantages from emotional roles, an MRT can increase overall
performance by managing a proper task assignment process, by using a proper co-
operative plan and traffic free communication system. In Sect. 2, we have described
some of the emotional based issues for task allocation problems. The application
of emotion for MRT is not yet well established by having some conceptual prob-
lems (for more details see Sect. 4 of [37]), though some researchers have already
applied emotion for MRT/MAS as in [2, 5, 25, 38] with different computational
models and mechanisms. Some researchers have also studied with the communi-
cation system for MRT in respect to performance evaluation in a variety of tasks
and have found that the communication provides some advantages and for some
cases, even a small amount of communication can render a great benefit [39, 40].
But for some cases, such as interactive agents (for example, robots performing the-
ater or drama), human-robot interaction (for example, personal robots, dental robots,
nursing robots, robot prototyping or resembling a patient like human that used by
internee doctors for operation), mixed agent system (composed of human and robot)
that works as a team, etc. it would be better and easier if the communication system
is developed on some emotional phenomena.

6 Development of Affection Based MRT

In recent years, numerous affection based robotic systems have been developed aris-
ing many questions and giving hints about the bottlenecks of the emotion based
system. Are there any common definitions of emotions for modeling? What is the
fundamental mechanism of emotions playing in cognition, action and their integra-
tion? What kind of emotion model should be used for an application? What is the
best way for sensing, recognizing and expressing emotion during interaction among
agents? These types of inquiries are commonly arising and some of them are de-
molished during the procedure of modeling and implementation.

To develop emotion based architecture for robotic system, a number of ap-
proaches have been used to increase the autonomy and adaptation in the working
environment. For adaptation, usually two types of adaptation are considered: short
term adaptation and long term adaptation (for more details see [41]). For the first
type of adaptation, robots need to suit with short term changes in environment with
rapid decision and action selection. To suit with the long lasting changes of environ-
ment, robots require the ability to update behavior over time which needs learning
and memory control mechanism. Cañamero [37] has discussed some computational
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models that have been developed to design emotion for action-behavior control,
emergent emotional behavior, and learning and memory control. Now, we will dis-
cuss some of the well-known computational models of emotions that have been
developed to be used in various artificial intelligent fields.
Cathexis Model: Cathexis model is proposed by Velásquez [42] considering six ba-
sic emotions: anger, fear, distress/sadness, enjoyment/happiness, disgust and sur-
prise. This model considered several aspects of emotion process like neurophysiol-
ogy, sensory motor aspect (such as body movement, facial expression, gestures and
postures, etc.), motivational states and even appraisals. This model did not introduce
adaptation in emotion modeling, therefore, it is not a flexible model and there is no
integration of personality in the model.

This model consists of a network of nodes where nodes are the ‘proto-specialists’
representing the different emotion types. Each ‘proto-specialist’ can detect internal
and external stimuli having different sensors. The stimuli detected by the sensors
can activate the emotion of ‘proto-specialist’ or change the emotional intensity. A
schematic overview of the system is shown in Fig. 4.

Elliott’s Affective Reasoner: Elliot’s affective reasoner [43] is a multi-agent model of
emotions through the adaptation of OCC model [34] which is capable of producing
24 emotions including some directive emotions like happy-for, sorry-for, gratitude,
etc. This model can simulate in a nice way describing emotion generation, emo-
tional expression and social interactions, but this model still faces some difficulties.
The Affective reasoner is not a quantitative model: i.e., does not consider the inten-
sities of emotions. This model is also limited by the use of domain-specific rules for
appraising events.
FLAME: FLAME model [44] is a computational model of emotions based on fuzzy
logic, considering an even-appraisal method which is composed of three major
components: an emotional component, a learning component and a decision mak-
ing component (as shown in Fig. 5). The learning component increases the adap-
tation in modeling emotions. It also has an emotion filtering component which
can resolve conflicting emotion by considering motivational states. This is also an

Fig. 4 An overview of
Cathexis model for anger,
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Fig. 5 Agent architecture
of FLAME-An overview
(adopted from [44])
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inflexible model (because it uses a predefined reward value for the impact value of
user’s action on an agent’s goal) and personality is not considered.

Bates’ OZ Project: J. Bates in his OZ project [45] built believable agents following
an even-appraisal model in Ortony et al.’s work [34] to provide users the exciting ex-
perience of living in a dramatically interesting micro-world composed of emotional
agents. The emotional state is governed by the rules of OCC model (the emotion and
their causes are shown in Table 1). This project has addressed many important emo-
tional aspects; but still has some limitation - especially with the emotional synthesis
processes that use expectation values statically derived from some predefined rules.
However, in reality expectation values are not fixed: the expectation is changed with
experience of each agent.

Gratch’s Émile: In the Émile [46] model, Gratch has used a classical method for
detecting and resolving threats to appraise the emotional significance of events. He

Table 1 Emotions and their causes used in OZ project [45]

Emotion Cause

Joy Goal success.
Distress Goal failure.
Hope Prospect of goal success.
Fear Prospect of goal failure.
Pride Action of self approved according to standards.
Shame Action of self disapproved according to standards.
Admiration Action of other approved according to standards.
Reproach Action of other disapproved according to standards.
Love Attention to liked object.
Hate Attention to disliked object.
Gratification Action of self causes joy and pride.
Gratitude Action of other causes joy and admiration.
Remorse Action of self causes distress and shame.
Anger Action of other causes distress and reproach.
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proposed a simplified way to calculate a probability of goal achievement: the prob-
ability of threats to a goal, and how much it has importance of emotional effect.
There are some problems with the threat detecting approach because it would mis-
treat an event which is both establisher and threat to the agent’s goal [46, 47]. It
also does not consider the value of event unexpectedness during the calculation of
even-based emotion and emotional intensity. Émile also does not consider about the
way of motivational states and personality influence on emotion.
ParleE: ParleE is a quantitative, flexible and adaptive model of emotions suitable
for an embodied agent to be believable, placed in a multi-agent environment [47]. It
generates emotions based on OCC model. This model has given attention to the inte-
gration of personality and motivational states and their roles in emotion generation.
By the level of appraisal, this model can distinguish between moods and emotions
adopting the concept of two thresholds associated with each emotion for activation
of emotion type and saturation of emotion. Motivation states influence emotions by
operating the threshold values for each emotion. An overview of ParleE system is
shown in Fig. 6. Planner produces a plan to achieve a goal and calculates the prob-
ability of success that is supplied to the emotional appraisal component to generate
an emotion impulse vector (EIV).

Markovian Emotion Model: The Markovian emotion model is a stochastic model of
emotion where nodes represent some pre-defined states and the arcs show the prob-
abilities of transition between the emotional states as shown in Fig. 7. Discrete-state
homogeneous Markov model is very suitable to model human emotion as well as
to clone human emotion in believable agents [48]. The emotional state is derived
from the present state and this model has memoryless property. Markov model is
very suitable for modeling emotion because behaviors highly depend on emotional
present state rather than the past history. K. Kühnlenz and B. Martin have proposed
an emotion core for autonomous robots based on hidden Markov model where emo-
tional states are represented by hidden states [49]. State transitions are possible due
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Fig. 6 An overview of ParleE System (adopted from [47])
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Fig. 7 Markovian emotion
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to influence by itself or from outside stimuli and also particular character can be
developed in a robot by carefully tuning the parameters of the emotion core.

We have also developed an emotion model to be implemented for MRT sys-
tem through the adaptation of some features of emotion model from [48, 49]. This
model is used to develop some intelligent behavior of job distributed mobile robots
in a simulated environment (for more details see [50]) and also used to develop
an affection-based task allocation method for cooperative multi-robot system (see
[51]). The emotion generation system is shown in Fig. 8. Some input stimuli like
workload (w), barrier-level (bl), energy level (e), etc. give emotion changing impact
on Markov model through updating of emotion-inducing factors such as α, β, γ and
δ which are for joy, anger, fear and sad respectively. For example, the joy inducing

Fig. 8 The emotion gen-
eration system which can
generate emotional state
through the perception of
input stimuli from environ-
ment
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factor (α) will have a positive impact on the transition probability from any state to
‘happy’ state and on the contrary, it will oppose the transition from ‘happy’ state to
other states. The elements of state transition matrix (A) are changed in each step with
the updated value of emotion-inducing factors. In this model, we have considered
four basic emotions for simplicity. But, a complex model can be developed includ-
ing more emotions with multi-layered Markov model considering hierarchical stage
of emotions.

The Markovian emotion model with four states can be expressed as follows:

Xk+1 = AXk (1)

with emotional state points

Ω = {Joy, Anger, Fear, Sad} (2)

where Xk represents the current emotional state and A is the emotional state transi-
tion matrix (so called stochastic matrix) which can be expressed as follows:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Pe4/e4 Pe4/e3 Pe4/e2 Pe4/e1

Pe3/e4 Pe3/e3 Pe3/e2 Pe3/e1

Pe2/e4 Pe2/e3 Pe2/e2 Pe2/e1

Pe1/e4 Pe1/e3 Pe1/e2 Pe1/e1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

We found the model works well with adjustability and simplicity in structure. We
have applied the model in a room cleaning task for simulation as shown in Fig. 9.
Figure 10 shows the emotional changes of one robot with the progress of work
where, emotional intensity is derived through a belief model from the probability
of each emotion. For the task allocation problem [51], we have used three robots
(A, B and C) in simulated environment of which the emotional states are shown
in Figs. 11, 12 and 13. We found the emotional states are very logical considering
the internal and external situations that prevail during the task performance. In [49],
Kühnlenz and Martin also found satisfactory results in simulation with emotion core

Fig. 9 The room cleaning
task for a simulated robot as
in [50]
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Fig. 10 Emotion intensity
changes with time step as in
[50]
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Fig. 11 Dominating emo-
tional state of Robot A [51]
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Fig. 13 Dominating emo-
tional state of Robot C [51]
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based on Markov model. In Fig. 14, we can see the emotional change from the joy
to the fear state after receiving the perception of a frightening stimulus and it is
remaining until the stimulus is weak enough. One of the drawbacks of this model
is that the solution time increases exponentially with the size of emotional state. To
reduce the time, C. Arun has proposed a hardware approach for complex emotional
states [48].

In this section, we have discussed in brief some important models of emotions
for AI agents with their advantages and limitations. There are still many open issues
about universal vs. agent-specific emotions, pure vs. mixed emotion, emotion vs.
moods, etc. There are no universally accepted concepts for these types of compara-
tive studies.

Perception

Relief
Fear

Anger
Joy

Discrete time (k)

Sulky

Communicative
Curious

Bitchy

Phlegmatic

Thrusting

Fig. 14 The Observations Yk and emotional state Xk of HMM core over discrete time k under
perception of frightening stimulus u′ as in [49]
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7 Affective Computing, Sensing, Expressing and Synthesis

Affective computing is in infancy state, but results have already been proved that
it is no longer an oxymoron to think about its application for robotics. A robotic
system with affective abilities and logical reasoning abilities will bring balance and
reason to their logical skills. When a system faces many problems, where possible
solutions can not be evaluated in the available time, affective decision making gives
a good solution [1].

There are so many technical issues to develop MRT system with the ability to
recognize, express and have emotions. There should be an easier way for represent-
ing input and internal signals, understanding the patterns of signals, synthesizing
the expressions, generating states and analyzing situation and so on. R. W. Picard in
her Affective computing book [1], has given some guidelines for all of these points
to develop affective systems.

In the simulation, we have used the model of a miniature robot like Khepera
which has eight light sensors. These sensors are also functioning as proximity sen-
sors and each sensor is having a field-of-view of about 120˚. Each sensor has been
simulated with a neural network model by which it can detect obstacles or light
source. We have also used a model of the linear vision extension module that used
in Khepera.

The input stimuli from the environment are the sensor’s output to the emotion
generation system. There is a fuzzy rule based perception system to map these inputs
to the emotion inducing factors and with these updated values the new emotional
state is generated. The basic fuzzy rule based perception system is shown in Fig. 15
and some of the fuzzy rule surfaces are shown in Figs. 16, 17 and 18.

Rule 1:

Rule 2

…

…

…

Rule n

.

..

.

Defuzzification

Output

α, β, γ, δ

w
(0–20)

bl
(0–10)

e
(0–10)

…

…

…

∑.

..

.

Fig. 15 Fuzzy rule based perception system
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Fig. 16 Surface view of joy
factor (α) at bl = 10

Fig. 17 Surface view of anger
factor (β) at bl = 10

Fig. 18 Surface view of fear
factor (γ) at bl = 10



Affection Based Multi-robot Team Work 373

8 Conclusion

In this chapter, we have discussed some of the important features of emotions and
their modeling from the perspective of MRT/MAS. The research works on this field
already proved that, it needs ideas and interests from multi disciplines related to
affective sciences like as neuroscience, philosophy, psychology, etc. A common ef-
fort from specialists of these fields will play a great role to develop affection based
robotics. With the emotionally capabilities, robots will be more life-like and accep-
tance of these robots will be increased to general people. A common platform can
be developed where human and robots will work together in a team with such a
feeling that robots are colleagues when having lively features with emotional ca-
pabilities. But before that, we need more research to remove the complexities and
limitations that face with emotion modeling, interacting, expressing, sensing, appli-
cation, etc.
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Displacement Sensor Using Magnetostrictive
Wire and Decrease of its Hysteresis Error

Hiroyuki Wakiwaka

Abstract A displacement sensor using magnetostrictive wire is a sensor which
estimates the displacement from propagation time of an elastic wave that is caused
and detected by using the magnetostrictive effect and the inverse-magnetostrictive
effect. This sensor can be used for measurement up to 60 meters in simple struc-
ture, therefore it is appropriate for industry applications. This chapter describes the
followings; In case of unipolar pulse current used until now, 1.3 millimeters hys-
teresis error is produced. Then, various methods for reducing the hysteresis error
were proposed. Here, a method for reducing the error is introduced by the form of
the pulse current. The bipolar pulse current is used instead of the unipolar pulse
current. As the result, it is able to decrease the hysteresis error to 0.3 millimeters
or less.

1 Introduction

A displacement sensor using a magnetostrictive wire is an absolute type dis-
placement sensor using the magnetostrictive effect and the inverse-magnetostrictive
effect. With its advantages such as simple structure, high precision, wide measure-
ment range, good reliability and so on, this sensor has shown its practical value. It
can be used up to 60 meters [1] in simple structure, therefore it is appropriate for
industry applications. The magnetostrictive wire used in this sensor is made of Ni-
Span-C which is a nickel based alloy. Ni-Span-C is a ferromagnetic material. There-
fore, the displacement error occurs with magnetic hysteresis of the magnetostrictive
wire. Various methods for compensating for hysteresis error in the magnetostrictive
linear position sensor were already presented [2]. However, we examine a simpler
compensation method for the hysteresis error for practical uses.
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In this chapter, the following contents are described:

(1) Operation principle of the magnetostrictive wire type displacement sensor.
(2) The cause of hysteresis error generation.
(3) The hysteresis error comparison by a bipolar pulse current and a unipolar pulse

current.

2 Operation Principle of Magnetostrictive Wire Type
Displacement Sensor

Figure 1 shows the basic structure and operation principle of the sensor [3]. An
elastic wave is generated near the magnet beside the wire, and it propagates to the
detecting element. The absolute position sensor can be realized, because the position
of the magnet can be estimated from propagation time of the elastic wave.

In Fig. 1, when pulse current Ip is flowing though the magnetostrictive wire,
magnetic field Φi will be induced around the wire. Meanwhile, the magnet near the
wire produces magnetic field Φm that is parallel with the wire. The two fields Φi

and Φm combine to make in twisting field Φ.
Because of the magnetostrictive effect, an instantaneous distortion of the mag-

netostrictive wire will appear in the resultant field Φ. According to the Wiedenman
effect, a twisting elastic wave will be generated in the wire and spreads to the two
ends at a certain velocity of v. When the wave arrives at the detecting coil, because
the change of the mechanical stress causes a change of magnetic field in the magne-
tostrictive wire , the magnetic flux density B changes at the same time. According to

Fig. 1 Basic structure and
operation principle of the
sensor
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Faraday’s Law, induced voltage will be produced at the detecting coil. The formula
is given by (1).

Vo = −NS
dB
dt

(1)

where, Vo : detected voltage[V]; N : number of detecting coil turns; B : magnetic
flux density[T ]; S : cross section area of the wire[m2].

3 Measurement of the Displacement Error

3.1 Measuring Method

The basic configuration for measuring the displacement error is shown in Fig. 2.
The position of the permanent magnet is made to move in 10 millimeters interval. It
is moved 50 millimeters in both directions, both toward and away from the detection
coil, and the displacement error is measured.

Propagation distance of an elastic wave is shown by the following equation;

xd = v·td [m] (2)

where, v : velocity of the elastic wave [m/s], td : propagation time of the elastic wave
[s], x : displacement of the permanent magnet [m].

The displacement error ε is obtained from an indicated value xs of a linear en-
coder in equation (3);

ε = xd− xs [mm] (3)

Fig. 2 Measurement of the
displacement error
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3.2 Measurement Result

Experimental conditions for the displacement sensor using magnetostrictive wire are
listed in Table 1. The unipolar and bipolar current waveforms are shown in Fig. 3.
The displacement error curve is shown in Fig. 4. When the unipolar pulse current
is flowing though the magnetostrictive wire, a large displacement error width of 1.3
millimeters is observed.

When the bipolar pulse current is flowing though the magnetostrictive wire, the
width of the displacement error became about 0.3 millimeters or less.

Table 1 Experimental conditions for the displacement sensor using magnetostrictive wire

Item Symbol [Unit] Material, Value

Magnetostrictive wire Material Ni-Span-C
Length L[m] 1.53
Diameter of wire d[mm] 0.5
Resistance R[Ω] 9.5

Pulse current Amplitude Ip [A] 0.7
Period T [ms] 5
Width of pulse Tw [μs] 22

Magnet Material Nd-Fe-B
Size [mm] 20×15×10

Amp. Amplification factor Av dB 36.1

Detecting coil Number of turns N [turn] 1500
Length l [mm] 5
Wire diameter d [mm] 0.06

Fig. 3 Pulse current wave
form
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Fig. 4 Displacement error
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Then, the displacement error became about 1/4 or less than when the unipolar
pulsed current is flowing through.

4 Consideration on the Reduction of Displacement Error

A hysteresis loop of magnetization is generated in the magnetostrictive wire. When
a unipolar pulse current is flowing, and a magnet reciprocates, the minor loop shift
model is shown in Fig. 5. The magnetization characteristic of the magnetostrictive
wire is changed, and the generation point of elastic wave is different. As a result the
displacement error occurs.

For this reason, by the change of the direction of the pulsed current, when
the bipolar pulse current is flowed, the action of demagnetization worked in the
magnetostrictive wire. Therefor it seemed to hold the change of the elastic wave
generation position constant. The minor loop shifts, when only the positive pulse

Fig. 5 Minor loop shift
model.
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was applied. The negative pulse functions as a reset pulse of the minor loop. As a
result, the hysteresis error is reduced.

5 Conclusions

The conclusions are described as follows;

(1) The basic structure of the displacement sensor using the magnetostrictive wire
was shown. The structure of this displacement sensor is simple. It is possible to
measure the displacement more accurately than previously possible.

(2) By applying the bipolar pulse current, the magnetostrictive wire is demagne-
tized at every pulse current. Then, it reduces the measurement displacement
error from 1.3 millimeters to 0.3 millimeters or less. This means that the error
is reduced 1/4 or less.
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Submillimeter-Wave Coherent and Incoherent
Sensors for Space Applications

Goutam Chattopadhyay

Abstract Most of the radiation in the Universe is emitted at wavelengths longer than
10 microns (30 THz), and this peaks at about 100 microns (3 THz), if we exclude
contributions from the cosmic microwave background (CMB). Radiation in these
wavelengths highlights warm phenomena, processes of change such as star forma-
tion, formation of planetary systems, and galaxy evolution; atmospheric constituents
and dynamics of the planets and comets and tracers for global monitoring and the
ultimate health of the earth. Sensors at far-infrared and submillimeter wavelengths
provide unprecedented sensitivity for astrophysical, planetary, earth observing, and
ground-based imaging instruments. Very often, for spaced based platforms where
the instruments are not limited by atmospheric losses and absorption, the overall
instrument sensitivity is dictated by the sensitivity of the sensors themselves. More-
over, some of the cryogenic sensors at submillimeter wavelengths provide almost
quantum-limited sensitivity. Frequency sources at submillimeter wavelengths with
adequate output power for transmitters and local oscillators are not easily available,
and pose the greatest challenge for advancement of this field. This article provides
an overview of the state-of-the-art of submillimeter-wave sensors for a variety of
space-borne applications and their performance and capabilities.

1 Introduction

Submillimeter wavelength is loosely defined as 1 mm > λ > 100μm (100 GHz to
3 THz frequency range). Figure 1 shows a schematic representation of the electro-
magnetic spectrum from radio to gamma rays highlighting the submillimeter wave
region which is sandwiched between the microwave and infrared. Sensors at these
frequencies are used for a variety of applications, from unravelling the mystery
of star formation in far-away galaxies to detecting the presence life on another
planet; from detecting presence of environment altering chemical species in the
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Fig. 1 Submillimeter wavelength is in between microwave and infrared, loosely defined as
100 GHz to 3 THz

Earth’s atmosphere and protect the health and wellbeing of our planet to detecting
contrabands at stand-off distances to protect the global citizenry from evil-doers; to
answering the most important question in every human being’s mind – where did
we all come from.

Over this frequency range, the Earth’s atmosphere is opaque due to the presence
of a very large number of atomic and molecular spectral lines. On the other hand,
it is precisely this wealth of spectral lines that makes this region of the electro-
magnetic spectrum so valuable for the astrophysics, planetary, and Earth observing
studies. Therefore, in spite of submillimeter-wave technologies getting a lot of atten-
tion in recent years, technology development at these frequencies are driven largely
by applications in astronomy, Earth, and planetary sciences. Very high atmospheric
opacity from pressure broadened vibrational and rotational absorption signatures of
water and oxygen prevents propagation of submillimeter-wave signals to large dis-
tances under standard temperature and pressure, as shown in the representative plot
in Fig. 2. Even observing relatively strong emissions at submillimeter wavelengths
from nearby star forming regions going above most of the atmosphere, either to high
and dry mountain top observatories, stratospheric aircraft and balloons, or orbital
platforms. However, once away from the atmospheric absorptions, the wealth of in-
formation about our own atmospheric processes, the constituents and conditions in
the atmospheres of solar system bodies, and the vast amount of cosmic chemistry
that occurs both around and within stellar systems, all provide a strong motivat-
ing force for the development and deployment of submillimeter-wave sensors from
space-borne platforms [1].

Radiation at these wavelengths highlights warm phenomena, processes of change
such as star formation, formation of planetary systems, and galaxy evolution; atmo-
spheric constituents and dynamics of the planets and comets and tracers for global
monitoring and the ultimate health of the earth. Then there is the cosmic microwave
background (CMB) – the cooled radiation (2.7 Kelvin) that permeated the Universe
for 15 billion years – which is largely confined to wavelengths between one and five
millimeters with peak intensity at two millimetres, is the earliest electromagnetic relic
of our Universe [2]. Determining the minute anisotropy in its temperature distributing
and its polarization will lead to the knowledge of inflationary gravitational waves and
the nature of the Universe at the very first fraction of a second after the Big Bang.
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Sub- mmSub-mm

Fig. 2 Atmospheric attenuation (top) and transmission (bottom) as a function of frequency at dif-
ferent locations and altitudes. The bottom figure shows the blow-up of the submillimeter region

There is a lot of interest to know more about the planets in our solar system, as
some of the planets and their moons have characteristics similar to our Earth. In-
struments in the submillimeter wavelengths have the capability to unearth a lot of
information by studying their atmospheres, surfaces, and subsurface water and ice
contents [3, 4]. An immediate objective of the many of the planetary programs is the
discovery of past or present habitable environments on Mars, Jupiter, Saturn, and
their associated moons that could have supported microbial life and provided condi-
tions favorable for the capture and preservation of biosignatures. In-situ and orbital
instruments provide an important platform for the development and testing of the
emerging and established technologies that will be used to assess past and present
habitability and explore for biosignatures during future missions. Microscopic imag-
ing, combined with spectroscopic methods at submillimeter wavelengths, provides
a powerful capability for the identification of both minerals and organic matter in
rocks, soils and ices on Mars, Jupiter and its moon Europa, and Saturn and its moon
Titan. This approach provides observations at a spatial scale relevant to microbial
life and is required for realistic assessments of habitability.

In spite of being the most fascinating part of the electromagnetic spectrum,
submillimeter-wave frequency range remains one of the least explored bands. The
reason is believed to be the non availability of commercially available sensor
components, sub-systems, and instruments. However, with the new emerging appli-
cations such as imaging from space platforms [5, 6, 7], stand-off contraband detec-
tions and reconnaissance [8, 9], medical imaging [10], and even in the art world – for
painting analysis [11]; the far-Infrared and submillimeter-wave band is increasingly
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playing an important role in pushing the technology frontiers in this electromagnetic
band. In this article we review the current status of submillimeter-wave sensors, in-
struments, and their applications.

2 Applications

Although the development of submillimeter-wave sensors and sources has primar-
ily been driven by the astronomers to have instruments and detectors with almost
quantum-limited sensitivities [12], in recent years planetary, Earth observing, medi-
cal imaging, and homeland security applications are playing a major role as well. In
astronomy, the challenge lies in unearthing signals from the distant starts and galax-
ies embedded in the noise of the interstellar medium and the noise generated by
the sensor themselves. They operate in a regime where signal to noise is less than
one. That led to the development of the highly sensitive sensors and data/image
processing techniques which found their way to other fields [13]. In the following
sections, we list a couple of important areas which has been the driving force for the
development of far-infrared and submillimeter-wave sensors and sources.

2.1 Astronomy and Astrophysics

Measuring primordial abundance of a variety of atoms and molecules such as deu-
terium strongly constrains the physical conditions during the first few minutes after
the Big Bang and represents the most sensitive probe of the baryonic density Ωb in
the universe. Constraining the baryonic density is vital to predicting the density of
the universe, and submillimeter-wave observations of the star forming regions is be-
lieved to be the key in getting this answered. The scientific importance of velocity-
resolved high-resolution spectroscopic observations at submillimeter wavelengths
is widely recognized by the international astronomy and astrophysics community.
This importance is also underscored by the key role of heterodyne spectrometers in
the ESA cornerstone Herschel Space Observatory [14] as well as the ground-based
Atacama Large Millimeter Array (ALMA) [15] and airborne Stratospheric Observa-
tory for Infrared Astronomy (SOFIA) [16]. Star formation and key phases of galaxy
evolution occur in region enshrouded by dust that obscures them at infrared and op-
tical wavelengths, while the temperature range of the interstellar medium of ten to a
few thousand Kelvin in these regions excites a wealth of submillimeter-wave spec-
tral lines. Figure 3 shows a schematic representation of the spectrum of a typical
star-forming region. With high-resolution spectroscopy, resolved line profiles reveal
the dynamics of star formation, directly revealing details of turbulence, outflows,
and core collapse. Observations of emission from ionized species such as N+ at
1461 GHz allow one to effectively count ionizing ultraviolet photons from newborn
stars still enshrouded in their stellar nurseries. These allow one to understand the
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Fig. 3 Schematic representation of the spectrum of a star forming region (bottom). Spectral line
emission is superimposed on the dust continuum [17, 18]

energy balance and dynamics of star forming regions and galaxy interactions, and
are essential components to understanding the origins of both stars and galaxies.

Submillimeter-wave signals emitted from the stars and galaxies are mostly ob-
scured from most Earth-based observations because of the atmospheric absorptions.
This provides strong motivation for a number of existing or upcoming space astro-
physics instruments. Most notable are the Submillimeter Wave Astronomy Satellite
(SWAS) [19], launched in December 1998, and currently sending back signals. The
future missions such as Herschel Space Observatory [14] and Exploratory Sub-
millimeter Space Radio-Interferometric Telescope (ESPRIT) [20] will advance our
knowledge about this universe by many folds.

Cosmology is another area of astrophysics which has been studied in detail at
submillimeter wavelengths to answer key questions about the Big Bang and the life
of the universe at its infancy. Figure 4 shows the pictorial depiction of our universe
as we know it. Study of the CMB, which was emitted approximately 500,000 years
after the big bang, when electrons and protons in the primordial plasma – the hot,
dense soup of subatomic particles that filled the early universe – first combined to
form hydrogen atoms [2], and its temperature anisotropy and polarization will an-
swer many of the key features of the universe such as the presence of the inflationary
gravitational waves.
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Fig. 4 Pictorial
representation of the
evolution of the universe

2.2 Planetary Sciences

Planetary and small-body (asteroids, moons, and comets) observations have been
a major space application for submillimeter-wave sensors. Orbital remote sensing
or lander-based robotic in-situ observations of the atmospheres of Venus, Mars,
Jupiter, and Saturn, as well as their moons such as Europa, Ganymede, and Titan
have been either proposed or currently in orbit [21]. Submillimeter-wave sensors in
the spectroscopic instruments on planetary missions allow a large number of chem-
ical species in the atmospheres of Mars and Titan to be detected at concentrations
below a part per billion, and their location to be precisely pinpointed in latitude,
longitude, and in altitude. Specific species of interest include water, NO2, N2O,
NH3, SO2, H2S, CH4, and HCN, among others. Moreover, the radiometer instru-
ments at submillimeter wavelengths allow determining the nature and composition
of cometary and planetary surfaces such as the Mars, Europa, and Titan by measur-
ing the polarization-sensitive thermal emission from the dielectric surfaces.
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In March 2004, MIRO (Microwave Instrument for Rosetta) was launched on the
Rosetta spacecraft that will rendezvous with Comet 67 P/Churyumov-Gerasimenko
[22]. MIRO will measure the near surface temperatures of the comet nucleus and
possibly of an asteroid, thereby allowing scientists to estimate the thermal and elec-
trical properties of these surfaces. In addition, the spectrometer portion of MIRO
will provide measurements of water, carbon monoxide, ammonia, and methanol in
the gaseous coma of the comet [23]. These measurements will provide insight as to
how the comet nucleus material sublimates (changes from its frozen state, ice, to a
gas) in time and distance from the sun. In addition the Doppler shifts of the spec-
tral lines will characterize the velocities of gas outflow from the nucleus. Figure 5
shows the chemistry of the middle atmosphere, cloud layers, lower atmosphere,
and surface on the planet Venus which can be detected by submillimeter-wave sen-
sors, and its submillimeter-wave spectrum as a function of altitude and brightness
temperature.

An ongoing challenge in the exploration of the outer solar system is how to de-
termine the prospects for life and how life might have evolved on Earth. The larger
moons of Jupiter and Saturn are among the most interesting bodies in the solar sys-
tem because their composition includes a large amount of water ice. In the case of
Europa there is strong evidence that there is at least some liquid water under the
surface and the possibility of a biosphere, as illustrated in Fig. 6. A submillimeter-
wave radar spectrometer, as shown in Fig. 7, will be ideal to explore the biotic
and non-biotic materials of the Europa-surface. The products of high-resolution
submillimeter-wave remote sensing, such as composition, temperature, pressure,
and gas velocity (winds) offer the planetologist a wealth of information on a global
scale for planetary surfaces and atmospheres such as the Titan. Saturn’s largest
moon Titan has dense atmosphere, as shown in Fig. 8, whose characteristics are
in many ways similar to our home planet. Fig. 8 (right) shows the schematic of
a future mission being considered for Titan. Given the potential of submillimeter-
wave technologies, it is not unreasonable to suppose that the first detection of planets

Fig. 5 The chemistry of the middle and lower atmosphere and surface on the planet Venus and its
submillimeter-wave spectrum
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Fig. 6 Schematic of the Europa surface showing existence of an ocean under the thick ice crust
(left). Formation of Europa’s sputter atmosphere with relative densities for different sputter velocity
profiles (right)

EuropaAntenna EuropaAntenna Europa

Fig. 7 Drawing of a conceptual instrument for the Jupiter’s moon Europa (left), schematic of a
radar rotational spectroscopy measurement concept (right). The ‘Radar’ transmits a signal that
is scattered off the surface, and the return signal is measured by the instrument. Absorption by
molecules in the exosphere causes and attenuation of the signal, which can be used to determine
abundances

containing atmospheric conditions (temperature, pressure, composition) suitable for
extraterrestrial life forms will be confirmed by submillimeter-wave spectroscopy.
An excellent overview of these applications for space can be found in [24].

2.3 Earth Sciences

Many of the same spectral signatures that are so abundant in interstellar and intra-
galactic space are also present in planetary atmospheres where background temper-
atures range from tens of Kelvin to several hundred Kelvin. Particularly important
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Fig. 8 Titan’s atmosphere (left), and schematic of a conceptual mission to Titan

are thermal emission lines from gases that appear in the Earth’s stratosphere and
upper troposphere that serve as pointers to the abundances, distributions, and reac-
tion rates of species involved in ozone destruction, global warming, total radiation
balance, and pollution monitoring. Many key species either have thermal emission
line peaks or their first rotational or vibrational line emissions in the submillimeter,
especially between 300–2500 GHz. Again, these emission lines are best observed
from platforms above the Earth’s atmosphere. Figure 9 shows Ozone distribution
(and the so called Ozone hole) on Earth observed from an orbital platform.

It is now well established that human activity has begin to affect the health of our
planet [25]. A prime example is anthropogenic effects on stratospheric chemistry
that lead to global depletion of the protective ozone layer and the Antarctic ozone
hole [26]. Tropospheric ozone and related trace gases have also been perturbed
significantly and are likely to have modified the atmospheric oxidizing capacity
and contributed to climate change [27, 28]. Remote sensing of Earth’s atmosphere
at submillimeter wavelengths is an important method of obtaining global obser-
vations needed for atmospheric chemistry and climate [29]. Submillimeter-wave

Fig. 9 Ozone distribution
on Earth observed at
submillimeter wavelengths
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measurements are obtained from observations of atmospheric spectral line thermal
emission, allowing daily global coverage from a satellite-based instrument. Addi-
tional important features include the ability to (a) make chemical measurements in
the presence of dense volcanic aerosol, smoke, and ice cloud, and (b) measure sig-
nals from weak spectral lines in the presence of nearby very strong ones. These
features are due to the relatively long wavelengths – compared to infrared, visible,
and ultraviolet spectral regions; and the excellent spectral resolution available with
heterodyne techniques at submillimeter-wave frequencies [30].

Microwave limb sounding is a proven remote-sensing technique that resolves the
spectra of microwave thermal emission along a limb view of the earth’s atmosphere
with a cold space background. The temperature and composition of the atmosphere
as a function of altitude is retrieved by analyzing the spectra returned from a verti-
cal scan of the limb. These techniques have already been developed and applied to
stratospheric chemistry measurements from space.

The Microwave Limb Sounder (MLS) instrument [31] on the NASA Upper At-
mosphere Research Satellite (UARS), launched in 2004, was the first experiment
to study the microwave limb from space, and was followed by the current EOS
MLS instrument on the Aura spacecraft. High-resolution heterodyne receivers at
118, 190, 240, 640, and 2520 GHz were designed for this mission to take advantage
of the information content available through high-resolution spectroscopic measure-
ments of these gases at submillimeter-wave frequencies. Unlike the astrophysical
sources, even modest diameter collecting surfaces are fully filled by the signal beam
in atmospheric observations. Resolution requirements are set by the orbital path and
speed or by the atmospheric processes themselves. In both limb sounding (scanning
through the atmospheric limb) or nadir sounding (looking straight down through the
atmosphere), precise spectral line-shape information is required to separate out the
effects of pressure and Doppler broadening at each altitude along the emission path.
Spectral resolution of better than one part in a million is typically needed for line
widths that range from tens of kilohertz in the upper stratosphere to 10 MHz or
more lower down. Figure 10 shows the capability and coverage of submillimeter-
wave sensors for tropospheric chemistry measurements.
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Fig. 10 Earth observing Microwave Limb Sounder (MLS) coverage of the troposphere in each
pass (left), and mid-upper tropospheric chemistry measurements achievable by a future satellite-
based sensor with sensitive (Tsys = 100K) submillimeter-wave sensors (right). Many molecules
have strong spectral emissions at frequencies between 180 and 280 GHz, detectable with short
integration times
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2.4 Other Applications

Recent progress in submillimeter-wave and terahertz (THz) technology, as well as
the demand for new surveillance capabilities, has led to the development of proto-
type submillimeter imagers capable of detecting weapons concealed within clothing
or packages [5, 6, 7, 8, 9, 32, 33, 34, 35, 36]. Imaging in the submillimeter wave-
lengths is attractive because wavelengths in the range 100 μm < λ < 1 mm are short
enough to provide high resolution with modest apertures and long enough to pen-
etrate materials such as cloth or cardboard, as shown in Fig. 11. However, current
approaches to submillimeter-wave imaging do not yet meet all of the real-world and
often conflicting requirements of standoff range, portability, high speed, penetrabil-
ity, and target identification amongst clutter.

For example, while active submillimeter-wave imaging systems using high-
power coherent illumination and ultra-low-noise heterodyne detection show great
promise, they often face operational drawbacks such as requiring cryogenic de-
tectors or bulky laser sources. A more fundamental difficulty with coherent active
imaging is that by relying on a single frequency, target recognition is reliant on an
object’s contrast and brightness which, in turn, are highly sensitive to incidence an-
gle of radiation, clutter signal from the foreground or background, and interference
and speckle effects.

Imaging radar at these frequencies is believed to solve many of the problems
listed above. A room temperature active submillimeter imager can be used in the
swept-frequency frequency modulated continuous wave (FMCW) radar mode to
map a target in three dimensions. Figure 12 shows images using such a radar which
can distinguish targets with centimeter-scale resolution in both range and cross-
range. The images clearly indicate that radar capability may emerge as a key com-
ponent of active submillimeter-wave imagers.

Submillimeter-wave imaging techniques are also showing a lot of promise in
biological systems, from imaging of tooth cavity to cancerous cells. A detailed re-
view of this subject is available in [10]. Another application of submillimeter-wave
sensors has been in the areas of plasma fusion diagnostics and gas spectroscopy. An
excellent review of submillimeter-wave techniques in the fusion field can be found
in [37].

Fig. 11 Application of submillimeter-wave imaging techniques for reconnaissance from un-
manned aerial vehicles (left), suicide bomber detection (center), and contraband detection at stand-
off distance (right)
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Fig. 12 Photograph of target scenario, where a concealed gun replica is held his shirt at 4 m stand-
off range (left), total-power image of the received intensity at 600 GHz, on a logarithmic scale,
covering the entire final IF bandwidth of 96 kHz (center) - which results in very poor scene con-
trast since no range information is available, and three-dimensional target reconstructions of the
front-surfaces encountered by the 600 GHz radar beam during the scan, effectively removing the
shirt, leaving the concealed gun exposed on his torso

3 Submillimeter-Wave Sensors

Submillimeter-wave sensors can be broadly categorized in two distinct regimes de-
pending on their application. In the first case, they are used to make images by
detecting the thermal emission from the objects. In the second case, spectroscopic
studies are carried out either in absorption or in emission. In spectroscopy, there are
two generic approaches. Measurements with low spectrum resolution λ/Δλ of 3–10
are called photometry. They are used to characterize broad spectrum sources such
as electron synchrotron and thermal bremstrahlung emission, and thermal emission
from interstellar dust grains. Photometry at millimeter and submillimeter wave-
lengths plays a key role in astrophysics. For example, photometry is used to study
the cosmic microwave background (CMB), which lights up the sky at millimeter
wavelengths and makes up most of the electromagnetic energy in the universe. CMB
measurements provide us a snapshot of the early universe 500,000 years after the
Big Bang. Measurements of the anisotropy of this radiation have already shown
that the geometry of the universe is flat [38, 39, 40], have provided the most accu-
rate values for several important cosmological parameters [41], and have provided
very strong support for an inflation-motivated cosmological model dominated by
dark energy and containing substantial dark matter. Another example is the study
of interstellar dust emission from galaxies. It has recently been discovered that for
some of the earliest, very distant galaxies, most of this starlight does not reach us
[42, 43, 44, 45, 46]. The starlight is instead absorbed by dust and reradiated at longer
wavelengths. In fact, the total amount of energy in submillimeter light in the uni-
verse is about equal to that in the UV/visible/near-IR band [47, 48, 49]. Furthermore,
the submillimeter band is unique in that galaxies may be seen out to very large dis-
tances, because the dust emission spectrum has a very steep long-wavelength slope
(∼ ν3.5), so that the cosmological frequency redshift essentially compensates for the
dimming due to the increasing distance. Measurements of this dust emission by
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submillimeter photometry give us the total luminosity of the galaxy, which is re-
lated to the rate at which stars are forming, and also provides information about the
behaviour of the dust.

The detector technologies used for photometry depend on the wavelength. Cooled
high electron mobility transistor (HEMT) amplifiers, followed by diode detectors,
are often used for λ > 3 mm [50]. Thermal direct detectors, especially semiconduct-
ing bolometers [51, 52, 53] are in current use for 3 > λ > 0.2 mm. Semiconducting
photon detectors are generally used for wavelengths λ < 0.2 mm [54].

Measurements with higher spectral resolution (λ/Δλ ∼ 106 or higher) are gener-
ally different from photometry, and are typically used to characterize molecular and
atomic spectral lines [55]. Molecular rotation lines dominate at millimeter and sub-
millimeter wavelengths and atomic fine structure lines at far-IR wavelengths [18].
Resolutions as large as λ/Δλ ∼ 106 are often needed to measure Doppler shifts and
spectral line profiles.

The sensors at submillimeter wavelengths can be broadly categorized into two
distinct sets: coherent detectors and incoherent (direct) detectors [56]. At sub-
millimeter wavelengths, coherent detection is mostly done using heterodyne tech-
niques. Heterodyne receivers are quite familiar to most electrical engineers: an RF
signal picked up by an antenna at frequency fsignal and the sine-wave output of a
local oscillator (LO) at frequency fLO are combined in a nonlinear device known
as a mixer, which generates the beat frequency fIF, also known as the intermediate
frequency (IF). The IF signal may then be further downconverted or demodulated.
For radio astronomical spectroscopy, the IF signal is processed by a multichannel
spectrum analyzer, such as a filter bank, acoustooptical spectrometer (AOS) [57], or
a digital correlator [58, 59, 60, 61, 62]. The IF spectrum of a heterodyne receiver is
an exact replica of the original RF spectrum with both the phase and amplitude
information. That allows heterodyne systems to have very high spectral resolu-
tion, since fIF << fsignal. Figure 13 shows the typical schematic block diagram of
a submillimeter-wave heterodyne receiver.

Direct detection instruments such as bolometers behind grating or Fabry–Pérot
spectrometers [63, 64, 65, 66, 67] are used at moderate resolution, while hetero-
dyne receiver systems are used for higher spectral resolution (λ/Δλ > 103) [12],
[68, 69, 70, 71]. These include the superconductor–insulator–superconductor (SIS)
tunnel junction mixer for 3 > λ > 0.25 mm and hot-electron bolometer (HEB)
mixers at shorter wavelengths and Schottky diode mixers are used for the entire

Fig. 13 Typical schematic
block diagram of a
submillimeter-wave
heterodyne receiver
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Fig. 14 Generic
representation of different
submillimeter-wave sensors
and their respective
sensitivities
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submillimeter-wave spectral range. Figure 14 shows a generic representation of
different submillimeter-wave sensors – both coherent and incoherent – and their
respective sensitivities.

The primary distinction between coherent and incoherent (or direct) detection is
the presence or absence of quantum noise. Coherent receivers preserve information
about both the amplitude and phase of the electromagnetic field while providing
large photon number gain. As a result, coherent receivers are subject to quantum
noise, which can be expressed as a minimum noise temperature of Tn = hν/kB, or
48 K/THz. Quantum noise is equivalent to the shot noise produced by a background
radiation flux of one photon per second per Hertz of detection bandwidth. At radio
wavelengths, the background is significantly larger than this value and in any case
never falls below the 2.7 K cosmic microwave background (CMB), and so the use
of coherent receivers at radio wavelengths need not lead to a loss of sensitivity. In
contrast, at optical or infrared wavelengths the quantum noise of coherent receivers
is intolerably large, far larger than the typical backgrounds, and so direct detection
is strongly preferred. In the following section we compare the sensitivity of coherent
detection with incoherent detection in detail and discuss which detection method is
preferable under a given circumstances.

3.1 Sensitivity of Coherent (Heterodyne) and Incoherent
(Direct) Detection

3.1.1 Quantum Limit for Coherent Detection

Coherent detection is fundamentally different than direct detection. In a coherent
system, the incoming signal photons collected by the antenna are first amplified
before they are detected. This photon amplification process, which in some cases
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Fig. 15 An illustration of
quantum noise in a maser
amplifier. This fictious maser
amplifier consists of a tube
filled with a gas of molecules
or atoms. An input signal Pin
is amplified by stimulated
emission and the output
is GPin, where G is the
power gain. However due
to spontaneous emission,
noise photon emerge from the
amplifier output even when
Pin = 0[74]
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may be simultaneously accompanied by frequency conversion (for heterodyne de-
tection), imposes a limitation on the sensitivity known as the ‘quantum limit’,
which is usually expressed as an equivalent noise temperature TQL = hν/k. Quan-
tum noise was discovered in 1957 [72] in connection with the development of the
maser. As shown in Fig. 15, the maser amplifier provides a simple intuitive pic-
ture which explains quantum noise as the result of spontaneous emission by the
inverted states which produce the amplification. It is easy to see that noise pho-
tons would emerge from the amplifier output even when no signal is present at
the input. Subsequent work [73] has shown that quantum noise is a general limi-
tation on all phase insensitive liner amplifiers and not a peculiar feature of maser
amplifiers.

In contrast, there is no fundamental limit to the sensitivity of direct detection. It
is possible in theory to make a direct detector which does not produce any signal at
its output unless photons are being absorbed. The difference between coherent and
incoherent detection can also be understood in terms of the excitation temperature
of the quantum states involved in the amplification or detection processes: an ideal
direct detector has a small positive excitation temperature, Tx = +ε, while an ideal
amplifier has a small but negative excitation temperature, Tx = −ε, where in both
cases ε << hν.

3.1.2 Direct Detection and Background Noise

The limitations to the sensitivity of direct detection are largely practical. Detectors
always produce some noise, although in many cases the detector noise is small com-
pared to the fluctuations in the thermal background radiation from the telescope or
the atmosphere. However, detector noise can be an important issue for spectroscopy,
where background fluctuations are reduced due to the narrow bandwidth received by
the detector. In fact, background-limited high resolution spectroscopy using a cooled
space telescope in the submillimeter wavelengths is still largely out of reach with
current detector technology.
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Whether or not the quantum noise limit for coherent detection is actually a signif-
icant factor depends largely on the level of the background radiation. For instance,
a lower limit to the thermal background is provided by the cosmic microwave back-
ground (CMB) radiation. This means that the quantum noise is actually irrelevant
at radio frequencies hν/k < 2.7 K or ν < 56GHz., regardless of the temperature and
location. In the submillimeter and far-infrared (ν < 3THz), the quantum limit is im-
portant for cooled telescopes but is not a limiting factor for ground-based or airborne
receiver systems.

3.1.3 Comparison of Detection Methods

The background-limited sensitivity of a direct detector receiving a single mode (i.e.,
diffraction-limited beam and a single polarization) is expressed by the following
equation:

σd
P =

hν
√

ΔνT

√
n0(1 +ηdn0)

ηd
Δν

where σd
P is the uncertainty in the incident power in a detection bandwidth Δν after

an integration time T using a detector with effective quantum efficiency ηd (includ-
ing optical losses) [74]. Here n0 is the mean photon occupation number associated
with the thermal background radiation entering the system. For example, in the case
that the background arises from objects at a single temperature Tbg with total emis-
sivity ε,n0 will be given by:

n0 = ε
[
ehν/kTbg −1

]

For a coherent receiver, the corresponding expression is given by

σc
P =

hν
√

ΔνT

1
ηc

(
1 +ηcn0

)
Δν

The two terms in the sum (1 + ηcn0) correspond to quantum and background noise,
respectively. Thermal emission from the optics inside the instrument has been ne-
glected for both types of detection systems. The expression for a coherent receiver
assumes that an amplifier or a single-sideband mixer is being uses; a factor of 2 must
be inserted on the background term for a double-sideband mixer.

We must make assumptions about the quantum efficiencies in order to make a
comparison. In general, coherent systems have extremely simple optical paths. In
contrast, direct detection systems, particularly high resolution spectrometers, have
rather complicated filtering systems to restrict the bandwidth of the radiation landing
on the detector, which inevitably reduces the optical transmission and the effective
quantum efficiency. For this reason, we assume ηc = 0.5, which is readily achiev-
able, while for the direct detector spectrometers we assume ηd = 0.1, which is fairly
optimistic for resolutions of 104 or higher.
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3.2 Coherent (Heterodyne) Sensors

Since low-noise amplifiers are not available in the submillimeter band, the first
operation that a coherent receiver must perform is frequency down-conversion, or
heterodyning, from submillimeter-wave frequencies to GHz frequencies. This is ac-
complished in the usual way, using a mixer and a local oscillator; however the mixer
noise sets the system sensitivity and should be as low as possible. Figure 13 shows
the typical schematic block diagram of a submillimeter-wave heterodyne receiver.

There are at least three different mixer technologies for submillimeter-wave het-
erodyne detection. The particular choice is mostly dictated by the available local
oscillator power, receiver sensitivity criteria, and whether the mixer will operate at
room temperature or cryogenic temperatures. In the following section we evaluate
the Superconductor insulator superconductor (SIS) mixers, Hot Electron Bolometer
(HEB) mixers, and Schottky mixers for their usage at submillimeter wavelengths.

SIS mixers are the most sensitive mixers available today in the 100–1200 GHz
frequency range [75]. These mixers are less sensitive at frequencies beyond the su-
perconductor bandgap (2Δ for NbTin ≈ 1500 GHz) where reverse tunnelling be-
comes a factor and mixer performance is dominated by circuit losses. SIS mixers
typically operate at temperatures below 5 K (well below the superconductor critical
temperature Tc). Typical state-of-the-art double sideband (DSB) noise temperature
for SIS mixers are about 85 K at 500 GHz, have approximately 1 dB of mixer con-
version loss, and require approximately 40–100 μW of local oscillator pump power
[76]. For optimal performance, SIS mixers require magnets to suppress Josephson
currents. Figure 16 shows the operating principle, energy band diagram, and photo
of a SIS mixer device along with the mixer in a receiver configuration.

Hot electron bolometer (HEB) mixers [77] have excellent noise performance
from 500 GHz to 5 THz. Both the diffusion cooled and phonon cooled variety use a
short superconducting bridge connecting two normal metal pads as the mixing el-
ement, and they generally operate at temperatures below 4 K. Typical DSB noise
temperatures of HEB mixers are around 600 K at 500 GHz with approximately
10–15 dB of mixer conversion loss. They require approximately 1–2 μW of LO
pump power, which is substantially less than SIS mixers. HEB mixers tend to have
only a few gigahertz of IF bandwidth, which is a problem for heterodyne imagers
where higher IF bandwidth is advantageous. High temperature HEBs, operating in
the 100 K range, have shown promise for use as mixers; however, no published re-
sults are available. Figure 17 shows the schematic drawing and close-up photo of a
HEB mixer device along with the photo of a 1.6 THz quasi-optical HEB mixer.

Schottky diode mixers operate at frequencies up to well beyond 5 THz [78]. One
of the major advantages of Schottky mixers compared to SIS and HEB mixers is
that they operate at room temperature, although optimum performance is achieved
at or below 20 K. Schottky mixers require high local oscillator pump power, approx-
imately in the 1 mW range. Typical DSB noise temperatures for room temperature
Schottky mixers are about 1800 K at 500 GHz with approximately 8 dB of conver-
sion loss. However, their noise temperature improves when cooled, e.g., reaching ap-
proximately 1200 K (DSB) at 77 K. It has also been shown that the Schottky mixers
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Fig. 16 Operating principle and energy band diagram for SIS mixers(top). Bottom: Quasi-optical
SIS mixer device (left) and receiver system (right)

Fig. 17 Schematic drawing
and device photo of HEB
mixers. Bottom left shows
the photo of a 1.6 THz
quasi-optical HEB mixer
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Fig. 18 SEM photo of a 2.5 THz GaAs Schottky diode mixer (left) and a photo of a 560 GHz
fundamental balanced mixer inside a waveguide block

Fig. 19 Double sideband (DSB) noise temperature performance of SIS (triangles), HEB (square),
and Schottky diode (circle) mixers. Also shown are the 2-, 10-, and 50-times quantum noise limit
lines for comparison

can be operated with reduced LO power at the expense of marginally higher mixer
noise temperature [79]. Figure 18 shows photos of GaAs Schottky diode mixers op-
erating at submillimeter wavelengths. Figure 19 shows the performance of different
coherent sensors (heterodyne mixers) at submillimeter wavelengths.

3.3 Incoherent (Direct) Detectors

Direct detectors function by absorbing photons in a material and sensing the result-
ing change in a physical property of that material. In semiconductor photo-detectors,
the mobile charge carriers created by photons are sensed by measuring the current
flow in response to an applied electric field. The minimum photon energy required
to create an excitation sets a long-wavelength cut-off.

Superconducting bolometers are the most sensitive incoherent detectors, their
sensitivity increases when the operating temperature of the detector is reduced.
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Fig. 20 Operating principle of a transition edge sensor (TES). On the right is a typical resistance
vs. temperature plot for such sensors showing the transition temperature between normal metal to
superconductor [55]

Superconducting transition edge sensors (TES) thermistors are the most popular
direct detectors which promise to have unprecedented sensitivity [80]. A TES bolo-
meter for millimeter and submillimeter wavelengths consists of a radiation absorb-
ing element attached to a thin superconducting film with a transition temperature
Tc, which is weakly coupled to a heat sink at temperature T0 ∼ Tc/2, as shown in
Fig. 20. Also shown in Fig. 21 is the resistance of the TES as a function of temper-
ature, showing the sharp transition at Tc. Figure 21 shows two direct detector array
instruments currently in operation.

An alternative approach to photon detection using superconductivity is to operate
far below the transition temperature Tc. In this situation, most of the electrons are
bound together into Cooper pairs [81]. Photons absorbed in the superconductor may
break Cooper pairs to produce single electron quasi-particles, similar to electron-
hole pair creation in semiconductors. However, it is difficult to separate the quasi-
particles from Cooper pairs in this method.

Fig. 21 Photographs of instruments using TES bolometers and silicon thermistors. SCUBA II
multiplexed bolometer array (left) and SHARC II array with implanted silicon thermistors
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Fig. 22 Operation
of superconducting
tunnel junctions (STJs)
which convert incoming
submillimeter-wave photons
to current through photon
assisted tunnelling

In superconducting tunnel junction detectors (STJ), incoming photons break the
Cooper pairs and are filtered out through the tunnel junction [82]. Multiplexed read-
out of these detectors can be accomplished using RF single-electron transistors.
Figure 22 shows the operation of superconducting tunnel junctions.

The quasi-particles produced by photons when they break the Cooper pairs may
also be detected by measuring the complex ac surface impedance of the supercon-
ductor. At finite frequencies, the surface impedance is nonzero and is in fact largely
inductive; this is known as the kinetic inductance effect. This effect can be used
to make very simple detectors where the resonance frequency of a superconduct-
ing resonator will change when a photon is detected, and can be monitored with
microwave readout circuits [83]. Fig. 23 shows the operation of kinetic inductance
detectors.

There are also a few other direct detectors which provide very good sensitivity
for detecting photons at submillimeter wavelengths such as the SIS photon detectors

Fig. 23 Operation of a microwave kinetic inductance detector when the change of resonance of a
superconducting resonator is detected when a photon is absorbed
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where superconducting tunnel junctions directly convert submillimeter photons to
electrical current through the process of photon assisted tunneling. There is also an-
other kind of detector known as superconductor insulator normal metal (SIN) sen-
sors which is similar to SIS detectors except one of the metals is a normal metal [84].
There are also room temperature direct detectors which have limited applications
because of their poor sensitivity compared to superconducting detectors. However,
for applications where cryogenic detectors are not feasible, they play an active role.
Small area GaAs Schottky diodes, composite bolometers with bismuth or tellurium,
and Golay cells are all used for room temperature direct detectors. Reference [12]
has a good review on these detectors.

4 Future Trends

Receivers at submillimeter wavelengths are either waveguide based or quasi-optical,
although multi-pixel direct detectors with planar architecture are being used in re-
cent years [85]. At frequencies beyond a few hundred gigahertz, the feature sizes of
all but the simplest waveguide circuits are too small and the required tolerances are
too demanding to be fabricated using even the best state-of-the-art conventional

Fig. 24 Photograph of some of the silicon micromachined components fabricated at the Jet
Propulsion Laboratory at submillimeter wavelengths
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Fig. 25 Schematic of a silicon micromachined dual-polarized sideband separating balanced
heterodyne receiver at submillimeter wavelengths.

machining. To mitigate this situation, silicon micromachining is becoming very
popular. Silicon micromachining shatters the barriers of conventional machining,
and brings the added benefits of rapid turn-around time and excellent process con-
trol. Furthermore, silicon micromachined circuits are light weight and capable of
achieving a high degree of integration on a single chip. While there have been
several demonstrations of waveguide circuits fabricated with silicon micromachin-
ing, as shown in Fig. 24, few if any of these circuits have been subjected to any
significant electrical testing. It is quite possible that the future multi-pixel, multi-
functional, high performance astrophysics and planetary instruments at submilli-
meter wavelengths will depend on the success of silicon micromachined waveguide
components [86]. Figure 25 shows schematic of a multi-functional dual-polarized,
sideband separating, balanced receiver architecture based on silicon micromachin-
ing. On the other hand, the direct detector community is primarily focusing their
attention to large antenna coupled planar arrays which will require minimal hand
assembly. These techniques are going to drive the development of submillimeter
sensors in the coming years.

5 Conclusion

Sensors at submillimeter wavelengths have a wide range of applications, from as-
trophysics, planetary, Earth-observing, plasma diagnostics to medical imaging and
homeland security. Due to severe atmospheric attenuation at these frequencies ex-
cept for a handful available of windows, most of the sensors at these frequencies
are used for space-borne applications. Sensors at these wavelengths provide un-
precedented sensitivity. Coherent detectors are reaching quantum-noise limit, and
the sensitivity direct detector instruments are not limited by the background noise.
This is an exciting time for submillimeter-wave sensors.
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Sensor(s)

architecture, 14–15
interrogation, 130
noise, 45

see also specific sensors
Sensor TCP (STCP), 234–235
Sensor-to-sink data flow, 223
Sensory integration, 362
SenTCP, 235
Sequential component labeling algorithm,

334–335
Shear waves, 290
Sheep skin, tanning process of, 91–92, 96–97

embedded controller based sensing system,
101–103

experimental setup, 97–98
results, 98–101, 103–108

interdigital sensors, operating principle of,
93–96

motivation, 92
Short (fast) scan, 361–362
Silicon micromachined circuits, 409
SIN, see Superconductor insulator normal

metal (SIN)
Sink, 222
Sink-received throughput, 226
Sink-to-sensor data flow, 223
Siphon, 240
Smart lighting, 204
Sobel edge operator, 313
Source nodes, 205–206
Specific acoustic impedance, 289
Spin-Dependent Tunneling (SDT)

magnetoresistors, 47
Spinning current operation, 14–15
SPR, see Surface plasmon resonance (SPR)
SRI, see Surrounding-medium refractive index

(SRI)
Standard ICA image fusion method, 318
Star topology network, 202–203
State-of-the-art image fusion methods,

318–324
STCP, see Sensor TCP (STCP)
Submillimeter-wave coherent and incoherent

sensors, 387–390
applications

astronomy and astrophysics, 390–392
earth sciences, 394–396
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planetary sciences, 393–394
future trends, 408–409
submillimeter-wave sensors, 398–400

coherent (heterodyne) sensors, 403–405
incoherent (direct) detectors, 405–408
sensitivity of coherent (heterodyne)

and incoherent (direct) detection,
400–402

Submillimeter-wave sensors
coherent (heterodyne) sensors, 403–405
incoherent (direct) detectors, 405–408
sensitivity of coherent (heterodyne) and

incoherent (direct) detection,
400–402

Superconducting transition edge sensors (TES)
thermistors, 406

Superconductor insulator normal metal
(SIN), 408

Supporting dynamic routing, 214–217
Supporting static routing, 211–214
Surface acoustic waves (SAW), 290
Surface plasmon resonance (SPR), 126
Surrounding-medium refractive index (SRI),

123, 125

T
Tanning, 92
Tanning process of sheep skin, 91–92

embedded controller based sensing system,
101–103

experimental setup, 97–98
results, 98–101, 103–108

interdigital sensors, operating principle of,
93–96

motivation, 92
8 step process, 96–97

Tapered optical fibres, 163–166
TCP, see Transport control protocol (TCP )
Team agreement, 357–358
Temcos, 46
Temperature dependence of sensitivity, 46
Temperature sensor, 193–194
Temperature stability, 59

magnetic sensors, 45–49
fluxgate sensors, 47–48
GMI sensors, 48–49
Hall sensors, 46
magnetoresistors, 47
proton magnetometer, 49

of magnetic sensors, 45–49
Testing color class membership, 342–344
Theoretical signal propagation, 272
Thin-film InSb Hall sensors, 46
Thinned FBGs (ThFBGS), 128, 136

Three-tier sensor network architectures,
207–208

Tilted FBGs, 137–139
Tiny TCP/IP, 233–234
Topology, 202
Traffic monitoring system, 208
Traffic semantics, 223
Transducer element, 163
Transducers, 294–296
Transit traffic, 223, 224
Transmission coefficient, 292
Transport control protocol (TCP),

227, 228
Transverse holographic method, 117
Trickle, 235
Tunneling magnetoresistors (TMR ), 47
Two-tiered sensor network architectures,

206–207

U
Ultrasonic sensing, 287–288

nondestructive evaluation, applications to
buffer rod sensors for high temperature

monitoring, 300–301
imaging using focused sensors,

301–302
in-situ monitoring of solid-liquid

interface, 302–303
internal temperature distribution,

monitoring of, 302–304
ultrasound, fundamentals of

features of, 289–294
in media, 288–289

ultrasound, measurement of
generation and detection of, 294–297
instrumentation, basics of, 298–299

Ultrasonic transducers, limitation of, 296
Ultrasonic waves

features of
attenuation, 291–292
reflection and transmission, 292–293
refraction and mode conversion,

293–294
types of (mode of propagation),

290–291
velocity, 291
wavelength, 292

generation and detection of
non-contact techniques, 296–297
transducers, 294–296

Upstream, 223
Upstream reliability, 223–224
Upstream sensory data traffic, 223



424 Index

V
Velocity, 291
Visible volume area (VVA), 278
Vision systems, 329
VOC, see Volatile organic compounds (VOC)
Voigt- Thompson equation, 31
Volatile organic compounds (VOC), 128
VRML, 270, 274
VVA, see Visible volume area (VVA)

W
Wait-for First Packet (WFP), 233
Wave equations for isotropic solid, 291
Waveguides, 300
Wavelength, 292
Wavelength consideration of, 72
Wi-Fi characteristics, 201, 202
Wireless FieldBus, 212, 213
Wireless industrial Ethernet, 213
Wireless sensor networks (WSN), 199–200

applications, 210
supporting dynamic routing, 214–217
supporting static routing, 211–214

architectures, 205
cluster-based, 208–209
tier-based, 205–208

fundamentals
data integration modes, 204–205
network topology, 202–203
routing protocols, 203

low-rate wireless communication
technology, 200–202

WSN, see Wireless sensor networks (WSN)
WSN transport layers, 222

congestion detection, mitigation, and
control, 224–225

loss recovery, 224
performance metrics, 225–228
protocols, 228–229

ART, 236–237
CCF, 237–238
CODA, 229–230
ESRT, 230–231
FUSION, 236
GARUDA, 232–233
PCCP, 239
PSFQ, 232
RAP, 241–243
RBC, 240–241
RMST, 231
SenTCP, 235
Siphon, 240
STCP, 234–235
Tiny TCP/IP, 233–234
Trickle, 235

reliability semantics, 223–224
traffic semantics, 223

Y
YUV thresholds, definition, 341

Z
Zigbee, 201–202, 211, 213

home automation systems, 212
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