COMMUNICATION AND
CONTROL IN ELECTRIC
POWER SYSTEMS

Applications of Parallel
and Distributed Processing

MOHAMMAD SHAHIDEHPOUR
YAOYU WANG

IEEE Power Engineering Society, Sponsor

eotss é ",

ENGINEERING

IEEE Press Power Engineering Series
Mohamed E. El-Hawary, Series Editor

< IEEE

IEEE PRESS

WILEY-
INTERSCIENCE

A JOHN WILEY & SONS, INC., PUBLICATION



COMMUNICATION AND
CONTROL IN ELECTRIC
POWER SYSTEMS



IEEE Press
445 Hoes Lane
Piscataway, NJ 08854

IEEE Press Editorial Board
Stamatios V. Kartalopoulos, Editor in Chief

M. Akay M. E. El-Hawary M. Padgett
J. B. Anderson R. J. Herrick W.D. Reeve
R. J. Baker D. Kirk S. Tewksbury
J. E. Brewer R. Leonardi G. Zobrist

M. S. Newman

Kenneth Moore, Director of IEEE Press
Catherine Faduska, Senior Acquisitions Editor
John Griffin, Acquisitions Editor
Anthony VenGraitis, Project Editor

IEEE Power Engineering Society, Sponsor

PE-S Liaison to IEEE Press, Chanan Singh



COMMUNICATION AND
CONTROL IN ELECTRIC
POWER SYSTEMS

Applications of Parallel
and Distributed Processing

MOHAMMAD SHAHIDEHPOUR
YAOYU WANG

IEEE Power Engineering Society, Sponsor
oV

SERIES “

%% POWER

ENGINEERING

IEEE Press Power Engineering Series
Mohamed E. El-Hawary, Series Editor

& IEEE

IEEE PRESS

WILEY-
INTERSCIENCE

A JOHN WILEY & SONS, INC., PUBLICATION



Copyright © 2003 by John Wiley & Sons, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system or transmitted in any form or
by any means, electronic, mechanical, photocopying, recording, scanning or otherwise, except as
permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior
written permission of the Publisher, or authorization through payment of the appropriate per-copy fee to
the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax
(978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should
be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ
07030, (201) 748-6011, fax (201) 748-6008, e-mail: permreq@wiley.com.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in
preparing this book, they make no representation or warranties with respect to the accuracy or
completeness of the contents of this book and specifically disclaim any implied warranties of
merchantability or fitness for a particular purpose. No warranty may be created or extended by sales
representatives or written sales materials. The advice and strategies contained herein may not be
suitable for your situation. You should consult with a professional where appropriate. Neither the
publisher nor author shall be liable for any loss of profit or any other commercial damages, including
but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services please contact our Customer Care
Department within the U.S. at 877-762-2974, outside the U.S. at 317-572-3993 or fax 317-572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print,
however, may not be available in electronic format.

Library of Congress Cataloging in Publication Data:
ISBN 0-471-45325-0
Printed in the United States of America.

10987654321



CHAPTER

1 Introduction
1.1  The Role of Power Systems
1.2 Complexity of Power Grids

1.3 Communications System

1.3.1
13.2
1.3.3
1.3.4
1.3.5

1.4 Interdependence of Infrastructures
1.5 Catastrophic Failures
1.6  Necessity for Distributed Processing

1.6.1
1.6.2
1.6.3

1.7 Vertically Integrated Power Systems

1.7.1
1.7.2
1.7.3

Fiber Optical Technique
Fiber Optical Networks

WAN Based on Fiber Optical Networks
XML Technique
IP-Based Real Time Data Transmission

Power System Control
Distributed Implementation
State Monitoring Based on GPS

Central Control Center
Area Control Center
SCADA/EMS

Contents



vi

CONTENTS

1.7.4 Distributed Web-Based SCADA Systems . . . . . . .
1.7.5 Distributed Energy Management Systzms . . . . . . .

1.8 Restructured Power Systems . . . ... . ... .....
1.8.1 GENCOs, TRANSCOs, and DISTCOs . . . .. . ..
182 ISO . . . ..
1.83 OASIS . . . . . . e
184 RTO .. .. ... . . .

1.9 Advantages of Distributed Processing . . . . ... .. ..
1.9.1 EnhancedReliability . . ... ... .........
1.9.2 Enhanced Flexibility . . .. ... ..........
193 Economy .. ... ... ... ... ... ... .
1.9.4 Higher Efficiency . . ... ... ... .......

1.10 Foundations for Distributed Processing . . . . ... . ..
1.10.1 Agent Theory Applications . . . . ... .. .. ...
1.10.2 Distributed Management and Control . . . . . . . ..
1.10.3 Adaptive Self-Healing . . . . ... ... ......
1.10.4 Object-Oriented Modeling . . . .. ... . ... ..
1105 CIM . . o oo
1.10.6 Common Accounting Model . . . . .. .. ... ..

Parallel and Distributed Processing of Power Systems
2.1 Introduction . . ....... . ... ... ... ...

2.2 Parallel and Distributed Processing Systems . . . . . . .
2.2.1 ParallelSystems . ... ... ... .........
2.2.2 Distributed Systems . . . ... ... ... ...
2.2.3 Comparison of Parallel and Distributed Processing . . .
2.2.4 Representation of Parallel and Distributed Systems . . .

2.3 Parallel and Distributed Algorithms . . . . .. ... ..
23.1 Classifications . . . . ... ... ... ...
2.3.2 Representation . . . . . ... ... ... ...

2.4  Design of Parallel and Distributed Algorithms . . . . . .
24.1 Task Allocation . . . ... ... ... .......

2.5 Parallel and Distributed Computation Performance
2.5.1 Speedupand Efficiency . . ... ... ... .....



CONTENTS

2.6

2.7
2.8

2.9

2.10
2.11

2.12

2.13

2.5.2 Jmpacting Factors . . . . . . . ... Lo,

Iterative Parallel and Distributed Algorithms . . . . . . .
2.6.1 Asynchronous Distributed Computation . . . . . . .

Convergence Of Asynchronous Algorithms . . . . . . ..

Distributed Processing of Vertically Integrated Power
Systems . . . ... ...
2.8.1 Distributed Processing of Transmission Systems

2.8.2 Distributed Processing of Distribution Systems

Distributed Processing of Restructured Power Systems
2.5.1 Distributed Processing System ofan ISO . . . . . . .
2.9.2 Distributed Processing Systemof an RTO . . . . . . .
2.9.3 Distributed Processing of GENCOs, TRANSCOs, and
DISTCOs . ... ... . ... ...

Distributed Energy Trading Systems . . . ... ... ..

Computer Networks for Distributed Processing of Power

Systems . . . . ... ... e
211,01 LAN . . ..o
2.11.2 ISO’s Private WAN . . . . . . ... .. ... ..
2113 NERCISN . . . . . ... o oo

Message-Passing Interface . . . . ... ... ... ...
2.12.1 Development History and Features . . . . . . . . .
2.12.2 Data Communication . . . . . ... ... .....
2.12.3 Attributesof MPY . . . . L0000 0000

Other Forms and Techniques for Distributed Processing

2.13.1 Client/server Architecture . . . . . . . .. .. ...
2.13.2 Network Programming . . . . . ... ... ... ..
2.13.3 Distributed Database . . . . . ... ... . ....
2.13.4 Javalanguage . .. .. ... ... ... . ....

3 Information System for Control Centers . . . .. ... ..

3.1
32
33

Introduction . . .. ... ... ... ...
ICCS in Power Systems . . ... ...........

ICCS Configuration . . . .. ... ... ... .....
3311 ICCSLAN . ... .. ... .

Vil

66

70
72

73

74
75
76

79
79
80
81

82



VI

CONTENTS

3.4 Information System for ICCS . . . . ... .. ... ...
35 CCAPIforICCS ... .. ... . ... ... ......
3.6 Interfaces for ICCSUsers . . ... ... ... .....

3.7 ICCS Communication Networks . . . .. ... ... ..
3.7.1 Private WANoftheISO . . . ... ... ... ...
3.7.2 NERC’s Interregional Security Network . . . . . . . .
3.73 PublicInternet . . ... ... ... ... ...

3.8 ICCS Time Synchronization . .. ... ..........

3.9 Utility Communications Architecture . . . . . . ... ..
3.9.1 Communication Scheme . . . ... ... .. .. ..
3.9.2 Fundamental Components . . . . ... .. ... ..
3.9.3 Interoperability . .. ... ... .. ... . ...

3.10 ICCS Communications Services . . . . . . ... . ...
3.10.1 Other Communication Services . . . . . . . . ...

3.11 ICCS Data Exchange and Processing . . ... ... ...
3.11.1 Real-Time Data Processing . . . . . . ... .. ..
3.11.2 Transaction Scheduling and Processing . . . . . . .
3.11.3 Generation Unit Scheduling and Dispatch . . . . . .

3.12 Electronic Tagging . . . . . .. ... ... ... ....
3.12.1 Tag AgentService . . . ... ... ........
3.12.2 Tag Authority Service . . . . . . . ... ... ...
3.12.3 Tag Approval Service . . . .. ... .. ... ...

3.13 Information Storage and Retrieval . . . ... ... .. ..

3.14 ICCSSecurity . . . ... ... ...
3.14.1 Unauthorized Access . . . . . . . . . . . . . ...
3.14.2 Inadvertent DestructionofData . . . . . . . . . ..

Common Information Model and Middleware for
Integration . . . ... ... ...

4.1 Introduction . . . . . . . . . . ...
411 CCAPIVCIM . . . . . . . oo
412 WhatIsIEC? . .. . .. . ... ... ...
413 WhatlsCIM? . . . . . . .. ... ...

42 CIMPackages . ... ... ... ... ...
43 CIMClasses . . v v v v i v e e e



CONTENTS

44
4.5

4.6

47

4.8

49

4.3.1 Class Attributes . . . . . . ... ..o
432 ClassRelationships . . . ... ... .. ......

CIM Specifications . . . . . ... ... ... ... ...

CIM Applications . . . . ... .. .. ... ... ...
4.5.1 ExampleSystem . .. ... ... ... ... ...

Hlustration of CIM Applications . . . . . .. ... ...
4.6.1 LoadFlow Computation . . . ... ... .. ....
4.6.2 Other Applications . . . . . . .. . ... .. ...

Applications Integration . . . ... ... ...
4.7.1 PreviousSchemes . . . . . .. . ... ... ..
4,72 Middleware . . . . . .. ..ol

Middleware Techniques . . . . . . .. ... ......
4.8.1 Central Database . . . ... ... ... .. ...
4.82 Messaging . . . .. ..o e oo
483 EventChannels . . .. ... .. ... .. ...

CIM for Integration . . . .. ... ... ... .... ..
49.1 Integration Based on Wrappers and Messaging

410 Summary ... . ... e e e e

5 Parallel and Distributed Load Flow Computation . . . . .

5.1

5.2
53
54

5.5

5.6

Introduction . . . . . . . . . . . ..o
5.1.1 Parallel and Distributed Load Flows . . . . . . . ..

Mathematical Model of Load Flow . . . . ... ... ..
Component Solution Method . . . . .. ... ... ...

Parallel Load Flow Computation . . ... ... .....
5.4.1 System Partitions . . . .. ... ...
5.42 Parallel Algorithm . . . . .. ... ... ... ..

Distributed Load Flow Computation . . . .. ... ...
5.5.1 System Partitioning . . .. ... ... ... ...
5.5.2 Distributed Load Flow Algorithm . . . . .. ...
5.5.3 Synchronous Algoritbmof LoadFlow . . . . . . . ..
5.54 Asynchronous Algorithm of Load Flow . . . . . . ..
5.5.5 Boundary Power Compensation . . . . . ... ...

Convergence Analysis . . . ... ... .........



CONTENTS

5.6.1 Convergence of Partially Asynchronous Distributed

Algorithm . . . . .. ... .. ... ... ... 192

5.6.2 Convergence of Totally Asynchronous Distributed
Algorithm . . . . . . . . ... .o 197
5.7 CaseStudies . . ... ... ... .. 202
5.7.1 SystemPartition . . .. ... ... ... ... .. 202
5.7.2 SimulationResuits . .. ... ... .. .. ... . 204
5.8 Conclusions . . .. ... ..o 206

Parallel and Distributed Load Flow of Distribution

Systems . . . . ... 209
6.1 Introduction . ... ... . ... ... ... ... ... 209
6.2 Mathematical Models of Load Flow . . . ... ... .. 211
62.1 ModelforOneFeeder .. . .. ... ........ 212
6.2.2 Load flow Model for One Feeder with Multiple Laterals 214
6.3 Parallel Load Flow Computation . . . ... . ... ... 216
6.4 Distributed Computation of Load Flow . . . . . . . .. 217
6.4.1 SystemDivision . .. .. ... .. .. ... . ... 217
6.4.2 Synchronous Distributed Algorithm . . . . . . . . . 217
6.4.3 Asynchronous Distributed Computation . . . . . . .. 218
6.5 Convergence Analysis . . ... ... ... ....... 219
6.6 Distribution Networks with Coupling Loops . . . . . . . 219
6.7 Load Flow Model with Distributed Generation . . . . . . 220
6.8 Joint Load Flow Computation of Transmission and
Distribution Systems . . . . .. ... ... .. 224
6.8.1 Problem Description . . . .. .. ... ... ... 224
6.8.2 Joint Computation Based on Distributed Processing . . 225
6.8.3 Joint Computation Based on Separate Computations . . 225
69 CaseStudies . . . . . . . . .. e 228
6.9.1 TheTestSystem . . ... ............. 228
6.9.2 SimulationResults . . .. . ... ... ... 232
Parallel and Distributed State Estimation . . . ... .. .. 235
7.1 Introduction . . . . . . . . . .. ... 235

7.2  Overview of State Estimation Methods . . . . . .. . .. 239



CONTENTS

7.3
7.4
7.5

7.6

7.7
7.8

7.9

7.2.1 Applications of Parallel and Distributed Processing
Components of State Estimation . . ... ... ... ..
Mathematical Model for State Estimation . . . ... ...

Parallel State Estimation . . . . ... .. .........
7.5.1 DataPartition . . ... ... .. .. ... .....

Distributed State Estimation . . . ... ... .. .. ..
7.6.1 Distributed Topology Analysis . . . . . ... ...
7.6.2 Distributed Observability Analysis . . . . . ... ..
7.6.3 Computation of Distributed State Estimation . . . . .

Distributed Bad Data Detection and Identification

Convergence Analysis of Parallel and Distributed State
Estimation . . .. .. ... .. ... ..........

CaseStudies . ... ...... ... ... ........
7.9.1 TestSystem . . . . ... ... ... ... ..
7.9.2 Synchronous Distributed State Estimation . . . . . .
7.9.3 Partially Asynchronous Distributed State Estimation
7.9.4 Totally Synchronous Distributed State Estimation

8 Distributed Power System Security Analysis . . . ... ..

8.1

8.2
83

8.4

8.5

Introduction . . ... ... .. oL L.
8.1.1  Procedures for Power System Security Analysis .
8.1.2 Distributed Power System Security . . . . . ... ..
8.1.3 Role of the External Equivalent . . . .. .. .. ..

External Equivalence for Static Security . . . ... ...

Parallel and Distributed External Equivalent System .
8.3.1 Parallel External Equivalent . . . . .. ... ., ..
8.3.2  Online Distributed External Equivalent . . . . . . . .
8.3.3 External Equivalent of Interconnected External Systems

Extension of Contingency Area . . . .. ........
8.4.1 Distribution Factors . . . . . .. ... ... ...
8.4.2 ExtensionofSubarea ... .............
843 CaseStudy . . . ... Lo
8.4.4 Contingency Ranking Using TDF . . . . . ... ..

Distributed Contingency Selection . . . . ... ... ..
8.5.1 Distributed Computation of PI Based on Distributed
LoadFlow . . .. ... . ... .. ........

Xi

. 244

245
248

249
249

253
254
256
258

. 260

260

262
262
263

.. 263
. 263

265

. 266

267
269

270

. 272

272
275
276



Xi

CONTENTS

8.5.2 Distributed Computation of PI Based on Distributed
External Equivalent . . . . .. ... ... .....
8.5.3 Comparison of the Two Methods for PI Computation . .

8.6 Distributed Static Security Analysis . . . .. ... ...
8.6.1 Security Analysis Based on Distributed Load Flow . . .
8.6.2 Security Analysis Based on Distributed External
Equivalent . . . . . ... .. oL
8.6.3 Enhanced Online Distributed Static Security Analysis
andControl . . . . . .. ... ... ...

8.7 Distributed Dynamic Security Analysis . . . .. ... ..
8.7.1 External Equivalent . .. .. .. ..........
8.7.2 Contingency Selection . . . . . .. ... ... ...
8.7.3 Contingency Evaluation . . . .. .. ... ... ..

8.8 Distributed Computation of Security-Constrained OPF
8.8.1 SCOPF Techniques . . ... .. ... .......

89 Summary ... ... ...

Hierarchical and Distributed Control of Voltage/VAR
9.1 Introduction .. ... ... .. ... ... ... ... .

9.2 Hierarchies for Voltage/VAR Control . . . . . ... ..
92.1 Two-LevelModel . ... ... .. .........
9.2.2 Three-LevelModel . ... .. ... ... .....

9.3 SystemPartitioning . . .. ... ... L.
9.3.1 Partitioning Problem Description . . . . ... . ..
9.3.2 Electrical Distance . . . . . .. ... ..., ...
9.3.3 Algorithm for System Partitioning . . . . . . . . ..
9.3.4 Determination of the Number of Control Areas . . .
93,5 ChoiceofPilotBus . ... ... .. ... .....
9.3.6 Corrections Based on Expert Knowledge . . . . . .
9.3.7 AlgorithmDesign . . . ... ... L.
938 CaseStudies ... ... ... ... ... .. ...

9.4 Decentralized Closed-Loop Primary Control . . . . . ..

9.5 Distributed Secondary Voltage/VAR Control . . . . . .
9.5.1 ProblemDescription . . . .. ... ... ......
9.5.2 Distributed Control Model . . . . . . . . ... ...
9.5.3 Closed-Loop Secondary Voltage/VAR Control

297
298
298
299

300

302
302
303
303

. 303

304
305

. 307

307

308
308
309
310

312
313
313
314

. 315

316
317
317
318

325

326
326
327

. 329



CONTENTS Xl

10

954 CaseStudies . . ... ... . ... .. ... 330
9.6 Distributed Secondary Voltage/VAR Control Based on
Reactive PowerBids . .. ... ... .. ........ 332
9.6.1 Introduction . .. ... .. ... ......... 332
9.6.2 Optimization Based on Reactive Power Bidding . . . . 332
9.6.3 Optimization Using Sensitivities . . . . . . . ... 333
9.6.4 Optimization and Control Considering Area Interactions 334
9.7 Centralized Tertiary Voltage/VAR Optimization . . . . . 334
9.7.1 Optimization Approaches . . . . . ... ... ... 334
9.7.2 Linear Optimization Approaches . . . . . ... .. 336
9.7.3 Mathematical Models . . . ... ... ... ..... 337
9.7.4 Dantzig-Wolfe Decomposition Method . . . . . . .. 339
975 CaseStudy . . .. .. .. .. ... ... 343
9.7.6 Parallel Implementation of Dantzig-Wolfe
Decomposition . . . . . ... ... ... ... 345
9.8 Distributed Tertiary Voltage/VAR Optimization ... 346
9.8.1 Negligible Interactions among Neighboring Control
Areas ... L. 346
9.8.2 Interactions among Neighboring Control Areas . . . . 347

Transmission Congestion Management Based on

Multi-Agent Theory . . . . ... ... ... .. ... ... 349
10.1 Imtroduction . . ... . .. . .. .. .. ... ... 349
10.2 Agent-Based Modeling . . .. ... ... ... ..... 352
10.3 Power System Modeling Based on Multi-Agents ... 354
10.4 Multi-Agent Based Congestion Management . . . . . . 357
10.4.1 Congestion Management . . . . . . . . ... ... 357
10.4.2 Applicationof Agents . . . . ... .. .. ..... 360
10.4.3 Agent Models of Market Participants . . . . . . . . . 361
10.5 Multi-Agent Scheme for Congestion Mitigation . . . . . 363
10.6 Application of PDF to Congestion Management . . . . . 366
10.7 Objectives of Market Participants . . . . . .. ... .. 369
10.7.1 ObjectiveofaGENCO . . ... .. ... ..... 369
10.7.2 Objective of a DISTCO Agent . . . . .. ... .. 371
10.7.3 Objective of a TRANSCO Agent . . . . . ... ... 372

10.7.4 Objective of the ISO Agent . . . . . . .. ... .. 373



XV CONTENTS

10.8 Decision-Making Process of Agents . . . . . ... ... 374
10.8.1 TRANSCO Agent . . . .. . ... ... ..... 374
10.8.2 GENCO and DISTCO Agents . . . .. .. . ... 376
10.9 First-Stage Adjustments . . . . . ... ... ... ... 377
10.9.1 Reschedulingof GENCOs . . . ... ... ..... 378
10.9.2 Adjustment Process of Red Agents . . . . . .. ... 380
10.10 Second Stage Adjustments . . . .. . ... ... ... 383
10.11Case Studies . . . . . . . ... ... . 385
10.11.1Congestion Information . . . . . . ... ... ... 385
10.11.2 The First-Stage Adjustment of Red Agents . . . . . . 386
10.11.3 The Second-Stage Adjustment of Green Agents . . . . 389
10.12Conclusions . . . . . . ..o o 389

11 Integration, Control, and Operation of Distributed

Generation . .. ... 391
11.1 Introduction . .. ... .. ... ... ... 391
11.2 DG Technologies . . . .. ... ... ... ....... 395
11.2.1 Wind Turbines . . . . . . .. .. ... ..... 395
11.2.2 Photovoltaic Systems . . . . .. . .. .. ... .. 396
1123 FuelCell . . ... . ... . .. ..., 396
11.2.4 Combustion Turbines . . . . . . . .. .. ... .. 398
11.2.5 Microturbines . . . . . . . . v vt v oo 398
11.2.6 Internal Combustion Engines . . . . . . . .. .. .. 400
11.2.7 Comparison of DG Technologies . . . . . . . . .. 400
11.3 Benefits of DG Technologies . . . ... ... ... ... 401
11.3.1 Consumers . . . . . v v v e v e 401
11.3.2 Electric Utilitiesand ESPs . . . . . . . . . . .. .. 402
11.3.3 Transmission System Operation . . . . . . . .. .. 403
11.3.4 Impacton PowerMarket . . .. ... ... .. ... 403
11.3.5 Environmental Benefits . . . . .. . ... ... .. 404
11.4 Barriers to DG Utilization . . . . . ... ... ... ... 404
11.4.1 Technical Barriers . . . . . . . . . . . . . ... .. 404
11.4.2 Barriers on Business Practices . . . . . . . ... .. 406
11.4.3 Regulatory Policies . . . . . .. ... ... .... 406
11.5 DG Integration to Power Grid . . . . . ... ... ... 408
11.5.1 Integration . . . . . . . . ..o i e 410

11.5.2 Management of DG Units . . . . . .. ... .. .. 411



CONTENTS

11.5.3 Concerns for Utilizing DG in Distribution Systems

11.6 Operation of Distribution System with DG~ . . . . . ..
11.6.1 Transition to a More Active System . . . . . . . . .
11.6.2 Enhanced SCADA/DMS . .. ... ... ... ...
11.6.3 Roleof UDCsandESPs . . . . . .. ... ... ..
11.6.4 Distributed Monitoring and Control . . . . . . . . .

11.7 Load Flow Computation . . . . ... ... .......
11.8 State Estimation . . . ... ... ... .........

11.9 Frequency Stability Analysis . . . .. ... . ... ...
11.9.1 SystemModels . . .. .. ... ... ......
11.9.2 Stability Analysis . . . . .. ... .. .......

11.10 Distributed Voltage Support . . . . . .. .. ... ...

11.11 DG in Power Market Competition . . . ... ... ...
11.11.1 Retail Wheeling . . . .. ... ... ... ....
11.11.2 Ancillary Services . . . . . .. ... .. .. ...
11.11.3Role of Aggregators . . . . . . . . ... ... ...

11.12 Congestion Elimination . . . . ... ... ... .....

12 Special Topics in Power System Information System

12.1 E-Commerce of Electricity . . . ... ... ... ....
12.2 Advantages of E-Commerce for Electricity . . . . . . ..

12.3 Power Trading System . . . . . ... ... ... ....
12.3.1 Classifications . . . . . . . .. ... ... ...
12.3.2 Configuration Requirements . . . . . .. .. ...
12.3.3 Intelligent Power Trading System . . . . . . . . ..

12.4 Transaction Security . . . . .. ... ... . ... ...

12.5 Power Auction Markets . . . . . ... ... ... ...
12.5.1 Day-ahead Market . . . . ... ... ... ....
12.5.2 Hour-ahead Market . . . . . ... ... ... ...
12.5.3 NextHourMarket . . . . . . . ... ... ....
12.5.4 Real-time Operation . . . . . . . . . . . . .. ...

12.6 Relationship between Power Markets . . . . . ... ..
12.6.1 Bidding Strategy . . . . . . . .. .. ..o

12.7 Geographic Information System (GIS) . . . ... . ...
12.7.1 GIS Architecture . . . . . . ... ..o

XV

. 412

413
414
415
417
418

419
422

422
423
425

426

429
429
431
433

436



Xvi CONTENTS
1272 AM/FM/GIS . . . . . .. oo 458
12.7.3 Integrated SCADA/GIS . . ... ... ... ... 459
12.7.4 GIS for Online Security Assessment . . . . . . . .. 461
12.7.5 GIS for Planning and Online Equipment Monitoring . . 462
12.7.6 GIS for Distributed Processing . . . .. ... ... 463
12.7.7 GIS for Congestion Management . . . . . . . . .. 464
12.8 Global Positioning System (GPS) . . . . ... ... .. 465
12.8.1 Differential GPS . . ... .. ... ... .. ... 467
1282 AssistedGPS . . . . ..o Lo oL oL 468
12.8.3 GPS for Phasor Measurement Synchronization . . . . 468
12.8.4 GPS for Phasor Measurement . . . . . ... .. .. 469
12.8.5 GPS for Transmission Fault Analysis . . . ... ... 470
12.8.6 GPS for Transmission Capability Calculation . . . . . 471
12.8.7 GPS for Synchronizing Multiagent System . . . . . . 472

12.8.8 GPS Synchronization for Distributed Computation and
Control . . .. ... ... ... ..., . 474

APPENDIX

A Example SystemData . . ... ................ 477
A.l Partitioning of the IEEE 118-Bus System . . . ... .. 477
A.2 Parameters of the IEEE 118-Bus System . . .. .. .. 478

A.3 Bus Load and Injection Data of the IEEE 118-Bus System 480

Measurement Data for Distributed State Estimation . . . . 483
B.l Measurements of Subareal . ... ... ... ...... 483
B.2 Measurements of Subarea2 ... ... .......... 486
B.3 Measurements of Subarea3 . .. .. ... ... ..... 489
B.4 Measurementson TieLines . .. ... .......... 492
IEEE-30 Bus SystemData . ... ... ... ....... 493
C.1 Bus Load and Injection Data of the IEEE 30-Bus System 493
C.2 Reactive Power Limits of the IEEE 30-Bus System . . . 494

C.3 Line Parameters of the IEEE 30-Bus System . . . . . . 495



CONTENTS Xvii



This Page Intentionally Left Blank



Preface

This book is intended to present the applications of parallel and distributed
processing techniques to power systems control and operation. The book is
written with several audiences in mind. First, it is organized as a tutorial for
power engineering faculty and graduate students who share an interest in
computer communication systems and control center design and operation.
The book may also be used as a text for a graduate course on distributed
power systems control and operation. Finally, it may serve as a reference
book for engineers, consultants, planners, analysts, and others interested in
the power systems communication and control.

The majority of the topics in this book are related to the
restructuring of electricity which has necessitated a mechanism for various
participants in an energy market to communicate efficiently and coordinate
their technical and financial tasks in an optimal fashion. While the
competition and control tasks in a vertically integrated electric utility
company were loosely coordinated, such coordination is essential for the
profit-oriented operation of today’s energy markets. The competition in the
restructured power industry and the volatility of energy market persuade
electric power companies to become more vigilant in communicating their
propriety data. However, the communication and control tasks cannot be
accomplished without establishing a flexible information technology (IT)
infrastructure in the restructured power industry. What is needed for
managing a competitive electricity market is a framework that enables the
pertinent data to be quickly communicated and transformed into usable
information among concerned parties. The framework presented in this
book is robust enough so that, as new situations arise, the up-to-the-second
information can be exchanged and analyzed in ways not previously
anticipated.

The chapters in this book are written in response to the migration

of control centers to the state-of-the-art EMS architecture in restructured
electric power systems. The migration is intended to integrate real-time,
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process-oriented applications with business-oriented applications. The new
architecture will address the necessary attributes with respect to scalability,
database access and user interface openness, flexibility, and conformance
to industry standards. Today, major EMS providers offer a distributed
workstation-based solution using the new standards for communications
and control, user interfaces, and database management. The new EMS
architecture provides a range of benefits including the reduction in the cost
of EMS improvements, additional alternatives for software and hardware
integration, and unlimited upgrading capabilities. The open EMS is
designed according to the CIM-compliant relational database which
facilitates the data communication in distributed power systems. The open
EMS is further enhanced by the geographic information system (GIS) and
the global positioning system (GPS) for the real-time monitoring and
control of power systems in a volatile business environment.

The various topics presented in this book demonstrate that the
competition among self-interested power companies in the electricity
market and the availability of powerful parallel and distributed processing
systems have created challenging communication and control problems in
power systems. A common property of these problems is that they can be
easily decomposed along a spatial dimension and can be solved more
efficiently by parallelization, where each processor will be assigned the
task of manipulating the variables associated with a small region in space.
In such an environment, a communication system is an essential
component of the power system real-time monitoring and control
infrastructure. Since the control center design for the majority of ISOs and
RTOs has a hierarchical and distributed structure, modern computer and
telecommunication technologies are able to provide a substantial technical
support for the communication and control in restructured power systems.
When the communication system is mainly used to transfer metered data
and other information such as the load forecast and electricity price and so
on, the communication delay within a small range is usually allowed.
When distributed processing is applied to the control of power systems, the
communication overhead is a major factor that degrades the computation
performance

The chapters in this book start with a review of the state-of-the-art
technology in EMS applications and extend the topics to analyze the
restructured environment in which power market participants handle their
communication and control tasks independently while the entire power
system remains integrated. The proposed style will help readers realize the
migration from the traditional power system to the restructured system. The
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tools that are reviewed in this book include distributed and parallel
architectures, CIM, multi-agent systems, middleware and integration
techniques, e-commerce, GPS, and GIS applications. The distributed
problems that are studied in this book include control center technologies,
security analyses, load flow, state estimation, external equivalence,
voltage/var  optimization and control, transmission congestion
management, distributed generation, and ancillary services.
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Chapter 1

Introduction

The focus of this book is on the design and the implementation of
distributed power system optimization and control based on DEMS
(distributed energy management systems) [Con02, Hor96, Lan93, Lan94,
Kat92, Sch93, She91, Wan94]. Rapid developments in the computer
hardware technology and computer communication have provided a solid
foundation and necessary conditions for the parallel and distributed
computation in various fields of engineering and science. Distributed
computation and control is generally based on LAN (local area network),
WAN (wide area network) and the Internet. The applications of parallel
and distributed processing in vertically integrated electric power systems
have already been presented as a viable option for modeling large-scale
problems in real time [Alo96, Car98, Fal95], and it is envisioned that the
applications will expand even further in restructured electric power
systems.

Power industries around the world are experiencing a profound
restructuring’. The purpose of restructuring is to provide electricity
customers with better services at cheaper cost through the introduction of
competition in power industries. The restructuring has initiated additional
optimization and control tasks in the unbundled power systems, which
necessitate parallel and distributed processing for analyzing the economic
operation and enhancing the reliability of the system. For instance, each
independent participant of a restructured power system has to optimize its
functions to attain competitiveness. The global optimization in a

"It is often referred to as deregulation. However, we prefer to use the term
‘restructuring” in place of deregulation as we believe that the current evolution in
power system represents a restructuring process.
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restructured power system, which can benefit all participants, would
require a coordination among independent participants, which is devisable
by parallel and distributed processing. Parallel and distributed computation
and control techniques are specific to certain applications. Hence, we plan
to discuss parallel and distributed computing systems in both vertically
integrated and restructured power systems.

Parallel and distributed computing is represented by a cluster of
computers at power system control centers. So we first introduce the
structure and functions of control centers, such as CCC (central control
center) and ACC (area control center), in a vertically integrated power
system and discuss their operation strategies; next we discuss the changes
in structures and functions of traditional control centers to form ISO
(independent system operator) and RTO (regional transmission
organizations) in restructured power systems. We discuss the functions of
CCCs, ISOs, and RTOs to let readers comprehend the importance of
parallel and distributed processing applications in power systems. We
analyze the hierarchical and distributed computation and control structure
of a vertically integrated power system that is evolved to form its
restructured successor. Finally, we introduce the existing parallel and
distributed processing theory and technology that can be employed in the
power system optimization and control.

This chapter will provide readers with a brief background on
structures and functions of power system control centers and a review of
fundamentals of parallel and distributed computation and control.

1.1 THE ROLE OF POWER SYSTEMS

The role of electric power systems has grown steadily in both scope and
importance with time, and electricity is increasingly recognized as a key to
societal and economic progress in many developing countries. In a sense,
reliable power systems constitute the foundation of all prospering societies.
Since the key elements and operation principles of large-scale power
systems were established prior to the emergence of extensive computer and
communication networks, wide applications of advanced computer and
communication technologies have greatly improved the operation and
performance of modermn power systems. As societies and economies
develop further and faster, we believe that energy shortages and
transmission bottleneck phenomena will persist, especially in places where
demands grow faster than the available generation. Under these



INTRODUCTION 3

circumstances, rotating blackouts are usually practiced with certain
regularity to avoid catastrophic failures of the entire system.

To better understand the issues that are now facing power systems,
let us first have a look at how individual power systems evolved into
interconnected power grids and how interconnections have progressively
changed their roles. At the beginning, individual power systems were
designed to serve as self-sufficient islands. Each power system was
planned to match its generation with its load and reserve margins. The
system planning criteria were based on the expected load growth, available
generation sites, and adequate transmission and reactive power capabilities
to provide an uninterrupted power supply to customers in the event of
generation and transmission outages. However, it was soon realized that
interconnections of power systems would have great advantages over
isolated power systems [Sha00].

The primary requirement for interconnections was the sharing of
responsibilities among utility companies, which included using compatible
control and protection systems, helping neighboring systems in
emergencies, and coordinating maintenance outages for the entire
interconnection. For instance, in an emergency, a system could draw upon
the reserve generation from its neighboring systems. The burden of
frequency regulation in individual systems would be greatly reduced by
sharing the responsibility among all generators in the interconnection. In
addition, if the marginal cost of generation in one system was less than that
in some other systems, a transaction interchange could possibly be
scheduled between the systems to minimize the total generation cost of the
interconnection.

To some extent, power system restructuring has exacerbated the
operations of inferconnected grid. In a restructured environment, generators
could be installed at any place in the system without much restriction;
hence, transmission bottlenecks could become more common in
restructured power systems. It is envisioned that new criteria for planning,
design, simulation, and optimization at all levels of restructured power
systems have to be coordinated by appropriate regulating authorities. The
restructuring could also result in a slower coordination across the
interconnected power network because some aspects of coordination might
need to go through several intermediate procedures and be endorsed by
different power market participants.
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As shown in Figure 1.1, a power system has two major
infrastructures: one is the power grid and the other is the communications
system. Most coordination activities among control centers can be
enhanced by making use of advanced computer tools, although much of the
coordination is still based on conventional telephone calls between system
operators. An intimate interaction of extensive computer-based
communication network with the power grid will certainly facilitate the
operation and control of power systems. To realize this, we need to change
our view of power systems and better understand power systems as
complex interacting systems.

Power System

I
[ |

Power Grid Communications System

Figure 1.1 Power System Infrastructures

1.2 COMPLEXITY OF POWER GRIDS

The power grid is a complex network involving a range of energy sources
including nuclear, fossil fuel, and renewable resources, with many
operational levels and layers including control centers, power plants, and
transmission, distribution, and corporate networks [Ami0l1]. Many
participants, including system operators, power producers, and consumers,
can affect the operational state of the power grid at any time. The
interactions of these power grid elements, including various physical
components and human beings, also increase the complexity of the power
grid. On the other hand, the diversity of the time scale at which the power
grid elements operate contributes to this complexity. The time scales for
various control and operation tasks can be as short as several microseconds
and as long as several years, which greatly complicates the modeling,
analysis, simulation, control, and operation of a power grid.

The restructuring of the power industry has had profound effects
on the operation of the power grid. The power grid was previously operated
by vertically integrated electric utilities for delivering the bulk power
reliably and economically from power plants to load areas. As a
noncompetitive, regulated monopoly, these utilities put much emphasis on
reliability at the expense of economy. Now, with the restructuring,
intensive market competition, stressed transmission grid, and increased
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demand for high-quality and reliability of power supply challenge
unbundled electric utilities additionally in satisfying the basic objectives
[ShaO1].

As various functionalities in the world are being further automated
and digitized, higher power quality becomes a new requirement in the
power grid complexity. Further improvements in power supply reliability
will mean that the expected duration of energy not served will drop from 8
hours to 32 seconds a year.

The following factors could make it difficult to operate and control
restructured power systems more reliably and efficiently:

e A large number of power system components are tightly
interconnected and distributed in a vast area.

* Power system components are operated in multiple hierarchical layers.

e Power system components in different hierarchical layers have
different spatial and temporal requirements for operation. For instance,
the time frame of a protective device that is adaptive to lightning
should be within several milliseconds, while the black start of a
generating unit could span over several hours. The breakdown of a
transformer at a user side could only affect a small area of the
distribution system, but a short circuit fault on a backbone transmission
line could affect a large part of the system.

e A variety of participants, including system operators, power producers,
and energy customers, act on the system at different places
simultaneously.

o The requirements for time are rigid and the requirements for reliability
are extremely high.

e Random disturbances, including natural disasters such as lightning,
unusually high power demands, and operational faults, can lead to
widespread failure almost instantaneously.

e No single centralized entity can evaluate, monitor, and control all the
interactions in real time.

e The relationships and interdependencies among various power
components are so complex that conventional mathematical theories
and control methods are hard to apply to many issues.
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1.3 COMMUNICATIONS SYSTEM

The reliable and economic operation of power systems relies heavily on
its efficient communications system, which is growing fast and becoming
increasingly complicated with the rapid development of modemn
communications technologies. The communications system should also be
operated with high reliability while its operations rely on secure and high-
quality power supplies. Generally, the communications system of a power
system is composed of the following three kinds of networks:

¢ Fixed networks including public switched telephone and data networks
e Wireless networks including cellular phones and wireless ATM

¢ Computer networks including various dedicated LANs, WANSs, and the
Internet

The satellite network is another segment of the communications
system that can provide important services that are hard to attain from
regular communication techniques. These services include detailed earth
imaging, remote monitoring of dispersed locations, highly accurate
tracking, and time synchronization using the continuous signals of GPS
(global positioning system). The Internet is rapidly expanding the range of
applications for satellite-based data communications. Some satellite
systems allow users to browse Web pages and download data through a
roof-mounted dish receiver connected to a personal computer at a speed
that is as high as 400 kbps. This capability could become a valuable tool
for expanding an enterprise network to remote offices around the world.

Electric utilities have diversified their businesses by investing in
telecommunications and creating innovative communications networks that
cope with industry trends toward distributed resources, two-way customer
communications, business expansion, as well as addressing the
measurement of complex and data-intensive energy systems via wide-area
monitoring and control [Ada99]. Electric utilities use communications
media for different purposes such as real-time monitoring, control and
protection. Network services such as real-time monitoring are expanding
the use of broad bandwidth communications networks as new remote real-
time protection and control techniques become more pervasive.

Although some operations such as isolating or restoring a damaged
portion of the power grid could take several hours or days, the high-speed
communication is desirable especially for the real-time operation of power
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systems. To improve services and reduce operating costs, broad bandwidth
communications are used for monitoring and control, which would benefit
both the utility and customers. Some typical applications of broad
bandwidth communications are as follows:

e Data acquisition from generation, transmission, distribution and
customer facilities

» Communication among different sites, substations, control centers, and
various utilities

e Real-time information provided by power markets and weather service
» Database information exchange among control centers

e Relay setting adjustments

s LFC and generation control

¢ Load shedding based on contingency analysis

o Control of devices such as FACTS facilities

With recent advancements in IT techniques such as multi-channel
WDM (wavelength division multiplexed) connection and XML (eXtensible
markup language), a dedicated fiber optical communication network could
be built for power systems based on IP over WDM. Next, we discuss the
architectures and protocols used for such a fiber optical communication
network

1.3.1 Fiber Optical Technique

The particular characteristics of optical fibers such as low attenuation, high
bandwidth, small physical cross section, electromagnetic interface
immunity, and security make them most suitable for information
communication in power system monitoring and control. The manifestation
of fiber optical networks such as WDM is attributed to advancements in a
host of key component technologies such as fibers, amplifiers, lasers,
filters, and switching devices [Kwo92].

A fiber optical network has two major sets of components:
switching components and optical linking components. The switching
components include tunable transmitter/receivers; the optical linking
components include WDM multiplexier/demultiplexers, WDM passive star
coupler, and the like. Multiplexers aggregate multiple wavelengths onto a
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single fiber, and demultiplexers perform the reverse function. OADMs
(optical add/drop multiplexers) are programmable devices configured to
add or drop different wavelengths.

OXC (optical cross-connects) is a large photonic switch with N-
full duplex ports as each port can connect to any other device. OADM is a
2 x 2 degenerate form of the N x N OXC that extracts and reinserts certain
light-paths for local use. The OXC cross-connects sometimes are also
referred to as wavelength routers or wavelength cross-connects. New
amplifier technologies have increased the distances between the signal re-
generators. Two basic optical amplifiers include SOA (semiconductor
optical amplifier), which can be integrated with other silicon components
for improved packaging, and EDFA (erbium doped fiber amplifier), which
can achieve high gains. Optical packet switches are nodes with an optical
buffering capability that perform packet header processing functions of
packet switches [Gow95, VeeOl].

1.3.2 Fiber Optical Networks

Currently most WDM deployments adopt the point-to-point scheme and
use SONET/SDH (synchronous optical network/synchronous digital
hierarchy) as the standard layer to interface to higher layers of the protocol
stacks. Different protocol stacks provide different communication
functionalities. The SONET/SDH layer mainly interfaces with electrical
and optical layers, delivers highly reliable ring-based topologies, performs
mapping of TDM (time-division multiplexing) time slots from digital
hierarchical levels, and defines strict jitter bounds. The ATM
(asynchronous transfer mode) layer mainly performs segmentation and
reassembly of data, creates class of service, and sets up connections from
source to destination. The WDM layer multipiexes electrical signals onto
specific wavelengths in a point-to-point topology, which constructs the
backbone of power system communications [Ada98].

The communication networks with multi-layer sometimes have
problems with time delays and function overlaps. Increasing efforts have
been recently devoted to the development of prototypes for transmitting IP
packets in the optical domain. The best choice is the IP over WDM, which
has inherent advantages due to the absence of many layers. The IP over
WDM has the property of virtual fibers where each wavelength is
considered as a dedicated connection. The signals are not converted into an
electrical domain for performing control operations. Hence, the latency in
the IP/WDM system is smaller compared to that encountered in the
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SONET system. Besides, the absence of vendor specific components
makes the system services transparent.

The ATM function of traffic engineering is being absorbed into IP
by using IP over WDM, and transport capabilities of SONET/SDH are
being absorbed by the optical layer. Therefore the four-layer architecture is
converted into a two-layer architecture. The MPLS (multiprotocol label
switching) or in the case of the optical layer, a slightly modified version,
MPAS (multiprotocol lambda switching) are chosen to control both layers
[AwdO1]. However, the IP over WDM becomes a reality only when all
end-to-end services are offered optically.

With the application of fiber optics, the trunk capacity of
traditional wire-based telephone networks has been increased significantly.
A fiber trunk can carry at least 1000 times the communication traffic of a
copper pair, and more than one hundred optical fiber pairs are laid on one
single route.

1.3.3 WAN Based on Fiber Optical Networks

WDM allows multiple network protocols to coexist on one network.
WDM is utilized and further optimized by wavelength routing because of
the increasing operational cost to deploy fiber rings. The overall fiber
optical network has a mesh architecture. The nodes of this mesh are electric
utilities with the IP protocol for data communications. New technologies
such as all-optical cross-connects and all-optical add-drop multiplexers
made it possible for simple point-to-point WDM links to evolve to a
complicated network. Figure 1.2 depicts the architecture of such a fiber
optical network.

Similar to other communication protocols, the communication protocol for
fiber optical communication networks has the following three basic layers:

e Physical layer. The physical layer is the layer at which signals are
exchanged. Transmitting optics are based on laser and bit rates are as
high as OC-48 (2.5 Gbps) to even OC-192 (10 Gbps).

e Data link layer. The data link layer, underneath the network layer, is
responsible for delimiting data fields, acknowledgment of receipt of
data, and error control, such as a parity check. In most communication
systems, receipt of information that passes the error check is
acknowledged to the sending station. In addition, the data link layer
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may contain a flow control mechanism to prevent problems when two
devices with different speeds try to communicate with each other. By
not employing a retransmission-request procedure, first-time
transmission messages can be ensured to all traffic in the fiber optical
network. No link will be made busy by nodes trying to overcome
neighbor-to-neighbor communications problems. In combination with
the antibody algorithm, this helps guarantee that there will be no
network congestion.

Application layer. Power system applications are allocated to the
application layer. The wide area fiber optical network is used for
information exchange among utilities, substations, and other entities.
The system information, such as rate schedules, operating constraints,
and available transmission capacity, is shared among different utilities.
Data communication is used for various purposes including power
system control, protection, monitoring, and scheduling.

ANV ANV

Router Router
LAN2
WAN
0OXC \
0OXC
0XC 1
OEO

Figure 1.2 Fiber Optical Network

When combined with computer networks in the system, such a

high-speed and reliable fiber optical communication network has formed
the foundation for distributed processing of power systems [Yo0s00].

1.3.4 XML Technique

WAN provides a low-cost, easily accessible infrastructure for data
communication and exchange. However, the diversity of data format and
operating platform makes it difficult to exchange information efficiently.
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To further facilitate information exchange especially for distributed
processing, XML was created by the World Wide Web consortium
[Webl5]. All organizations can set personal and corporate agendas to
cooperate in the construction of a genuinely open standard, driven entirely
by user needs.

XML is a markup language for structured data, and is viewed as a
language for data modeling and exchange. A well-formed XML document
is a database document with associated DTD (document type definition) as
its schema. XML addresses the critical need for a universal interchange
format that enables the data exchange especially among heterogeneous
platforms [kir94, Cle00, Nam02, Sin01, Web16, Wid99]:

o XML specifies a rigorous, text-based way to represent the structure
that is inherent to data so that it can be authored, searched, and
interpreted unambiguously.

o XML provides a human-readable format for defining data object
names, attributes, and methods. It also provides a means for an
application to find additional information about data objects embedded
in the DOM and send to the server for information access.

e XML is platform, vendor and language neutral, and ideal to act as the
common media among the numerous proprietary standards that
currently exist. It can facilitate seamless data sharing and exchange
among different utility systems and applications.

Power system operation requires a seamless information exchange
among heterogeneous databases with transparency of any internal data
formats and system platforms. One feasible way to resolve this problem is
to adopt a single data interchange format that serves as the single output
format for all data exporting systems and the single input format for all
importing systems. Fortunately, this objective is realized by using XML.
With XML, proprietary formats and platforms are utilized within each
utility and substation, and XML performs necessary translations for
information exchange.

XML is utilized for many purposes including transparent metadata
exchange, distributed processing, online transactions, and data
presentation. Many power system applications involve intensive
computations, and may need to retrieve the metadata from a number of
distributed databases. Each database at a utility or substation could have
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several terabytes of data on event recorders. To use this information, a
flexible platform and vendor-independent protocol is needed. In using
XML, a computation-intensive distributed processing process is changed
into a brief interaction with database servers.

An example of the XML application is the OASIS (open access the
same time system) for on-line transmission services transactions.
Customers buy electricity according to a vendors’ price. The transaction
data on the client site are represented as XML-tagged data sent to the
OASIS server. The OASIS server will then perform the required real-time
authentication and send the results to the user. In some applications, the
customer can present different views of a group of data to cope with
multiple users. Users can have multiple choices of data presentations by
using XML. For instance, different kinds of graphic displays of one
substation can be easily achieved by using XML style sheets.

Although XML is ideal for man-to-machine interface or machine-
to-machine information exchange, security is a problem because it is
implemented in a text form. Certain security measures such as firewalls
and encryption are to be implemented when using XML. Firewalls are used
for the server to minimize the possibility that unauthorized users to access
any critical information. Access through the Internet is permitted only
when designated security requirements are met. Sophisticated data
encryption techniques such as 128-bit encryption algorithm are used to
transfer sensitive data across the Internet.

1.3.5 IP-Based Real Time Data Transmission

Currently data communication is mainly based on TCP/UDP/RTP/IP/
HTTP (transmission control protocol/user datagram protocol/real-time
protocol/internet protocol/HTTP), which is commonly referred to as IP.
The IP protocol belongs to the very basic layer in data communication. IP-
based protocols such as TCP/UDP are used for real-time data
communication [Qiu99]. As was mentioned before, XML is utilized to
establish a common standard format for exchanging data among entities.
Figure 1.3 shows the XML-based client/server architecture for data
exchange.

The XML server acts as the mediator between different databases.
The server receives and processes XML-tagged requests from clients, and
then converts the processing results into DOM format and sends it to the
associated clients. The architecture supports on-line power market
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transactions, seamless data exchanges among utility databases, and
distributed processing.

XML Server
Client Site Database Model
* Browser XML Parser
e Database
e Applications
Application Model

Figure 1.3 XML Client/Server Architecture

Utilities among other entities usually have different protocols for
information exchange. Their DTD/XML schema definitions and XML tags
could be different. When they need to retrieve the historical data stored in
several utility databases, a distributed processing application will send an
XML file to each utility database. After receiving this request, each utility
server will convert the XML-tagged file into SQL statements, run the
queries, and get the results. The query result will be packed as an XML
document. Usually this distributed processing application does not have a
specific requirement for the data format of utility databases and can parse
data in the XML format.

1.4 INTERDEPENDENCE OF INFRASTRUCTURES

Modern power systems are becoming increasingly complex. A major
source of complexity is the interdependence of the power grid and the
communications system. These two infrastructures have become
progressively interdependent on issues that range from the highest
command and control level (i.e., power system information system) to the
individual power stations and substations at the middle level, and then to
devices and equipment at the lowest level. The Internet/intranet connecting
middle-level stations is an Ethernet network with individual gateways. The
dedicated communications link is a fiber optic cable or microwave system.
The satellite systems are used for a range of utility business applications
including direct-to-home interactive services, wide area monitoring and
control, and time synchronization.
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The restructuring of power industry has further enhanced the
interdependence of these two infrastructures, since restructuring requires
more information exchange among system operators and other entities in a
power system. This interdependence not only challenges the reliable
operation and control of the power system, it also presents new venues in
modeling, forecasting, analysis, and optimization of both infrastructures. A
failure in one infrastructure can often lead to failures or even breakdowns
of the other.

The intensive interdependence of these two infrastructures requires
a more powerful decision-making system for the operation of a power
system. DEMS based on WAN, which is composed of multiple computers
at power system control centers, is viewed as a powerful distributed
processing system. Further, in some sense, there is a need for self-healing
mechanisms of these infrastructures at the local level to mitigate the effect
of random disturbances.

1.5 CATASTROPHIC FAILURES

Modern power systems have become more vulnerable at the presence of
various outages such as power grid or communications system failures,
random disturbances, and human errors {Hey01]. Catastrophic failures in
the past merely took into account the customers affected by the incidence
and the duration for which their power was interrupted. However, the
spectrum of events that are described as catastrophic has become much
wider as modern technological industries are getting extremely sensitive to
voltage variations and disruptions.

Power supply and demand should be kept at balance in real time
for the secure operation of power grids. However, as the supply becomes
limited, the system reserve margin becomes lower. Factors contributing to
catastrophic failures include the stressed state of power systems when
facilities are operated closer to their operational limits, generation reserves
are minimal, and reactive power supply is insufficient. In a stressed state, a
minor fault can become a triggering event. There are hidden failures in the
protection system that can surface only when some triggering events occur,
and can lead to false tripping of other grid facilities. Electromechanical
instability or voltage instability may develop because of these events,
which can lead to the separation of a grid into islands of excess load or
generation and the eventual collapse of a load-rich region into a blackout.
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On the other hand, if it lacks sufficient real-time measurements and
analytical tools, the power system operator can make incorrect assessments
of the system operation state. For example, ATC (available transfer
capability) is an index used to measure the operating state of transmission
grids. Inaccurate computation of ATC can endanger the power grid
operation especially as catastrophic failures become imminent.

In the past a number of cascading failures in power systems have
caused huge economic losses to electric utilities, so system operators now
pay more attention to the prevention of cascading failures. According to
NERC, outages affected nearly seven million customers per decade within
the last two decades of the twentieth century, and most of these outages
were exacerbated by cascading effects. The well-publicized blackout of
1996 in the western grid of the United States that led to islanding and
blackouts in eleven U.S. states and two Canadian provinces was estimated
to cost $1.5 to $2 billion. The analyses that followed showed that the
cascading blackout could have been prevented if 0.4% of the total load had
been shed for about 30 minutes. This argument further reinforces the
importance of distributed monitoring and control in efficiently processing
local disturbances within a very tight time limit.

To understand the origin and the nature of catastrophic failures and
to develop defense strategies and technologies that significantly reduce the
vulnerability of the power system infrastructure, SPID (Strategic Power
Infrastructure Defense) was launched by EPRI and DoD as a research
initiative. The most important concept of the SPID project was to provide
self-healing and adaptive reconfiguration capabilities for power systems
based on the contingency assessment. To achieve the objectives of SPID,
power systems would need to set up a broad bandwidth communications
infrastructure  to  support their operational requirements. The
communications system for the self-healing purpose could include the
substation automation network, wide area information network, and
advanced IT technologies such as WDM and XML [Mak96]. An all-fiber
network for the communications infrastructure is built based on IP over
WDM. To achieve high reliability, innovative control and protection
measures are provided for defense against various disturbances, and most
of these measures require wide area distributed monitoring and control for
power systems.
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1.6 NECESSITY FOR DISTRIBUTED PROCESSING

As we explained earlier, complex power system infrastructures are
composed of highly interactive, nonlinear, dynamic entities that spread
across vast areas. In any situation, including disturbances caused by natural
disasters, purposeful attack, or unusually high demands, centralized control
requires multiple, high-speed, two-way communication links, powerful
central computing facilities, and an elaborate operations control center to
give rapid response. However, a centralized control might not be practical
under certain circumstances because a failure in a remote part of the power
system can spread unpredictably and instantaneously if the remedial
response is delayed. The lack of response from the control system can
cripple the entire power system including the centralized control system, so
the centralized control can very likely suffer from the very problem it is
supposed to fix. For instance, in clearing a short-circuit fault, the
centralized control may require the pertinent information transmitted by the
faulted transmission line.

In this situation a proper question is: What effective approaches
can be employed to monitor and control a complex power system
composed of dynamic, interactive, and nonlinear entities with unscheduled
discontinuities? A pertinent issue is managing and robustly operating
power systems with hierarchical and distributed layers. An effective
approach in such cases is to have some way of intervening in the fauited
system locally at places where disturbances have originated in order to stop
the problems from propagating through the network. This approach is the
essence of distributed processing. Distributed processing can greatly
enhance the reliability and improve the flexibility and efficiency of power
system monitoring and control. The attributes of distributed processing in
power systems are discussed next.

1.6.1 Power System Control

The operation of modern power systems could be further optimized with
innovative monitoring, protection, and control concepts. Generally, a
power system operator tries to achieve the highest level of reliability with
limited available control facilities. To realize this objective, effective tools
should be developed and include the assessment of the system
vulnerability, mechanisms for the prevention of catastrophic failures, and
distributed control schemes for large-scale power systems. Synchronized
phasor measurements are very useful for monitoring the real-time state of
power systems. The wide area measurements together with advanced
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analytical tools using multi-agent theory, adaptive protection, and adaptive
self-healing strategies could lead to major improvements in monitoring,
contingency assessment, protection, and control of power systems [HeyOl1].

With the aid of GPS (global positioning system), IEDs (intelligent
electronic devices) are widely spread in a power system and synchronized
to capture the system data; such synchronization gives an instantaneous
snapshot of the real-time state of a power system. Suppose that the system
is observable for control purposes, and that the system operator must find a
means of optimal control for the system. If a potentially unstable power
swing is recognized before its occurrence, corrective control actions must
be taken within a very short time period to bring the system back to a stable
state. The WAN-based communications network provides the foundation
for implementing these functionalities.

1.6.2 Distributed Implementation

Substation automation is the foundation of the power system’s distributed
processing and control. Let us start with the distributed communications
network for substation automation. Advanced computer and network
techniques facilitate the substation automation. A substation automation
system requires a large amount of equipment supported by an efficient
communications system. Specifically, substation automation includes the
following aspects:

e Automation of data (i.e., analog and digital data) acquisition from
various elements. Consolidated metering, alarm, and status information
can greatly facilitate local operations.

e Automation of substation monitoring and control. The control
hierarchy exists among control centers, local substations and IEDs.

e High availability and redundancy. Substation automation must meet
the “no single point of failure” requirement.

Substation  automation  demands  high-speed, real-time
communication links between field and station units. Current and voltage
signals sampled by data acquisition units at the field are transmitted to the
station within a few milliseconds for the online protection and control.
Data communication via fiber optical media has robustness against
electrical magnetic interference.
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As shown in Figure 1.4, the substation communications network is
divided into three levels.

e Level 1 involves IEDs connected to equipment. Protection IEDs report
equipment status and execute protection algorithms. Control IEDs
function as gateway between substation servers and protection IEDs.

e Level 2 consists of a substation server. All monitoring and control
operations are performed through this server. Besides, the substation
server also communicates with the control center for the information
exchange.

e Level 3 is the utility control server. This utility control server monitors
and controls the whole substation. Different LAN systems are adopted
for substation automation.

Level 3: SCADA Server

v 1

Level 2: Substation Server
A

y
Level 1: Control IEDs

Figure 1.4 Substation Communication Network

When implemented in a distributed manner, the operations of
IEDs, communications network, and host computers are separated so that a
failure in the host computers would have no effect on the operation of other
devices. All data available on the communication network are shared by all
IEDS. A legacy SCADA can still function by using gateways that act as
protocol translators. Some legacy IEDs may still be useful in such an
integrated environment.

Some protection schemes use hard wires and wired logics to
implement their protection schemes; the current peer-to-peer
communications allow information transfers using virtual inputs and
outputs. Any devices can define a virtual interface linked to an object in
another IED. The linkage would be specified by an IED address, the
object’s name, the object’s type, and security. The requesting device gets
access to the desired object either by a request, as states change, or
periodically. Since plant control requires a high degree of reliability,
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provision is made to implement redundant communications from IEDs and
provide support for a redundant LAN.

1.6.3 State Monitoring Based on GPS

In recent years, synchronized phasor measurements based on GPS have
received wide applications in power systems. Phasor measurement units
can compute positive sequence voltages as frequently as once per cycle of
the power frequency. These measurements, when collected to a central
location, can provide a coherent picture of the system’s state and this is the
starting point for most system monitoring, contingency assessment,
protection, and control processes.

Power grids critically depend on information and sensing
technologies for system reliability, operation, protection, and many other
applications. In a restructured power system, this dependence has increased
with the appearance of new information infrastructures, including OASIS,
wide area measurement systems, and low earth orbit-based satellite
communications systems. With regard to its functions, this infrastructure is
a double-edged sword. On the one hand, it provides critical support for
system monitoring, measurement, control, operation, and reliability. On the
other hand, it also provides a window of accessibility into power grids for
external agents with malicious intents. These external agents could
purposely sabotage the grids to cause catastrophic failures.

1.7 VERTICALLY INTEGRATED POWER SYSTEMS
1.7.1 Central Control Center

The CCC (central control center)® is like the eye and the brain of a
vertically integrated power system for online monitoring and control of the
system operation and reliability. To implement the functions of CCC, all
online measured data, including voltages and active and reactive load flow,
are required to be transmitted to CCC in a very tiny time limit. Because
large amounts of data are to be processed in real time, such a mechanism
for data processing needs a high-performance computing machine at CCC,
except for a reliable communications system. With more and more
functionalities deployed to support the operation of power systems at CCC,
the computational burden of CCC becomes heavier, and many CCCs have

? Also called CDC (central dispatching center)
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to expand their hardware and software facilities to meet online
requirements.

1.7.2 Area Control Center

The ACC (area control center) is charged with monitoring and control of
the regional power system. The function of ACC is quite similar to that of a
CCC. The difference between these two is that a CCC monitors and
controls the entire power system whereas an ACC is only responsible for
the monitoring and control of a regional system. With the aid of a number
of ACCs, the computational burden of CCC can be greatly reduced. In
addition, this structure can provide a large saving on capital investment for
the construction of expensive long-distance communication links. Actually,
in most power systems, ACCs appeared prior to CCCs because most CCCs
of large-scale power systems are the results of a merger of several regional
power systems that were previously monitored and controlled by ACCs.
Most ACCs became the satellite control centers of CCCs after CCCs were
formed. Currently the definition of a control area and the functions of an
ACC are being reexamined by the NERC Control Area Criteria Task
Force.

1.7.3 SCADA/EMS

Both CCC and ACCs perform their monitoring and control through
SCADA/EMS  (supervisory control and data acquisition/energy
management system) that are installed at these centers. SCADA is mainly
responsible for remote measurements and control; EMS represents a set of
senior online applications software for power system optimization and
control.

Rapid developments in computer networks and communications
technologies have profoundly affected the power system operation in the
last two decades. With the aid of high performance computers, senior EMS
applications — such as online state estimation (SE), load flow (LF), optimal
power flow (OPF), load forecast (LF), economical dispatch (ED), dynamic
security assessment (DSA), and restoration strategy (RS) — have become
practicably applicable, and the utilization of these applications has greatly
improved the performance of power system operation and finally brought
along huge economic benefits to electric utilities.
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Figure 1.5 depicts specific functions of the SCADA/EMS system.
SCADA collects measurement data of power system via dispersed RTUs
(remote terminal units).
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Figure 1.5 Function Structures of SCADA/EMS

There are two kinds of measurement data: one is the digital data
that describe the status of breakers and switches, and the other is the analog
data that represent power injections and the voltage level at a certain bus.
These measurements data are “raw” because they are not creditable enough
to be applied directly, meaning there could be errors in them caused by
modulation, demodulation of communication signals, or by some random
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disturbances. State estimation is the software that can turn these “raw” data
into “credible” data through error correction. According to Figure 1.5, state
estimation is the basis of other senior applications of EMS. We will study
the state estimation problem in detail in Chapter 7.

The traditional EMS exclusively had a centralized structure, but
since 1980s, with advancements in the automation of distribution, the trend
has been toward extending the computer control to the customer level and
to provide other services such as energy price and load management for
customers. In order to realize these control functions, a complicated and
expensive communications system had to be constructed. CCC had to be
equipped with a high-performance computing machine because the data
transmitted to CCC are processed in real time. Even so, some EMS
applications such as state estimation would have difficulties in meeting
rigid time requirements for online power systems computation and control.

1.7.4 Distributed Web-Based SCADA Systems

The SCADA system employs a wide range of computer and
communication techniques. The SCADA system collects real-time
operation data that are geographically distributed in power systems. Most
commands for controlling the system are also issued through the SCADA
system. Besides its organizational hierarchy, the SCADA system is mostly
characterized by its geographical spread. The system operator would need
to exchange information with other entities, while some of the exchanges
would mostly require data security but are not quite time critical. Because
www browsers integrate various communication services into one user
interface, www provides a convenient, low cost, and effective way for
information exchange, including access to SCADA information. This
scheme can be implemented on the client/server architecture.

1.7.5 Distributed Energy Management Systems

Since the rapid advancement of computer and communication technologies
in the late 1980s, there has been a trend to optimize and control power
systems in a distributed manner. The strict requirements for modern power
system operations are promoting the EMS design toward a DEMS
(distributed energy management systems) architecture. DEMS is a large
and complex computation and control system based on WAN that is
composed of computers at CCC and ACCs. In DEMS, CCC and ACCs are
geographically distributed in a wide area that can be hundreds and even
thousands of miles long and wide. The computers at CCC and ACCs could
be heterogeneous and connected through various communication media.
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The hierarchical structure of DEMS is depicted in Figure 1.6. All
ACC:s are under the control of CCC. An ACC will communicate with CCC
and its neighboring ACCs when necessary. In this regard, the
communications system is most important to DEMS. The characteristics of
data communication between CCC and ACCs will be discussed in Chapter
2.

Each EMS component of DEMS functions independently to
monitor and control its own local system, and in some cases, they may be
required by CCC to work together to solve a common task, for instance
online load flow or state estimation computation for the entire system.

The optimization and control functions of an ACC will be fewer
and less complicated than those of CCC because the size of a control area
is usually much smaller than the entire system. For instance, most ACCs
execute a simple state estimation and load flow computation but are not
responsible for the stability analysis. Furthermore, an ACC could probably
have some SACCs (subarea control centers).

ACC EMS

CCC EMS

\

ACC EMS

Figure 1.6 DEMS Structures
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1.8 RESTRUCTURED POWER SYSTEMS
1.8.1 GENCOs, TRANSCQOs, and DISTCOs

Since 1990s, power industries around the world have been experiencing a
period of restructuring. Traditional vertically integrated utilities have been
required by law to dissect themselves into three independent entities:

e Power producers (GENCOS), which are responsible for the power
supply in a restructured power system.

e Transmission providers (TRANSCOs), which are responsible for
transmitting and wheeling the bulk energy across power grids of a
restructured power system.

o Bulk power consumers (DISTCOs), which buy power in bulk from a
power marketplace and distribute power to customers.

GENCOS, TRANSCOs, and DISTCOs can get useful information
from OASIS to help them make decisions or even adjust market behavior
according to spot prices. A special form of power trading in restructured
power systems is that transactions are made through schedule coordinators
(SCs) outside the power marketplace. This scenario happens when
GENCOs and DISTCOs sign bilateral contracts for energy transactions.
The activities of individual participants of restructured power systems
would require the approval of the regional ISO before their activities can
be practically realized. The relationships of market participants of a
restructured power system are shown in Figure 1.7.

1.8.2ISO

The centralized optimization and control of traditional CCCs cannot meet
many new functions and requirements arising with the restructuring of
power systems. Hence, as required by FERC Order 889, CCCs are replaced
by an ISO in restructured power systems. An ISO is a nonprofit
organization with a primary responsibility for maintaining the reliability of
grid operation through the coordination of participants’ related activities.
An ISO is established on a regional basis according to specific operating
and structural characteristics of regional transmisston grids.

There could be some differences among the responsibilities of
ISOs. However, their common goal is to establish a competitive and
nondiscriminatory access mechanism for all participants. In some systems,
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the ISO is also responsible to ensure efficient power trading. An ISO has
the control over the operation of transmission facilities within its region
and has the responsibility to coordinate its functions with neighboring
control areas. Any ISO should comply with all the standards set by NERC
and the regional reliability council.
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Figure 1.7 Energy Transaction in Restructured Power System

A critical task for an ISO is the transmission congestion
management including the collection and distribution of congestion
revenues. When transmission congestion occurs, the ISO calls for
adjustments of generation and demand to maintain the system reliability.
During the process of mitigating transmission constraints, an ISO is used to
ensure that proper economic signals are sent to all participants and to
encourage an efficient use of resources capable of alleviating congestion.
Under emergency circumstances, an ISO is authorized to dispatch any
available system resources or components.

In some restructured power systems, like the California power
system, the ISO does not have a responsibility to execute optimal power
flow (OPF), economic dispatch (ED), and so on. However, in other
restructured power systems, like the PJM power system or the New
England power pool, the ISO will perform some of these tasks. Compared
with a CCC, the ISO has many new functions, including the congestion
management and the ancillary services auction, in order to meet
restructuring requirements. The typical EMS monitoring and control
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functions of an ISO in a restructured power system are depicted in Figure
1.8.

The ISO is not responsible for generation dispatch, but for
matching electricity supply with demand. An ISO should control the
generation to the extent necessary to enhance reliability, optimize
transmission efficiency, and maintain power system stability.
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Figure 1.8 EMS Functions of ISO

To maintain the system integrity, an ISO is responsible for
acquiring necessary resources to remove transmission violations, balance
the system in a second-to-second manner and maintain the system
frequency at an acceptable level.
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To comply with the FERC Order 889, an ISO is responsible for
maintaining an electronic information network, that is, OASIS, through
which the current information on transmission systems is made available to
all transmission system providers and customers. Some capacity services
should be contracted by the ISO with market participants in case they are
not provided on OASIS. These services include operating reserves, reactive
power and frequency response capability, and capacity to cover losses and
balancing energy. To make these services available, the ISO contracts with
service providers so that these services are available under the ISO’s
request. Usually, the ISO chooses successful providers based on a least-
cost bid.

An ISO will face the same problem as a traditional CCC for
monitoring and control of a large-scale power system. Inspired by the
DEMS architecture in vertically integrated power systems, the ISO’s
optimization and control could also be implemented in a distributed
manner. In the New England Power Pool, the ISO has SCCs (satellite
control centers) for monitoring and controlling local areas of the
interconnection. Figure 1.9 shows the architecture for distributed
optimization and control of an ISO, which is quite similar to the DEMS
architecture depicted in Figure 1.6.

SCC EMS

SCC EMS

Figure 1.9 Architecture of Distributed ISO
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1.8.3 OASIS

In its Order 889, FERC mandated the establishment of OASIS. The ISO is
responsible to post certain metering data and market clearing information
such as ATC (Available Transmission Capacity) or TTC (Total
Transmission Capacity) on the OASIS. Each TRANSCO is also required to
establish an OASIS node alone or with other TRANSCOS, and update its
information about ATC for further commercial activities on its OASIS
node. As shown in Figure 1.10, all customers can access the OASIS, using
Web browser to reserve transmission capacity, purchase ancillary services,
re-sell transmission services to others, and buy ancillary services from third
party suppliers. Services offered by the OASIS could differ from one
market to another.

To a certain extent, the success of the restructuring of power
industries is attributed to the rapid development and wide application of
communication and computer network techniques. The Internet has made it
possible for participants to access necessary data almost instantly from
OASIS. Besides, energy trading relies heavily on the Internet; for instance,
GENCOs and DISTCOs submit bidding prices to the PX (power exchange)
through e-mails. Likewise, they can reserve transmission rights from
TRANSCOs. All these behaviors assume that communications among
participants are fast and reliable.
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1.8.4 RTO

According to the FERC Order 2000, published in November 1999, energy
transmission organizations of power systems are required to participate in
RTOs. A region is a collection of zones, and there can be more than one
ISO in one region. The purpose of establishing RTOs is to get rid of
discriminatory transmission practices and eliminate pancaked transmission
prices. The formation of an RTO should make energy transmission more
fluid in the region.

According to the FERC Order 2000, an RTO has the following
four minimum characteristics:

e Independence: All RTOs must be independent of market participants.

e Scope and Regional Configuration: RTOs must identify a region of
appropriate scope and configuration.

¢ Operational Authority: An RTO must have an operational authority for
all transmission facilities under its control and be the NERC security
coordinator for its region.

e Short-Term Reliability: RTOs must have exclusive authority for
maintaining the short-term reliability of its corresponding grid.

An RTO is also required by FERC to have the following eight fundamental
functions.

e Tariff Administration and Design: An RTO is the sole provider of
transmission services and sole administrator of its own open access
tariff, and as such must be solely responsible for approving requests for
transmission services, including interconnection.

e Congestion Management: It is the RTO’s responsibility to develop
market mechanisms to manage congestion.

o Parallel Path Flow: An RTO should develop and implement procedures
to address parallel path flow issues. It directs RTOs to work closely
with NERC, or its successor organization, to resolve this issue.

* Ancillary Services: An RTO must be the provider of last resort of all
ancillary services. This does not mean the RTO is a single control area
operator.
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e OASIS, TTC and ATC: An RTO must be the single OASIS site
administrator for all transmission facilities under its control. FERC
requires RTOs to calculate TTC and ATC based on data developed
partially or totally by the RTO.

e Market Monitoring: An RTO must perform a market monitoring
function so that FERC can evaluate and regulate the market, despite
many concerns about the RTO intruding into the markets.

¢ Planning and Expansion: An RTO must encourage market-motivated
operating and investment actions for preventing and relieving
congestion.

o Interregional Coordination: An RTO must develop mechanisms to
coordinate its activities with other regions whether or not an RTO
exists in other regions. The Commission does not mandate that all
RTOs have a uniform practice but that RTO reliability and market
interface practices must be compatible with each other, especially at
the "seams."

According to the FERC proposal, RTOs should have an open
architecture so that RTOs can evolve over time. This open architecture will
allow basic changes in the organizational form of the RTO to reflect
changes in facility ownerships and corporate strategies. As to the
organizational form of an RTO, FERC does not believe that the
requirements for forming an RTO favor any particular structure and will
accept a TRANSCO, ISO, hybrid form, or other forms as long as the RTO
meets the minimum characteristics and functions and other requirements.

The initial incentive to establish RTOs was to promote regional
energy transactions, however, it is also clearly specified in the Order 2000
that an RTO should be responsible for the cooperation with its adjacent
RTOs. In this sense, RTOs should also act as bridges connecting adjacent
regions. Obviously, RTOs can cooperate to monitor and control the
security operation of the “seams” tie lines that are interconnecting regions.
The ultimate or ideal control form of these “seams” is transactions without
difference.

[t is assumed that there will be only one RTO in a region.
However, there can be more than one ISO in each region. There can be
overlaps in the RTO’s functions and those of its subsidiary ISOs, and this
is why ISOs are expected to function as TRANSCOs. An RTO can also
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take the form of a TRANSCO or the combinatory form of an ISO and
RTO. Figure 1.11 depicts the control hierarchy for an RTO.

RTO
V \
ISO i ISOk ISO n

Figure 1.11 Control Hierarchy of RTO

As shown in Figure 1.11, when an RTO is set up in a control area
that is composed of a number of ISOs, it has the responsibility to
coordinate all subordinated ISOs. The RTO is responsible for monitoring
and controlling the entire system, and must focus on the security
monitoring of tie lines between zones. In such a structure, an ISO’s
satellite control center monitors and controls a designated zone of the
system.

Regardless of the locations of RTO boundaries, it is important for
neighboring RTOs to cooperate for reliability/operations purposes. There
are two kinds of seam issues: reliability practices across seams and market
practices across seams. For reliability/operations purposes, there can be a
set of regions within a larger region for rates and scheduling.
Theoretically, a super RTO may be required to operate and coordinate
inter-RTO activities. Practically, it is not of much significance to set up
such a super RTO because, in most cases, the coordination of neighboring
RTOs can be realized through reciprocity agreements, which may be easier
to achieve than having all RTOs in an interconnection, agree to form a
super RTO. In some cases, determining RTO boundaries is less important
than ensuring that seams do not interfere with the market operation.
Accordingly, adjacent RTOs may be required to adopt consistent methods
for pricing and congestion management to encourage seamless trading.
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1.9 ADVANTAGES OF DISTRIBUTED PROCESSING

As contemporary power systems become more complex, distributed
processing (i.e., distributed computation, monitoring, and control) will
provide a feasible means for power system operators to manage the system
efficiently within a limited period. Usually, the first step in implementing a
distributed optimization and control is to divide the entire power system
into a number of control areas, and then set up a lower level control center
for each control area. This hierarchical and distributed monitoring and
control scheme has many advantages over the centralized control,
especially when the system is in an emergency state. Compared with the
centralized processing, distributed processing will not only enable large
capital investment for communications systems but also be more reliable,
flexible, economical, and efficient. These attributes are discussed next.

1.9.1 Enhanced Reliability

Centralized control requires all data to be transmitted to the control center
within a stringent period. The implication is that communication
components of the system should function properly; otherwise, CCC would
fail. For instance, if a major communication linkage to CCC is
malfunctioning and a major power plant data cannot be transmitted to
CCC, the EMS/SCADA at CCC would not be able to function properly.
Should this occur, the distributed control would enhance the reliability of
power system monitoring and control. The distributed control would first
divide the entire system into several control areas, each with one control
center that is responsible for the real-time monitoring and control of its
control area. The disturbances in individual control areas then would be
processed locally in order to minimize its impact on other control areas.

When an area control center is malfunctioning due to a purposeful
attack, or damaged by earthquake, its neighboring control centers in the
same hierarchical layer can take over the functions of the faulted control
center. This scheme was the original incentive for promoting distributed
processing. There are a few control centers in distributed areas for the
monitoring and control of the entire system that function as coordinators of
control centers. However, as most random disturbances are processed
locally, the burden of upper level control centers is greatly reduced and the
reliability of the monitoring and control for the entire system is largely
enhanced when less information is required by the upper level control
centers.
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1.9.2 Enhanced Flexibility

A good strategy for the monitoring and control of large-scale power
systems is to process the regional problems locally. If every problem, no
matter how serious, needs to be processed by the centralized control center,
the centralized control center can be overwhelmed by trivial affairs and
may overlook the most serious issues. What is more, stringent time
requirements of power system operation do not allow a centralized control
center to function properly in many occasions. With distributed control,
disturbances occurring in a control area will be processed by the local area
control center. Correspondingly, the upper level control center intervenes
in handling disturbances that may affect more than one control area. With
most of the disturbances solved locally, the upper level control center will
have better chances of focusing on serious disturbances.

1.9.3 Economy

An outstanding drawback of centralized control is that it needs to build a
complex communications system to reach the entire power system. For that
reason, entire data are sent to the centralized control center, no matter how
far the location of the data collection is from the centralized control center.
This process requires a massive amount of long distance communication
links and a large capital investment on communication systems. A critical
shortcoming of such complicated communications systems for centralized
control is that a faulty communication link can cripple the entire
EMS/SCADA system.

With distributed control, the data in each control area are sent to
the local area control center. So the communications system of an area
control center is much simpler and the data communication distances are
much shorter. Since there are a limited number of communication links
between area control centers and the upper level control centers, large
investments on communication systems can be saved. A partial saving can
be used on establishing distributed control centers. However, we should
bear in mind that the main purpose of distributed control is not to save
money in building communication links but to enhance the reliability,
flexibility, and efficiency of the power system monitoring and control.

1.9.4 Higher Efficiency

The centralized control center can easily become overwhelmed by a large
number of tasks. Even if powerful computers are employed in centralized
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control centers, it may be difficult to meet the rigid processing time
requirements, especially in emergencies.

The efficiency of power system monitoring and control should be
greatly improved with distributed control. In distributed control, the task of
power system monitoring and control is divided into a number of subtasks,
accordingly to the number of control areas. These subtasks are processed
concurrently in a distributed manner with the same number of computers at
area control centers. With more computers to solve the same task, the
efficiency is greatly improved. With the utilization of reliable, high-data-
rate communication links and accurate time synchronization functions of
GPS, a distributed computing system can reach the performance and
efficiency of a parallel machine, even though a distributed computing
system is geographically distributed in a vast area.

1.10 FOUNDATIONS FOR DISTRIBUTED PROCESSING

In addition to the advancement of computer and communication
technologies, other techniques and theories have provided a substantial
support for advancing the distributed processing in power systems. These
techniques and theories include the agent theory, distributed management
and control, adaptive self-healing, object-oriented modeling, and common
information and accounting models. We discuss these techniques briefly
next.

1.10.1 Agent Theory Applications
Agent Modeling

Power systems are extremely complex and highly interactive. They can
be modeled as a collection of intelligent entities, that is, as agents that can
adapt to their surroundings and act both competitively and cooperatively in
representing the power system. These agents can range in sophistication
from simple threshold detectors, which choose from a few intelligent
systems based on a single measurement, to highly intelligent systems. The
North American power grid is represented by thousands of such agents,
and agent theory has already been applied to the decision-making and
control of power systems.

By mapping each component to an adaptive agent, a realistic
representation of power system can be achieved. In practice, disturbances
like lightning may last for a few microseconds, but the network’s ability to
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communicate data globally may take much longer. Thus, each agent must
be charged with real-time decisions based on local information. The
adaptive agents could manage the power system using multilevel
distributed control. These agents are to be designed with relatively simple
decision rules based on thresholds that give the most appropriate responses
to a collection of offline studies. Through its sensors, each agent receives
messages from other agents continuously. If an agent senses any anomalies
in its surroundings, several agents can work together, in a distributed
manner, to keep the problem locally by reconfiguring the power system. In
this sense, agents help prevent the cascading of power system disturbances.
On the other hand, by simulating agent-based models, the power system
operators can better understand the dynamics of complex inter-component
and inter-system actions.

The object-oriented method and hierarchies of simpler components
can be used to model more complex components. For instance, a power
plant agent is composed of a number of generator agents, thus creating a
hierarchy of adaptive agents. The agent theory and technique is well suited
for power system operation and control. Agents can assess the situation
based on measurements from sensing devices and the information from
other entities, and can influence the system behavior through sending
commands to actuating devices and other entities.

Agent Evolution

Intelligent agents can be designed to have the capability to evolve; that is,
they can gradually adapt to their changing environment and improve their
performance as conditions change. For instance, a bus agent strives to stay
within its voltage and load flow limits while still operating in the context of
the voltages and flows that power system managers and other agents
impose on it. In order to be aware of context and evolutions, an agent is
usually represented as an autonomous active object that is equipped with
appropriate intelligence functions. Evolutions are enabled through
combining evolutionary techniques such as genetic algorithms and genetic
programming. This way object classes are treated as an analogy of
biological genotypes and objects are instantiated from them as an analogy
of their phenotypes. When instantiating objects form individual agents,
operations typical of genetic algorithms, such as crossover and mutation,
can select and recombine their class attributes, which define all the
potential characteristics, capabilities, limitations, or strategies these agents
might possess. The physics specific to each component will determine the
object-agent’s allowable strategies and behaviors.
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Context-Dependent Agents

Adaptive agents are known to take actions that drive the system into
undesirable operating states. When the system is disturbed, agents could
act as previously programmed, but the problem is that the pre-designed
actions cannot be the best responses to a particular situation. It is better if
for some instances the agents are cognizant of the context and recognize
that the preprogrammed action is not be appropriate.

Context-dependent agents are different from adaptive agents. In a
context-dependent agent-based power systems, agents cooperate in their
local operations while competing with each other in pursuing the global
goal set by their supervisors. In a power system, local intelligent controllers
represent a distributed computer that communicates via microwaves,
optical cables, or power lines and limits their messages to the required
information for optimizing the power grid that is recovering from a failure.
This way, controllers become context-dependent intelligent agents that
cooperate to ensure successful overall operation but act independently to
ensure adequate performance.

The application of context-dependent agents requires a dynamic
and real-time computing system. This system of agents will provide timely
and consistent contexts for distributed agents. For instance, in response to
random disturbances that affect the dynamics of power systems, the
security of power systems requires coordination among distributed agents.
Correspondingly, event-driven real-time communication architecture will
assemble relevant distributed agents into task-driven teams and provide the
teams with timely and consistent information to carry out coordinated
actions for maintaining the power system’s security.

Multi-agent System

MAS (multi-agent system) is a distributed network of intelligent hardware
and software agents that work together to achieve a global goal. Although
each agent is intelligent, it is difficult for individual agents to achieve a
global goal for complex large-scale power systems. MAS will model a
power system as a group of geographically distributed, autonomous, and
adaptive intelligent agents. Each agent will only have a local view of the
power system, but the team of agents can perform wide area control
schemes through both autonomous and cooperative actions of agents.
Certain kinds of coordination are necessary due to the autonomy of each
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agent, since conflicts are possible among decisions and actions from a
number of agents.

The MAS of power grids is classified into cognitive and reactive
agents. A cognitive agent has a complete knowledge base that comprises
all the data and know-how to carry out its tasks and to handle interactions
with other agents. The reactive agent, in contrast, is not necessarily
intelligent but can respond to stimuli with a fast speed. As depicted in
Figure 1.12, a MAS usually has three layers. The bottom layer (i.e., the
reactive layer) performs preprogrammed self-healing actions that need
immediate responses. This layer is distributed at every local subsystem and
interfaces with the middie layer. The middle layer (i.e., the coordination
layer) identifies which triggering event from the reactive layer is urgent
based on heuristics. A triggering event will be allowed to go to the
deliberative layer only if it exceeds a preset threshold. This layer also
analyzes the commands to the top layer and decomposes them into actual
contro! signals to the agents of the bottom layer. The top layer (i.e., the
deliberative layer) prepares higher-level commands, such as contingency
assessment and self-healing by keeping current with information from the
coordination layer.

Deliberative Layer

Y
Coordination Layer

A

Reactive Layer

Figure 1.12 Layers of MAS

The coordination layer has to compare the system models
continuously between the deliberative and reactive layers because agents in
the deliberative layer do not always respond to the current situation of the
power system. Besides, it will update the current system model and check
if the commands from the deliberative layer match the status of the system.
When a command does not align with the real-world model, the
coordination layer will ask the deliberative layer to modify the command.
Sometimes events from the reactive layer contain too much information for
the deliberative layer to process, or the commands from the deliberative
layer might be too condensed for the agents in the reactive layer to
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implement. Then deliberative layer must at the same time send more than a
few control commands to the reactive layer.

In the MAS of a power grid, the lowest layer consists of a number
of reactive agents that can handle a power system from a local point of
view to achieve fast and adaptive control. A number of cognitive agents are
placed on the deliberative layer that can analyze and monitor the entire
system from a wide area point of view. The agents in the reactive layer
perform short-term planning, while the agents in the deliberative layer can
plan for the long term. The agents in the deliberative layer can inhibit
control actions and decisions initiated by the reactive layer for wide area
control purposes. For instance, a generation agent may decide, based on its
local view, to trip the generator. However, if reconfiguration agents in the
deliberative layer based on the global view decide to block the tripping
action, then the action of the generation agent will be inhibited. The
deliberative layer does not always respond to the current state of the power
system. Thus, decisions made by the deliberative layer might be
inconsistent with current power system conditions. The coordination layer,
therefore, continuously updates and stores the current state of the power
system and verifies the plans from the deliberative layer with the current
state of the power system. This coordination layer also examines the
importance of events and alarms received from the reactive layer.

Agents on different layers will communicate with each other.
Agents on the same layer can further interchange their information. Each
agent is endowed with a certain communication capability. The
communication among agents is at a knowledge level that is quite similar
to human communication. This kind of agent communication guarantees
the openness and flexibility of MAS. For instance, the hidden-failure-
monitoring agent on the deliberative layer identifies the sources of hidden
failures and sends the results to the contingency assessment agent on the
same layer. The contingency assessment agent calculates the contingency
index of the system and broadcasts this index to other agents. Once the
load-shedding agent receives the contingency index, the agent initiates a
decision making process and provides load-shedding control actions. All
communications among agents can be implemented through a dedicated
intranet with potential access through the Internet.

The innovative multi-agent approach makes use of the real-time
information from diverse sources, and it has the potential to prevent
catastrophic failures of large power systems. Based on the understanding of
the origin and nature of catastrophic failures of power systems, a novel
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multi-agent-based platform can be used to evaluate system vulnerability to
catastrophic events by taking into account various environmental factors.
Several new concepts associated with wide area measurements and
controls, networked sensors, and adaptive self-healing are being used to
reconfigure the network to minimize the system contingency. The objective
is to provide useful solutions to interconnected power system networks.

1.10.2 Distributed Management and Control

Agent-based modeling is only a part of what is involved in capturing the
level of complexity of the power system infrastructure. It is more important
to know what will be happening based on the available measurements and
to develop distributed management and control systems to keep the
infrastructure robust and operational. The distributed management and
control actions include the following:

e Robust control: Manages the power system to avoid cascading failures
in the face of destabilizing disturbances such as enemy threats or
lightning strikes.

e Disturbance propagation: Predicts and detects system failures at both
local and global levels. Thresholds for identifying events that trigger
failures are established.

e Complex systems: Develop theoretical foundations for modeling
complex interactive power systems.

¢ Dynamic interactions of interdependent network layers: Create models
that capture network layers at various levels of complexity.

o Modeling in general: Develops efficient simulation techniques and
ways to create generic models for power systems; develops a modeling
framework and analytical tools to study the dynamics and failure
modes for the interaction of economic markets with power systems.

e Forecasting of network behavior and handling uncertainty and risk:
Characterizes uncertainties in large distributed power networks;
analyzes network performances using stochastic methods; investigates
the mechanism for handling rare events through large-deviations
theory.
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1.10.3 Adaptive Self-Healing

Adaptive self-healing is a novel idea that is used to protect power systems
against catastrophes. To show this, we use an analogy that classifies the
principles of the adaptive self-healing approach for power systems.

When a certain disturbance occurs in a power system, its severity is
assessed according to certain criteria. For instance, whether the disturbance
can result in failures of the power system or communications system. In
general, these criteria include three assessments:

e Degree of danger
e Degree of damage

e Speed of expansion

If the disturbance causes failure of certain elements of a power
system, it is determined whether the disturbance will affect only a small
portion or a wide area of the system based on the operating conditions of
the system. Just as the system determined the severity of the disturbance, it
can determine whether the disturbance will damage equipment and result in
a widespread blackout. After the extent of damage is specified, it is
determined whether the effect of the disturbance is progressing or has
ended. If the effect of the disturbance is progressing, the speed at which it
would spread is determined. Once it is determined that the disturbance is
affecting a wide area of the system, the self-healing idea will be invoked to
contain the damage, which can be realized by breaking up the system into
smaller parts and isolating the effect of the disturbance. The smaller parts
can operate at a slightly degraded level. The entire system is restored once
the effect of the disturbance is removed.

This self-healing approach considers several aspects of a
competitive restructuring environment. The self-healing includes abilities
to reconfigure the system based on contingency analysis, to identify
appropriate restorative actions to minimize the impact of an outage or
contingency, and to perform important sampling that helps determine weak
links in a power system. The self-healing features are developed because
agents tend to be competitive. A number of analytical tools have been used
to study the behavior of competing agents, and these analyses range from
conventional time-domain analysis to artificial intelligence.
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Global self-healing approaches for the entire system are realized
using a DDET (dynamic decision event tree). The DDET is an extension of
an event tree. An event tree is a horizontally built structure that models the
initiating event as the root. Each path from the root to the end nodes of an
event tree represents a sequence or scenario with an associated
consequence. The DDET can trigger various self-healing actions, such as
the controlled islanding, with boundaries changing with changes of
operating conditions. The islanding can be triggered by using conventional
out-of-step relaying or by using synchronized phasor measurements.
Analytical techniques to determine appropriate islands based on the
system’s topological characteristics can also be derived. When a
disturbance occurs in the system, DDET will determine what self-healing
action should be initiated

1.10.4 Object-Oriented Modeling

The popular object-oriented method has been widely utilized in
information processing and computation programming, especially in the
modeling of large-scale CASs (complex adaptive systems). An object is a
physical entity or abstract concept in a general sense. An object model
creates an independent representation of data, which makes is easy to
visualize its local environment as well as its interaction with other outside
elements. The physical representation is standardized by applying UML
(unified modeling language); hence, object models can easily be shared
with others.

Object-oriented modeling also provides a way to standardize the
information exchange between devices; for instance, the GOMSFE
(general object model for substation and field equipment) standardized in
UCA, contains models for metering, protection elements, control, security,
and a host of other items. These models are based on what is perceived to
be the most common elements found in IEDs. Hence, based on the
GOMSFE, users can issue requests to [EDs for any standard object value;
for example, a utility SCADA system can automatically request volts,
amps, watts, vars, and status from IEDs without having any knowledge of
the manufacturers of IEDs.

1.10.5 CIM

To reduce the cost and time needed to add new applications to EMS, and to
protect the resources invested in existing EMS applications that are
working effectively, in 1990 EPRI launched a project, named EPRI Control
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Center Application Program Interface (CCAPI) research project. The main
goal of the CCAPI project was to develop a set of guidelines and
specifications to enable the creation of plug-in applications in a control
center environment. Essentially CCAPI is a standardized interface that
enables users to integrate applications from various sources by specifying
the data that applications could share and the procedure for sharing it. The
essential structure of a power system model is defined as the Common
Information Model (CIM) that encompasses the central part of CCAPI.

CIM provides a common language for information sharing among
power system applications. CIM has been translated into an industry
standard protocol, called Extensible Markup Language (XML), which
permits the exchange of power system models in a standard format that any
EMS can understand using standard Internet and/or Microsoft technologies.
The North American Electric Reliability Council (NERC) mandates the use
of this standard by security coordination centers to exchange models.

The CIM compliance offers control center personnel a flexibility to
combine, on one or more integrated platforms, software products for
managing power system economy and reliability. This compatibility allows
the personnel to upgrade, or migrate, their EMS systems incrementally and
quickly, while preserving prior utility investments in customized software
packages. It is perceived that migration could reduce upgrade costs by 40
percent or more, and enable energy companies to gain strategic advantages
by using new applications as they become available.

1.10.6 Common Accounting Model

The companies in a restructured power system have to process a large
amount of electronic transactions as electricity is traded in the power
market. Because most of these transactions span over multiple companies,
it is hard to track electronic transactions within a single company. In order
to achieve interoperability, the accounting object model, which is quite
similar to power system elements models, is proposed and adopted. This
model has a three-layer architecture that is widely used in IT (information
technology) industries. The top layer is the external interface through
which users view the system. The middle layer is the service layer, which
performs computations and other services. The bottom layer is the actual
data model. This model provides a focal point for all services and is
especially useful for e-commerce of electricity.
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1.11 ORGANIZATION OF THIS BOOK

So far we have discussed both the conventional and the distributed
structures of CCC, ISO, and RTO. Many optimization and control
problems of power systems can be solved more efficiently in parallel and
distributed manner. As mentioned in Section 1.1, most CCC, ISO, and
RTO have a hierarchical and distributed structure. Modern computer and
telecommunication technologies have provided substantial technical
supports for hierarchical and distributed computation and control of power
systems. Generally speaking, parallel and distributed processing can be
utilized to solve the following problems:

e Hierarchical and distributed optimization and control of CCC, ISO, and
RTO

e Parallel computation and control of large-scale power systems at CCC,
ISO and RTO levels

e Distributed computation of large-scale power systems based on a
WAN composed of computers at ACCs, SCCs, or ISOs

e Distributed information exchange and energy transaction processing.

This book is intended to introduce parallel and distributed
processing techniques that are applied to power system optimization and
control. Power engineering professionals who are interested in this subject
should find it a useful reference book. The problems that are studied in this
book include load flow, state estimation, external equivalence, voltage/var
optimization and control, transmission congestion management, and
ancillary services management. The chapters of this book are organized as
follows:

In Chapter 2, pertinent issues on parallel and distributed processing are
reviewed briefly. Since the topic of parallel and distributed processing is
very broad, this chapter is written with an assumption that readers will have
some basic knowledge of parallel and distributed processing.

In Chapter 3, the information system architecture in modermn power system
control centers is discussed. In particular, the discussion focuses on the
real-time distributed processing of the ISO and the RTQO, which are based
on the modern information system.
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In Chapter 4, the infrastructure for applying parallel and distributed
processing to power system is discussed. The main discussion is on the
application of EPRI CIM (common information model). The applications
of CIM to power system integration and control are presented and several
examples are discussed.

In Chapter 5, parallel and distributed load flow algorithms based on MPI
(message passing interface) and the application of COW (cluster of
workstations) is discussed. Random data communication time delay is
considered in the asynchronous distributed load flow computation. The
mathematical analyses for the convergence of asynchronous load flow
computations are discussed.

In Chapter 6, parallel and distributed load flow algorithms for distribution
systems are discussed. The applications of distributed generation in the
modeling and the calculation of load flow are presented. Distributed
distribution management systems (DDMSs) are analyzed with a few
examples.

In Chapter 7, parallel and distributed state estimation algorithms are
discussed. State estimation is the most basic and the core function of an
EMS, and its application to a restructured and highly distributed power
system is presented. The convergence properties of asynchronous
distributed state estimation are discussed.

In Chapter 8, the distributed security analysis of power systems based on
DEMS is discussed. The chapter presents a distributed model for the
calculation of external equivalence. The applications of distributed security
analysis in improving the operational performance of restructured power
systems are discussed.

In Chapter 9, the hierarchical and distributed voltage optimization and
control are presented. The local properties of voltage control in a
distributed power system are highlighted. The chapter analyzes the role of
the ancillary services market in the distributed processing of power system
operation and control.

In Chapter 10, the agent theory is introduced. The applications of multi-
agent theory to power system transmission management are discussed. It is
shown that the MAS model provides a more flexible and efficient approach
to congestion mitigation and management.
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In Chapter 11, various techniques (e.g., PV, wind, and fuel cells) for
distributed power generation and utilization are discussed. It is shown that
the existence of multiple distributed generation units affect the operation
characteristics and control of distribution systems.

In Chapter 12, several advanced topics are presented, including the
electronic commerce (e-commerce) of electricity, geographic information
system (GIS) and global positioning system (GPS), for distributed
processing of power systems. It is shown that the utilization of GIS and
GPS techniques can greatly improve the operational performance of power
systems.

Figure 1.13 depicts an overview of the organization of topics in the book.
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Chapter 2

Parallel and Distributed Processing
of Power Systems

2.1 INTRODUCTION

In this chapter we review a few pertinent topics on parallel and distributed
algorithms and apply those topics to the parallel and distributed processing
of electric power systems. Because the topic of parallel and distributed
processing is very broad, we have written this chapter with the assumption
that readers have some basic knowledge of parallel and distributed
computation.

There has always been a need for fast and reliable solutions of
various large-scale engineering problems [Alo96, Car98, Fal95, Le96,
WuF92]. In recent years, rapid developments in computer and
communication technologies have provided substantial technical supports
for parallel and distributed processing of many problems that were very
time-consuming when they were processed in the traditional sequential
manner. Parallel computation is usually implemented on a paraliel machine
or a SAN (System area network); distributed computation, and control is
generally based on LAN, WAN, or the Internet.

The current restructuring of electric power systems provides a
proper forum for parallel processing of various tasks. As designated by
FERC, it is the ISO’s responsibility to monitor the system reliability’, and a

! Reliability of a system is interpreted as satisfying two major functions: adequacy
and security. An adequate amount of capacity resources should be available to

47
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large amount of real-time information would need to be processed for
performing related tasks. However, much of these data are controlled by
self-interested agents (GENCO, TRANSCO, DISTCOS, etc.), and only a
minute amount of time is available for the ISO to perform the online
monitoring and control of large-scale power systems.

Traditional approaches to the centralized monitoring and control of
power systems would not only need high-performance computers to meet
rigid time requirements but would also need to build up expensive and
complicated communication networks to transmit locally measured data to
CCC (central control center). Another drawback of the centralized
processing is that local faunlts or system malfunctions can affect the
computation and control of the entire system. For example, online
centralized computation cannot fully proceed if a data communication link
is suddenly broken. In comparison, distributed processing not only can
save a large amount of capital investment in communication networks but
also limit the effect of local faults within the related local area.
Furthermore, the rapid development of the Internet technology has created
a credible mechanism for distributed processing. We have reason to expect
that the Internet technology will thrive in power systems and provide a
flexible and versatile foundation for distributed processing.

The reliability of communication networks is crucial to the real-
time monitoring and control of power systems. Hence, for some important
communication links, in addition to a very strict routine inspection and
maintenance, back-up communication facilities should be provided.
Sometimes, however, even if the reliability of communication networks
can be guaranteed, communication delays among control centers are
difficult to predict. These time delays may be aggravated by many factors
such as the imbalance in task allocations and differences in the computer
performances of a distributed system. Communication delays may be
mitigated when some communication systems are specifically designed for
distributed processing. However, when communication delays between the
ISO and its satellite control centers are hard to predict, asynchronous
distributed computation can be used instead of synchronous computation,
although in most cases the latter exhibits better convergence performance.

meet the peak demand (adequacy), and the system should be able to withstand
changes or contingencies on a daily and hourly basis (security).
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2.2 PARALLEL AND DISTRIBUTED PROCESSING
SYSTEMS

Parallel and distributed processing has been an intense research area for
several decades. Although traditional supercomputers with a single
processor are fast, they are extremely expensive and their performance
depends on their memory bandwidth. With rapid advancements in
computer and communication technologies, traditional supercomputers
with a single processor are being gradually replaced by less expensive and
more powerful parallel and distributed processing resources.

Over the past several decades, parallel and distributed processing
techniques have evolved as a coherent field of computation. The main
process for solving large-scale problems with these techniques can be
outlined as follows: First, the problems are formulated for parallel and
distributed processing. Second, specific parallel and distributed algorithms
are developed for the solution of these problems. Third, the complexity and
the performance of the algorithms are evaluated for measuring the accuracy
and the reliability of the proposed solutions. Parallel and distributed
systems are discussed next.

2.2.1 Parallel Systems

A parallel system represents the physical arrangement for parallel
processing. There are two types of parallel system. One is a parallel
machine, and the other is a computer network such as a SAN dedicated to
parallel processing. Both types of parallel system comprise a number of
processors that are closely coupled within a small physical space. There are
many types of paralle]l machines available in the market. They include
mainframes like Cray, generic parallel computers like SGI parallel
machines, and specially constructed computers that are embedded with
multiple processors. When a computer network is used for parallel
computation, it represents a virtual parallel machine with all the computers
on the network as processors of this virtual machine.

Communication links between the processors of a parallel system
are usually very short; for instance, the processors of a parallel machine are
located on the same motherboard. The data communication between
processors of a parallel system is assumed to be very reliable, and
communication delays, if considered, are predictable.
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The main intention of a parallel system is to speed up the
computation by employing more than one processor at a time. In other
words, the sole purpose of employing a parallel system is to obtain a fast
solution by allowing several processors to function concurrently on a
common task.

2.2.2 Distributed Systems

Quite similar to a parallel system, a distributed system is the physical
arrangement for distributed processing. But unlike a parallel system, a
distributed system is usually a computer network that is geographically
distributed over a larger area. The computers of a distributed system are not
necessarily the same and can be heterogeneous. A distributed system can
be used for information acquisition; for instance, a distributed system could
be a network of sensors for environmental measurements, where a set of
geographically distributed sensors would obtain the information on the
state of the environment and may also process it cooperatively. A
distributed system can be used for the computation and control of large-
scale systems such as airline reservation and weather prediction systems.

The correct and timely routing of messages traveling in the data
communication network of a distributed system are controlled in a
distributed manner through the cooperation of computers that reside on the
distributed system. The communication links among computers of a
distributed system are usually very long and data communications over a
distributed system are relayed several times and can be disturbed by
various communication noises. In general, a distributed system is designed
to be able to operate properly in the presence of limited, sometimes
unreliable, communication links, and often in the absence of a central
control mechanism. The time delays of data communication among
distributed computers can be very difficult to predict, and this is especially
true with a distributed processing, which has rigid time requirements such
as voltage/VAR control in a power system.

2.2.3 Comparison of Parallel and Distributed Processing

Parallel processing employs more than one processor concurrently to solve
a common problem. Historically the only purpose for parallel processing is
to obtain a faster solution. Parallel computation can be performed in a
parallel mainframe such as Cray, or in a parallel computer like Silicon
Graphic Systems, or in a personal computer with multiple processors. Most
vendors of parallel machines will provide parallel compilers for Fortran
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and C/C++ with customers. Parallel languages such as OCAM are specially
provided for some parallel computers like Transputers, although in most
cases other computer languages such as high-performance Fortran and
C/C++ can also be used for parallel computation in these machines.

Because the data communication links among parallel computing
systems are very short, data communication is usually assumed to be very
reliable. Therefore, unless asynchronization is purposely introduced,
parallel algorithms are generally designed to be totally synchronized. To
guarantee that each iteration step is completely synchronized, each
processor should not proceed for the next iteration until it has received all
the data that are supposed to be transmitted by other relevant processors.
Theoretically, when no approximation is introduced in parallelization,
parallel algorithms should have the same convergence property as their
serial counterparts.

Although parallel computation solves problems in parallel, it still
has a centralized manner when seen from outside the parallel system. This
is because the entire system data have to be sent to the location of the
parallel system. For instance, to implement the paralle] state estimation,
measurement data from all over the system would need to be sent to SCC
for parallel processing.

There are many approaches to parallel computation, among which
the following two are currently the most popular:

e SMP (Share memory processing): SMP is usually used for parallel
computation on parallel machines with multiple processors. There is no
real data communication in SMP. All the data that need to be
exchanged among participating processors will be stored in a
designated memory block to which all participating processors have the
right to access. The operating system of most parallel machines support
the SMP application and the only requirement for SMP is that these
parallel machines should have large enough memories to solve the
problems.

e MPI (Message-passing interface): MPI is a protocol for data
communication among processors. With MPI, the processors
participating in parallel computation can store their data in local
memories and then exchange them with other processors. See Section
2.12 for further information.
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Both parallel and distributed processing are based on the
concurrency principle. Hence, in most cases, except when the parallel
processing is implemented on a real parallel machine, these two terms can
be applied interchangeably and generally denoted as parallel processing. A
widely accepted distinction between these two processing techniques is that
the parallel processing employs a number of closely coupled processors
while distributed processing employs a number of loosely coupled and
geographically distributed computers. In this sense, the distinction between
these two techniques mainly depends on how system components are
physically organized. Although distributed processing can be regarded as
an extension of parallel processing, to avoid confusions, we use parallel
processing and distributed processing distinctly in this book

Parallel processing deals with problems in a centralized manner,
which means the information to be processed needs be transmitted to the
place where the parallel system is located. In contrast, distributed
processing deals with the information in a distributed manner. For
example, as depicted in Figure 2.1, generation and demand data of system
buses will be gathered at the CCC when the system operator executes a real
time parallel load flow program, which requires a complicated
telecommunication network to transmit the data. As depicted in Figure 2.2,
however, if the operator executes a distributed load flow program,
generation and demand data at each bus are sent to the respective ACC
rather then the CCC.

Figure 2.1 Data Communication for Parallel Processing
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CcCC

Figure 2.2 Data Communication for Distributed Processing

Unlike parallel processing which is performed on one machine,
distributed processing is performance on a computer network. Usually a
distributed system occupies a larger physical space than a parallel system.
Some special distributed systems, for instance a DEMS, are distributed in
an area, which could be hundreds, even thousands of miles wide and long.
Some can even be based on the Internet. Under this situation the time for
data communication among computers needs to be taken into account for
some distributed algorithms, such as the distributed load flow based on
DEMS. In some distributed systems the time for computation can even be
shorter than the time for data communication among computers.

The following two schemes are widely applied to distributed processing:

o File sever. A file sever can provide a data-sharing place for all
computers on the same computer network. The data exchanges among
these computers are realized by sharing a file on the server, which is
quite similar to the memory block sharing of the SMP method.
However, this file server scheme will have a low efficiency because the
shared data file cannot be written by more than one user at a time.

e MPI. It is suitable not only for parallel computation but also for
distributed computation [Ong02, Pac97, Sod02, Sta02, Vet02]. See
Section 2.12 for further information. There are two versions of MPI for
distributed computation. One is the MPI for LAN composed of
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personal computers and the other is for COW or WAN composed of
Unix workstations. The performance-enhanced MPI protocol can be
applied to the Intemet.

As we will see later in Chapter 3, the purpose of the parallel load
flow computation is to acquire a fast solution. However, compared with the
parallel load flow computation, the distributed load flow computation
offers additional incentives such as an investment saving in building
expensive communication networks as well as improvements in the
performance of power system computation and control.

2.2.4 Representation of Parallel and Distributed Systems

Generally, the topology of a parallel or a distributed system can be
represented by a graph G = (V, E), where a node i of the graph corresponds
to a processor of the system, and an edge (7, j) indicates that there is a
direct communication link between nodes i and j in both directions. It is
theoretically assumed that the communication can take place
simultaneously on incident links of a node and in both directions. Let
distance (i, j) denote the length of the shortest directed path from node i to
node j in G; otherwise distance (7, j) = 0. The diameter of a parallel or a
distributed system is defined as the maximum distance (i, j), taken over all
(i, /). The diameter of a system can reflect the size of the system, and a
large diameter of a distributed power system indicates that the distributed
system spans over a large area.

Parallel and distributed systems can take a variety of network
topologies. For instance, parallel machines whose principal function is
numerical computation could have a symmetrical topology as shown in
Figure 2.3; while geographically distributed systems composed of CCC
and ACCs could have an asymmetrical topology as shown in Figure 2.4.

Figure 2.3 Topology of a Four-Processor Figure 2.4 Distributed Power System
Parallel Machine
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In general, the parallel and distributed algorithms design for an
asymmetrical system is more difficult than that for a symmetrical system
since the asymmetrical topology could add communication complexity to
the algorithm design.

2.3 PARALLEL AND DISTRIBUTED ALGORITHMS
2.3.1 Classifications

Parallel and distributed algorithms are classified according to the following
attributes:

o Inter-process communication method. Parallel and distributed
algorithms run on a collection of processors that need to communicate
with each other effectively in order to accomplish a common task with
a high efficiency. The generic communication methods for parallel and
distributed processing include shared memory, message passing, and
RPCs (remote procedure calls). The choice of the inter-process
communication method depends mostly on the architecture of the
processing system. The parallel computation implemented on a parallel
machine at a power system control center can use shared memory and
message-passing techniques. However, for the distributed processing
of CCC, message passing and RPCs will be used for communications
among computers.

e Timing model. A timing model is used to coordinate the activities of
different processors for parallel and distributed processing. At one
extreme of this model, all processors of the system are completely
synchronous and thus perform communications and computations in a
perfect lock-step pattern. At the other extreme, they are totally
asynchronous and thus take steps at arbitrary speeds and in arbitrary
orders. In between, a wide range of options can be considered under
the designation of partially synchronous, where processors have only
partial information about the timing of events. For instance, processors
may be given bounds on their processing speeds.

Generally, synchronization is easy to implement in a processing
environment where the communication delay is predictable, while
asynchronization is usually applied to scenarios where communication
delays are more difficult to predict. Parallel processing of power system are
designed to be synchronous because data communications among the
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processors of a parallel machine or SAN are assumed to be reliable.
However, the distributed processing of power system is usually designed as
asynchronous because data communications delays between power system
control centers are hard to predict.

Although parallel and distributed systems are assumed to be
reliable, distributed systems could face more uncertainties. These
uncertainties could include independent inputs to different computers,
several software programs executed simultaneously though starting at
different periods and speeds, and possible computer and communication
failures. In some cases, even if the software code for an algorithm is very
short when it is executed in an asynchronous manner, there could be
various modes in which the algorithm can behave. In this sense, it could be
very hard to predict the process for executing an algorithm. This is quite
different with the synchronous parallel processing for which we can often
predict the behavior of the algorithm at every point in time.

2.3.2 Representation

Parallel and distributed algorithms can be represented by a DAG (directed
acyclic graph) like G = (N, A), which is a directed graph that has no
positive cycles, that is, no cycles with forward arcs exclusively. Suppose
that N = {1,..., [N|} is the set of nodes and 4 is the set of directed arcs.
Each node represents an operation performed by an algorithm, and a
directed arc represents the relationship of data dependency. An arc (3, j) €
4 indicates that the operation corresponding to node j uses the resulits of the
operation corresponding to node i. An operation can be either elementary
or high level like the execution of a function. The DAG of a parallel or
distributed algorithm can give the designer a very clear picture about the
algorithm; it indicates the tasks that a processor performs and the data
dependency of a processor at each step of processing; it is also very useful
in an algorithm analysis and optimization. The DAG of a parallel or
distributed algorithm is optimized before the corresponding program code
is developed. To specify this point, we illustrate in Figure 2.5 the parallel
computation of (x1*x2 + x1*x3 + x2*x3).

In Figure 2.5, three processors are employed to compute the
polynomial (x1 *x2 + x1*x3 + x2*x3) in parallel. In the first step of the
parallel computation, values of x1, x2, and x3, are assigned to processors 1,
2, and 3 respectively; in the second step, processor 1 sends x1 to processor
2 and receives x2 from processor 2. Similarly, processor 2 sends x2 to
processor 3 and receives x3 from processor 3, and processor 3 sends x3 to
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processor 2 and receives x2 from processor 3. Finally, the three processors
perform the multiplication operation of x1*x2, x1*x3, and x2*x3
simultaneously. In the third step, processor 1 and processor 3 send their
computation results of x1*x2 and x2*x3 to processor 2, and the latter
performs the summation of (x1*x2 + x1*x3 + x2*x3).

Processor 2

x1 x2 x3

Processor 1 Processor 3

x1*x2 <1*x3 x2*x3

x1*x2 +x1*x3 +x2*x3

Figure 2.5 Parallel Computation of (x1*¥x2 + x1*x3 +x2*x3)

The representation of distributed algorithms can become very
complex when they are executed on a distributed and irregular network
topology like that of a power system. This issue will be pursued further in
Chapters 5, 6, and 7, where parallel and distributed load flow and state
estimation of power systems are discussed in detail.

2.4 DESIGN OF PARALLEL AND DISTRIBUTED
ALGORITHMS

Parallel and distributed algorithms are designed on the principle of
concurrency and parallelism. As a strategy for performing large and
complex tasks faster, concurrency and parallelism is done by first breaking
up the task into smaller tasks, then assigning the smaller tasks to multiple
processors to work on those smaller tasks simultaneously, and finally
coordinating the processors. Parallel and distributed algorithms follow
design methodologies that are quite similar. In general, the design of
parallel and distributed algorithms is based on the following three steps:

e Task allocation
e Data communication
e Synchronization
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These steps are discussed next.
2.4.1 Task Allocation

The first step for the parallel and distributed processing is to partition the
initial task into smaller tasks and then allocate them to processors of the
parallel or distributed system. For a given task, there are numerous task
allocation options. For example, the load flow computation is to solve a
group of nonlinear equations composed of n separate equations. The task
allocation in parallel load flow algorithm design is to partition these »
nonlinear equations into a number of smaller groups of equations, and then
assign each group to one processor of the parallel machine. The number of
tasks could be between 1 and n. There are as many as n (n + 1)/2
partitioned solutions for the parallel load flow computation.

In the distributed load flow computation, the task allocation mainly
depends on the results of system partitioning, rather than the partitioning of
load flow equations. The number of distributed algorithm tasks should be
equal to the number of partitioned subareas, and subarea load flow
computation tasks are assigned to the computers at each subarea. The task
allocations for parallel and distributed load flow computation are depicted
in Figures 2.6 and 2.7, respectively.
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Figure 2.6 Task Allocation for Parallel Load Flow Computation
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Figure 2.7 Task Allocation for Distributed Load Flow Computation

Theoretically, we could group load flow equations arbitrarily for
parallel computation; likewise, we could partition a power system
arbitrarily into subareas for the distributed load flow computation.
Practically, however, the number of tasks cannot exceed the number of
available processors of the parallel machine at system control centers, and
the number of subarea computers of the distributed system should represent
CCC and SACCs of a power system.

One important concern in the task allocation for parallel and
distributed computation is to balance tasks among participating processors.
As we will show later, load balancing is a major factor that affects the
performance of parallel and distributed computation. To achieve the best
computation performance, each processor’s load ought to be commensurate
with its performance. For example, when processors of the parallel and
distributed systems are homogeneous, an equal amount of task should be
allocated to each processor, but when the processors of the parallel and
distributed systems are heterogeneous, a heavier task should be allocated to
the processors with higher performance.

Compared with a parallel system, a distributed system usually has
less freedom in its task allocation because most often the task allocation is
restricted by other factors. For instance, in a parallel state estimation, a
system operator could divide the system into several subareas arbitrarily.
However, once the subarea control jurisdiction is set, the computation task
will be allocated to each subarea at the same time.
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2.4.2 Data Communication

Data communication among processors becomes critical when a task is
completed through the cooperation of a number of individual processors.
Data communication in parallel and distributed processing facilitates the
processors’ exchange of intermediate results. As was mentioned earlier,
unlike the data communication among processors of a parallel machine,
which is predictable, data communications in distributed processing is
unpredictable. In this regard the data communication among computers
becomes more problematic, which must be taken into account in the design
of distributed algorithms.

2.4.2.1 Data Communication Mechanisms

The following two mechanisms are commonly used for data
communication in parallel and distributed processing.

e Shared memory. Figure 2.8 shows that the data, which are to be
exchanged among processors, in a shared memory block, will be stored
in a designated common memory block, which will be accessed by all
processors. Data communications are realized instantly and reliably by
accessing this common memory block. Shared memory is mostly used
for parallel processing as there are technical difficulties with its
implementation in a distributed computer network.

e Message passing. Message passing is a communication protocol for
transferring data from one processor (sender) to another (receiver). A
message is transferred as packets of information over communication
links or networks. Message passing requires the cooperation of sending
and receiving processes. A send operation of message passing requires
the sending processor to specify the location, size, type, and the
destination of data. In addition, the associated receive operation should
match the corresponding send operation.

As shown in Figure 2.9, the sender can communicate directly with the
receiver by using point-to-point message passing. A sender can also
broadcast a message to all other members by using a one-to-all broadcast.
In addition, any number of members can broadcast messages to all
members at the same time by using an all-to-all broadcast call.
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Figure 2.8 Shared Memory Communication Scheme
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Figure 2.9 Point-to-Point Message Passing

The message passing offers two types of communication: blocking
and non-blocking. A communication routine is blocking if the completion
of the call is dependent on certain events. For senders, data must be
successfully sent or safely copied to the system buffer space so that the
application buffer that contains the data can be reused. For receivers, data
must be safely stored in a receive buffer so that it can be used. A
communication routine is non-blocking if a call is returned without waiting
for the completion of any communications events.

It is not safe to modify or use the application buffer after the
completion of a non-blocking send. It is the programmer's responsibility to
ensure that the application buffer is free for reuse. Non-blocking
communications are primarily used to overlap computations with
communications for gaining performance. Based on the blocking
mechanism, the send operation of the message passing is classified into
two types: synchronous and asynchronous sends. A synchronous send is
completed only after the acknowledgment is received that the message was
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safely received by the receiving process. An asynchronous send may be
completed even though the receiving process has not actually received the
message. To allow for an asynchronous communication, the data in the
application buffer may be copied to/from the system buffer space.

Message passing has been widely used for parallel and distributed
processing. A message-passing application package includes a message-
passing library, which is a set of routines embedded in the application code
to perform send, receive, and other message-passing operations. Mature
message-passing techniques include MPI (message-passing interface),
PVM (parallel virtual machine), and MPL (message-passing library).

Message passing mostly suits the distributed processing system
where each processor has its own local memory accessed directly by its
own CPU. By message passing, a distributed processor sends data to or
receives data from all or some of the other processors. The data transfer is
performed through data communications, which differ from a shared
memory system that permits multiple processors to directly access the
same memory resource via a memory bus. Message passing can also be
used in place of a shared memory on a parallel machine. The choice of
message passing or shared memory depends on the system architecture and
requirements for the design of algorithms. Because the distributed
processing of power system is essentially based on WAN, we use message
passing for the distributed computation and control of power systems.

2.4.3 Synchronization

The coordination becomes essential when more than one processor works
jointly on a common task. Synchronization is a mechanism that allows
processors to wait at some predetermined time points for the completion of
other processors’ computation. Synchronization provides an opportunity
for cooperation, which can influence the solution and performance of
parallel and distributed algorithms. Synchronization is considered based on
the following three models:

2.4.3.1 Synchronous model. In synchronous model, processors perform
the computation steps simultaneously; in other words, processors complete
computation and communication tasks in synchronous rounds. Suppose
that two processors are employed to accomplish a common task and their
synchronous model is as depicted in Figure 2.10. Synchronous computation
can be applied in circumstances where communications are reliable and
communication time delays among processors are predictable, if not
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negligible. For instance, parallel algorithms such as the parallel load flow
for a parallel machine is usually designed to be synchronous. One merit of
the synchronous computation is that it can guarantee the convergence of
computation, and generally, synchronous parallel and distributed
algorithms have the same convergence characteristics as their serial
counterparts.

Communication and Data Communication

Idle Time
Computation Step 1 2 3 4
Processor 2
i i LN LL
Processor Ly /i1 10 L i e

Time Direction

Figure 2.10 Synchronous Computation

2.4.3.2 Totally asynchronous model. A totally asynchronous model
assumes that processors can exit certain steps arbitrarily and without any
bounds on individual processors speed; in other words, a processor would
not need to wait for any data transfer from other processors and can
continue its computation with the existing information, though it might be
outdated. The updated information will be used for computation
immediately after it becomes available. As illustrated in Figure 2.11, there
is no idle period in this model, and every processor proceeds with the
computation until the common task is accomplished.

The totally asynchronous algorithms are usually harder to program
than their synchronous counterpart because of the chaotic behavior of the
participating processors. Totally asynchronous algorithms are more general
and portable because the totally asynchronous computation does not
involve synchronization. In some cases, however, totally asynchronous
computation cannot guarantee an efficient or even a correct solution of the
problem.

The totally synchronous model is usually utilized in circumstances
where communication time delays among processors are hard to predict. If
the synchronous model is employed in these circumstances, some
processors may have to wait for a long time for data communication, which
could result in a very low even impractical computation efficiency. The
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distributed computation based on CCC and SACCs should be designed
with an asynchronous model because time delays of data communication
among power system control centers are usually unpredictable.

Computation and Data Communication

Computation Step 1 2 3 4

Processor Uy i i)
Processor 2 | //IIIIININIHINIVHIIHIHI 11 |

Time Direction

Computation Step 1 2 3 4

Figure 2.11 Asynchronous Computation

2.4.3.3 Partially synchronous model. A partially synchronous model
imposes time restrictions on the synchronization of events. However, the
execution of every component is not as lock-step as in the synchronous
model. In a partially synchronous model it is assumed that a processor’s
time step and message delivery time are between upper and lower bounds.
Thus a partially synchronous model lies properly between synchronous and
totally asynchronous models. A partially synchronous model represents one
of the most realistic communication characteristics of distributed systems.
The communication delays among power system control centers are hard to
predict. However, in most cases, a communication delay has an upper
bound, especially when data communications are performed on a dedicated
WAN of a power system.

A partially synchronous model has less uncertainty than a totally
asynchronous model. However, this does not mean that a partially
synchronous model is easier to program. On the contrary, a partially
synchronous model is usually more difficult to program due to extra
complications that may arise from the timing. Partially synchronous
algorithms are often designed so that their performances depend on timing
assumptions. Algorithms designed with information on the timing of events
can be efficient, although they can be fragile and will not run correctly if
timing assumptions are violated.
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A simple and practical way to design parallel and distributed
algorithms is to parallelize their serial counterparts. Parallel algorithms are
usually designed to be synchronous. This is because data communications
among processors of a parallel system are fast and reliable. It is more
difficult to design distributed algorithms because of the existing
uncertainties. However, distributed algorithms are supposed to work
correctly even as certain components fail.

2.5 PARALLEL AND DISTRIBUTED COMPUTATION
PERFORMANCE

2.5.1 Speedup and Efficiency

The performance of a serial algorithm is usually measured by the
computation time, but the performances of parallel and distributed
algorithms are measured by their speedup and efficiency. To see this,
suppose a particular parallel or distributed system with p processors or
computers is chosen to solve a problem that is parameterized by an integer
variable n. Further suppose that the algorithm terminates in time 7,(n), and
Ty(n) denotes the time required by the best possible serial algorithm to
solve the problem. Speedup describes the speed advantage of parallel and
distributed algorithms, compared to the best serial algorithm, while
efficiency indicates the fraction of time that a typical processor or computer
is usefully employed. The speedup and efficiency are respectively defined
as

_T.(n)
5= )
£ =52

An ideal case is S,(n) = 1 and E,(n) = 1. However, this ideal
situation is practically unattainable because it requires that no processors or
computers ever remain idle or do any unnecessary work during the entire
computation process. A practical objective is to aim at an efficiency that
keeps bounded away from zero as » and p increase.

As we noted earlier, the main idea behind parallel computation is
to obtain a solution at faster speed. For distributed computation, a faster
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computation speed represents, in most cases, a partial objective as
distributed computation can emphasize other issues such as the full use of
distributed computing resources while the environment is more suitable for
distributed computation. Nevertheless, it is a common goal of parallel and
distributed computations to achieve a faster computation speed, and the
speed up depends mainly on how parallel and distributed algorithms are
designed.

2.5.2 Impacting Factors

The performance of the components of a parallel or distributed system can
affect the performance of the entire system. To achieve a satisfactory
computation performance, the behavior of the system components should
be coordinated optimally in the algorithm design process. The computation
performance of a parallel or a distributed algorithm can be affected by
many factors, and among these, the following five factors are most critical.

2.5.2.1 Load balancing. Load balancing means every processor
participating in parallel and distributed computation has almost the same
amount of computation task. This condition can cause each processor to
arrive simultaneously at the preset synchronization point at every iteration
and thus can greatly reduce the time waiting for data communication.

Theoretically, load balancing refers to the distribution of tasks in a
way that ensures the most time efficient parallel execution. If tasks were
not distributed in a well-balanced manner, certain processors or computers
would still be busy with their heavy tasks while others would be idling
after completing their light tasks. According to the Amdahl’s law, the
performance of such parallelization could not be the best because the entire
computation process could be slowed down by those components with
heavy computation burdens.

To reach load balancing, processors are assigned to subtasks of
similar size when they are homogeneous. For instance, in the design of the
parallel load flow algorithm, shown in Figure 2.6, the subgroups of load
flow equations should approximately have the same size. If all processors
can finish their computation tasks designated for one synchronous round at
the preset time for synchronization, the waiting time for synchronization
could be largely reduced. In a system with heterogeneous processors, for
instance, where most distributed systems are composed of heterogeneous
computers whose computing power is quite different, the load allocation
should include the computation of power differences for load balancing.
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For instance, the subarea partitioning in Figure 2.7 should allow more
powerful computers to take on larger subareas such that the distributed
computation can be balanced algorithmically and better computational
performance is achieved.

2.5.2.2 Granularity. Granularity is defined as the ratio of the time of
computation to that of communication for a parallel or distributed
algorithm. Because parallelism can be pursued at different levels, parallel
and distributed algorithms fall into two categories: fine-grain parallelism
and coarse-grain parallelism. In fine-grain parallelism, the common task is
divided into very small subtasks that are then allocated to many processors.
Fine-grain parallelization is also called massively parallel processing, and
can be implemented when sufficient computing resources are available. In
coarse-grain parallelism, the common task is partitioned into fewer
subtasks that are then allocated to several processors that are more
powerful. Coarse-grain parallelism applies when only a limited number of
computing resources are available. For instance, in a fine-grain parallel
load flow algorithm, load flow equations are divided into many small sub-
groups and each is assigned to a processor. In a coarse-grain parallel load
flow algorithm, load flow equations are divided into a few sub-groups and
each is assigned to a processor.

Generally, the more processors that participate in parallel
computation, the higher the communication overhead will be. Accordingly,
fine-grain parallelism refers to a small granularity, while coarse-grain
parallelism represents a large granularity. Fine-grain paralielism facilitates
load balancing in a more precise way. However, when granularity is very
fine the overhead required for communications and synchronization
between tasks could take longer than the computation. Compared with the
coarse-grain parallelism, the fine-grain parallelism has less opportunity to
enhance the computation performance. The coarse-grain parallelism is
typified by long computations between synchronization cycles, which
implies more opportunities for enhancing performance. However, the
coarse-grain parallelism will not support the load balancing precisely.

In sum, the most efficient granularity depends on the algorithm
requirements and the hardware environment in which the algorithm runs.

2.5.2.3 Data dependency. Data dependency corresponds to the sequence
of information usage. Data dependency exists when a processor needs
additional information from other processors to proceed with its
computation. Any data dependency inhibits the implementation of
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parallelism and thus degrades the system computation performance. In
most cases data dependency requires communication at synchronization
points. For instance, in the parallel load flow computation, if processor i
needs the information from processor ;j for its next step computation, but
processor j is not able to provide this information as required, the
component { will have to cease its computation momentarily. A proper way
of reducing the redundant data dependency in parallel load flow
computation is to allow nodes in each sub-group of equations to represent
physically interconnected buses of a subarea of the power system. In this
case the only information that needs to be exchanged is the state variables
of boundary buses, which is analogous to the distributed computation of
load flow.

2.5.2.4 Communication features. The communication overhead of
parallel and distributed computation depends largely on the given system's
communication features. In this sense, communication features of the
processing system affect the computation performance. As shown in Figure
2.12, the communication overhead generally represents the time for the
following four communication steps: data processing, queuing,
transmission, and propagation. The data processing time is the required
time for preparing the information for transmission, such as assembling
information in packets and appending, addressing, and controlling the
information to the packets. The queuing time is the time that a packet
spends while waiting to be transmitted. The transmission time is the time
used for the transmission of the information. The propagation time is the
time between the end of transmission of the information at the sending end
and the reception of the information at the receiving end.

Receiving Processor
Sending Processor Propagation

[Receiving

[Data|Data Preparation |Queuning [Transmission

Figure 2.12 Data Communication Process

Besides the latency, which can be thought of as the time required
to send a zero byte message, communication overhead in parallel and
distributed computation depends on two factors, one is the amount of data
to be transmitted, and the other is the communication rate or bandwidth of
communication links. For instance, the time ¢ needed to send Z words
between two components could be calculated as ¢+ = L + Z/W, where L is
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the communication latency and W is bandwidth expressed in bits per
second.

The communication features of a given system are presumably set
and so are difficult to change. However, we can decrease the
communication overheads by reducing the size of the communication data.
In addition, with the rapid development of computer and communication
technology, broad bandwidth communication techniques have become
available, and they provide a substantial level of support to distributed
computation based on WAN in power systems.

In some special cases where there are many data to be transmitted
in parallel algorithms, it is generally assumed that data communication in
parallel commutation are short and accurate; there is no fault in
commutation among processors and communication expenses are
negligible. The case is very different for distributed computation. In a
distributed computing system, communication lines can become hundreds
even thousands of miles long, and there are usually several communication
relays in between. Thus the communication time cannot be neglected and
should be taken into consideration, especially when the communication
time is larger than the computation time in an iteration.

2.5.2.5 Computer performance. The processors in parallel machines or
computers with multiple processors are most often the same. If the
processors are assigned well-balanced subtasks, they can obtain almost
ideal synchronization and therefore a faster parallel computation speed. For
distributed computation, the situation is quite different. Computers
connected to a LAN or a WAN are usually heterogeneous, not
homogeneous. Hence, even if they are assigned to well-balanced subtasks
in synchronous distributed algorithms, many of the higher performance
computers still have to wait for computation results of the lower
performance computers, which generally lead to low computation
efficiency.

In sum, the computation performance can be affected by many
factors that interact in a parallel or distributed algorithm. To achieve an
ideal computation performance, the parallel and distributed algorithms
design should aim at specific parallel or distributed systems, and take load
balancing, granularity, data dependency, and communication features of
the given system into account. For instance, to further reduce the
synchronization penalty, the processors performance and communication
delays would need to be considered in the task allocation so that the entire
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system would be “algorithmically” balanced. To obtain an ideal
synchronization, the communication time delay should be taken into
consideration in the design of an algorithm.

2.6 ITERATIVE PARALLEL AND DISTRIBUTED
ALGORITHMS

The iterative approach is the most general solution approach to many linear
and nonlinear equations and is regarded as an efficient approach to parallel
and distributed processing of a wide range of engineering problems. Many
power system problems, such as load flow and state estimation, are well
suited for an iterative solution. To lay a foundation for the parallel and
distributed processing of power systems that will be discussed later in this
book, we here describe a general iterative process for parallel and
distributed computations.

Suppose we intend to solve the following fixed point problem with
either a parallel or a distributed system

x = f(x) 2.1

where xe XcR", f- X R'.Let Xy, X,, ..., X,, be the given sets,
wherem <n and X is the Cartesian product X = X; x X, x---x X, . For
any xe X, we write x=(x,x,,":-,X,,) where x; is the corresponding
element of X;, i=1,..., m. If f;: X — X, is a given function, we define
function [ X > Xas f(x)=(f1(x), f2(x),, [rn(X)),VxeE X. The
problem here is to find a fixed point on f such that x* € X and
x* = f(x"). Hence,

xizfi(xl""’xm)a Vizl,---,m. (22)

Equation (2.2) represents the component solution method of (2.1), which
provides a basis for the distributed iterative computation proposed below.

Suppose that there is an iterative method
x;= fi{x;,--+,x,), Vi=1---,m. Letx{(t) represent the value of x; at time
t. Suppose that at a set of times T = {0,1,2,...} one or more components x;
of x are updated by some of the processors of the distributed system. Let

T’ be the time at which x; is updated. We assume that the updated x; would
not have an access to the most recent value of other components of x, then
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X = i (@ (O)y X (T3, @), VEET i=1m. (2.3)
where rj- (t) represents the time when the jth component becomes
available at the updated xi(t) at time t. In addition rj- (¢) satisfies
OStj(t)St, VteT. For all times teT’, x; is fixed and

x;t+D)=x;(t), Vte=T ‘. In such a distributed environment there is no
requirement for a shared global clock or synchronized local clocks of

processors. The time difference (¢ - rj- (¢)) is viewed as a communication

delay. To give a specific description on synchronization we introduce the
following assumptions.

¢ Synchronous assumption: For any i, there is z'j. (t)y=t, Vj.

e Totally asynchronous assumption: Suppose T " is indefinite and
{t,} 1s an definite sequence of T ‘elements we have

lim 7} (2, ) = o, Vj.
k->»0

e Partially asynchronous assumption: Suppose there is a positive
integer M, and for each i/ and ¢ =0, {¢, t+1, ... , t+M-1} will have at

least one element which belongs to T " foralli,and VteT’, there is
t-M <ti(1)<t (2.4)
Then for alliand Ve T’ , there is
T;'. )=t (2.5)

The distributed iterative method (2.3) could be a synchronous,
totally asynchronous, or partially asynchronous iterative algorithm using
the respective synchronous, totally asynchronous, or partially asynchronous
categories discussed earlier. Some asynchronous algorithms have a faster
computation speed than their synchronous counterparts because they are
not required to cease for synchronization [Ber89].
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The iterative parallel and distributed load flow and state estimation
algorithms, which will be discussed in detail in Chapters 5, 6 and 7, are
designed according to the iterative model above. When we substitute (2.1)
with load flow and state estimation equations, the parallel and distributed
iterative algorithms discussed above become the corresponding parallel and
distributed load flow and state estimation algorithms.

2.6.1 Asynchronous Distributed Computation

The communications system is essential to power system operations, and
its reliability is critical for fulfilling the objectives of CCC, ISO, and RTO.
Many interconnections around the world have defined their minimum
operating reliability criteria, which require written operating instructions
and procedures for each control area to enable a continued operation of the
system during the loss of telecommunication facilities. In the event of a
total or partial failure or corruption of the communications network, it is
required that there further be an alternative communication system that is
tested periodically.

Area control centers are usually hundreds of miles apart, and data
transmission must pass through a number of converting procedures, with
some even relayed a few times. Therefore, time delays for the data
communication between area control centers are often very hard to predict,
although they are normally supposed to be within a certain limit.
Accordingly, if totally synchronous algorithms were used for the
distributed processing of power systems, the efficiency would be low. To
solve this problem, asynchronous algorithms are specially designed for the
distributed processing of DEMS.

Asynchronous distributed processing does not have to wait for the
data communication at every computation step, and the local computation
can proceed by using the information at hand. However, convergence
conditions of asynchronous algorithms are more stringent than their
synchronous counterparts because asynchronous algorithms require
convergence without waiting for the communicated data. In addition, since
there will be no need to wait for data communication, the design of
asynchronous algorithms will become quite different from their
synchronous counterparts.

Asynchronous algorithms can certainly be utilized under
synchronous circumstances. Moreover, in many cases, asynchronous
algorithms can obtain a faster solution speed than their synchronous
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counterparts without waiting for data communication; they can even get a
faster speed than their serial counterparts because of the possibility of
acceleration in asynchronization However, the asynchronous convergence
analysis becomes more complicated [Ber89]. Since strict convergence
conditions are to be satisfied, some of the problems cannot be solved by
asynchronous computation.

2.7 CONVERGENCE OF ASYNCHRONOUS
ALGORITHMS

Parallel iteration, such as the Newton method for load flow, updates
variables once at every iterative step. The synchronization scheme inside
parallel algorithms guarantees the proper convergence of the algorithms.
However, for some distributed systems it is difficult to realize the
synchronization because communication delays between processors are
hard to predict due to long-distance data communications. Even if the
synchronization can be realized, the computation efficiency could be very
low because processors have to spend a substantial amount of time for
synchronization. Asynchronous iterations can replace synchronous
iterations in this circumstance. However, the convergence of asynchronous
algorithms becomes problematic because the asynchronous iteration will
not wait for synchronization.

In most cases, asynchronous algorithms pose more stringent
convergence conditions than their synchronous counterparts. Generally, the
convergence analysis of asynchronous algorithms is very complicated.
Later we will explore in depth the convergence conditions for the
asynchronous parallel and distributed load flow and state estimation
algorithms in Chapters 5, 6, and 7. It is imperative to present a general
pattern for proving the convergence of asynchronous algorithms and
provide a set of the sufficient conditions that can guarantee the
convergence of asynchronous iterative algorithms, especially when applied
to some fixed-point problems as discussed in Section 2.6.

Suppose that there is a sequence of nonempty set {X(k)}, with
o Xk+D)cX(k)c---<c X which satisfies the following two

conditions:

e Synchronous convergence condition For any k and any x € X(k),
there is f(x) € X(k +1). Moreover, if {)*} is a sequence such that for

every k there is y* € X (k), then every limiting point of {*} is a fixed
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point of f. The synchronous convergence condition implies that if x
belongs to X(0), the limiting points of sequences generated by
synchronous iteration are fixed points of f.

e Box condition For every k, there are sets X (k) c X, so that
X(k)=c X|(k)x X,(k)x---xc X,,(k). Then this Box condition

implies that, by combining components of vectors in X(k), we obtain a
new element of X(k). For instance, if x € X(k)and xe X(k), then

we get an element of X(k) by replacing the ith element of x with the ith
element of X .

Accordingly, we present the following sufficient conditions for the
asynchronous iteration.

Asynchronous Convergence Theorem If synchronous convergence and
Box conditions hold, and the initial solution x(0)= (x,(0),---,x,,(0))

belongs to the set X(0), then every limiting point of {x(?)} is a fixed point
of f.

This asynchronous convergence theorem provides a foundation for the
convergence analysis of asynchronous load flow and state estimation
algorithms.

2.8 DISTRIBUTED PROCESSING OF VERTICALLY
INTEGRATED POWER SYSTEMS

A power system is conventionally divided into transmission and
distribution systems, which are distinguished by their voltage levels and
network structures. The transmission system is generally composed of
power plants and transmission lines ranging above 110 kv. The distribution
system is composed of distribution networks extending from the
transformers in substations to transformers at customer sides, with voltages
ranging below 35 kv. The transmission system usually has a meshed
network topology, while the distribution system usually has a radial
structure with a high resistance. One consideration for the separation of the
distribution system from the transmission system is that these two systems
have different concerns for the real-time monitoring and control. The real-
time monitoring and control of transmission system focuses on the system
reliability and security, while the real-time monitoring and control of
distribution system focuses on service qualities such as the optimal
reconfiguration of distribution networks.
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2.8.1 Distributed Processing of Transmission Systems

As we saw in Chapter 1, a CCC and a number of SACCs are responsible
for the secure operation of the entire vertically integrated power system.
The CCC is not necessarily located in a central place, but it is responsible
for the security monitoring and control of the whole system. A SACC can
be taken as an agent of CCC with limited rights and responsibility and is
only responsible for the monitoring and control of a local area assigned by
CCC. Figure 2.13 depicts the hierarchical and distributed processing of
transmission system.

As shown in Figure 2.13, together CCC and SACCs form a
hierarchical and distributed system. During the daily operation of the
system, CCC bypasses trivial events with minute effect on the entire
system and leaves them to associated SACCs, which are better equipped to
deal with local events. If coordination is needed for the optimization and
control of the entire system, CCC will send corresponding instructions to
individual SACCs according to their respective boundary conditions.

SACC

SACC; cCcC

SACC;

Figure 2.13 Hierarchical and Distributed Processing of Transmission System

The hierarchical and distributed transmission system may have an
irregular network topology as the system is irregularly partitioned with
different geographical distances among control centers. Besides, control
areas of SACCs may vary in size: computers at SACCs may be
heterogeneous, and communication links among SACCs may constitute
different communication media. The communication links between CCC
and SACCs are usually very long, and communication networks are a
crucial component of this distributed system. The hierarchical and
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distributed transmission system is shown in Figure 2.14, which is extracted
from Figure 2.13.

Computer at CCC

Computer at SACCi
Computer at SACC;

Computer at SACC,

Figure 2.14 Distributed Transmission System

Like CCC, a SACC is equipped with SCADA/EMS with the following
basic functions:

s Real-time data acquisition

e Real-time monitoring and control based on state estimation, load flow,
and security analysis

e Data communication with CCC

SACCs have greatly reduced the real-time computation and control
burden of CCC, since they deal with most events locally. The CCC, in turn,
focuses on monitoring and control of tie lines among control areas and acts
as a coordinator for the distributed computation and control of SACCs. As
CCC and SACCs complete a common task such as the load flow
computation in a distributed manner, the EMS at each control center
constitutes a distributed energy management system (DEMS) that performs
its functions based on the distributed system shown in Figure 2.14.

2.8.2 Distributed Processing of Distribution Systems

In the vertically integrated power system, the distribution system operator
(DSO) at the control center is responsible for the real-time monitoring and
control of the distribution system. A large amount of real-time data needs
to be processed centrally for this purpose. An alternative way to the real-
time monitoring and control of a distribution system is to adopt distributed
processing.
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As shown in Figure 2.15, the distribution system is comprised of a
number of distribution networks that are separate and independent
regardless of their interactions with the transmission system. A distribution
network operator (DNO) at a local control center operates a distribution
network, and the DSO and all DNOs constitute a distributed system as
depicted in Figure 2.16.

Distribution
Network i

. —— Power Station
Power Station

Distribution
Network j

Transmission
Network

Distribution
Network 1

Power Station

Power Station

Distribution
Network k

Figure 2.15 Networks of Distribution System

DNOi

DNOI DSO DNOj

DNOk

Figure 2.16 Distributed System of Distribution System

Rarely is there any physical connection among distribution
networks. Almost no direct communication occurs between DNOs, and
DNOs primarily communicates with the DSO.

A distribution network has feeders that are stemming out of
substations; there are several laterals along a feeder with branches that are
connected to loads. Therefore, a distribution network would have a tree-
like radial topology. Each feeder is monitored and controlled by a
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computer at DNO and the participating computers form a distributed
system as shown in Figure 2.17. Because every feeder tends to operate in
an open-loop state, there would be no direct communication among feeder
computers.

The distributed processing of distribution networks can be further
refined. A feeder usually would have a number of laterals, and these
laterals could be monitored and controlled by dedicated computers. The
distributed system has a radial topology, as shown in Figure 2.18, and the
representation of such distributed system is shown in Figure 2.19.

Feeder i computer

Feeder ! computer DNO computer Feeder j computer

Feeder k computer

Figure 2.17 Distributed System for Distribution Network

Lateral control i

Lateral control j

Feeder control

Lateral control k

Lateral control 1

Figure 2.18 Distributed System for Distribution Network

The DSO and DNOs use SCADA/DMS to fuifill their missions. One
main function of SCADA is to collect the real-time information from
customers and provide value-added information such as electricity price to
customers. Similar to the DEMS of transmission system, DEM can also
adopt the distributed processing to attain management flexibility and save
investments in communication networks.
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Computer for
lateral control i

Computer for
lateral control i

Computer for
feeder control

Computer for
lateral control k

Computer for
lateral control |

Figure 2.19 Distributed System for Distribution Feeder

2.9 DISTRIBUTED PROCESSING OF
RESTRUCTURED POWER SYSTEMS

2.9.1 Distributed Processing System of an ISO

With the restructuring of the power system, both CCC and ACCs are being
replaced by the ISO CC (control center) and the ISO SCCs (satellite
control centers). However, the computer system architecture for the
distributed processing system of a power system would almost remain
unchanged. The distributed processing system corresponding to Figure 1.5
1s shown in Figure 2.20.

e D
@S0

sccl

Figure 2.20 Distributed System for ISO

As required by the FERC Order 888, an ISO should establish a
cooperation mechanism with its neighboring control areas, or ISOs, in the
case of emergency. An RTO will act as the coordinator when
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geographically distributed ISOs cooperate in real time for the optimization
and control of a power system.

2.9.2 Distributed Processing System of an RTO

The purpose of establishing RTOs in the restructured power system is to
overcome pancaked transmission tariffs and to provide transmission
customers with better and non-discriminatory services. The creation of an
RTO signifies the unification of ISOs in restructured power systems. In this
sense, it would be essential for an RTO to adopt the distributed processing
for the real-time monitoring and control of a large-scale power system.
This is why we put more emphases on the RTOs’ hierarchical and
distributed computation and control in this book. The distributed
processing system of a RTO is depicted as in Figure 2.21.

RTO Computer >

Computer of Computer of Computer of

ISO 1 ISOk ISO1
SCC ScC SCC scC scc SCC
ia ib ka kb la 1b

Figure 2.21 Distributed System for RTO

In both the ISO and RTO control centers, EMS is the core tool for
the real-time monitoring and control of a power system. Therefore, the
implementation of a distributed computation and control of an RTO refers
mainly to the distributed implementation of EMS functions. In such a
complex hierarchical and distributed processing system, the hierarchical
optimization and control methodologies will be necessary for most
applications. Based on DEMS, the hierarchical and distributed pyramid of
an RTO is shown in Figure 2.22.

In restructured power systems, RTOs appear to be interconnected,
though their interactions are usually weak. However, with the rapid
development in power system, restructuring, weak interconnections among
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RTOs could become strong and the cooperation among RTOs could
become indispensable. This strong interconnection among complicated and
dynamical energy systems will prove essential in emergency conditions.

As required by the FERC Order 2000, an RTO should establish a
cooperating mechanism with its adjacent control areas or RTOs in the case
of an emergency. Similar to the cooperation among adjacent ISOs, when
multiple RTOs cooperate in the real-time analysis and control of a power
system, their cooperation can be based on the distributed processing system
of RTOs, as shown in Figure 2.23. To better coordinate the RTOs in an
interconnected power system, one RTO would need to be the designated
coordinator of the participating RTOs. The coordinator could be regarded
as a super RTO.

Tertiary
Level

Secondary
Level

Figure 2.22 Hierarchical and Distributed System for RTO

2.9.3 Distributed Processing of GENCOs, TRANSCOs, and DISTCOs

GENCOs, TRANSCOs, and DISTCOs may individually possess their own
computer networks for business purposes. For instance, a GENCO may
have several power plants that are geographically distributed in the power
system; a network of computers located at these power plants could be
instrumental to the operation and control of these plants as one entity and
to the information exchange among these member power plants. The
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establishment of such a computer network could even rely on the public
Internet for data communication. Likewise, when a TRANSCO has several
transmission companies, it may build up a dedicated computer network for
its own purposes. The distributed processing system of a GENCO or
TRANSCO would have an irregular network topology because power
plants of a GENCO and transmission companies of a TRANSCO may be
distributed irregularly in the power system.

Super RTO

RTOj >

Figure 2.23 Distributed System for RTOs

Unlike distribution utilities in vertically integrated power systems
which were responsible for the operational reliability of distribution
network, DISTCOs in restructured power systems may not be responsible
for the monitoring and control of the distribution system. Rather, the
distribution system is monitored and controlled by DNO (distribution
network operator). The distributed processing system shown in Figure 2.16
is suitable for the distributed computation and control of distribution
systems. Therefore, a DNO will execute the distributed computation and
control similar to that shown in Figure 2.23. A DISTCO would build a
distributed computer network to provide customers with more value-added
information and better services. A DISTCO could also execute a
distributed computation based on its own distributed system, which would
represent a new trend in the electric utility service management.

2.10 DISTRIBUTED ENERGY TRADING SYSTEMS

In restructured power systems, energy trading is realized through auction in
the power market. Energy producers and consumers submit their bids to the
power exchange for competition. Ancillary services are also auctioned on
OASIS at the ISO control center. Information exchanges between market
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participants and the power exchange is implemented mostly based on
computer networks, that is either the public Internet or the dedicated
computer network of the ISO. With the advancement of restructuring,
additional energy-trading brokers will appear in the power system, and this
will require extended energy trading systems for interfacing with market
participants.

2.11 COMPUTER NETWORKS FOR DISTRIBUTED
PROCESSING OF POWER SYSTEMS

In a restructured power system, an RTO/ISO could use the following four
types of computer networks for distributed processing:

LAN

ISO’s private WAN
NERC ISN

The public Internet

These four computer networks exhibit different performances when they
are used for distributed computation and control of power systems. The
main concern in selecting any of these networks is whether the data can be
transmitted with a satisfactory speed and level of security.

2.11.1 LAN

Since LAN can greatly facilitate resources sharing, most computers at
power system control centers are connected to a LAN. When used for
distributed processing, LAN could exhibit better performance and
efficiency than serial processing. For instance, when conventional EMS is
reorganized into DEMS, which is based on a LAN at the control center, the
performance and efficiency of EMS can be greatly improved. Because
LAN is an intranet, in most cases there will only be a limited data
communication on the network. It is perceived that the data communication
among individual computers on LAN is quite reliable. For instance, when
MPI is used for the distributed load flow computation on LAN, the
performance would be as good as a parallel machine using the same
communication scheme.

2.11.2 ISO’s Private WAN

The ISO’s private WAN is particularly built to interconnect the ISO’s
control center and all its subarea control centers for data communication.
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The major communication protocols for this intranet include OSI (open
system interconnection), ICCP (Inter-control center communications
protocol), and ELCOM (electricity utilities communication). OSI works
more effectively than TCP/IP for the online and distributed computation
and control because it does not use time tags. ICCP and ELCOM support
communications of various data such as measurements/analog values,
digital values, binary commands, analog and digital set points, and text
messages. The distributed computation and control applications such as
distributed load flow, distributed state estimation, and distributed voltage
control can also be implemented on this WAN since the ISO’s private
WAN uses wideband communication links, and data communications are
mostly limited to that between control centers.

2.11.3 NERC ISN

As required by NERC, an ISO must be able to quickly and reliably
communicate with neighboring security coordinators. The NERC ISN
(Inter-regional Security Network) is used for the ISO’s communication
with other NERC security coordinators, external control areas, and other
ISOs. An ISO has. access to the NERC ISN for the purpose of meeting the
NERC security coordinator requirements. The protocol used for ISN access
is ICCP which is known as IEC60870-6 TASE.2* and specifies database-
oriented communications methods. ICCP only specifies methods for data
transfer between utility control centers and will not be used for peer-to-peer
data communication. The ICCP could be used to support the distributed
processing of system security applications, based on the NERC ISN, such
as the distributed external equivalent and security analysis.

2.11.4 The Public Internet

Because of its ability to reach every site within power systems, the Internet
becomes the most convenient and useful facility for an RTO/ISO’s
distributed processing. TCP/IP provides the possibility for distributed
processing based on the Internet; the major issues here are the efficiency,
the reliability, and the security of data communication over the Internet.
The data transmission speed becomes the key issue because the
communication congestion often occurs randomly on the Internet. TCP/IP
was originally designed to transport data streams from one point to another
or from one application to another. Because TCP/IP streams use timers to

2 TASE.2 stands for Telecontro} Application Service Element Number 2. See Chapter 4 for
more details.
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detect the end of the stream of data, TCP/IP may sit idle for a moment
while it is waiting to see if more data will come through. However, for
applications that are not time-critical, the Internet is the best option for data
communications.

The process of data communications over the Intemet is described
more specifically as follows: Suppose that the SCADA data are to be
exchanged between two subarea control centers, namely SACC A and
SACC B. The SCADA data of SACC A will be first attached to a
company-owned router, which then sends out a single packet containing
the name of the Web site of SACC B to the nearest domain name server
that will translate the address. This packet will enter the Internet backbone
and core routers, which will figure out the optimal network paths; these are
paths that offer the least number of links and are least congested. The
packet leaves the backbone at the distant Internet network router and
reaches the FTP (File Transfer Protocol) server of SACC B. When this FTP
server acknowledges the data communication request of SACC A, the data
exchange between the SACC A and SACC B starts. SACC A may send
many packets of real-time SCADA data to SACC B that will acknowledge
the receipt of the data. This process is depicted in Figure 2.24.

SCADA Data
v

FTP Server SACCA
v

Router

Internet SACCB

Router
v
FTP Server
v
SCADA Data

Optimal Path “~-{ Router

Figure 2.24 Data Communication Over Internet
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As indicated in Figure 2.24, the key issue for efficient data
transmission over the Internet is to find the optimal communication path.
However, the problem is that for many applications the optimal path may
not meet the time requirement. For this reason, time-critical functions, such
as the online distributed load flow, are difficult to implement over the
Internet.

To improve the performance of data communications over the
Internet, ISPs (Internet service providers) offer many value-added services
for time-sensitive applications. First, the security of data transfer is
guaranteed by adding AH (authentication header) and ESP (encapsulating
security payload) in communication protocols. Thus, the integrity of data is
ensured. Second, the reliability of data connection is guaranteed by using at
least three backup paths in each switching node. Third, the time delay
experienced by a packet is guaranteed not to exceed a certain value that
depends on the service class and the features of communication links.
However, the issue is difficult to solve by only the IPSs. The data
transmission congestion on the Internet is random and mostly user-related.
As many users visit a Web site at the same time, the paths to this Web site
can become congested. For this reason, it is difficult to guarantee that time-
critical data will be transmitted continuously with satisfactory speed over
the Internet.

Certain security measures are taken to protect the data exchange
over the Internet. Generally, the Internet security infrastructure includes the
following three basic components

e A firewall to enforce the access policy
o Proxies to regulate services through the firewall
e Packet gateways to pass permitted packets through the firewall

The encryption and authentication are effective measures for the
data exchange security. However, these measures increase the complexity
of data exchange, so more processing time is used in exchanging the data
over the Internet.

The Internet can be used for many purposes: from generic
information sharing to the proposed distributed computation. Internet
interfacing with the SCADA system at the system’s control center might be
a favorable way to monitor the system, and the ATM (asynchronous
transfer mode) based data communication might be used for priority
controls of power systems [Sumi98, Meul98, Seri99, D0199]. Since the
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time delay in data communication over the Internet is acceptable for some
applications, studies of data transmission via the public Internet may help
determine which applications are suitable in terms of their time
requirements. Once these applications have been determined, some
applications could be moved from the ISO private network to the Internet,
and thus the data communications burden of the ISO private network
would be mitigated.

2.12 MESSAGE-PASSING INTERFACE

MPI provides specifications for message-passing libraries, and thus forms a
widely used message-passing standard for parallel and distributed
processing. MPI in fact has become the standard and most powerful
message-passing library for parallel and distributed systems including
massively parallel machines, SMP clusters, workstation clusters, and
heterogeneous networks. There are various implementations available from
vendors as well as in public domain. Some parallel machine vendors have
created their own MPI implementations that are capable of exploiting
native hardware features to optimize performance. MPI programs are
portable; there is no need for modifying programs when applications are
migrated to a different platform.

All processes in a message-passing system communicate by
sending or receiving messages. Programs designed using MPI must
explicitly identify all parallelism and implement the algorithms in terms of
MPI constructs.

In the following, we introduce the history and main functions of
MPI as we demonstrate the use of MPI for parallel and distributed
computation of power systems. We also discuss MPI attributes in order to
help readers comprehend the application of MPI to parallel and distributed
programming.

2.12.1 Development History and Features

MPI was developed through the efforts of many individuals and groups.
The objective behind MPI was to establish a practical, portable, efficient,
and flexible standard for message passing. Parallel and distributed
computing began to develop quickly in 1980s and early 1990s. When a
number of incompatible software tools for parallel and distributed
computing appeared with trade-offs between portability, performance,
functionality, and price, a need for a standard arose.



88 CHAPTER 2

In April 1992 the Workshop on Standards for Message Passing in
DEM (distributed memory environment) was held, which was sponsored
by the Center for Research on Parallel Computing in Williamsburg,
Virginia. The workshop discussed the basic features essential to a standard
MPI, and a working group was established to begin the standardization
process. A preliminary draft proposal was developed soon after, and the
working group met during November 1992 in Minneapolis. The MPI draft
proposal (MPI-1) from Oak Ridge National Laboratory (ORNL) was
presented at that meeting and the group adopted procedures and
organization to form the MPI Forum (MPIF). MPIF eventually included
175 individuals from 40 organizations, among these parallel computer
vendors, software writers, academics, and application scientists. A draft of
the MPI standard was presented at the Supercomputing 93 Conference and
the final version of MPI-1 was released at http://www.mcs.anl.gov/
Projects/ mpi/ standard.html.

MPI-1 can be used with C and Fortran languages, and the number
of tasks dedicated to run a parallel program is static, which means new
tasks cannot be dynamically spawned during run time. MPIF began
discussing the enhancements to the MPI standard in March 1995. In
December 1995, at the Supercomputing 95 conference, the Birds of a
Feather meeting discussed the MPI-2 extension issues. In November 1996,
at the Supercomputing 96 conference, an MPI-2 draft was made available
and comments were solicited. The MPI-2 document is available at
www.ERC.MsState. Edu/mpi/mpi2.html.

The key enhancements that have now become a part of the MPI-2
standard included the following issues:

e Dynamic processes: Removes the static process model of MPI and
provides routines to create new processes.

e One-sided communications: Provides routines for one-directional
communications; includes shared memory operations and remote
accumulate operations.

¢ Extended collective operations: Allows for non-blocking collective
operations and application of collective operations to inter-
communicators

s External interfaces: Defines routines that allow developers to create a
layer on the top of MPI, such as for debuggers and profilers.

e Additional language bindings: Describes C++ and Fortran90 bindings.
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e Parallel I/0O: Discusses MPI support for parallel 1/O.
2.12.2 Data Communication

In MPI, data communication is realized through the execution of various
communication routines. Most MPI communication routines require
programmers to specify a communicator as an argument. A communicator
or group is an ordered set of processes. Therefore, in the initialization
process, MPI first uses communicators and groups to define which
collection of processes may communicate with others. Each process in a
communicator or group is associated with a unique integer rank, which is
also referred to as a process ID. All ranks of a communicator or group are
contiguous and begin at zero. In the MPI communication, ranks are mainly
used by programmers to specify the source and destination of messages. In
parallel and distributed processing, ranks can also be used by applications
to conditionally control the program execution. For example, in a parallel
or distributed program, we can specify a code as “if rank=x do this” or * if
rank=y do that.”

MPI communications routines are specified in two categories:
point-to-point communication routines and collective communication
routines. These routines are discussed as follows:

Point-to-Point Communication Routines

MPI point-to-point communication routines are utilized for data
communications between a sending processor and a receiving processor.
The argument list of these routines takes one of the following formats:

Blocking communication

MPI Send (buffer, count, type, dest, tag, comm)
MPI_Recv (buffer, count, type, source, tag, comm, status)

Non-blocking communication

MPI Isend (buffer, count, type, dest, tag, comm, request)

MPI Irecv (buffer, count, type, source, tag, comm, request)

The arguments of these communication routines are explained as
follows:
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A buffer is the application address space that references the data to be sent
or received. In most cases, this is simply the variable name that is to be
sent/received. For C programs this argument is passed by the reference and
usually must be pre-pended with an ampersand.

A data count indicates the number of data elements of a particular type to
be sent or received.

A data fmype must use the data types predefined by MPI, though
programmers can also create their derived types. We should note that the
MPI types, MPI_BYTE, and MPI PACKED do not correspond to standard
C or Fortran types.

A dest indicates the send process where a message should be delivered, it is
specified as the rank of the receiving process.

A source indicates the originating process of the message; as the
counterpart of the dest, it also specifies the rank of the sending process.
The source may be set to the wild card MPI ANY SOURCE to receive a
message from any task.

The tag is an arbitrary non-negative integer assigned by the programmer to
uniquely identify a message. The send and receive operations should match
message tags. For a receive operation, the wild card MPI ANY TAG can
be used to receive any message regardless of its tag. The MPI standard
guarantees that integers 0-32767 can be used as tags, but most
implementations allow much wider range than this.

A comm represents the designated communicator and indicates the
communication context, or the set of processes for which the source or
destination  fields are wvalid. The predefined communicator
MPI COMM WORLD is usually used, unless a programmer is explicitly
creating new communicators.

A status indicates the source of the message and the tag of the message for
a receive operation. In C, this argument is a pointer to a predefined
structure MPI Status. In Fortran, it is an integer array of size
MPI_STATUS_ SIZE. Additionally the actual number of bytes received is
obtainable from status via the MPI_GET COUNT routine.

A request is used by non-blocking send and receive operations. Since non-
blocking operations may return before the requested system buffer space is



PARALLEL AND DISTRIBUTED POWER SYSTEMS 91

obtained, the system issues a unique request number. The programmer uses
this system assigned handle later to determine completion of the non-
blocking operation. In C, this argument is a pointer to a predefined
structure MP1_Request. In Fortran, it is an integer.

In the following, we present an example of point-to-point
communication. Suppose that in the distributed load flow computation,
SACC; and SACC; will exchange boundary state variables. For simplicity
but without losing generality, we assume that SACC; will only send the
magnitude of one boundary voltage variable. If the ranks of SACC; and
SACC; are assigned by the distributed system are x and y, respectively,
then SACC; and SACC; can use the following function calls to realize
synchronous communication:

SACC; MPI_Send (v, 1, MPI FLOAT, y, 8, comm)

SACC; MPI Recv (v, 1, MPI FLOAT, x, 8, comm, status)
SACC; and SACC; can use the following function calls to realize the
asynchronous communication:

SACC; MPI Isend (v, 1, MPI FLOAT, y, 8, comm, 5)

SACC; MPI Irecv (vp, 1, MPI FLOAT, x, 8, comm, 7)

Collective Communication Routines

A collective communication involves all processes in the scope of a
communicator, which are, by default, all members in the communicator
MPI_COMM_WORLD. Collective operations within a subset of processes
are accomplished by first partitioning the members into subsets and then
attaching each subset to a new communicator. Collective communication
routines do not take message tag arguments, and work only with the MPI-
defined data types and not with derived types.

Collective communication routines are mainly used for the
following three types of collective operations, which are all blocking:

e Synchronization processes wait until all members of the group have
reached the synchronization point
o Data movement broadcast, scatter/gather, all to all

e Collective computation one member of the group collects data from the
other members and performs an operation on that data
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Some useful MPI collective communication routines in C are listed
and explained as follows:

MPI_Barrier (comm): MPI Barrier creates barrier synchronization in a
group. Each task, upon reaching the MP1 Barrier call, blocks until all tasks
in the group reach the same MPI Barrier call. For example, this
MPI Barrier function call could be used to realize synchronization in
parallel and distributed processing of power system.

MP1_Bcast (buffer, count, datatype, root, comm): MP1 Bcast broadcasts a
message from the process with rank “root" to all other processes in the
group. For example, the CCC of a power system can use this MPI Bcast
function call to send a time signal to all the ACCs in the system.

MPI Scatter (sendbuf, sendcnt, sendtype, recvbuf, recvent, recvtype, root,
comm): MPI_Scatter distributes distinct messages from a single source task
to each task in the group. For example, the ISO can use this MPI_Scatter
function call to inform the ACCs about the different LMPs in each subarea.

MPI_Gather (sendbuf, sendcnt, sendtype, recvbuf, recvcount, recvtype,
root, comm): MPI_Gather directs distinct messages from each task in the
group to a single destination task. This routine is the reverse operation of
MPI_Scatter. For example, the ISO can use this MPI Gather function call
to collect the voltages of the pivot buses from ACCs in each subarea.

MPI_Allgather (sendbuf, sendcount, sendtype, recvbuf, recvcount,
recvtype, comm): MPI_Allgather concatenates data to all tasks in a group.
Each task in the group performs a one-to-all broadcasting operation within
the group. For example, in parallel load flow computation, if the load flow
equations are not well partitioned so that every processor needs to
communicate with all other processor for synchronization, this
MPI_Allgather function call could be used by each processor to reduce
communication times. Figure 2.25 illustrates this case. In each synchronous
round, every processor needs to communicate with other processors four
times when using point-to-point communication. However, with the help of
MPI_Allgather, each processor would only need a one-time MPI_Allgather
function call to complete the communication with other processors. So the
communication times are greatly reduced.

MPI Reduce (sendbuf, recvbuf, count, datatype, op, root, comm):
MPI_Reduce applies a reduction operation on all tasks in the group and
places the result in one task. For example, a GENCO can use this



PARALLEL AND DISTRIBUTED POWER SYSTEMS 93

MPI Reduce function call to control the entry productions of its
subordinated power plants.

processor i

MPI Allgather function call

processor j

processor k
MP]_Allgather function call

MPI_Allgather function call

processor

MPI_Allgather function call MPI_Allgather function call
- processor m

Figure 2.25 MPI_Allgather Application In Parallel Load Flow Computation

2.12.3 Attributes of MPI

In general, the procedure to execute the parallel or distributed processing
using MPI is comprised of the following four steps:
i) Include MPI head files
# include "mpi.h"
main(int arge, char *argv){
/
i) Initialize MPI computing environment
MPI Init(&argc, &argv);
MPI Comm_size(MPI_COMM_WORLD, &numprocs);
MPI Comm_rank(MPI COMM_WORLD, &pid);

iii) Parallelize computation and make message passing calls

If (pid==i) {

MPI _Send (buffer, count, type, dest, tag, comm);
MPI Recv (buffer, count, type, source, tag, comm, status);
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}

iv) Terminate MPI environment
MPI Finalize();
To further demonstrate the application of MPI to parallel and
distributed computation and to compile and execute MPI programs, we

consider a sample MPI program, parallel pi.c that uses the trapezoidal rule
to estimate Pi:

parallel pi.c source code

#include "mpi.h"

#include <stdio.h>

#include <math.h>

#define Pi 3.14159265358979323846264

double f(double x){
return (4.0 / (1.0 + x*x));
}
main(int argc, char *argv[]){
int i, n, done, myid, numprocs;

double h, y, Pi, mypi, sum;

MPI_Init (&argc, &argv);
MPI_Comm_size (MPI_COMM_WORLD, &numprocs);
MPI_Comm_rank (MPI COMM_WORLD, &myid);

n=20;
done = 0;

while (!dong)
{
if (myid == 0) {
if (n==0) n=100; else n=0;
}
MPI_Bcast (&n, 1, MPI_INT, 0, MPI_COMM_WORLD);

if (n==0) done=1;
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else {
h=1.0/(double) n;
sum = 0.0;
for (i=myid + 1; i <=n; i += numprocs) {
y =h * ((double)i - 0.5);
sum += f{y);
}

mypi =h * sum;
MPI_Reduce (&mypi, &P1, 1, MPI_DOUBLE, MPI_SUM, 0,
MPI COMM_WORLD);

if (myid==0) {

printf ("Pi is approximately %.16f, Calculation error is %.16f\n",
Pi, fabs(Pi - PI));
}

}
MPI_Finalize ();

Suppose that this parallel program is to be executed on a COW.
The MPI environment variables need to be set up properly, and a .rhosts
file needs to be created in the home directory, which lists the names or IP
addresses of the available computers on COW. In addition to the current
directory, there must be created a file, called mymachines, which lists the
names or IP addresses of the computers to be utilized for this parallel
computation. The parallel pi.c program can be compiled as follows:

$ mpicc -o parallel pi parallel pi.c
The compiling operation generates an executable parallel program
called parallel-pi. Suppose this program is to be executed by three

processors. Then it can be executed as follows:

$mpirun -machinefile mymachines -np 3 parallel_pi
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Then the following information will be shown on the screen: Pi is
approximately  3.1416009869231254, and calculation error is
0.000008333333332.

2.13 OTHER FORMS AND TECHNIQUES FOR
DISTRIBUTED PROCESSING

2.13.1 Client/server Architecture

Previously most enterprise applications were self-contained monolithic
programs that had difficulties in using data from other sources. These
applications were cumbersome to build and expensive to maintain because
for even a simple function change, the entire program had to be rewritten,
re-compiled, and re-tested. A client/server architecture has the scalability
and robustness required to support mission-critical applications throughout
the whole enterprise. Multiple users can visit the same file server
simultaneously. A typical three-tiered client/server architecture contains a
service tier, a data store tier, and a MMI (man-machine interface) tier. This
architecture is usually object-oriented, server-based, and database-driven
and is most suitable for Web-based applications.

File Sever

A file server is employed to store documents that can be accessed
by authorized or public users. In the early stages of distributed processing,
efficient data communication tools were not available, so a file sever was
often used to provide a mechanism for information exchange among
computers on a LAN. The file server mechanism was widely adopted by
many enterprises as an effective way to exchange intra-company
information. Figure 2.26 depicts a file server system where an electric
utility uses the file server to store common files that are accessible in
different departments.

This file server architecture had wide applications in the World
Wide Web. Public clients could browse Web pages provided by ISPs
(Internet service providers); clients could also publish their own messages
on the Internet by uploading their documents onto the Internet servers if
they are given the permission. The OASIS, as shown in Figure 2.27, is an
example of this application. Besides, various e-commerce platforms
including online energy-trading used file servers for information exchange,
which included e-mail and voice mail services.
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Figure 2.26 LAN with File Server
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Figure 2.27 Client/Server Architecture of OASIS

When a LAN was used for distributed computation, participating
computers had to write and read a common file saved on the server
machine. With the increasing number of computers on the network, the
efficiency of data communication of this file server architecture decreased;
this is because the shared file could be read by all users at the same time
but could be written by only one user at a time.

2.13.2 Network Programming
Network programming enables applications to retrieve any information

stored in a local network or in the Internet. When distributed processing is
programmed based on the Internet, no special hardware investment is
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needed for such applications. What users will need is a Web browser.
Network programming is an ideal way for a user to publish information.
For instance, the ISO publishes information on its OASIS Web server and
thousands of customers visit the OASIS Web site at the same time and at
various locations. Network programming can also be used for information
exchange on the Internet. For instance, a TRANSCO can communicate
with the ISO via email. When data communication time delay is no longer
a problem, as it is for data communication on the private WAN of ISO,
many computers on a network could be deployed in distributed processing.

2.13.3 Distributed Database

There are distributed systems other than those discussed in Section 2.2 that
are designed for special purposes. For instance, the information exchange
or distributed control of geographically distributed systems, with a regular
or an irregular network topology, employs one of the following two
communication schemes:

Distributed databases provide a mechanism for the information
exchange in distributed processing. A distributed database is different from
a centralized database as the latter provides data on one machine. A
distributed database is composed of separate databases distributed on a
computer network that are accessed by all permitted users. Information
exchange may also occur among databases; in other words, a computer in
the distributed database can access the data stored in other computers. Data
consistency is guaranteed by intrinsic properties of databases.

One advantage of a distributed database is that local databases are
used to store the local information in the system. Compared with a
centralized database, a distributed database can save capital investments in
communication networks with a higher security and reliability, since it can
restrict local faults within the corresponding subareas.

Each SACC of a power system collects the real-time data of its
subarea through its SCADA system, and stores the data in its local
database. Though the information exchange between the CCC and SACCs
is not actually based on a distributed database, as shown in Figure 2.28, the
local databases form a distributed database from the perspective of ISO.
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Figure 2.28 Distributed Database of Power Systems

Distributed databases can receive wide applications in power
systems. For instance, a GENCO with power plants distributed throughout
a power system can build a distributed database for information exchange
and management. A DISTCO with several branch companies could also
build its own distributed database.

2.13.4 Java Language

Java is uniquely suited for network programming. It provides solutions to
many issues that are difficult to solve using other programming languages.
Java applets have a higher level of safety than that of similar software
packages. Java makes network programming much easier. Java
applications and applet can communicate across the Intemet; this feature is
especially suitable for large-scale systems that are deployed over a large
geographical area. Java is portable and platform-independent; Web
applications are designed on various hardware and operating environments.
Java executes applications in a run-time environment called a virtual
machine. The virtual machine executes the platform-independent bytecode
that a Java compiler generates and is easily incorporated into Web
browsers or the kemel of the operating system. Java virtual machines and
Java API’s (application program interfaces) insulate Java programs from
hardware dependencies; this is why Java’s bytecode can run on a wide
range of platforms. Java applications can run on a variety of platforms
without modification.
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Java is also used for database programming. SQLJ is a way to
embed the SQL (structured query language) in Java programs and to reduce
the development and maintenance costs of Java programs that require
database connectivity. SQLJ provides a simple model for Java code
containing SQL statements. SQLJ offers a much simpler and more
productive programming API’s than JDBC (Java database connectivity) to
develop applications that access relational data, and it can communicate
with multi-vendor databases using standard JDBC drivers.
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Information System for Control Centers

3.1 INTRODUCTION

As we saw in the preceding chapters, the ISO acts as a security coordinator
for the entire control area, which is made up many subareas. Individual
subarea control centers perform AGC (automatic generation control) and
switching operations under the direction of the ISO. The transmission
system is usually owned by a group of transmission owners, and the
transmission capacity is limited by the physical characteristics of the grid.
With its primary mission of ensuring the reliability of the transmission
system, the ISO performs a wide range of functions. The ISO ensures that
all transmission customers receive non-discriminatory and equal access to
the transmission system under its jurisdiction and functional control. The
ISO is responsible for the coordination of energy transfers to maximize the
grid utilization in a manner that maintains the integrity of the grid. Besides
administering transmission tariffs, the ISO facilitates planning studies for
transmission expansion and generation siting.

To fulfill all these missions, the ISO should have a custodial trust
relationship with transmission owners when performing the following
functions:

¢ Maximizing transmission service revenues
o Distributing transmission service revenues to transmission owners

* Preventing damages to the transmission grid

101
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3.2 ICCS IN POWER SYSTEMS

Because the ISO has to perform many complicated and interrelated
operations, the ISO’s control center infrastructure has formed an integrated
control center system (ICCS), which is essentially an integrated
information system [Web01, Web07, Web10-11] and has the following
fundamental requirements:

¢ Flexible user interfaces to the ISO to view the system information, re-
dispatch resources, and monitor and coordinate the security of
transmission system.

e A reliable backup system to cover the possible loss of ICCS
functionalities, all the real-time functions of ICCS should remain
operational in any case of significant interruption;

e A distributed computing environment with LAN and WAN such that
there would be no restrictions on the geographical dispersal of
applications among ICCS computers.

e An application environment with adequate flexibility and what is
economical and easy to maintain and upgrade.

All ICCS applications must conform to mainstream computing
standards, and data communications of ICCS must conform to OSI
standards, in particular IEC 870-6 and TCP/IP (Transmission Control
Protocol/Internet Protocol) protocols.

ICCS consists of many interconnected elements and processes that
must function continuously and reliably. To meet the requirement for
reliability, ICCS is configured as a fully redundant distributed system so
that there can be no single point of failure among critical ICCS processing
units (PUs). Normally the ISO carries out its functions from a primary
control center that is equipped with an exactly identical backup control
center; these two control centers are equipped with the same ICCS
hardware/software functionality and configuration [Nie89].

The ICCS communications system is comprised of communication
interfaces and communication networks. Included are ICCS LANSs, the
ISO’s private network, the NERC’s ISN (Interregional Security Network),
and the public Internet. Specially designed firewalls are installed to
interface between these communications networks and to provide
protection from possible security threats occurring from external
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communication networks. Any data that are to be made public will be
obtained from the information storage and retrieval (IS&R) system of
ICCS via such a firewall. The IS&R system may consist of a commercial
database management system for accommodating the long-term archival
and retrieval of information produced by ICCS [Web01, Web10-14].

In this chapter we will discuss the configuration and services of
ICCS including electronic tagging services, and the utilization of UCA
(utility communications architecture) and ICCP (inter-control-center
communication protocol) by ICCS [Rob95].

3.3 ICCS CONFIGURATION

3.3.1 ICCS LAN

Recall that the ICCS is a distributed system based on LAN. Various
sophisticated ICCS applications are logically integrated on this LAN,
which consists of a number of PUs dedicated to particular functions.
Industry standards are used for the design and implementation of ICCS
hardware, software, and user interfaces to ensure interoperability and
software portability. This open architecture allows the addition of future
functionality and the replacement of hardware without disruption to the
initial ICCS. The LAN for this application comprises two parts: LAN for
ICCS applications, which is called the ICCS LAN, and LAN for ICCS
administration, which is called the ICCS administration LAN. The general
architecture of ICCS LANS is depicted in Figure 3.1 [Dyl94, Bla90, Bri91].

As shown in Figure 3.1, an ICCS LAN adopts a redundant
structure that consists of a primary LAN and a backup secondary LAN.
Each PU is connected to these two LANs at the same time. Obviously this
configuration provides a capability for meeting the specified availability
and reliability in a cost-effective manner. The ICCS LAN is connected to
the ISO’s administrative LAN via a firewall to isolate ICCS from the
administration systems LAN. The firewall provides the protection from
possible security threats occurring at the administration system LAN.
Various suitable user interfaces are provided for ISO operators to use ICCS
for viewing the power system information, to re-dispatch resources, and to
monitor and coordinate the security of power systems.

The ICCS function will be transferred automatically from a failed
PU to an alternative PU as a failure occurs. Certain failure logic is applied
to all PUs in ICCS. Each PU is at least monitored by another PU,
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configuration management software, or dedicated hardware so that
appropriate actions are activated as necessary. Dedicated detection
mechanisms are employed to detect software and hardware failures
throughout the entire ICCS and are used to supervise the whole process of
switching functions from a failed PU to a backup PU [Sko02].

Internet Access Server Administrative Systems

ICCS Administrative LAN

Router/Firewall

Router/Firewall

ICCS Secondary LAN

ICCS Primary LAN

Communication Server Router/Firewall

Redundant
Private WAN

Public Internet

Figure 3.1 Architecture of ICCS LANs

In the case of a LAN failure, the LAN functions will be
automatically transferred to an alternative LAN. The probability of two
simultaneous LAN failures is very small but when it happens, ICCS
functions at the ISO’s primary control site can be entirely transferred to the
ICCS at the ISO’s backup site. Functions of any failed communication
server would automatically be transferred to another available
communication server. Likewise functions of any failed peripheral will be
automatically transferred to another available peripheral. Any transfer will
set off an alarm that announces a function transfer.

3.3.2 Availability and Redundancy of ICCS

The ability of each ICCS component to perform its specific tasks under
normal conditions and during hardware and software failures is of
paramount importance to the ISO. Hence, sufficient redundancy is
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introduced in ICCS to guarantee that any single failure would only cause a
brief interruption in the availability of that function. A functional
processing interrupted by a failure would automatically be taken over by an
alternative processor. Functional transfers are completed automatically and
without any loss of data. Functions that were previously scheduled to be
executed during a functional transfer would automatically be executed right
after the completion of transfer.

A suitable redundancy should be provided at ICCS to prevent the
loss of any critical ISO functionality. One design option indicates that the
ISO could carry out its mission using a primary control center and a backup
control center that are located remotely from each other. These two control
centers have the same ICCS hardware and software functionality and
configuration. The backup ICCS is provided to cover those situations
where the loss of ICCS functionality could occur and last for an extended
period of time. ICCS is configured as a single fully redundant distributed
system so that there is no single point of failure among the critical ICCS
PUs. Normally the ISO operates from the primary control center, which is
continuously connected with an exactly identical backup control center.
The primary ISO periodically checks the condition of the backup ICCS and
keeps it initialized.

The backup ICCS is required to be in a ready condition without the
need for on-site personne! while in the standby mode. In contingencies the
backup ICCS is required to take over the entire functionality of the primary
ICCS within a fraction of a minute. Once the primary ISO is ready to return
to its normal service, it is initialized from the backup ICCS in order to
reflect the current state of the power system. For a short period of time,
both the primary and the backup ICCS need to operate in parallel as
functionality is transferred back to the primary ICCS.

Redundancy for reliability is achieved both locally at each site and
between the sites, as shown in Figure 3.2. ICCS LANSs at each site are
connected by a wide-band WAN communication link for coordinating the
primary and backup sites. Although this link could be thousands of miles
long and routers or bridges are installed at both terminals of the link, the
LANs appear to ICCS as a single local redundant LAN for all ICCS
processors.

For the sake of software reliability, ICCS applications data have a
backup version that can be automatically brought up as part of a restart or
transfer procedure. If a hot start-up is required, the start-up procedure will
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detect whether any data entry was lost and then notify users of the need for
re-entry of the data. The hot start-up procedure will also detect whether any
program-generated transaction was lost and when necessary will
automatically initiate the recovery procedure to maintain application
integrity [Web04-14].

Administrative LAN Administrative LAN
I
| pus || Firewan | [Frewan | [ pus |
] ] ] ]
ICCS LANs ICCS LANs

Router

Redundant High Speed Links

Primary Control Center Backup Control Center

Figure 3.2 Redundant Structure of ICCS

3.4 INFORMATION SYSTEM FOR ICCS

The functional configuration of ICCS makes the ICCS to be a centralized
information system that has the following features:

e Communication interfaces with a suitable firewall protection: these
connect to external computer systems and services.

o Processor/server interfaces via a LAN: this interconnects various
application functions.

e User interfaces: these consist of workstations, PCs and a rear
projection video display matrix.

e Peripheral support facilities: these include telephones, printers, copiers,
and fax machines.

As demonstrated in Figure 3.3, the ISO’s functions are part of ICCS
functions. The ICCS has the following major functions:

e Interfaces to communication networks connected to the ISO

e Communication services to collect and send information
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e Data exchange and processing of information between the ISO and its

participants

e Communications between the primary and the backup control centers

¢ Data models and databases for ICCS application functions.

e Information storage and retrieval applications used by other
applications to create records of important information and to find and
retrieve that information for use by ICCS applications, displays, and
reports [Web10-11].
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Figure 3.3 ICCS Functional Configuration

3.5 CCAPI FORICCS

ICCS users interact with ICCS through applications of executables, local
datasets, and public datasets. Local data are private to a particular
application and not a concern in plug-in interfaces. For the integration of
ICCS applications, what matters is the way an executable in one
application accesses another application’s public data, or the way an
executable exchanges messages with an executable in another application.
In general, as defined in CCAPI (Control Center Application Program
Interface [EPR96]), a runtime application space has a reference model as

depicted in Figure 3.4.
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There are two kinds of interfaces for applications to exchange
information: message bus interface and data access interface. The message
bus interface is a general message-passing interface that is used for
program-to-program exchanges. The data access interface provides shared
access to public data entities and is mainly used for program to dataset
exchanges. Based on the model for a run-time application space, a CCAPI
reference model for ICCS is depicted in Figure 3.5 [EPR96, Web04,
Web07, Webl0].

Message Bus Interface

/—\
/' Application '\

Executable Executable

Module ] [~ ~_—"| Module II

A’\LOCal Data/?

Public Data

\—/

A

Data Access Interface

Figure 3.4 Model for Run-time Application Space

3.6 INTERFACES FOR ICCS USERS

Because ICCS is an integrated and centralized information system, ICCS
users almost comprise all entities of a restructured power system, which
include the ISO operators at the ISO’s primary and backup control centers,
transmission owners, transmission customers, and other users as shown in
Figure 3.6. There are four departments of ISO, as shown in Figure 3.7, that
are the major ICCS users. The respective functions of these departments
are discussed next [Web10-14].
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Figure 3.7 ISO Departments Related to ICCS Activities

e Interfaces to System Operations. The system operations department
is responsible for the real-time administration of the ISO tariff, security
coordination, scheduling and coordination of control area generation,
operations support, transmission operational planning, and other
operations engineering activities. Tasks to be fulfilled by this
department mainly include real-time database maintenance and
applications,  technical operations, accounting and billing,
communications, and hardware and software platform support.

e Interfaces to Information System. The information system
department is responsible for all computer infrastructure activities,
including application programming, data models, user interface,
communications programming, and computer and communications
hardware, as shown in Figure 3.8. Basic functions that information
systems would provide include interfaces to communication networks
connected to the ISO control center, communication services to collect
information from and send information to various sources, data
exchange and processing of information between the ISO and its
participants, communications between the primary control center and
the backup control center, and data models and databases to be used by
the ICCS application functions.

o Interfaces to Customer Services and Training. The customer
services and training department deals with customers for scheduling
coordination, billing, and settlement questions, and providing
information to loads and suppliers. It also provides training function
for the ISO staff and for customers. The main functions are as follows:
administer and register transmission customer applications for the ISO
services, prepare procedure manuals for transmission customers,
conduct transmission customer training, conduct the ISO staff training,
coordinate meetings, coordinate transmission customer dispute
resolution, and monitor the power market.

e Interfaces to Financial Services and Accounting. The financial
services and accounting department handles the bookkeeping, billing,
settlements, and accounting functions of the ISO. It mainly has the
following functions: define the processes and procedures for
transmission service settlement, define algorithms and formulas for
accounting and billing, prepare transmission customers’ invoices,



INFORMATION SYSTEM FOR CONTROL CENTERS 111

administer electronic transfers of funds, and administer the ISO’s
business accounting and billing.

Data, Models, & Operations Hardware &
Displays Development Applications Software Platform
& Maintenance Support

ISO Information System

Communications Accounting Business Services Information
(External & LLAN) & Billing & Other System Tech
Applications Applications Support

Figure 3.8 ISO Information System Functions

The latest graphics display standards are adopted for user
interfaces in all ICCS functions. User interfaces and activities are normally
accomplished through window, tool bar, menu, and icon operations using a
mouse and keyboard. For convenience, consistent graphics standards are
applied to all displays. To let the data with similar appearances have a
consistent interpretation throughout ICCS, each function should be
consistent in its use of graphics, commands, menus, colors, point and click
procedures, and data entry.

In addition to the user interfaces discussed above, appropriate
hardware and software are provided for ICCS to interface with other
facilities including OASIS, time synchronization, and satellite
communications backup, among other telecommunications services. The
OASIS node of ICCS would meet FERC Standards and Communications
Protocols (S&CP), and utilize both the public Internet and the ISO private
intranet to interface with transmission customers. In other words,
transmission customers can choose to use the public Internet or the ISO’s
private intranet to conduct business on OASIS, which requires the ICCS to
support identical applications running over both the public Internet and the
private intranet. Besides, interfaces to other communications service
applications such as public telephone, NERC hotline, fax, weather services,
voice recorder for system operations, and accounting and billing with the
capability to e-mail conversations are also provided.
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3.7 ICCS COMMUNICATION NETWORKS

The ISO provides the necessary components for ICCS communications
infrastructure. In addition to ICCS LANSs discussed in Section 3.1, the ISO
would mainly use the following three types of computer networks to
support various communication functions and services of ICCS:

e [SO’s private WAN
e The public Internet
e NERC’s interregional security network

These three networks are WAN computer networks. This section provides
a general overview of the relationship between these three supporting
communication networks and the corresponding ICCS functions [Web10-
12, Webl14].

3.7.1 Private WAN of the ISO

The ISO’s infrastructure includes a private WAN that is dedicated to the
ISO’s participants. This network is primarily used for exchanging the data
between ICCS and transmission owner control centers and serving the
ISO’s transmission customers. This private network is particularly built to
interconnect the ISO’s control center and all its member control centers
which are irregularly distributed in the ISO’s control territory. As part of
this private network, a wideband link is utilized to connect the ISO’s
primary control center and the backup site. From the viewpoint of the ISO,
this private network is a kind of intranet. All the ISO members’ control
centers would have access to this private intranet. Though it is also
available to transmission customers, power exchanges, and regional
reliability councils, this private intranet is principally used for data
exchange between ICCS and the ISO members’ control centers.

The structure of the private intranet can be of any form determined
by the ISO according to its specific relation with its member control
centers. Because the ISO members’ control centers are usually irregularly
distributed in power systems, and interconnected by different
communication links, the structure of the ISO’s private intranet can be
quite irregular. Figure 3.9 shows a possible star type of structure for the
ISO’s private intranet. The reliability of the computer system in Figure 3.9
is often enhanced by a mirrored architecture across the two centers. This is
analogous to the reliability of the ISO’s private intranet, which consists of
two separate networks: the primary WAN and the secondary WAN. This
redundant configuration is illustrated in Figure 3.10.
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Figure 3.9 Architecture of the ISO’s Private WAN
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Figure 3.10 Redundant ISO Intranet Configurations

Normally the primary WAN is connected to the primary ISO’s site
and the secondary WAN is connected to the backup ISO’s site. ICCS
supports an access to redundant WANs from either the primary or the
backup ISO’s sites, regardless of the location of system operators or active
PUs. A PU located at the primary ISO’s site would have access to the
communication server connected to the secondary WAN if the primary
communication server fails or the primary WAN becomes unavailable, and



114 CHAPTER 3

vice versa. The two ISO’s control centers coordinate their operations to
ensure that at any time one site could operate in the primary mode, and the
other in the backup mode. The same criterion applies to any operating PU
and its complementary PU at each control center [Raj94].

Extensive data exchange would take place between the ICCS and
the ISO members’ control centers. An ICCP is used for ICCS to support
the system monitoring and transaction processing [Eri97, Rob95, Vaa0l].
Traditional real-time data are exchanged between the ISO and its members’
control centers; these data are also accumulated for the historical storage,
planning, and analysis. General messaging applications such as messaging
communications, curtailment instructions, and dispatch requests are
supported by this private intranet. Functions for file transfers are also
supported, since common Internet applications such as Web servers, FTP
servers, and e-mail servers are implemented over this private intranet.
Likewise the dissemination of accounting information and time-related
schedules such as planned generation schedules, transaction schedules, and
ancillary service commitment schedules are supported.

3.7.2 NERC’s Interregional Security Network

The NERC’s interregional security network (ISN) is used for the ISO’s
communications with other NERC security coordinators, external control
areas, and [SOs. As required by NERC orders, an ISO must be able to
quickly and reliably communicate with neighboring security coordinators.
The ISO has access to the NERC ISN for the purpose of meeting the
NERC security coordinator requirements. The protocol used for ISN access
is ICCP, which will not be used for peer-to-peer communication among
transmission owners or between transmission owners and the ISO. The data
exchange between the ISO and other security coordinators would support
system security applications. When necessary, the ISO can also
communicate with external control areas via the NERC ISN [Webl11].

The ISO accesses the NERC ISN to collect real-time data from
external control areas and to provide real-time data to other NERC security
coordinators and external control areas. In many cases System Data
Exchange (SDX) is also used to provide data exchange between the ISO
and other security coordinators.

Figure 3.11 provides general diagram that shows how the three
communications networks discussed above are interrelated and how they
interface with the network users. The dotted communication lines between
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the ISO’s private WAN and the power exchange, regional reliability
councils (RRCs) and transmission customers point out that these
communication links are optional, because they can normally access the
ISO through the public Internet.

ISO Primary Control ISO Backup Control
Center Center
ISO Private Intranet Public Internet NII;]EIC

Transmission
Owners & Power Transmission|| NERC SCs | |Other Control| | Other ISO
GCAs Exchange Customers & RRCs | |Areas & ISOs| |participants

Figure 3.11 ICCS Communications Networks
3.7.3 Public Internet

The public Internet is the most common tool for the ISO to communicate
with power market participants and OASIS. As a kind of public utility, the
public Internet can be accessed by anyone who has been given an
appropriate access authorization. For security reasons, suitable firewalls are
built to prevent any unauthorized access to the ISO’s control center via the
Internet.

The ISO provides access for its member using both a private
intranet as well as the public Internet. All services that are implemented on
the ISO private intranet, including ICCP communications, are also made
available over the Internet using the same communication and data
processing applications. In addition to supporting access for its members to
ICCS core services via the Internet connections, the ISO uses the Internet
for more traditional administrative applications such as accessing Web
sites, exchanging e-mails with non-member organizations, and
downloading data files using FTP. However, consoles on the ICCS LAN
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and workstations on the administrative LAN will require the Internet
applications for the completion of their daily functions and services.

Generally, transmission customers can access the ISO either via
the ISO’s private network or via the public Internet. Transmission owners
and generation control areas normally access the ISO via the ISO’s private
intranet, but in the event that private intranet is not available, the
communication will be via the public Internet. This switching process is
quite automatic as identical software tools and services are provided by the
ICCS for users to operate on these two networks.

3.8 ICCS TIME SYNCHRONIZATION

Since the concept of time is most critical to the ISO, satellite control
centers, and power market participants, the system time at either the 1SO
control center or its satellite control centers is maintained locally using
global position system (GPS) timeservers. ICCS is equipped with a time
facility to determine the universal coordinated time (UCT), which is
obtained from the global positioning system (GPS) satellite constellation.
The ICCS 1is able to correctly interpret and distribute time stamps on time-
sensitive data regardless of the local time zones to which the data applies.

Specifically, the ICCS time synchronization includes computer
time synchronization, network time synchronization and OASIS time
synchronization as discussed next [Web07, Web10-14].

e Computer time synchronization. Each of ICCS computers maintains
a common internal calendar and 24-hour clock time. All applications
on any of these computers are required to take into account any time-
related issues such as local date and time that are shown on all displays
and reports. When necessary, a single point adjustment is performed to
keep the time synchronized.

s Network time synchronization. The ICCS network time is maintained
for all component elements of ICCS. Distributed time services are used
for synchronization among computers in the ICCS network. Every
computer on the network periodically synchronizes to the time server,
and all network computer clocks are automatically synchronized to
within one microsecond of the time standard. When the time
synchronization service is unavailable, the users can manually update
the computer clock through the user interface. If a computer’s internal
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clock and the time standard differ by more than an adjustable amount,
an alarm message will be set off to inform the operator.

¢ OASIS time synchronization. The OASIS time synchronization is
implemented by using the network time protocol (NTP) or by using
other standard time signals such as GPS. Through time
synchronization, the time stamps of all transactions on the same
OASIS node can be accurate to within + 0.5 seconds of the standard
time.

3.9 UTILITY COMMUNICATIONS ARCHITECTURE

The integration of various power system applications was extremely
complicated and costly because individual power system commercial
software vendors had designed proprietary communications systems for
their own products. To solve the problem of by providing a standard
communications architecture for both electric utilities and vendors, in the
late 1980s, EPRI initiated a project called Integrated Utility
Communications (IUC) as a first step toward creating the necessary
industry standards. The Utility Communications Architecture (UCA) is one
of the IUC activities.

The objective behind the UCA effort was to build an information
architecture that could meet the communication needs of electric utilities.
At the beginning, UCA was used to clarify the types of information that
electric utilities would need to communicate and the ways they would
communicate; as these issues were resolved, UCA could be used to identify
the types of protocol that utilities would use to perform these functions.

The long-term goal of UCA is to build an architecture that has
vendor-independent communication tools, easily expandable services, and
enterprise-wide access to the real-time information. To avoid the
development of a utility-specific communication protocol, UCA has
incorporated several existing international standards and technologies.
Since no single transport protocol is perfect for all applications, UCA
provides several protocols within communication layers from which
vendors and integrators can choose to suit their different applications. A
manufacturing message specifications (MMS) protocol serves as the
application protocol for all applications [I[EEEO1].

UCA represents several advantages for utility operations. First,
UCA facilitates integrations and allows utilities to choose the best-in-class
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equipment for their specific tasks. Second, UCA facilitates the use of
distributed measurement, control, and communication schemes, and thus
provides an alternative to all-in-one-box solution that usually provides
more functionality than necessary. For instance, when a traditional EMS is
replaced by an OFDEMS (open functional distributed EMS) [Wang97],
which has several computers on a LAN, feasible EMS applications would
increase. Moreover, if the LAN is fast enough, the distributed processing of
OFDEMS applications would be practical. Third, depending on the
communication specifications on a WAN, UCA can allow users’ access to
real-time data for certain functions. Thus system operators, planners, power
brokers, and finance personnel can all benefit from the availability of the
real-time information [EPR96].

3.9.1 Communication Scheme

The data communication in UCA is based on the seven-layer model of the
OSI, which is a general model for network communication developed by
the International Standards Organization. This model shown in Figure 3.12
is composed of seven separate layers with distinct functionalities.

Layer 7 Application
v
Layer 6 Presentation
v
Layer S Session
v
Layer 4 Transport
v
Layer 3 Network
v
Layer 2 Data Link
v
Layer 1 Physical

Figure 3.12 OSI Seven-Layer Model

More specifically, the OSI stack of seven layers is grouped into the
following three sets of profiles:
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¢ A-Profiles. Including application, presentation and session layers,
which decide on the information packaging and format. In the
presentation and session layers some necessary tags are added to the
data that will be recognized by the communication protocol at the
receiving end.

e T-Profiles. Including transport and network layers. The transport layer
ensures a reliable message transfers across the network, and the
network layer provides addressing and routing functions to allow the
connection of multiple network segments to larger networks.

e L-Profiles. Including the last two layers of the stack, namely data-link
and physical layers. The data-link layer controls the access to the
network media, and the physical layer specifies wires, voltages,
connectors, and other physical attributes of the system.

In the communication process, this seven-layer model will function as
follows: At the sending end, the data generated from certain processes
enter the application layer first, proceed through all layers to layer one, and
then traverse across communication links to the receiving end. At the
receiving end, the data make its way up through all the seven layers.

This seven-layer OSI model has been used for various networking
schemes, such as TCP/IP, Microsoft, Novell, DNP, and UCA. Because of
the prevalence of the Internet, most routers and gateways on networks are
usually set up to deal with TCP/IP rather than OSI. TCP/IP was originally
designed to transport data streams from one point or one application to
another. Because TCP/IP streams use timers to detect the end of the data
stream, TCP/IP may sit idle for a short while in awaiting the arrival of
additional data. These time lags may be unacceptable for many time-
critical functions of electric utilities. The OSI stacks are oriented toward
packets rather than streams. These packets have a clear beginning and end
signals. If a client receives an incomplete packet, it will be simply
discarded and a new one may be requested at the same time. Hence, a
client will not sit idle while awaiting the rest of the information. For this
reason, OSI suits time-critical communications better than the TCP/IP.

The UCA component communication is illustrated in Figure 3.13,
where the WAN could be the ISO’s private WAN, the NERC ISN, or the
public Internet. Every component could have a LAN as shown in Figure
3.14 [EPRY96, Vaa0l].
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Figure 3.13 UCA Component Communications
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3.9.2 Fundamental Components

UCA has four major components: manufacturing message specifications
(MMS), common application service model (CASM), generic object
models for substation and feeder equipment (GOMSFE) and ICCP
[EPR96, EPR(1a]. All are described in this section.

MMS. is an internationally standardized messaging system as defined in
the Intermational Organization for Standardization 9506. It is the
application-level messaging protocol which is used for real-time data
exchange applications; it is also applied to a real-time networked data
exchange and supervisory control. MMS is very robust and has the
capacity to perform functions that are requested by utilities. As a top-level
application in the seven-layer data communication model, MMS is
independent of transport layers that are located below it. No matter what
networking protocols are used, one UCA compliant device always provides
MMS at the application level to other devices on the network, which makes
the integration of network components much simpler. Therefore, MMS has
emerged as a protocol for implementing the UCA functionality. Whereas
UCA was concerned with identifying functions that utilities would like to
perform, the UCA 2.0 version is more concerned with methods and
languages that allow devices from different vendors to work together in an
electric utility substation.

CASM. gives the details of the processes that a communication service
must follow within UCA, and defines these within the step-by-step logic
flow of UCA operations. CASM does not specify protocols for executing
services and thus is independent of any protocol. UCA maps services to
MMS when it needs to perform actions specified in CASM.

GOMSFE. defines information categories, hierarchy, and naming
conventions for the electric utility substation, and it therefore serves as a
dictionary of names for equipment and functions within a substation. An
IED (intelligent electronic device) in a substation will have all of its data
and functions available to respond to these names. For data to be viewed,
the location of the data within the organizational hierarchy of GOMSFE
must be provided. The data in UCA is set up in a series of groupings like
file folders. The names of these folders and their information are listed as
follows:

¢ Remote terminal unit
e Measurement unit
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Load tap changer controller

Capacitor bank controller

Switch controller

Automated switch controller

Circuit breaker controller

Re-closer controller

Bay controller

Power monitor

Distribution feeder protection and control

138 kV transmission line protection and control
345 kV transmission line protection and control

The hierarchy of data proceeds from the top application level of the seven-
layer data communication model. Any protocol functioning in this layer
must be able to handle this organizational structure and services. The basic
organizational scheme can be described as follows: Say the voltage VBX
of bus X is required for a commercial application. A device with a unique
alphanumeric code should exist on the network with a domain like
Power_serverS within this device. There would be a set of information like
MVM within this domain, within MVM there would be another level of
classification such as MVMX, and within MVMX there could be another
level such as MVMY. Suppose that VBX is within MVMY, then VBA can
be accessed at the following address:

Domain = Power_server5
Object Name = MVM$SMVMXSMVMY$VBX

GOMSEFE also defines the way information will be provided. For a voltage
measurement, a device can provide it as an integer or a floating-point value
in the appropriate unit and format. The domain name is used here instead
of the physical address of the device. There could be multiple domains at
one physical address, as this allows a user to create several logical devices
within one physical device on the network.

ICCP. specifies database-oriented communication methods within UCA.
It is particularly designed for data communication between power system
control centers. ICCP is known as IEC60870-6 TASE.2 (Telecontrol
Application Service Element Number 2) [Eri97]. ICCP provides methods
for the data transfer between utility control centers and defines UCA
services in terms of MMS in the application layer. ICCP uses neither
CASM nor GOMSFE. Compared with CASM and GOMSEFE, which deal



INFORMATION SYSTEM FOR CONTROL CENTERS 123

with data in a device-centric view, ICCP defines the data similar to those in
a SCADA system. ICCP is defined in terms of the client-server model of
ISO/IEC 9506, and is modeled as one or more processes operating as a
logical entity that perform certain communications [Gre92]. For example,
for a model of a control center that includes several different classes of
applications such as SCADA/EMS, DSM/load management, distributed
application, and man/machine interface, the logical relationships of ICCP
to the control center applications is that depicted by Figure 3.15.

Control Center A Control Center B

SCADA/EMS SCADA/EMS
Applications \ Applications
DSM/Load

DSM/Load

Management |«g—p »| Management

OO~
e XoRe N

Distributed
Applications

Distributed
#| Applications

Man/Machine / \ Man/Machine

Interfaces
Interfaces

Y

Figure 3.15 Relationship between ICCP and Control Centers

3.9.3 Interoperability

Previously one vendor could place bus X’s voltage VBX in a register
named XXXX when implementing DNP; other devices on the network
such as RTU and PLC would need to be programmed with the location of
this information. When a new vendor’s product that uses the register
YYYY to place voltage VBX of bus X is added to the network, all PLC,
RTU, and the like, must be reprogrammed. There is no interoperability in
this situation, since extensive changes have to be made to the existing
system for each new device. Now with UCA 2.0 the integration of various
products from different vendors becomes much easier. UCA solves this
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interoperability problem in the product design phase by applying many
new integration-friendly concepts [EPR96, Web10-14].

Instead of specifying a register name for the VBX voltage of bus
X, a variable named MVMSMVMXSMVMYS$VBX is used for all devices
on the network. Since every device refers to the data in the same way,
reprogramming becomes unnecessary after a new vendor’s product has
been added. A UCA client can extract a list of self-describing objects from
the server that it is trying to access; these objects detail the information and
services the server can provide or perform, and thus reduce the need to
specify how the clients should interact with servers. On the other hand,
because of the separation of T-profiles from A-Profiles, a UCA client can
be developed independently of the precise T-profile used. This implies that
the client can access a device in the exact same manner because the
difference in the T-profile is isolated from the application. UCA 2.0,
CASM, and GOMSEFE allow for more functions to be implemented in a
standardized manner rather than just registering the exchanged value.
Because MMS is the common language for all applications, new
instructions for each involved device do not need to be translated, although
instructions on how to use the new services would need to be provided.
Moreover, the protocols used within UCA are international standards. They
are well established and defined, and they benefit from economies of scale
and a common knowledge base. Moreover the self-describing services of
UCA greatly simplify the communication among devices.

EPRI and electric utilities sponsored a number of meetings where
vendors of UCA compliant devices interoperated on an Ethernet LAN. For
instance, the AEP LAN Substation Demonstration Initiative was a UCA
proof-of-concept program centered on the substation. AEP installed a
unified power flow controller (UFPC) at its Inez 765 kV station and
utilized the UFPC to handle communication between the Inez station, six
remote stations, area dispatching, and the corporate office [Edri98]. The
communication medium was 10 Mbps Ethemnet on a switched hub or 100
Mbps on a shared hub. To ensure timely response to control commands, a
priority mechanism was implemented to give Inez LAN traffic the highest
priority at each routing node on the AEP system WAN.
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3.10 ICCS COMMUNICATIONS SERVICES

ICCS provides various communications services to support data exchange
applications. Figure 3.16 shows the services used by participants to
communicate with ICCS [EPR96, EPRO1b, Cau96, Web10-14].
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Figure 3.16 ICCS Communications Services
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One of the main objectives of these communications services is to
ensure the interoperability across computing platforms as ICCS,
transmission owners and transmission customers usually operate on
different computing platforms. Moreover, a group of application interfaces
that are necessary to automate the data exchange process are provided. The
applications of each service are discussed next.

ICCP. As a special communication protocol, ICCP is mainly used to
support data exchanges composed of values associated with fixed time
increments. Practically, ICCP is used for a real-time data exchange
between ICCS and transmission owners and satellite control centers,
external control areas and other entities, as illustrated in Figure 3.8. ICCP
can also support certain messaging types of applications.

TCP/IP. As a popular industry standard protocol for data transmission
among computer sites, TCP/IP is also used as the communications service
standard for ICCS and information systems LANs. A dedicated addressing
domain is used for the communication services including, FTP, Web
services, e-mail, and ICCP among other special communication services.

HTTP. As a support for information distribution, HTTP based on WWW
servers is installed on ICCS LANs. HTTP functionalities are included in
Web server tools. All activities occurring on Web servers, including data
snapshots, are date and time stamped. The Web support tools also interpret
HTML, and thus ensure the interoperability among heterogeneous systems
in a network.

E-mail. As a convenient tool for users to send and receive messages at
different sites of the public Internet, e-mail services are provided by ICCS
for all ICCS users. Usually the SMTP and POP3 are implemented to
provide mail-handling services for all e-mail clients. Auditable e-mail is
provided as a means by which a process is initiated, tracked and archived.
Both functions belong to non-interactive messaging and thus can take
advantage of many existing standard software packages.

FTP. As a standard Internet protocol for data exchange among computer
sites, FTP is used for the exchange of data both into and out of ICCS. ICCS
can receive data files from user sites by downloading or being uploaded
using FTP. ICCS users can receive data files similarly from ICCS. The
privacy of FTP data exchanges is ensured by providing the necessary
security measures like the user authorization password.
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NERC SDX. The NERC SDX is developed for data exchange between
ICCS FTP and NERC FTP sites via the Internet. NERC SDX also provides
the mechanism for retrieving data files from NERC for the calculation of
ATCs and PTDFs. NERC SDX provides the means for security
coordinators to enter data on the peak load information; net exports and
imports; operating reserves; and generation and transmission outages.

OASIS. OASIS is the communications system used by the power industry
for the coordination of transmission services over the public Internet. All
businesses associated with transmission services are conducted on OASIS
nodes. ICCS LAN has a special node for OASIS. The OASIS input system
provides pre-validated re-dispatch and ancillary service bids, as well as
generator parameters and other information to ICCS. ICCS also provides
some information to OASIS which includes ancillary service commitments
and other data needed to support transmission service functions and
participant information requirements.

3.10.1 Other Communication Services

Certain ICCS messages, which must be acknowledged and audited by the
recipient, use ICCP to transfer messages other control centers. The
messaging applications include: control functions, generation re-dispatch,
voltage schedules, transmission loading relief, and the ISO’s reserve
sharing. The messaging process consists of the following steps:

¢ An instructive message is sent from the ISO to a designated satellite
control center.

e The designated satellite control center confirms the receipt of the
message from the ISO by sending confirmation back to the ISO.

e Messages involved in the first two steps are structured to allow
intelligent processing and analysis. For instance, any error in the
transaction process will generate alarms at the sending site.

3.11 ICCS DATA EXCHANGE AND PROCESSING

ICCS provides a group of functions for data exchange and processing. This
section will discuss how these functions are realized by utilizing the data
communication services discussed above.
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3.11.1 Real-Time Data Processing

Through ICCP, power system real-time data can be transmitted from
transmission owners’ computers to ICCS. These real-time data include but
not limited to the following [Cau96, Web01, Web10-14]:

2-second status data

5-minute status data

10-second analog data

60-second analog data

15 minute, 30 minute, and hourly digital data
On-demand digital data.

In the SCADA system, the 2-second status data are reported by
exception, and 5-minute status data and all digital data are transmitted
within a predetermined time window. Usually every five minutes, the ISO
prepares and deposits a file containing the results of the state estimation for
each transmission owner and other NERC security coordinators. The file
appropriate to each transmission owner is placed in the transmission
owner’s designated directory following the execution of state estimation.
ICCS sends the data via ICCP to transmission owners and other entities
that are connected to the ISO’s private network. Data formats conversion
applications will be invoked if the format of the incoming data is different
from that of the local database. A network status processing application
detects abnormal circuit conditions by automatically analyzing the network
model database. Usually every five minutes, the ISO prepares and deposits
a file containing the results of the state estimation for each transmission
owner and other NERC security coordinators.

3.11.2 Transaction Scheduling and Processing

Transmission customers post their service requests to the OASIS Web
server, and within a predetermined time limit, service confirmations will be
published on the same OASIS Web server by the ISO. All of these requests
and confirmations are accessible by transmission customers, whether they
were issued over the public Internet or the ISO private network. ICCS uses
a directory structure and a file naming convention to identify each schedule
and its time association. Schedule files are sent to the ISO’s FTP site
according to the directory structure and file-naming convention, and at the
same time an e-mail message will be sent to notify ICCS that the schedule
has been deposited at the ISO’s FTP site. Transmission owners must also
send their maintenance schedules to the ICCS for approval. These
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transactions use the standard FTP with auditable e-mail techniques.
Requests for ancillary services are also posted to the OASIS Web server by
transmission customers requiring ancillary services. Ancillary services
schedules are approved and posted on the OASIS Web server by the ISO.
Whether they are issued over the public Internet or the ISO private
network, all bids and schedules are accessible by transmission customers.
In addition, billing data are transmitted to transmission customers by ICCS
on a daily basis. On a monthly basis, ICCS transmits an invoice to each
transmission customer by attaching the invoice to an auditable e-mail
message. Appropriate user authorization security measures are provided by
ICCS to ensure the privacy of the billing and invoice data.

3.11.3 Generation Unit Scheduling and Dispatch

Unit commitment schedules are usually prepared to cover the entire ISO’s
operating time horizon, which is up to two weeks in the future (i.e., the
current day and the next 13 days). Unit commitment schedules consisting
of availability status and desired MW output are prepared daily or even
more frequently when necessary by each generation’s control area. On a
day-ahead and hourly basis, generation owners use ICCP to submit
generation bids to the ISO. At a designated deadline within the hourly time
window, ICCS uses the ICCP to retrieve these bids from each generation
owner. All bids will be posted on the OASIS. Depending on the outcome of
the generation re-dispatch processing of bids by ICCS, it may be necessary
for generation owners to send a re-dispatch schedule to the generation
control area. Generation unit owners must also send their maintenance
schedules to the ICCS for approval. After the ICCS has processed these
maintenance data, the approval or denial of the schedules is returned to the
individual transmission and generation owners [Web0l, Web05-07,
Webl0-14].

3.12 ELECTRONIC TAGGING

Electronic tagging applies to all transactions whether or not they cross
control area boundaries [Tom01]. Both the ISO and its satellite control
centers are responsible for staging, or contracting to stage, electronic
tagging authority and approval services which receive and parse tags. As
defined by NERC, the electronic tagging process consists of the following
triple-A services [Webl1]:

e Agent service
e Authority service
e Approval service.
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The ISO and its satellite control centers are responsible for
providing these services. Necessary functions used to accomplish tagging
services are integrated into ICCS. The electronic tagging system of ICCS is
totally compliant with NERC standards and specifications. Hence, although
it can use any proprietary mechanism to convey the tag information, ICCS
has to comply with technical standards and protocols for the exchange of
transaction information with tagging related services. The detailed
electronic tagging process is depicted in Figure 3.17.
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Figure 3.17 Electronic Tagging

During the process of information exchange, the electronic tagging
system initially creates electronic tags that represent their respective
transactions, and then disseminates these tags to all parties that are directly
involved with these transactions. To achieve a good performance, the
electronic tagging system must be able to identify parties in a transaction
that have responsibility for the data exchange at every step and to ensure
data integrity without duplicating the data entry or replicating errors. The
time or the number of data transfers among parties should be minimized,
and the electronic tagging system should be able to upload the approved
tags to the NERC’s interchange distribution calculator (IDC).

3.12.1 Tag Agent Service

The tag agent service provides the initial creation of an electronic tag
representing an interchange transaction and the transfer of that information
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to the appropriate tag authority service. Purchasing-selling entities (PSEs)
are responsible for providing this service directly or by arranging with a
third party to provide this service as their agent. The tag agent service first
validates the input tag data from the PSEs and then prepares all required
tables and data elements as defined in the tag data model based on the PSE
input data. Tags created by the tag agent service are forwarded to the tag
authority service associated with the sink control area. The tag agent
service assigns a tag ID and a tag key to each transaction and electronically
communicates the tag ID, tag key, and tag data to the corresponding tag
authority. A mechanism is provided by the tag agent service for PSEs to
query tag authorities for the current status of their transactions either by
simple polling or via an optional unsolicited notification mechanism. The
tag agent service also provides the means for PSEs to withdraw, cancel, or
terminate early any of their pending or active tags.

3.12.2 Tag Authority Service

The tag authority service provides the focal point for all interactions with a
tag and maintains the single authoritative copy of record for each tag
received from any tag agent service. Every control center is responsible for
providing this service directly or by arranging with a third party to provide
this service as its agent. The tag authority service manages each
transaction's individual approval and overall composite status based on
communications with tag agent and tag approval services. The tag authority
service accepts input tag data from any tag agent service and identifies
entities with approval rights over the transaction. All tags associated with
entities identified as having approval rights over that transaction are
transferred to the tag approval service for evaluation. Based on the
approvals/denials received from these tag approval services, the tag
authority arbitrates and sends the final disposition of the tag to the
originating tag agent and all tag approval services associated with the
transaction, and to that control area’s security coordinator as well. The tag
authority service verifies the identity of each approval entity attempting to
approve or deny a tag based on the tag ID and the tag key, and updates the
transaction's approval and composite status as appropriate. The tag
authority service also provides the capability for both tag agent and tag
approval services to review the current approval status of any transaction
tag on demand. The tag authority service provides a mechanism for partial
curtailment of transactions. All tags that are canceled or terminated will be
forwarded to a designated location as identified by the information defined
in the master registry associated with the sink control area.
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3.12.3 Tag Approval Service

The tag approval service receives all tags submitted by tag agent services
via the appropriate tag authority service, and communicates approval or
denial information to the tag authority managing the transaction
electronically in compliance with the protocol description. A mechanism is
provided for the approval entity to send an approval or denial feedback to
the tag authority service. The tag approval service can receive notification
messages from the tag authority on each change in the composite status of
the Tag. The current status of each transaction submitted for approval can
be queried from the appropriate tag authority. Though initially the tag
approval service is the responsibility of the control areas identified along
the transaction's scheduling path, any entity that has the right to verify the
contents of, and approve or deny, a tag is responsible for providing this
service directly or for arranging with a third party to provide this service as
their agent.

3.13 INFORMATION STORAGE AND RETRIEVAL

ICCS information storage and retrieval (IS&R) system consists of a
commercial database management system that accommodates long-term
archival storage and retrieval of information produced by ICCS. All ICCS
data are available for collection, calculation, retention, and archiving by
IS&R. The information to be stored and retrieved includes historical
information required to meet regulatory archiving requirements, historical
information required for audit purposes and for market dispute resolution,
and some selected operational information required to support the ISO
business process and decision support functions outside ICCS. Some types
of information such as user log entries, ISO operator entries, functional
control instructions, and alarms and events can even be automatically
captured by IS&R, and the data to be captured and the periodicity can be
defined through the IS&R database generation and maintenance function.

The IS&R provides services for a large number of information
users. The IS&R database is capable of communicating with users through
TCP/IP. The users’ data can be exchanged with IS&R on a cyclic basis and
on demand. All ICCS users with the appropriate authorization are able to
access IS&R functions, review transaction scheduling and historical
information, and even edit information [Web01-14].
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3.14 ICCS SECURITY

ICCS manages all information system resources, including protocols,
bandwidth, information, and address assignment. The ICCS has also
become the server of communications functions, and information system
users act as a client of ICCS services. In addition, some clients authorized
by the ISO could have both reading and writing permission to ICCS
computer systems. Hence, to protect ICCS from being violated of any
security requirements, ICCS must be provided with necessary security
measures. Most often the potential security risks to ICCS come from the
following two areas: unauthorized access to ICCS by outside individuals
and inadvertent destruction of data by individuals. In this section we will
discuss these concerns and corresponding preventive measures.

3.14.1 Unauthorized Access

Because the ISO is actually connected with the public Intemnet,
unauthorized access by outside individuals is a significant concern. The
ICCS must provide security measures to prevent any unauthorized access.
The generally desired security measures for this purpose mainly include
user authentication, IP address authentication, system authentication, and
Internet access via proxy servers. We discuss these measures below [Web
01-14]:

e User authentication. The ISO assigns a distinct identification and a
password to each authorized user. Every user must supply its own
identification and password in order to gain access to ICCS services.
ICCS identifies the requestor’s identification and password in the user
login process; if the user identification and password are correct and
matched, the login request will be granted, otherwise, the login request
is refused

s JP address authentication. The ISO maintains an [P address
assignment list for both its static and dynamic IP client address. In the
user’s login process, the IP address authentication function will check
the user name against the [P address associated with the user on the
list. If the user’s name and IP address are matched, the access request
will be granted. Because an IP address is globally unique to one user,
this authentication function can help prevent illegal access when some
unauthorized users masquerade as authorized users.
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e System authentication. The system serial number of the user’s
machine is unique and is usually taken from the system hard drive.
Like the authentication of an IP address, if the ISO maintains a system
serial number list of all members, the system serial number of the
user’s machine can be used to validate the user identification. Because
a system serial number is generally more difficult to forge than the IP
address, the system authentication is more powerful to prevent an
unauthorized user from masquerading as an authorized user.

* Internet access via proxy servers. Proxy servers can be used to limit
the number of IP addresses required by the ISO for Internet access. All
the ISO private network and LAN IP addresses can be hidden from the
Internet. All access to the ISO’s private network and LAN IP addresses
further will be via particular proxy servers. This way not only the
network security can be increased but also the entire IP address space
can open up for use on the ISO’s private network and LANSs.

3.14.2 Inadvertent Destruction of Data

Inadvertent destruction of data can be minimized or even avoided through
user access control and frequent system backup. The user access control
can be realized by restricting the user’s ability to read, write, delete, and
execute files on ICCS and will be applied to all ICCS directories and files.
In particular, to prevent users from accidentally deleting the output results
of ICCS functions, users are given read-only access to some files.
Meanwhile the system backup can be used as another effective approach to
recover accidentally destroyed information. As a complementary tool,
multi-generation backups are reserved to recover the lost data that are not
detected soon after the loss [Webl11].



Chapter 4

Common Information Model and Middleware
for Integration

4.1 INTRODUCTION
4.1.1 CCAPI/CIM

In this era of information technology, the availability of pertinent and
easily accessible information is becoming the most valuable resource in
every energy company. In a competitive marketplace, real-time energy
information can provide the strategic advantage that companies would
require to achieve their critical goals, such as optimizing the power systems
operation, enhancing asset and personnel productivity, reducing operational
costs, and maintaining a vital flexibility for future change. To keep pace
with rapid changes, which affect the energy industry, energy companies are
seeking ways to improve accessibility to critical resources.

Improvements to the way a power company uses information could
start from the EMS located in control centers. Many cutting-edge EMS
applications that control room managers would utilize to keep pace with
rapid industry changes are incompatible due to specialized or proprietary
engineering designs or software applications in EMS. The exclusiveness of
these applications precludes exchanging EMS data with other databases
within an energy company.

EPRI launched a project in 1990, called Control Center
Application Program Interface (CCAPI), for reducing the cost and time
needed to add new applications to EMS, and protecting resources invested
in existing EMS applications that are working effectively. The main goal of
CCAPI was to develop a set of guidelines and specifications to enable the

135
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creation of plug-in applications in a control center environment.
Essentially, CCAPI is a standardized interface that enables users to
integrate applications from various sources by specifying the data that
applications could share and the procedure for sharing them [CAPOI,
KhaOl, Mau02]. To realize this project, the essential structure of a power
system model is defined as the Common Information Model (CIM), and
this comprises the central part of CCAPI.

CIM provides a common language for information sharing among
power system applications that can be converted into extensible markup
language (XML) [Bec00, Ber00, IEC01, IEC02, IEC03, EPR96, G0099,
Hir99, Lee99, NeuOl, Pod99a, Pod99b, Wan00]. XML ensures that
standard format is used in exchanging power system model information
that any EMS can understand. The North American Electric Reliability
Council (NERC) mandates security coordination centers (SCCs) to use
CIM for their model information exchange.

CIM compliance enabies control center personnel to combine, on
one or more integrated platforms, software products for managing the
power system economy and reliability. As a result personnel can upgrade
or migrate their EMS systems incrementally and quickly, while preserving
prior utility investments in customized software packages. Migration is
perceived to reduce upgrade costs by at least 40 percent and enable energy
companies to gain strategic advantages by using new applications as they
become available.

4.1.2 What Is IEC?

The International Electrotechnical Commission (IEC) is a
worldwide organization comprised of all national electrotechnical
committees whose objective is to promote international cooperation on
questions concerning the standardization in electrical and electronic fields.
IEC publishes the international standards prepared by the appropriate
technical committees of IEC. IEC collaborates closely with the
International Organization for Standardization in accordance with
conditions determined by agreement between the two organizations. In
promoting international standards, IEC national committees undertake to
apply IEC standards transparently in their national and regional standards.
Any divergences from IEC standards are clearly indicated in the
corresponding national or regional standards.



COMMON INFORMATION MODEL AND MIDDLEWARE 137

Largely based upon the results of the EPRI CCAPI research
project, the IEC technical committee on power system control and
associated communications has prepared an international standard series
IEC 61970 on Energy Management System Application Program Interface
(EMS-API). The IEC 61970 series defines the standard for EMS-API,
which consists of the following parts:

e EMS-API Part 1: Guidelines and General Requirements
¢ EMS-API Part 2: Glossary

e EMS-API Part 301: CIM base (which specifies the basic and core CIM
from the logical view of the physical aspects of EMS information)

e EMS-API Part 302: CIM Financial, Energy Scheduling, and
Reservation (which specifies the CIM from the financial and energy
scheduling logical view)

¢ EMS-API Part 303: CIM SCADA (which specifies the CIM from the
SCADA logical view;

e EMS-API Part 501: CIM Resource Description Framework (RDF)
Schema, which specifies a Component Interface Specification or (CIS)
for EMS-API). Included are the format and rules for producing a
machine readable form of the CIM as specified in EMS-API Part 301,
302, 303 standards as well as a CIM vocabulary to support the data
access facility and associated CIM semantics.

RDF is the language used for expressing the metadata that
machines can process simply. RDF is expressed as a special kind of XML
document. The RDF schema is a schema specification language that
describes resources and their properties, including how one resource is
related to other resources, as this information is used in an application-
specific schema. EMS-API Part 501 takes advantage of current Web
standards and provides a mechanism for independent suppliers to access
CIM metadata in a common format and with standard services that enables
subsequent CIM data access. It also provides CIM versioning capabilities
and a mechanism that is easily extensible to support site-specific needs.

4.1.3 What Is CIM?

CIM is an abstract model that represents all the objects in an electric utility
enterprise that are typically contained in an EMS information model. It
defines public classes and attributes for these objects as well as their
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relationships using object-oriented modeling techniques. The CIM
specification uses the unified modeling language (UML) notation, which
defines CIM as a group of packages. By CIM, the information of common
interest can be defined in a common model to which individual
applications translate their local designs.

By providing a standard representation of power system models
such as combining multiple proprietary power system models into a single
merged internal model for an RTO, CIM facilitates the integration of EMS
applications developed independently by different vendors, or between
EMS and other systems concerned with different aspects of power system
operations, such as generation or distribution management. This is
accomplished by defining standard application program interfaces to
enable these applications to access public data and exchange information
independent of how such information is represented internally. CIM
specifies semantics for EMS-API.

However, the use of CIM goes far beyond EMS applications. This
standard should be understood as a tool for integration in any domain
where a common power system model is needed to facilitate
interoperability and plug compatibility between applications and systems
independent of any particular implementation. For instance, CIM can be
used for transferring power system model data between security
coordinators, and the exchange of power system models among different
vendor products.

Some of the advantages of using CIM as a single unified data
model for data exchange and applications integration are as follows:

e Applications written to a standard environment require less
environmental customization.

e FEach data supplier or customer would only need to know how to
translate to a single model rather than make mulitiple point-to-point
translations.

e Although data may be distributed, a virtual database built upon a
common schema helps reduce data duplicity.

e System-wide data changes are available to allow numerous
applications simultaneously.

o The simplified system architecture makes subsequent advancements in
capabilities less difficult.
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4.2 CIM PACKAGES

A package in CIM is used for grouping generally related model elements.
Each CIM package contains a number of defined classes and one or more
class diagrams showing these classes and their relationships graphically.
All CIM packages describe any entity that could appear in an electric
power system. There is no specific semantic for package definitions, and
the chief purpose of using the package concept is to make CIM easy to
design, understand, and review. An entity may have associations that cross
many package boundaries, and an application may use CIM entities from
more than one package. Additional packages may be defined as needed to
support new views of the power system model.

A comprehensive CIM consists of a complete set of packages. As
depicted in Figure 4.1 a comprehensive CIM could be partitioned into
sixteen packages. In the figure, the dashed line indicates a dependency
relationship, with the arrowhead pointing from the dependent package to
the package on which it has a dependency.
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Figure 4.1 CIM Top Level Packages



140 CHAPTER 4

The Core, Topology, Wires, QOutage, Protection, Asset, Meas,
LoadModel, Generation, Production, GenerationDynamics, and Domain
packages are defined and described in IEC 61970-301. The Energy
Scheduling, Reservation, and Financial packages are defined and described
in IEC 61970-303. The SCADA package is described in IEC 61970-303.
The package boundaries do not necessarily imply application boundaries.

In the following, we will give a brief introduction to the main CIM
packages, and discuss attributes and relationships of classes in each
package.

e Core. This package contains basic entities that are shared by all
applications. Not all applications require the entire Core entities.

o Topology. This package is an extension of the Core package; in
association with the Terminal class, it models Connectivity.
Connectivity is the physical definition of how equipment is connected
together.

e Wires. This package is an extension of Core and Topology packages; it
models information on electrical characteristics of transmission and
distribution networks. This package is used by network applications
such as state estimation, load flow, and optimal power flow.

e Outage. This package is an extension of the Core and Wires packages;
it models information on the current and planned network
configuration.

e Protection. This package is an extension of the Core and Wires; it
models information for protection equipment such as relays.

e Meas. This package contains entities that describe dynamic
measurement data exchanged between applications.

e Load Model. This package provides models for energy consumers and
the system load. Special circumstances that may affect the load, such
as seasons and day types, are also included here. This information
could be used for load forecasting and management.

e Generation. This package is divided into two subpackages: Production
and GenerationDynamics.
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o The Production subpackage provides models for various kinds
of generators. It also models the production cost information that
is used to economically allocate the demand among committed
units and calculate reserve quantities. This information is used
by unit commitment and economic dispatch of hydro and
thermal generating units, load forecasting, and automatic
generation control applications.

o The GenerationDynamics subpackage provides models for
prime movers, such as turbines and boilers, which are needed for
simulation and educational purposes. This information could be
used for a unit modeling in dynamic training simulator
applications.

e Domain. This package is a data dictionary of quantities and units that
define data types for attributes that may be used by any class in any
other package. Each data type contains a value attribute and an optional
unit of measure, which is specified as a static variable initialized to the
textual description of the unit of measure. Permissible values for
enumerations are listed in the documentation for the attribute using
UML constraint syntax inside curly braces. String lengths are listed in
the documentation and specified as a length property.

¢ Financial. This package is defined for energy transaction settlement
and billing. These classes represent the legal entities that participate in
formal or informal agreements.

o Energy Scheduling. This package provides the capability to schedule
and account for transactions for the exchange of electric power among
companies. It includes transactions for megawatts that are generated,
consumed, lost, passed through, sold, and purchased. These classes are
used by accounting and billing transactions for energy, generation
capacity, transmission, and ancillary services.

» SCADA. This package defines the SCADA’s logical view in CIM.
SCADA contains classes that model data points located in remote units
like RTUs, substation control systems and remote control centers. The
Meas classes are basic to SCADA, since they gather telemetered data
from various sources and support operator control of equipment, such
as opening or closing a breaker.
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4.3 CIM CLASSES

CIM classes will model objects of an electric power system that need to be
represented in a common way for various purposes. A class is a description
of an object found in the real world, such as a power transformer,
generator, or load that needs to be represented as part of the overall power
system model in an EMS. Other types of objects include issues such as
schedules and measurements that EMS applications need to process,
analyze, and store. These objects need a common representation to achieve
the goal of the EMS-API standard for the plug compatibility and
interoperability. A particular object in a power system with a unique
identity is modeled as an instance of the class to which it belongs.

4.3.1 Class Attributes

As in other object-oriented techniques, CIM classes have attributes that
describe the characteristics of their objects and can be used to identify an
instance of such a class. Each attribute has a type, which identifies the kind
of attribute it is. Typical attributes types are integer, float, Boolean, string,
and enumeration, which are called primitive types. Many additional types
can also be defined; for instance, a capacitor bank may have a maximum kv
attribute of type Voltage. The definitions of data type are contained in the
Domain package of CIM. The classes in the Domain package also have an
optional unit of measure for their attribute type.

In order to make CIM as generic as possible and easy to configure
for specific implementations, CIM entities have no specific behavior other
than defaults for create, delete, update, and read. Generally, it is easier to
change the value or domain of an attribute than to change a class definition;
therefore, CIM tries to avoid defining too many specific sub-types of
classes; instead, CIM defines generic classes with attributes giving the type
name so that applications may then use this information to initiate specific
object types as required.

4.3.2 Class Relationships

A specific class of CIM can have various relationships with other classes.
The class relationships in a CIM package can be shown with a class
diagram. Class relationships reveal how individual classes are structured in
terms of others. In a class diagram, if a class has relationships with classes
in other packages, these classes will be shown with a note identifying the
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respective packages. CIM classes are mostly related based on the following
three options:

e QGeneralization
e Association
e Aggregation

4.3.2.1 Generalization

A generalization relationship exists between a general class and a more
specific class that contain additional attributes. For instance, a Breaker is a
more specific type of Switch, which in tumn is a more specific type of
ConductingEquipment; a ConductingEquipment is a more specific type of
PowerSystemResource, which is a primitive class in the Core package.
Class generalization is a powerful technique for simplifying class diagrams
as it allows a specific class to inherit attributes and relationships from a
more general class. In the class diagrams of CIM, a generalization
relationship is represented with an arrow pointing from the specific class to
the general class. The primary use of generalization in CIM is depicted in
Figure 4.2.

PowerSystemResource

!

ConductingEquipment

!

Switch

!

Breaker

Figure 4.2 Class Generalization

The PowerSystemResource class is used to describe any physical
object or grouping of physical object that needs to be modeled, monitored,
or measured. By defining a PowerSystemResource class, the attributes and
relationships of this class can be inherited by its subclasses such as
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ConductingEquipmen, Switch, and Breaker. All of these subclasses can at
least inherit the following relationships from PowerSystemResource:

e MeasuredBy. An object of PowerSystemResource may be “measured
by” certain measurements

e OwnedBy. An object of PowerSystemResource may be “owned by”
certain entity

e MemberOf. An object of PowerSystemResource may be a “member
of” another PowerSystemResource object.

4.3.2.2 Association

An association is a kind of connection between two classes with an
assigned role. The roles of two classes are generally different, so we need
to assign one role to each class separately. Figure 4.3 shows a general way
of representing a class association in CIM class diagrams, where (x..y) and
(w..z) are the cardinalities for roles A and B respectively, and x, y, w, and
z are integers within the range of (0, n).

Name of Association

Class A Class B
(x..y) (w..z)

Role Name A Role Name B

Figure 4.3 Representation of Association

For instance, there is an association named HasA between a
Measurement class and a MeasurementUnit class, which means a
Measurement HasA a MeasurementUnit. Figure 4.4, which is taken from
the Meas class diagram, shows the HasA association between these two
classes. As illustrated, the Measurement class is assigned a role named
HasUnit, and the MeasurementUnit has a role named UnitFor.

HasA

Class A Class B
0.%) (1..1)

HasUnit UnitFor

Figure 4.4 Class Association
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The cardinalities are shown at both ends of the association. The
notation (0..*) by the Measurement class means that there can be any
number of Measurement associated with the MeasurementUnit, while the
notation (1..1) by the MeasurementUnit class means that in this association
there is only one MeasurementUnit for the associated Measurement. A
value of zero indicates an optional association and the asterisk represents
any default number.

4.3.2.3 Aggregation

Class aggregation is a special type of association. It indicates that the
relationship between two associated classes is a sort of whole-part
relationship, where the whole class “consists of” or “contains” the part
class, and the part class is only “part of” the whole class. Unlike the class
generalization, in a class aggregation the part class does not inherit any
attributes or relationships from the whole class. In CIM class diagrams, the
class aggregation is represented with a diamond symbol pointing from the
part class to the whole class. In CIM, there are the following two types of
class aggregation.

e Composite aggregation. The composite aggregation models the
whole-part relationship of two classes where the composite multiplicity
is 1, that is a part belongs to one and only one whole. Taken from the
Topology class diagram, Figure 4.5 illustrates a composite aggregation
relationship  between the Topologicallsland class and the
TopologicalNode class. This aggregation is named MemberOf, and is
represented with a diamond symbol pointing from the class
TopologicalNode to the whole class Topologicallsland. The
Topologicallsland class is assigned a role named Contains, and the
TopologicalNode has a role named MemberQf. As illustrated, one or
more TopologicalNode can be a MemberOf a Topologicallsland, and a
Topologicallsland can comprise any number of TopologicalNode.

MemberOf

Class A ~1 ClassB
(0.%) (1.1

MemberOf Contains

Figure 4.5 Composite Aggregation
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Because some equipment is grouped into more than one container,
CIM allows one class to have more than one type of composite aggregation
relationship. For instance, a Swifch can have the following three kinds of
MemberOf relationship at the same time:

o MemberOf: A Switch maybe a ”MemberQOf” a substation
o MemberOf: A Switch maybe a "MemberOf” a transmission line
o MemberOf: A Switch maybe a "MemberOf” a company.

Besides MemberOf, CIM has a number of other composite aggregation
patterns that can be used to model different relationships of classes in the
real world.

e Shared aggregation. A shared aggregation is a special kind of
aggregation where the part may be shared by several aggregations. In
other words, shared aggregation is used to model whole-part
relationships where the multiplicity of the composite is greater than
one, that is, a part belongs to more than one whole. Figure 4.6
illustrates a shared aggregation between the Measurement class and the
MeasurementSet class. As shown, a Measurement class may be a
MemberOf any number of other MeasurementSet classes. We refer the
reader to Appendix III for all class associations of CIM.

MemberOf

Measurement Measurement
0.7 (0..%)

MemberOf SetContains

Figure 4.6 Shared Aggregation

4.4 CIM SPECIFICATIONS

Each class of a CIM package is defined in terms of its attributes and
relationships to other classes, and each package contains one or more class
diagrams showing its classes and their relationships graphically. The
classes within a package are listed alphabetically. Native class attributes
are listed first, followed by inherited attributes. The associations are
described according to the role of each class participating in these
associations. Similar to class attributes, native associations are listed first
for each class, followed by inherited associations. Aggregations are listed
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only for the role that contains the aggregation. For a complete description
of CIM classes, attributes, types, and relationships, refer to Annex A of
IEC 61970-301. In order to help readers understand CIM more
comprehensively, a power transformer is illustrated here.

The transformer model is a portion of the Wires package class
diagram. As shown in Figure 4.7, a PowerTransformer is a specialized
class of PowerSystemResource, as are ConductingEquipment and
TapChanger. This generalization relationship, which is demonstrated by an
arrow pointing to PowerSystemResource, permits PowerTransformer to
inherit attributes and associations from PowerSystemResource. A
PowerTransformer should have a TransformerWinding, which is modeled
with an aggregation relationship using a diamond symbol pointing from
TransformerWinding to PowerTransformer. As shown in the figure, a
power transformer may contain one or more transformer windings, but a
transformer winding belongs to only one power transformer. In the figure
we also observe that a TransformerWinding has the following relationships
with other classes:

e A generalization relationship with ConductingEquipment

e An association relationship with WindingTest, such that a
TransformerWinding may be TestedFrom a WindingTest

e An aggregation relationship with TapChanger, such that a
TransformerWinding may have a TapChanger associated with it.

As we noted earlier, class attributes and associations can be
inherited from a general class by a more specific class. No matter whether
it is a native or an inherited attribute, the attribute information includes the
attribute name, type, and documentation. The class role information
includes the role cardinality, the name of role, the name of the class to
which the role applies, and the role documentation.

4.5 CIM APPLICATIONS

Power system applications based on CIM require a CIM context to be
executed. CIM provides a run-time environment for applications. To create
a CIM run-time environment, CIM needs to be implemented with a
relational database. The CIM schema described in either UML or RDF will
be first exported to a specific relational database, and then the power
system data described with CIM formats will be loaded into the database.
This process is depicted in Figure 4.8. The export of the CIM schema and
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the access to data can be implemented by calling certain functions in
commercial software packages.

ConductingEquipment == PowerSystemResource f=t———
(1..1) 0..1)
PowerTransformer [<> HeatExchanger
HasA MemberOf
Tested TestedTo
0..%) 1.1
— TransformerWinding WindingTest
(1..1) 0..%)

HasA (1.1)
Tested TestedFrom

Contains | (0..%)

TapChanger

Figure 4.7 Transformer Model

CIM Schema

Export

Load Y

Power System Data > Database

Applications

Figure 4.8 Application of CIM
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For most beginners, the difficulty in applying CIM should lie in
modeling various real objects of the power system with CIM specifications.
In the following discussion, we use a simple example to illustrate the
power system load flow computation based on CIM.

4.5.1 Example System

Let us consider a three-bus system as shown in Figure 4.9. The actual
objects of this system are as follows:

2 generators: GT1, GT2

1 load: ELD

3 bus bars: BUS1, BUS2, BUS3

2 power transformer: TR1, TR2

3 lines: LN1, LN2, LN3

7 breakers: B1, B2, B3, B4, BS, B6, B7

18 switches: S1, S2, S3, S4, S5, S6, S7, S8, S9, S10, S11, S12, S13,
S14, 815, S16, S17, S18

For a topology analysis, CIM needs to define a class of ConnectivityNode.
A connectivity node is a physical point where terminals of conducting
equipment are tied together with zero impedance. In the example system
we assume that there is a connectivity node at each terminal of a real
object. For instance, there is a connectivity node, denoted as CN10,
between BUSI and S1, and there is a connectivity node CN15 between S1
and B1. There are 36 connectivity nodes in the example system.

To build a CIM model for this example system, we must model all
physical objects in the CIM format; in other words, all attributes defined in
CIM for each physical object will be listed in a table according to the
specific characteristics of this object in this concrete system. The CIM for
this sample system is discussed next.

4.5.1.1 Attributes of Generators

In CIM the generator model is specified in the GeneratingUnit
class, which is derived from PowerSystemResource. For simplicity we
assume that GT1 and GT2 are exactly of the same type. The attributes
information for GT1 and GT2 models is listed in Tables 4.1, 4.2, 4.3.
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In CIM a generating unit contains an operator-approved operating
schedule, which is defined in GenUnitOpSchedule. This operating schedule
is a curve of generation over time (X-axis) showing the values of MW (Y1-
axis) and MVAr (Y2-axis) for each unit of the period covered. This curve
could be practically produced through unit commitment. For this example
system, GT1 and GT2 GenUnitOpSchedule attributes inherited from
CurveSchedule are listed in Table 4.4.

S1s TR 816 S1 Bl 82 S3 B2 S4 S17 B3 S18

— Bl Breaker

—— —o—0— Switch

Figure 4.9 Three-Bus Example System
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Table 4.1 Native Attributes of GT1 and GT2

Attribute Value Description
Unit control error dead band. When a unit's
ControlDeadBand 0.05 desired MW change is less than the dead
band, no control pulses are sent to the unit
Efficiency Efﬁcier{cy of the unit in conver?ing
0.35 mechanical energy, from the prime mover,
into electrical energy
. Default initial MW for storing power flows
InitialMW 260 based on the unit and networl% gonﬁguration
LowControlLimit 100 Low limit for secondary (AGC) control
MaximumAllowableSpinning 85 Maximum allowable spinning reserve,
Reserve regardless of the operating point
MaximumEconomicMW 270 Maximu.m economic.MW (will not exceed
the maximum operating MW)
MaximumOperatingMW 280 Maximum operating MW limit of unit
Minimum economic MW limit that must be
MinimumEconomicMW 10 greater than or equal to the minimum
operating MW limit
MinimumOperatingMW 10 Minimum operating MW limit of unit
RatedGrossMaxMW 320 Unit's gross rated maximum capacity (Book
Value).
Gross rated minimum generation level at
RatedGrossMinMW 1 which the unit can operate safely while
delivering power
Net rated maximum capacity determined by
subtracting the auxiliary power for
RatedNetMaxMW 260 operating %he internal galslt from the rated
gross maximum capacity
Required time to get the unit on-line, once
StartupTime 10 the prime mover mechanical power is
applied

Table 4.2 GT1 Attributes Inherited from PowerSystemResource

Attribute Value Description

Name or identification of an
PowerSystemResourceName GT1 instance of a power system

resource
PowerSystemResourceDescription Generating Description information

unit 1

Different types of power
TypeName CLT system resources that otherwise

have identical attributes
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Table 4.3 GT2 Attributes Inherited from PowerSystemResource

Attribute Value Description

Name or identification of an
PowerSystemResourceName GT2 instance of a power system

resource
PowerSystemResourceDescription Generating Description information

unit 2

Different types of power
TypeName GST system resources that otherwise

have identical attributes

Table 4.4 GT1 and GT2 GenUnitOpSchedule Attributes Inherited from CurveSchedule

Attribute Value Description
CurveScheduleDescription GTX schedule | Description information
Uniquely identifies a curve
CurveScheduleName GTXSCH instance among a set of
curves or schedules
CurveStyle X-Y Style or shape of curve.
DeltaY versus deltaX units
RampMethod 20-X of measure. Applies

to all ramps.

Method of applying ramp: 0
at start point, 50% at start
point, 100% at start point.
For methods 2 and 3, the
RampStartMethod 0 at start point | ramp begins ahead of the
start point on the X-axis.
NOTE: For storage, all
ramps are to be normalized
to Method 1 (i.e., O at start

point).

DeltaY versus deltaX units
RampUnits MW/HOUR of measure. Same for "two"

Y values.
xAxisType Integer Independent variable.
xAxisUnits HOUR X-axis units of measure
y1AxisUnits MW Y 1-axis units of measure
y2AxisUnits MVAR Y2-axis units of measure
yAxisType Float Dependent variable

4.5.1.2 Attributes of Transformers

For simplicity we assume that TR1 and TR2 are of the same type. The
attributes information of TR1 and TR2 are listed in Tables 4.5, 4.6, and 4.7.
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Table 4.5 Native Attributes of TR1 and TR2

Attribute Value Description
BmagSat 5 Core shunt magnetizing susceptance in the
saturation region, in percent
MagBaseKV 110k Reference voltage at which the magnetizing
saturation measurements were made
MagSatFlux 30 Core magnetizing saturation curve knee flux
level
Phases carried by a power transformer. Possible
Phases A values {ABCN, ABC, ABN, ACN, BCN, AB,
AC, BC, AN, BN, CN, A, B, C, N}
TransfCoolingType Wind Type of transformer cooling
cooling

Table 4.6 TR1 Attributes Inherited from PowerSystemResource

Attribute Value Description
Name or identification of an
PowerSystemResourceName TR1 instance of a power system
resource
PowerSystemResourceDescription Power Description information

Transformer 1

Different types of

TypeName STAR PowerSystemResources that
otherwise have identical
attributes

Table 4.7 TR2 Attributes Inherited from PowerSystemResource

Attribute Value Description
Name or identification of an
PowerSystemResourceName TR2 instance of a power system
resource
PowerSystemResourceDescription Power Description information
Transformer 2
Different types of
TypeName DELTA PowerSystemResources that
otherwise have identical
attributes

4.5.1.3 Attributes of ELD

Suppose the ELD (Equivalent Load) at BUS2 is a generic ELD for an
energy consumer on a transmission voltage level. Then the native attributes
of ELD are listed in Table 4.8.
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Table 4.8 Native Attributes of ELD

Attribute Value Description

FeederLoadMgtFactor 100 Feeder's contribution to load management, in
percent

MVArColdPickUpFactor | 50 Nominal feeder MV Ar that is picked up cold, in
percent

MWColdPickUpFactor 60 Nominal feeder MW that is picked up cold, in
percent

PhaseAmpRating 100k The rated individual phase amperes
Permit assignment of loads on a participation
factor basis. Given three equivalent loads with

LoadAllocationFactor 30 factors of 10, 25 and 15, a feeder load of 100
amps could be allocated on the feeder as 20, 50
and 30 amps.

An equivalent load is an entity of PowerSystemResource. Hence,
ELD inherits the attributes from PowerSystemResource listed in Table 4.9.

Table 4.9 ELD Attributes Inherited from PowerSystemResource

Attribute Value Description

Name or identification of an
PowerSystemResourceName ELD instance of a power system
resource
PowerSystemResourceDescription Equivalent load | Description information
Different types of
TypeName ELDT PowerSystemResources that
otherwise have identical
attributes.

An equivalent load is also an entity of ConductingEquipment.
Hence, ELD can inherit the attributes from Conducting Equipment listed in
Table 4.10.

Table 4.10 ELD Attributes Inherited from ConductingEquipment

Attribute Value Description
Terminals | 2 Maximum number of terminals of an equipment
Phases carried by a conducting equipment. Possible
Phases AN values { ABCN , ABC, ABN, ACN, BCN, AB, AC, BC,
AN, BN, CN, A,B,C,N }.

An equivalent load is also an entity of EnergyConsumer. Hence,
ELD can inherit the attributes from EnergyConsumer listed in Table 4.11.
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Table 4.11 ELD Attributes Inherited from EnergyConsumer

Attribute Value Description

Flag is set to YES if the load is conforming; i.e.,

ConformingLoadFlag | Yes tracks the area load to which the energy consumer
belongs

CustomerCount 30 Number of customers represented by this demand

pFexp 3 Exponent of per unit frequency effecting real power.

pfixed 150 Real component of the load that is a fixed quantity,
MW.

pfixedPct 80 Fixed MW as percent of load group fixed MW
Nominal value for real power, MW. Nominal real

pnom 200 power is adjusted according to the load profile
selected for a consumer. It equates to one per unit in
the load profile.

pnomPct 80 Nominal MW as percent of load group nominal MW

powerFactor 30/50 | Power factor for nominal portion of the load. Defined
as MW/MVA

pVexp 2 Exponent of per unit voltage effecting real power

gqFexp 2 Exponent of per unit frequency affecting reactive
power

gfixed 70 A fixed reactive component of load. MVAr

gfixedPct 70 Fixed MVAr as per cent of load group fixed MVAr

gnom 260 Nominal value for reactive power, MVAr

gnomPct 80 Nominal MVAr as a percentage of load group
nominal MVAr

gVexp 2 Exponent of per unit voltage effecting reactive power

In CIM a load contains a curve of load versus time (X-axis)
showing the values of MW (Y 1-axis) and MVAr (Y2-axis) for each unit of
the period covered, which is defined in LoadDemandModel. This curve
represents a typical pattern of load over the time period for a given day
type and season. The attributes of LoadDemandModel of ELD are listed in

Table 4.12.

4.5.1. 4 Attributes of Buses

A bus in CIM is an entity of BusbarSection. The attributes information
needed to build the models of the three buses in the example system is
listed in Tables 4.13 through 4.16.
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Table 4.12 ELD LoadDemandModel Attributes Inherited from CurveSchedule

Attribute Value Description
CurveScheduleDescription ELD Load Description information
Demand Model

Uniquely identifies a curve

CurveScheduleName ELDLDM instance among a set of curves
or schedules

CurveStyle X-Y Style or shape of the curve

RampMethod 20-x DeltaY versus deltaX units of
measure. Applies to all ramps.
Ramping method: O at start
point, 50% at start point, 100%

RampStartMethod 0 at start point at start point. For methods 2
and 3, the ramp begins ahead of
the start point on the X-axis.
NOTE: For storage, all ramps
are to be normalized to method
"1" (0 at start point).
DeltaY versus deltaX units of

RampUnits MW/HOUR measure. Same for "two" Y
values.

xAxisType Integer Type of independent variable.

xAxisUnits Hour X-axis units of measure

Y1 AxisUnits MW Y 1-axis units of measure

Y2AxisUnits MVAr Y2-axis units of measure

yAxisType Float Type of dependent variable

Table 4.13 Native Attributes of BUSI and BUS3

Attribute Value Description
Bus bar's base voltage in kV, expressed in terms of line
BaseVoltage 220 to line for ac networks and line to ground for HVDC
networks
HighVoltageLimit | 235 Bus bar's high voltage limit in kV
LowVoltageLimit 185 Bus bar's low voltage limit in kV
Table 4.14 Native Attributes of BUS2
Attribute Value Description
Bus bar's base voltage in kV, expressed in terms of line
BaseVoltage 110 to line for ac networks and line to ground for HVDC
networks
HighVoltageLimit | 125 Bus bar's high voltage limit in kV
LowVoltageLimit 85 Bus bar's low voltage limit in kV

As a kind of power system resource and conducting equipment, a
bus inherits the following attributes from PowerSystemResource and
ConductingEquipment.
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Table 4.15 BUSI1, BUS2, and BUS3 Attributes Inherited from PowerSystemResource

Attribute Value Description
Name or identification of an
PowerSystemResourceName BUSX instance of a power system
resource
PowerSystemResourceDescription | xth bus Description information
Different types of
TypeName Main PowerSystemResources that
otherwise have identical
attributes.

Table 4.16 BUS1, BUS2 and BUS3 Attributes Inherited From ConductingEquipment

Attribute Value

Description

Terminals | 1

Maximum number of terminals of the equipment

Phases A

A.B,C N}.

Phases carried by conducting equipment. Possible values
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,

4.5.1.5 Attributes of Lines

In CIM a line is supposed to be made up of AC line segments and/or DC
line segments. In particular, an entity of Line “hasA” an entity of
ACLineSegment and/or DCLineSegment. Suppose there are only AC line
segments in the exampling system, that is, LN1, LN2, and LN3 have
LNIAC, LN2AC, and LN3AC as their AC line segments, respectively.
The attributes information needed to model LN1, LN2, and LN3 is listed in

the following tables.

A line is an entity of PowerSystemResource; hence, LN1, LN2, and
LN3 can inherit the attributes from PowerSystemResource listed in tables

4.17,4.18, and 4.19.

Table 4.17 LNI Attributes Inherited from PowerSystemResource

Attribute Value Description
PowerSystemResourceName LNI Name or identification of an
instance of a power system resource
PowerSystemResourceDescription Line 1 | Description information
Different types of
TypeName AC PowerSystemResources that

otherwise have identical attributes
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Table 4.18 LN2 Attributes Inherited from PowerSystemResource

Attribute Value Description
PowerSystemResourceName LN2 Name or identification of an
instance of a power system resource
PowerSystemResourceDescription Line 2 | Description information
Different types of
TypeName AC PowerSystemResources that
otherwise have identical attributes

Table 4.19 LN3 Attributes Inherited from PowerSystemResource

Attribute Value Description
Name or identification of an
PowerSystemResourceName LN3 instance of a power system resource
PowerSystemResourceDescription Line 3 | Description information
Different types of
TypeName AC PowerSystemResources that
otherwise have identical attributes
ACLineSegment is derived from PowerSystemResource,

ConductingEquipment, and Conductor. Therefore, LN1AC, LN2AC, and
LN3AC inherit the attributes from PowerSystemResource listed in Tables

4.20,4.21, and 4.22.

Table 4.20 LN1AC Attributes Inherited from PowerSystemResource

Attribute

Value

Description

PowerSystemResourceName

LNIAC

Name or identification of
an instance of a power
system resource

PowerSystemResourceDescription

LN1 AC
segment

line | Description information

TypeName

ACS

Different types of
PowerSystemResources
that otherwise have
identical attributes

Table 4.2] LN2AC Attributes Inherited from PowerSystemResource

Attribute Value Description

Name or identification of
PowerSystemResourceName LN2AC an instance of a power

system resource
PowerSystemResourceDescription | LN2 AC line | Description information

segment

Different types of

TypeName ACS PowerSystemResources

that otherwise have
identical attributes
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Table 4.22 IN3AC Attributes Inherited from PowerSystemResource

Attribute Value Description
Name or identification of
PowerSystemResourceName LN3AC an instance of a power

system resource
PowerSystemResourceDescription | LN3 AC line | Description information
segment

Different types of
TypeName ACS PowerSystemResources
that otherwise have
identical attributes

LN1AC, LN2AC and LN3AC also inherit the following attributes
from ConductingEquipment listed in Tables 4.23, 4.24, and 4.25.

Table 4.23 LN1AC Attributes Inherited from ConductingEquipment

Attribute Value Description
Terminals 2 Maximum number of terminals the equipment may have
Phases carried by conducting equipment. Possible values are
Phases A {ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,
A, B, C,N}.

Table 4.24 LN2AC Attributes Inherited from ConductingEquipment

Attribute Value Description
Terminals 2 Maximum number of terminals the equipment may have
Phases carried by conducting equipment. Possible values are
Phases A {ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,
A, B, C,N}.

Table 4.25 LN3AC Attributes Inherited from ConductingEquipment

Attribute Value Description
Terminals 2 Maximum number of terminals the equipment may have
Phases carried by conducting equipment. Possible values are
Phases A {ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,
A, B,C /N}.

LNI1AC, LN2AC and LN3AC also inherit the following attributes
listed in Tables 4.26, 4.27, and 4.28from Conductor.
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Table 4.26 LN1AC Attributes Inherited from Conductor

Attribute | Value Description

BOch 0.023 | Zero sequence shunt susceptance, uniformly distributed, of
the entire line section

bech 0.348 | Positive sequence shunt susceptance, uniformly distributed,
of the entire line section

GOch 0.512 | Zero sequence shunt conductance, uniformly distributed, of
the entire line section

gch 0.489 | Positive sequence shunt conductance, uniformly distributed,
of the entire line section

length 30 Segment length for calculating line section capabilities

r 0.231 | Positive sequence serres resistance of the line section

r0 0.386 | Zero sequence series resistance of the line section

X 0.325 | Positive sequence series reactance of the line section

X0 0.392 | Zero sequence series reactance of the line section

Table 4.27 LN2AC Attributes Inherited from Conductor

Attribute | Value Description

BOch 0.03 Zero sequence shunt susceptance, uniformly distributed, of the
entire line section

bch 0.480 | Positive sequence shunt susceptance, uniformly distributed, of the
entire line section

GOch 0.412 Zero sequence shunt conductance, uniformly distributed, of the
entire line section

gch 0.498 | Positive sequence shunt conductance, uniformly distributed, of the
entire line section

length 40 Segment length for calculating line section capabilities

I 0.215 | Positive sequence series resistance of the line section

RO 0.436 | Zero sequence series resistance of the line section

X 0.245 Positive sequence series reactance of the line section

X0 0.502 Zero sequence series reactance of the line section

Table 4.28 LLN3AC Attributes Inherited from Conductor

Attribute [ Value Description

BOch 0.045 | Zero sequence shunt susceptance, uniformly distributed, of the
entire line section

bch 0.356 | Positive sequence shunt susceptance, uniformly distributed, of the
entire line section

GOch 0.544 Zero sequence shunt conductance, uniformly distributed, of the
entire line section

gch 0.543 | Positive sequence shunt conductance, uniformly distributed, of the
entire line section

length 60 Segment length for calculating line section capabilities

r 0.656 | Positive sequence series resistance of the line section

r0 0.434 | Zero sequence series resistance of the line section

X 0.233 [ Positive sequence series reactance of the line section

x0 0.544 | Zero sequence series reactance of the line section
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There are in total seven breakers in the example system. For simplicity we
assume that all these seven breakers are of the same type, and the only
difference between them being in their names. Then, the attributes
information needed to model these breakers is listed in Table 4.29.

Table 4.29 Native Attributes of Breakers

Attribute Value Description
ampRating 300KA Fault interrupting rating in amperes
inTransitTime 0.02 Transition time from ovoen to close, in seconds

A breaker is also an entity of PowerSystemResource and
ConductingEquipment, and Breaker is derived from Switch; therefore, a
breaker can inherit certain attributes from these classes, which are listed in

Tables 4.30, 4.31, and 4.32.
Table 4.30 Breaker Attributes Inherited from PowerSystemResource
Attribute Value Description
Name or identification of
PowerSystemResourceName BX an instance of a power
system resource
PowerSystemResourceDescription | xth breaker Description information
Different types of
TypeName SFé6 PowerSystemResources
that otherwise have
identical attributes

Table 4.31 Breaker Attributes Inherited from ConductingEquipment

Attribute Value

Description

Terminals 2

Maximum number of terminals that the equipment may have

Phases A

A,B,C, N}

Phases carried by conducting equipment. Possible values are
{ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,

Table 4.32 Breaker Attributes Inherited from Switch

Attribute Value Description
NormalOpen 1 Set if the switching device is normally open
SwitchOnCount 10 Switch on count since the switch was last
reset or initialized
SwitchOnDate 9:30am on Date and time when the switch was last
10/01/2001 switched on
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4.5.1.7 Attributes of Switches

There are eighteen switches in the example system. They are S! through
S18. For simplicity we assume that all of these switches are of the same
type, and the only difference among them being in their names. The
attributes information needed to model these switches is listed in Table
4.33.

Table 4.33 Native Attributes of Switches

Attribute Value Description
NormalOpen ) Set if the switching device is normally open
SwitchOnCount 10 Switch on count since the switch was last
reset or initialized
SwitchOnDate 9:30am  on | Date and time when the switch was last
10/01/2001 switched on

In CIM, Switch is derived from PowerSystemResource and
ConductingEquipment. The attributes of a switch inherited from these
classes are listed in Tables 4.34 and 4.35. The type name attribute in Table
4.34 is used to optionally indicate that the database switch does not
represent a corresponding real device and has been introduced for
modeling purposes only. "Yes" means dummy and "No" means real.

Table 4.34 Switch Attributes Inherited from PowerSystemResource

Attribute Value Description
PowerSystemResourceName SX Name or identification of an
instance of a power system
resource

PowerSystemResourceDescription | xth switch | Description information
Different types of
TypeName NO PowerSystemResources that
otherwise have identical
attributes

Table 4.35 Switch Attributes Inherited from ConductingEquipment

Attributc Value Description
Terminals 2 Maximum number of terminais the equipment may have
Phases carried by conducting equipment. Possible values
Phases A {ABCN, ABC, ABN, ACN, BCN, AB, AC, BC, AN, BN, CN,
A,B,C, N}

4.5.1.8 Attributes of Connectivity Nodes

Take CN10 as an example, a connectivity node has the following attributes.
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Table 4.36 CN10 Attributes

Attribute Value Description
ConnectivityNodeDescription BUSITOSI Description information
ConnectivityNodeName CN10 Name of connectivity node
ConnectivityNodeNumber 10 Numerical identification,

indicating electrical location

4.6 ILLUSTRATION OF CIM APPLICATIONS

All the attributes information of power system objects will be loaded in the
database that is built based on the CIM schema. The management system
of this database will manage the relationships of these objects and provide
data for applications.

4.6.1 Load Flow Computation

The load flow calculation of the example system can be performed from
the CIM database. The following is a procedure for the load flow
computation.

Topology analysis. The topology analysis program will scan the
terminals of conducting equipment in the system and then figure out
the final topology of the system by analyzing the connectivity nodes of
the system, since a connectivity node has a native “ConnectedTo”
association with classes. Suppose that all switches and breakers are
normally closed. For instance, the topology program will find that
CN10, CN15, CN20, and CN25 can be merged into one connectivity
node since CN10 connects BUS1 and S1, CN15 connects S1 and B1,
CN20 connects B1 and S2, CN25 connects S2 and LN2, and B2 is
supposed to be closed. Finally, several similarly merged connectivity
nodes are merged again to form a topological node, which is the BUS1.

Data preparation. The load flow program can get its input data
automatically from the database and these include line and transformer
parameters. In most cases the load flow program needs to convert the
data to a format that fits its requirements. The load flow program can
obtain the MW and the MVAR data of the generation and load from
the operator-approved operating schedules of GT1 and GT2 and the
load demand curve of ELD by specifying a specific time.



164 CHAPTER 4

e Load flow solution. After obtaining the required data, the load flow
program will be executed to obtain the load flow solution of the
example system.

4.6.2 Other Applications

The preceding example demonstrated the CIM application to the load flow
computation. When CIM is applied to the online state estimation, the
SCADA measurement attributes will be loaded into the CIM database so
that the measurement data, including the status information of breakers and
switches, the generation and load, and the line flow measurements, can be
obtained from the database. When the system’s dynamics must be studied,
the dynamics of each generating unit should be loaded into the CIM
database. Likewise, when the power trading is to be implemented on CIM,
the financial information of the system should be loaded into the database.

4.7 APPLICATIONS INTEGRATION

The components of a large complex system are usually separate and
independent of one another. Integration refers to the consolidation of
system components for some purpose through information exchange
among related components. Integration is never used to change the
functions of components in the integration process.

4.7.1 Previous Schemes

The power system information technology (IT) infrastructure traditionally
had a point-to-point connection structure like a spider web where
information exchange is custom designed and implemented. For example,
in Figure 4.10, for N entities of a DPS (distributed processing system) we
need N-1 individual proprietary application program interfaces (APIs) for
each entity [EPROla]. In this scheme the communication protocols are
designed for point-to-point and connection-oriented communication to
provide guaranteed data delivery. In cases where multiple applications are
required to receive the same data simultaneously, multiple connections to
each information source would be required.

Another limitation of this approach is that it does not aliow CIM to
convey the identity of the data being exchanged. Standard data
communication protocols address the syntax issue quite effectively but do
not address the semantics. That is, each interconnected entity is responsible
for assigning an identity to the data received by associating a received data
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object with an internally maintained power system model before the entity
can use the data. Since the application program interface is typically left to
each end user as a local implementation issue, the communication
protocols do not fall into the category of middleware, which solves the
application integration problem in a more efficient manner.

System Control Center

Engineering Work Force Management

Trouble Call System
Asset Management

Customer Information Planning

General Communication Management

Figure 4.10 DPS Integration through Individual Connections

This kind of integration produces a tangle of inconsistent,
individually customized software with a very low extendibility and varying
reliability, integrity, and maintainability. A more efficient and cost-
effective application integration scheme might be based on a single
internationally recognized standard protocol for all interconnections. Such
a scheme could change the one to N-1 interconnection problem to a one to
one interconnection problem.

4.7.2 Middleware

Middleware is a family of technologies for connecting distributed software
entities into an integrated logical entity. Middleware mainly facilitates the
integration of applications and end users which may be physically
distributed across an enterprise, across a country, or even across a
continent. The transaction management system (TMS) is such an example.

Middleware can be utilized for two types of integration. One is an
application system that is distributed across a network, and the other is a
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single autonomous application system that needs to be coordinated or
integrated. The primary distinction between these two is the autonomy of
system components.

Middleware can be divided into two categories. One is the intra-
application problem in which the elements are closely related under the
control of one managing agency; for instance, it is reasonable to use
locking to synchronize transactions which affect multiple information
exchanges. The other is the inter-application problem in which the
elements are under separate controls and must maintain at arm’s-length.
The middleware technology is primarily concerned with the autonomous
and heterogeneous application problem because intra-application
integration is more of a local implementation problem rather than an
integration for a distributed processing system entity across a large
geographical area.

In the following we provide an overview of the different types of
middleware technologies that are available today for inter-application
integration. We start with the most fundamental approach of creating
connections among individual application systems and culminate with the
latest approaches that build on message-brokering systems with event
channels.

4.8 MIDDLEWARE TECHNIQUES

Middleware technologies provide application interfaces and mechanisms
for information exchange among applications. Suppose that the information
system of a power company comprises the information components shown
in Figure 4.10. The functions of middleware in this power system operation
are depicted in Figure 4.11 [EPRO1a].

Middleware has a critical function in the distributed processing of
power systems, as shown in Figure 4.12. For example, in the EMS arena, a
CIM-based software provides the key link for the aggregation of vital EMS
model data from different vendors into a single data model in yet another
vendor’s data schema. Leveraging CIM can reduce the cost of creating a
complicated metadata repository as the master source.

In using CIM as the model for all data exchanges, utilities can
avoid the extensive costs and effort involved in creating their own model.
Since CIM is nonproprietary, utilities are more likely to use it, and they
upgrade CIM-based applications with little effort. This is particularly
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beneficial to ISOs, and RTOs, as CIM greatly facilitates the
implementation of hierarchical and distributed computation and control of
ISO/RTO.

System Control Center

Engineering Workforce
Asset Management Middleware Trouble Call
Customer Information .
Planning

General Communication Management

Figure 4.11 Roles of Middleware

Utility’s CIM Database

Y
Local Applications

Y

Middleware Integration

Distributed Processing

y

Results Output

Figure 4.12 Middleware for Distributed Processing

As we discussed in Chapter 1, a geographically distributed DEMS
is the basis of distributed computation and control of an RTO/ISO. If all
EMS components of a DEMS adopted CIM, the information exchange
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problem would become much easier and efficient. CIM provides
substantial support for distributed computation and control with respect to
methodological and technological issues; although its initial intention was
not directed toward distributed processing applications.

4.8.1 Central Database

A central database can be used for the integration of individual components
as shown in Figure 4.13. Such a database can be implemented using
commercial database technologies. Because the database is a separate
entity outside the specific components that are being connected, the
component that is providing the information will send the information to
the database, and the component that needs this information will obtain this
information by querying the database.

Information |
Producers I_

Information
=——_~| Consumers

Relational
Database

Figure 4.13 Integration with a Central Database

The obvious advantage of this database scheme is that it
disconnects information producers and users. For instance, the load
forecasting application of an EMS will get its input data from the CIM
database and then write its forecasting results back into the CIM database.
The database scheme makes the system design flexible as the information
structure may be extended and new components may be added without
causing wholesale changes to the codes of participating components.

The central database scheme is widely deemed as a fragile and
non-scalable solution. One major limitation of this scheme is the problem
with its notification. Users will not be informed of new information on
which they should act unless a notification system is added to the scheme.
Where there is no notification, users will be forced to check periodically to
see if anything new has popped up. For some applications such as daily
updates, this method works reasonably well, but in many situations,
periodical query poses impractical communication burdens on the network
and database.
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4.8.2 Messaging

Messaging middleware provides a solution to the notification problem.
Usually, notification requires a message delivery from the information
producer to the user. Traditional two-party communication methods bind
the information producer to the user, and thus lack flexibility when several
notifications are in the system.

Messaging middleware is developed based on the publish-
subscribe method, where the information producer registers the types of the
information that it produces, and the user subscribes the information that it
needs by type. By the messaging bus, the messaging middleware
disconnects the information producers and users, and obtains many
advantages over the central database scheme, mainly anonymity and
flexibility.

Messaging middleware can be combined with a central database. A
major difference between the messaging-plus-database and a central
database is that the former can be queried as shown in Figure 4.14. For
instance, a power system application that normally runs by obtaining the
incremental changes in breaker status would also need to be initialized by
the current breaker status when it starts.

4.8.3 Event Channels

An event channel is essentially a sort of advanced messaging, a publish-
subscribe pipe with storage. It can be configured to retain event-driven
messages for arbitrary lengths of time. Not only can query (in the sense of
selecting) which messages are delivered as they occur, it can also be
queried for past messages that have been stored. Hence, the initialization
will no longer need to get information from a relational database; instead,
specialized event channels that directly subscribe to the main event channel
will preserve the necessary information they need for initialization as
shown in Figure 4.15. The event channel is a great idea in advancing
middleware architectures for integration, because most applications work
more naturally and efficiently with a stream of messages rather than with
just a few.
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Figure 4.14 Components Integration via Messaging
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Figure 4.15 Integration via Event Channels

The application of event channels can be substantially extended
when event channels are enhanced with a storage facility. Event channels
with a storage facility can be used very effectively for information
exchange between components even when an immediate delivery is
desired. In these situations, event channels are used as brief-but-indefinite
parking spaces for information that needs to be moved between locations
under a regulated control.

Often a relational database is the right vehicle for the middleware
architecture. However, an event channel may replace a relational database
if relational databases are to be used within applications rather than
between applications. When there is more than one event channel in use,
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such as with distributed event channels, relational databases may even be
used for initialization.

4.8.3.1 Event Channel Applications

Distributed processing of power systems can be roughly classified into two
categories: distributed transaction, and distributed computation and control.
Event channels can be applied to both categories. Distributed transactions
include transactions among customers and scheduling coordinators and
transactions among participating entities and the Power Exchange.
Notification is important to TMS as information exchanges of TMS are
time-critical. Under time-critical action-and-response situations, requests or
events at one component must affect a prompt subsequent processing at
another component. This feature pushes the TMS into an environment
where messaging plays a main role. Accordingly, the user may need to
determine the architecture of TMS, namely whether to use the simple
messaging combined with a central database or to adopt the concept of
event channels. Sometimes event channels are more desirable than
necessary.

Now we review the application of even channels to the transaction
information system (TIS). As part of TMS, TIS is a good example of event
channels with storage. In TIS, a marketer may need to deal with trades,
while a security coordinator may need to look at all TS and AS
reservations. As depicted in Figure 4.16, for event channels a tag is
formatted as a message, and each tag is assigned an event channel.

GenCo [ ——_]
«— Tag 1
TransCo Control Area
DisC \ —
isCo e Tagk .
. X / Security
) Tagn
Marketer /

Figure 4.16 Event Channels with Storage Facility

Here a tag is a file that relates a set of individual agreements to a
complete transaction deal. In such a scheme, each tag subscriber, (e.g., a
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marketer or a security coordinator) sets up a persistent query for the type of
data required by one event channel; each tag possesses one event channel.
The information sources send their messages to their destination tags via
message metamodel, and messages stored in tags are delivered to the
receiving application via the delivery metamodel. The publish-subscribe
nature of event channels can be used to maintain all the essentials of the tag
in one physical place while giving every participant the information it
needs.

The optimal power flow (OPF) application is another illustration of
event channels interacting with a storage facility. OPF usually produces a
set of changes for optimizing the operation of a power system. Normally,
these changes are reviewed before they are implemented, since OPF can
directly publish these changes to a local event channel with storage. These
events can be viewed by system operators by subscribing to the channel
and can be released to local channels for the implementation in real time.

Usually the real-time computation and control for middleware
must meet more stringent requirements than those of the energy transaction
management and monitoring when data communication speed, guaranteed
delivery, and the like, are critical considerations. Event-based
communication, where events are used to both trigger data integration
actions and automate the business process without human intervention, are
another application for the distributed computing and control.

4.9 CIM FOR INTEGRATION

CIM provides standard objects for applications such as energy production,
transmission, distribution, marketing, and retailing functions. As a standard
data model, CIM together with a set of standard APIs can greatly facilitates
the interchange and interoperability of power system applications.

4.9.1 Integration Based on Wrappers and Messaging

When the utility does not want the integration to disturb existing
applications, an intermediate wrapper can be embedded for this purpose.
The main function of such a wrapper, as depicted in Figure 4.17, is to
expose the functionality of the wrapped application in the CIM format and
translate received messages in the CIM format into the local data model. A
significant advantage of this scheme for integration is that legacy
applications do not need to be rewritten. However, the problem is that the
wrappers are proprietary. When electric power system applications are
equipped with their own wrappers, the integration of these applications can
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be shown in Figure 4.18 [Bec00]. The wrapper is only for temporary use in
a transitional process as all applications will eventually be implemented
with CIM.

Utilities need a way for automating data communication in
addition to managing the common information. To do this, as we
mentioned earlier, one could leverage CIM to create a central database to
which all applications are linked. However, this approach has proved to be
non-scalable. A widely accepted practice is to encode messages using
XML to move structured data into a text file. Just like HTML, XML allows
users to create custom tags and describe how message data are used, and
this way provides facilities for self-describing messages.

XML has been adopted by the World Wide Web Consortium
(W3C) and has become the favorite approach for exchanging complex data
between applications. XML and associated APIs facilitate the interchange
and interoperability of various applications. NERC has mandated the use of
the Resource Description Framework (RDF) as the XML schema/syntax
for CIM, which is defined in the draft IEC 61970-501 CIM RDF Schema
standard. Many electric utility software vendors have utilized the XML
version of the CIM to test the capability of their software products to
exchange and correctly interpret the power system CIM model.

4.10 SUMMARY

The CIM’s flexible and open architecture can help RTOs meet the FERC
Order 2000 requirements and enable them to respond quickly at low costs
to changes in organizational, regulatory, market, and technical
requirements. Integration will enable electric power companies to achieve
primary objectives, such as improving staff productivity and maximizing
transmission and distribution system assets, as well as providing flexibility
for the future.

In the past, power systems met with considerable difficulties in
information exchange when they tried to integrate their major systems used
for T&D real-time operations, including their transmission and substations
SCADA system, outage management system (OMS), stand-alone radio
control system for distribution switches. The same difficulties would occur
when they tried to link their transmission system EMS with their
distribution facility management system, and their local EMS with the
EMS of their neighboring power systems.
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Using CIM as the foundation, integration to various systems can be
implemented by employing middleware. With middleware for integration,
bus data synchronization and logging can be initiated automatically,
several T&D operation systems can talk to each other in real time, and
regulatory material can be developed automatically with improved
accuracy and completeness.

While the control center remains the nerve center for electric
power companies, the information it generates and receives from EMS and
other applications is used throughout the energy enterprise. Executives,
distribution engineers, and transmission planners also have certain
applications for real-time system data. The CIM-enhanced EMS will foster
an inter-disciplinary approach to conducting business by enabling
interdepartmental teams to access all necessary data via the open systems.
Hence, in innovative applications, energy companies are implementing the
CIM outside the control center to achieve these goals.

As to the real-time distributed computation and control of
RTO/ISO, based on DEMS, the distributed computation and control
application for a special purpose such as the distributed load flow
algorithm is generally provided by one vendor. Hence, the integration of
this kind of distributed computation and control can be realized via intra-
application middleware. On the other hand, the real-time distributed
computation and control are in most cases based on a dedicated computer
network, though the Internet can be used to accomplish similar tasks. The
event-driven communication is used for the distributed LF and SE
computation and interim results will be exchanged by special
communication tools like MPI.
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Chapter 5

Parallel and Distributed Load Flow
Computation

5.1 INTRODUCTION

The load flow program is one of the most basic and important
tools for power system operation, optimization, and control at control
centers. To a large extent, load flow is the core of EMS applications,
which may include unit commitment, economic dispatch, security
analysis, transmission congestion management, and energy trading. The
system operator will use the load flow results to monitor and control a
power system in real-time. Many load flow computation approaches such
as Newton-Raphson load flow, fast decoupled load flow, and dc load flow
have received wide applications in power systems [Amb0Ol, Ama96,
Bar95, Che93, Che02, Exp02, FuY0l, Osa9, Sch02, Vla0l, YanOl,
Zur01].

In a restructured power system, the load balance condition will be
satisfied when the PX clears the power market. The ISO executes load
flow program for reliability analysis and transmission congestion
management. The ISO will examine the feasibility of the generation
schedules submitted by market participants based on the load flow
computation results. If no transmission congestion is discovered, the ISO
will approve the proposed schedules; otherwise, the ISO will return the
congestion information to the participants for the rescheduling of their
proposed generation and demand.

177
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As was described in Chapter 2, DEMS (distributed energy
management system) is based on a WAN in the system. DEMS is a large
and complex computing and control system, which rightly suits the
monitoring and control requirements of an electric power system that is
naturally distributed on a vast geographical area. A DEMS is composed of
several EMS clusters which can be several hundreds, sometimes even
thousands, of kilometers apart. The computers of a DEMS are usually
heterogeneous and interconnected via various types of communication
links including digital microwave and optical fiber links. Compared with
a traditional centralized energy management system (CEMS), a DEMS
has many advantages in reliability, flexibility, and economy. A DEMS can
provide many new functions that are hard to realize in CEMS; for
instance, individual EMS clusters in a DEMS can provide on-line external
equivalent data to their counterparts for the real-time security analysis.
The rapid developments of modem computer science and communication
technologies have provided substantial technology supports for many on-
line DEMS applications.

In this chapter, we discuss the design methodology and
applications of parallel and distributed load flow algorithms for
transmission system. We also discuss the methodology for the design of
parallel and distributed load flow algorithms and analyze the convergence
properties of these algorithms. We begin with the design of a paraliel load
flow algorithm, and then consider the unpredictability of communication
time delay in a distributed load flow algorithm design. Theoretically, a
parallel load flow algorithm should have the same convergence property
as its serial counterpart, so the convergence analysis and mathematical
proofs of the distributed load flow algorithm is discussed here. The
simulation methods for a distributed computation of an ISO/RTO and its
satellite control centers will also be discussed.

5.1.1 Parallel and Distributed Load Flows

Parallel load flow and distributed load flow represent two distinct
approaches for large-scale power system load flow computation. Parallel
load flow is implemented on a parallel machine with multiple processors
at the system control center; however, distributed load flow is based on
DEMS. Since the design of parallel and distributed algorithms is closely
related to their associated computer systems, it is essential to design
parallel and distributed load flow algorithms according to the specific
topologies and communication characteristics of their computing system.
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The synchronous distributed load flow algorithm is difficult to use
in DEMS because of the serious synchronous penalty caused by tasks
imbalance, computer heterogeneousness and the unpredictability of data
communication delays. Therefore, it is necessary to seek a novel load
flow algorithm, which is suitable for DEMS applications. The
asynchronous distributed computation can adapt to the unpredictable time
delay of the data communication between subarea control centers.
Asynchronous algorithm designs can also be used for other applications in
DEMS such as state estimation, which will be discussed in Chapter 7.

5.2 MATHEMATICAL MODEL OF LOAD FLOW

Let us assume for a specific system that the grid structure, network
parameters, nodal generations, and nodal loads are given. The system load
flow computation is based on the solution of the following equation

F(x,8,P,L,G)=0 (5.1)

where the vector x represents system state variables, S represents the
network topology, P represents the network parameter, L represents nodal
loads and G represents nodal generation respectively. Here we further
assume that the system is modeled using CIM, and S, P, L, and G are
stored in a rational database. Equation (5.1) is rewritten in a simpler form
as

g(x)=0 (5.2)
which is further written in a fixed-point form as

x=f(x) (5.3)

where xe X< R", f{.) is a nonlinear mapping function f:X R". Several
solution methods such as Newton-Raphson, fast P-Q decoupled and DC
load flow are employed to solve this load flow equation.

5.3 COMPONENT SOLUTION METHOD

Suppose that X},..., X, ..., Xy are subsets of the Euclidean space, n = n;,+
...t ny,and 1<n; <n. An xc R" can be decomposed as x = ( x;,-—-,xy),

where x; € R® (i =1, ,N) is the ith component of x. Suppose that f'is a
mapping function defined by f{x) = (fi(x),..., fMx)), Vx €X i X X.



180 CHAPTER 5

Accordingly, the load flow problem formulated by (5.3) is solved
concurrently by multiple processors as follows:

X, =[x, xy ), Vie{l, -, N} (54)

Equation (5.4) is called the component solution of (5.3); when processor i
is updating x;, all other components of x remain unchanged. This
component solution method is the basis of parallel and distributed
computation, which we discuss next.

5.4 PARALLEL LOAD FLOW COMPUTATION

5.4.1 System Partitions

As discussed earlier, the only purpose of parallel computation is to obtain
a faster solution speed. There are many factors that can affect the parallel
solution speed, but the most important are as follows:

e Load balance among participating processors
e Performance of processors

e Speed of data communication between processors.

Therefore, to achieve a high speed computation, it is necessary to divide
the system load flow equations into several balanced subsets for parallel
computation, or to divide the entire system into a number of balanced
zones for distributed computation.

Theoretically, we may split (5.3) in an arbitrary manner. However,
the division may not represent the physical characteristics of the system,
and the nodes in the subvector may not be located in one geographical
area of the power system. Furthermore, this partitioning method may give
rise to a complicated communication requirement in both parallel and
distributed algorithms. As shown in Figure 5.1, each processor would
have to communicate with many other processors in exchanging
information at every iteration step. The algorithm’s execution will be
greatly compromised if a large amount of data has to be transmitted
among processors. To keep data communication at a minimum, we
assume that the data to be exchanged among processors are represented by
boundary state variables.
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. Processor

Communication Link

Figure 5.1 Communications among Processors

Let us divide a large-scale power system into N subareas, the first
(N - 1) subareas have approximately an equal number of nodes, and the
Nth subarea which, is composed of all boundary nodes and lines, is called
the boundary subarea. More specifically, let S; represent the node set of
subarea i, then

SlﬂS_] ’—_¢, l.,j—_-l,...,N*l (55)
S;NSy =Sy, i=1L.,N-1 (5.6)
N-1
U Sk =Sy (5.7)

=1

where ¢ is an empty set, Sy is the set of boundary nodes of the ith subarea
and its boundary subarea. The system partitioning based on this method is
shown in Figure 5.2.

5.4.2 Parallel Algorithm

Suppose that each subarea is assigned to a processor of a parallel machine,
and that x; (k =1, ..., N) is the state vector of the kth subarea.
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Figure 5.2 System Partition for Parallel Computation

The load flow can then be formulated with the following bordered
block diagonal matrix (BBDM) form:

Ji Jin || A As,
Sk e || Axg | =] Asy (5.8)
Invg Inge Inn | [ Dxy ] |Asy

Equation (5.8) can be decomposed into (5.9) and (5.10) as follows:
S A% + Sy yAXy = Asy (5.9)
I+t Iy Ay + o+ Ty yAxy = Asy (5.10)
where Ji; is the Jacobian matrix of subarea k, £ = 1,..,N and J, y is the

Jacobian matrix of subarea £ with respect to the boundary subarea N, &k =
1,...,N-1. From (5.9) we have

Ay = I sy T ey b k=1, N -1 (5.11)

Let
e =Inadixden (5.12)
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Sk =TwxTixSk (5.13)
By substituting Ax; in (5.11) into (5.9), we get
N-1 )7E N-1
Axy =3Iy n— D Jet Ay =D s, (5.14)
k=1 k=1

The parallel load flow computation is obtained by solving (5.11) and
(5.14) alternatively.

Now, choosing the processor in the boundary subarea to be the
coordinator, we can design the parallel load flow algorithm as follows:

Step 1: use flat start, i.e., xx = xx(0), k= 1,..., N

Step 2: processor k (k = 1, ... , N-1) calculates Jis, Jin+1, Jk”,{l, and 4S8,
concurrently, and processor N calculates Jyy, Jyi,, and ASy
concurrently

Step 3: processor k (k = I, ..., N-1) calculates Jys/x Ji " Jines > Inidik’
and 4S; concurrently and transmits the results to processor N

Step 4: processor N solves Axyaccording to (5.14) and transmits the result
to processor k (k=1, ..., N-1)

Step 5: processor k (k=1, ..., N-1) solves Ax; according to (5.11)
Step 6: stop the iterative process if convergence conditions are satisfied

for every processor; otherwise go to Step 2.

The design of this parallel algorithm is quite explicit and easy to
implement on a parallel machine or even on a conventional serial
machine. Such a parallel algorithm will have the same convergence
property as its serial counterpart.

5.5 DISTRIBUTED LOAD FLOW COMPUTATION

5.5.1 System Partitioning

Distributed computation and control can be applied to large, widely spread
out systems to avoid costly investments in telecommunication lines and to
enable systems to be monitored more effectively and efficiently.

Historically, most large-scale power systems were composed of a
number of subareas, each with its local control center called subarea
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control center (SACC). Therefore, the distributed load flow computation
can be directly based on the existing SACCs. As depicted in Figure 5.3,
each SACC will be responsible for the load flow computation of its own
subarea. For example, if the power system has N SACCs, the distributed
load flow will be performed right on the distributed system composed of
N computers at the N corresponding SACCs.

Subarea i
SACC/!

SACCj
" Subarea /

Subarea j

Subarea
SACCm .~

Subarea m

Figure 5.3 System Partitioning for Distributed Load Flow Computation
5.5.2 Distributed Load Flow Algorithm

Theoretically, distributed computation is quite similar to parallel
computation, and the only difference between the two is that the
distributed computation is based on a computer network rather than a
parallel machine where communications among processors are assumed to
be fixed and reliable. Usually the data communication process in a
distributed system is more complicated than in a parallel machine.

5.5.2.1 General Iteration Equation. Based on the system partitioning

paradigm, shown in Figure 5.3 for the distributed load flow algorithm,
each computer at its SACC will perform the following iteration:

X (E+ 1) = X, () - W (g, (), V ke {l,--, N} (5.15)
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where J kk—l(.) is the Jacobian matrix of the ith subarea and y is the

relaxation factor. As in conventional relaxation iteration algorithms, this
algorithm is called either low or exceedingly relaxed iteration algorithm
based on y <1 or y >1 respectively. The Ju(.) in (5.15) is determined as
follows. Suppose, as shown in Figure 5.4 (a), that there is one tie line
whose terminal buses i and j belong to subarea k and A, respectively.
Buses i and j will be grounded for the formulation of Ji and J,, as shown
in Figure 5.4 (b).

Subarea k Subarea h

Subarea k Subarea h

(b) When Forming Jix

Figure 5.4 Formation of Jix

To be more specific, we suppose the ith subarea has n; buses,
which are consecutively put together in the system Jacobian matrix J from
the (m+1)th row to the (m+ n; )th row and from the (m+1)th column to the
(m+ n )th column. Accordingly, Ji in (5.17) is part of the matrix shown
in Figure 5.5.
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Figure 5.5 Elements of J;;,

5.5.2.2 Nodal Power Calculation. After system partitioning, the nodes of
a subarea can be sorted either as internal nodes such as nodes a, b, ¢, and d
in Figure 5.6, or as boundary nodes such as i and j in Figure 5.6.

Subarea k Subarea h

Figure 5.6 Boundary Nodes between Subareas

The calculation of nodal power for internal nodes of a subarea,
either active or reactive power, is the same as that in the conventional load
flow computation. The nodal power of internal nodes can be calculated
based on internal state variables:

Py=fpis(x) Viel,,n} (5.16)
Qi,[ =fQ,i,1(xi), Vie{l,"',”i} (5.17)

where P, and (), are the functions for the active and reactive power

computation of an internal node.
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The nodal power calculation of boundary nodes will require the
information on boundary state variables transmitted from the neighboring
subareas. Specifically, in Figure 5.6, the power calculation of node i in
subarea & needs the state variable of node j in subarea A, and the power
calculation of node i can not proceed before subarea A has transmitted the
state variable of node j to subarea k. In general, the power calculation of a
boundary node can be formulates as follows:

B g = fp,ip(xi % 5) (5.18)
O 5 = fo,i,8(xi5%; ) (5.19)

where F, p and Q,-, p are the functions for the active and reactive power

computation of a boundary node. These values are expressed as a function
() of internal state variables x; and the associated boundary variables x; g of
neighboring subareas. All boundary state variables will be communicated
among distributed computers during the distributed iterative process.

5.5.3 Synchronous Algorithm eof Load Flow

Since synchronization allows the participating computers to take the
consistent iteration steps, the synchronous distributed computation is quite
similar to the parallel computation. The synchronous distributed load flow
algorithm is described as follows:

%+ = 5,0 = W57 (5 (0, Xy (O)g; (7 (), xx (1)),
Viel, N} (5.20)

However, the Jacobian matrix segment J; that we are using here for the
local computation does not take into account the non-diagonal elements of
the system Jacobian matrix. So the convergence process of the
synchronous distributed algorithm could become sluggish compared with
serial and parallel algorithms.

From (5.18) and (5.19), we derive the following equations for the
nodal power calculation:

P a+D=fp(x(t), Viefl,,N} (5.21)
O, (t+D) = fp, (), Viefl, N} (5.22)
Fg(t+1)= fp; p(x;(1),x; g(2)) (5.23)
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Q; 8+ = fo, 5(x(0),x; g(£)) (5.24)

A significant shortcoming of the synchronous distributed load
flow computation is that, in most cases, synchronization will have to bear
a high penalty incurred by communication time delay, load imbalance,
heterogeneousness of computer performance, and so on.

5.5.4 Asynchronous Algorith of Load Flow

In a distributed system located over a vast geographical area, time delays
for data communication among computers are hard to predict. Hence, to
avoid a high synchronization penalty, communication network
characteristics in the distributed system must be taken into consideration
for the algorithm design.

Let us suppose that T ! is the set of time (t) when x; is updated by

computer i of the distributed system and x;( r; (1) is the value of x;

transmitted to computer i/ by computer j at the time rj- (t). Then the

asynchronous distributed algorithm of load flow is formulated as

@+ = fi(x (), 5@, 3y (I O),Y teT, Viell,, N}

(5.25)
where z'j- (t) obviously satisfies
0<7i(@)<t, V120 (5.26)
Forall t¢ T / , X{(t) remains fixed, and there exists
X (t+)=x(), YeeT',Vie{, -, N} (5.27)

After considering communication time delays and introducing a
relaxation factor vy, the asynchronous distributed algorithm of load flow
based on the Newton-Raphson method can be formulated as

51D = 50 = Gy O 5,0 2 ()G (L), 500,
cxn (@), VYieT',Vie{l,-, N}
(5.28)
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where g; :x — x; is the power mismatch function for the ith subarea, and

Ji{.) is the Jacobian matrix of the load flow equation of the ith subarea,
which is formulated as in section 5.5.2.1.

The main characteristic of an asynchronous algorithm is that local
computers do not need to wait at predetermined points for predetermined
messages to become available. Instead, some computers are allowed to
compute faster and execute more iterations than others; furthermore, a few
computers are allowed to communicate more frequently than others, with
communication delays that can become substantial or even unpredictable.
In some special cases it is assumed that communication channels can
deliver messages in a different order that the one in which they were
expected.

The asynchronous algorithm appears to offer several advantages.
First, it can reduce the synchronous penalty and potentially gain speed
over synchronous algorithms under various circumstances. Second, it has
a greater implementation flexibility and tolerance for data alterations
while executing the algorithm. The negative side of an asynchronous
algorithm is that the conditions for its validity could become more
stringent than those for its synchronous counterparts.

The following assumptions [Ber98] are essential for studying the
data communication characteristics of a distributed system.

e Totally asynchronous assumption. Suppose that 7" is indefinite and
{t} is an indefinite sequence of the elements of T', then we

have lim rj (ty) =, Vj.
k—»o0

e Partially asynchronous assumption. Suppose there is a positive
integer M so that
1) For each i and r =0, the set {z, ++1,..., t+m-1} has at least one element
which belongs to 7" ;

ii) Forall iand V¢t € T', there is
t-M<th()<t (5.29)

iii) Forall iand V¢ ¢ T’ there is
rh(t) =t (5.30)
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5.5.4.1 Totally Asynchronous Algorithm. Suppose that the algorithm
starts from x(0) € X. As the preceding totally asynchronous assumption is
satisfied, the algorithm represented by (5.27) and (5.28) is called the
distributed totally asynchronous Newton-Raphson load flow method.

5.5.4.2 Partially Asynchronous Algorithm. From (5.20), we see that the
data that are to be communicated in the distributed load flow computation
are merely the boundary state variables. Compared with the traditional
serial load flow computation, the immediate impact of asynchronization is
that the computation results of the boundary power will change, which
will eventually cause the difference in convergence properties of serial
and asynchronous distributed load flow algorithms. In this regard the most
effective method to improve the convergence property of the
asynchronous distributed load flow algorithm is to reduce the boundary
power mismatches caused by asynchronization. Intuitively, the boundary
power mismatches could be reduced by restraining the extent of
asynchronization, namely the difference between ¢ and 7(z). Hence, we
introduce the following partially asynchronous assumption.

Under the partially asynchronous assumption, the distributed
asynchronous load flow algorithm described by (5.27) and (5.28) is
referred to as partially asynchronous distributed load flow algorithm, and
M is called the asynchronization measure. Since practically the
communication time delays are within certain limits, the partially
asynchronous distributed load flow algorithm will be more suitable for
DEMS applications.

5.5.4.3 Boundary Power Calculation. Since we suppose that there is no
communication delay for the local information, the power calculation for
internal nodes in asynchronous distributed load flow algorithms is the
same as that in the synchronous distributed algorithm. However, because
of the communication delay of boundary state variables, the calculation of
boundary node power is different from that of the synchronous distributed
algorithm. The nodal power calculation of boundary nodes does not have
to be delayed until it receives boundary state variables from its
neighboring subareas. So the available boundary state variables will be
used to compute the boundary power. For instance, the injection power
calculation of node j in subarea /4 will not be delayed for the latest value of
the state variable of node i in the subarea k. Rather, the calculation will
proceed by using the available state variable of node i that was received
previously. The formulation is given as
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B gt+1)=fp; p(x;(t)sx; p (Tj' )] (5.31)
O, 5t +1) = fo, (% (1), x; p (Tj' )] (5.32)
5.5.5 Boundary Power Compensation
To derive the mathematical formulation of the distributed load flow
computation with boundary power compensation, we first take a look at
the load flow formulation for the entire system. Suppose that the system is

partitioned exactly the same way as the distributed load flow; then the
block matrix for the load flow equation is formulated as

[ Ju(x) e Sy e Sy® ][ A ] [ ()]

= Ja(x) e () e I ] A =) () | (5:33)

I (x) e In(x) e I ()| [ Axy | [ g (X))

In comparing (5.33) with (5.15), we see that the distributed load
flow algorithm has omitted non-diagonal blocks of the system Jacobian
matrix. One possible way to improve the convergence of the distributed
load flow computation would be to compensate the boundary power
caused by such reductions. When the boundary power is compensated,
the distributed load flow computation can be generally formulated as
follows:

x(t+1) = x,(0)-J; (x){;g,. @+ LY, (x)Ax,} VieT!,

J#i

vief,-,N} (5.34)

where £ is a scale factor for compensation.

Specifically, for the synchronous distributed computation, the
boundary power compensation algorithm can be formulated as
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X+ =x0)-J; (X(t)){}'g,- (x(0) + BT (x(0)Ax, (1)} VieT’,

J#i

Viefl, N} (5.35)

While for the asynchronous distributed computation, the boundary
power compensation algorithm can be formulated as

xi(t+1) = x;() - J,-;l.[xl (@O, 2y (Tl (t))] [;g,-m (i (@), -,

Xy (@ O+ BY T,z (ODAx, (T (1)) VieT, Viel, N}

J#i

(5.36)

It is obvious in the compensation algorithm that the boundary state vector
x; 5 and its increment Ax; p need to be transmitted to neighboring

subareas.

5.6 CONVERGENCE ANALYSIS

The parallel algorithm is just another computation method of the load
flow problem and its convergence property will be the same as that of its
serial counterpart. Therefore, in this section, we only analyze the
convergence of distributed computation.

5.6.1 Convergence of Partially Asynchronous Distributed Algorithm

According to the partially asynchronous assumption, the next iteration
solution x(¢ + 1) depends on the previous solutions x(¢), x(¢ - 1),..., x(t -M
+ 1). Hence, we introduce a vector z(¢) = (x(¢), x(¢ - 1),..., x(t — M + 1))
which summaries all the information to be used for the next iteration.
Since x(¢ + 1) is decided by z(¢), it indicates that z(z + 1) will be decided by
z(?). Suppose that / is a positive integer, then z(z + /) is determined by z(?).
Further, if f{.) is continuous, z(¢ + [) is also a continuous function of z(z).

Let Z be the Cartesian product of M copies of X, that
is,Z = (xl,...,xM)andZ* = {(x*,....,x*) | x e X*}. It is conceivable that

ifz(f)=z"€Z" then z(t+1)=z . So, we offer the following proposition.
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Proposition 5.1. Say there exist some positive integer t* and a continuous
Lyapunov function d:Z — (0,4+w). If the partially asynchronous

assumption holds, for every scenario of the partially asynchronous load
flow computation we have:

1) Forevery z(0)g Z *, there exists d(z(t*)) <d(z(0));

it) For every z(0)e Z and for every t>0, there exists d(z(t+1))
<d(z(1));

Then there is z € Z for every limiting point z e Z of the sequence

{z(¥)} generated by the partially asynchronous load flow algorithm.

Proposition 5.1 is too general to provide a practical convergence

implication. Hence, in the following, we continue to seek more specific

convergence conditions for the partially asynchronous load flow
computation.

Before we go on to analyze the convergence condition of

asynchronous distributed load flow computation, we present the following
fact. Suppose that the set of the fixed points of the load flow problem are

expressed as X = {xe R" | x = f(x)}, then the following fact holds.

Fact5.1. H X T s non-empty; 2) f{x) is continuous;

Proof. 1) there is always a load flow solution for a steady state
power system.

2) f{x) is continuous and derivable when the system is
stable under small disturbances[Ara81].

Let us define the following function on R”

@)= inf *“x—x*uoo (5.37)
X €

Then the following proposition holds.

Proposition 5.2. Suppose that the iterative load flow function f: X — R"
is non-expansive, which satisfies

<] <

x—x*”Q0 ,VxeR",Vxe X" (5.38)
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Then its properties are as follows:
1) Theset X " is closed

2) For every xeX, there exists some x e.X which satisfies

o-fe-+1

{re]

3) The function /#: X — R" is continuous
4) Foreveryxe X , there is h(f(x)) < h(x).

For the purpose of simplification, we introduce a few notations. First we
let S(x,x )represent the set of indices of coordinates of x that are the

farthest fromx~ , that is,

SGx) =i | [ xg ~ %o = ”x - x*”w ) (5.39)
Then, we define

BOsx") = {y Ry =30, i 153 oy € R [y —x | <o

b
o

ieI(x,x)} (5.40)

To simplify the mathematical proof, we assume that n;, =1(i =1,..,N).
Let us consider the following assumption:

Assumption 5.1. The iterative load flow function f: X — R" has the
following features:
)X " is convex

ii) For every x € R" andx" € X, there is lx - x‘“ = h(x)>0,and

there exists i € S(x;x ) such that fi(y)# y forall y e E(x;x*)

iii)Ifxe R", f;(x) # x;,and x €X' then | f;(x)—x; |<”x—x*

.

Based on the assumption above, we offer the following proposition for the
partially asynchronous load flow computation:

Proposition 5.3. If the iterative load flow function f:X — R" is non-
expansive and the Assumption 5.1 holds, then the solution sequence
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{x(t)} generated by the partially asynchronous load flow iteration

converges to a fixed pointx” € X" .

Proof. For any z = (x',...,x™ ) e Z , we define the Lyapunov function

D(z;x*) = max xi —x* (541)
1 <isM 0
and
d(2)= max D(zx) (5.42)
x eX

Before we prove Proposition 5.3 using Proposition 5.1, we prove the
following four lemmas.

Lemma 5.1. Suppose that xgX *xeX, and h(x)=

k

infx*ex*x—w*u <”x—x*uoo. If z=(G'..y™ez, Yy e E(x;x")
o0

k =1,...,M , then there isd(z) < ux —x*“

o0

Assume  z(¢) = (x(2),x(t = 1),---,x(t -~ M +1)and forteT', we have

X' (1) = (5 (5 (O)seorr Xy (T (0))) -

Lemma 5.2.
hHIf x e X", then for every t € T, there is llxi(t) —x*ll < D(z(t);x*) ;

2)Ifx" e X*, then forall > 0, there is D(z(t +1);x ") < D(z(t);x ") ;
3) For allt > 0, there is d(z(¢ +1)) < d(z(¢)).

The item 3) of Lemma 5.2 guarantees the validity of condition ii)
of Proposition 5.1. In the following, we will prove that if z(0) ¢ Z " then
d(z(2nM + M)) <d(z(0)), which guarantees the validity of condition i)

of Proposition 5.1 when £ =2nM +M . To prove this, we consider
z(0)e Z " and a particular iteration scenario. We denote d Y=d (z(0)) and
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use x to indicate a particular element of X~ which satisfiesd” =d (z(0)).

We also denote J(¢£)={i| |x;(t)—x, | =d"}, and for any limited set J,
we use |J] to represent its cardinality.

Lemma 5.3. 1) If x;(¢+1) # x;(t) forsomez >0, thenig J(t+1)
2) Foreveryt >0, thereisJ(t +1) c J(¢).

Lemma 5.4. Ifd =d(z(0)) >0, then at least one of the following
statements is true:

1) d(z2nM +M))<d’
2) For every f, in the range 0<¢, <2(n-DM, if {J(t)}>0,then
[Tty + 2M) < | J(2,)].

Now we return to Proposition 5.3. By Lemma 5.4, ifd(z(0)) >0,
there are only two cases to consider. Either d(z(2nM + M)) > d(z(0)) or

the cardinality of J(¢) decreases every 2M time units until it is empty. In
the latter case, we conclude that J(2nM) is empty. By Lemma 5.3, it

follows that J(f) is empty and "x(t) —x*" <d” for all ¢ satisfying

2nM <t <2(n+1)M . This implies that d(z2nM +M))>d . We
therefore can conclude that the inequality d(z(2nM + M)) > d(z(0))

holds in both cases. This establishes condition 1) of Proposition 5.1.
Notice that the sequence {z (#)} is bounded and therefore has a limiting

point z. By Proposition 5.1, we have z €Z . Let x be such that
z =(x",..,x). Then x eX and lim infi,.D(z(¢);x )=0. Since
D(z(¢);x)is non-increasing, we conclude that it converges to zero. This

establishes that z(t) converges to z" and x(t) converges to x .

Detailed proofs of Lemmas 5.1 through 5.4 are found in [Ber89].
Although in all of these cases, we considern; =1, the outcome can be

extended to n; >1as well [Wan94].
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5.6.2 Convergence of Totally Asynchronous Distributed Algorithm

To find the exact convergence conditions for the totally asynchronous
distributed load flow algorithm, we first look at the following general
convergence theorem for a totally asynchronous computation.

N N
Proposition 5.4. Suppose X =I1 X; c [T R"™, if for every ie {l,...,N},
i=1

i=]

there is a subset sequence {X ; (k)} of X, , which satisfies the followings:

i) Forall k>0, X, (k+1)c X,(k)

N
ii) Forallx € X(k),where X(k) = f_Il X, (k),thereis f(x)e X(k+1)
iii) The limit of sequence {x(k) [x(k)e X (k),Vk} is a fixed point of f.

Then every limit point of the sequence {x(t)} generated by the totally
asynchronous iteration with x(0) € X(0)is a fixed point of f.

Condition 1) of Proposition 5.4 is the Box Condition. This
condition implies that by combining components of vectors in X(k), we

can still obtain vectors in X (k). Condition ii) of Proposition 5.4 is the

Synchronous Convergence Condition, and it implies the limiting points of
sequences generated by the synchronous iteration are fixed points of f. Let

us define a weighted maximum norm on R" as follows:

. (545

where x; € R™ is the ith component of x;

“1 is certain kind of norm

defined on R™ and we R" ,w,(i =1,...,N) is a scalar. Then we have the

following general theorem for totally asynchronous distributed load flow
algorithm:

Proposition 5.5. If the iterative load flow function f:R" — R"is the

weighted maximum norm contracting map, then the sequence {x(t)}
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generated by the totally asynchronous load flow iteration with
x(0) € X(0) s a fixed point of 1.

Proof. if f is the weighted maximum norm contracting map, then there
exists an a €[0,1) which obtains

f@-x|<aop-x|  wvrex (5.46)

where x~ is the fixed point of f.
Suppose that the totally asynchronous iteration starts with
x(0) € X, and there is

X,(0) =t e R |Jr, -2 <a* @ -2 a7

Then, the set generated by (5.47) will satisfy the conditions of Proposition
5.4 and converge to a fixed point of /.

To further study the convergence property of the totally
asynchronous distributed load flow algorithm, let us consider the
following proposition [Ber83].

Proposition 5.6. Suppose that

i) X € R"is convex and f: X — R" is continuous and differentiable;

ii) There exists a positive constant k which satisfies
V.fi(x)sk, xe X, Vi (5.48)

iii) There exists £ > 0 which satisfies

Z'iji(x)lsvifi(x)—ﬂ, Vx e X,Vi (5.49)

J#i

Then, if 0 <y <1/k, the mapping function 7 : X — R" determined by
T(x) = x —y (x) is a maximum norm contraction mapping.

Now we consider the following iterative equation of load flow

x(t+1) = x(2) = yA™ (x() g (x(1)) (5.50)
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where A(-)is the Jacobian matrix of g(-). The term A~ (x)g(x)in (5.50)
is equivalent to f(x) in Proposition 5.5. When a power system is at
steady state, the difference in phase angles of any two terminals of
transmission lines would satisfy }Gi -0 j| < & /2. Under this condition, X

is convex, and A'(x)g(x) is continuous and differentiable.

From Proposition 5.6, we know that the iterative load flow
equation (5.50) must be a maximum norm contraction mapping if the

Jacobian matrix of the vector function 47" (x)g(x) is diagonal dominant.

Furthermore, from Proposition 5.4, we know that the totally asynchronous
algorithm of load flow converges to a fixed point of g(x)=0. Let

-1
R= oM éx)g(x) and the maximum value of the diagonal elements of R
X

is kz. Then, we obtain the following convergence theorem for the totally
asynchronous algorithm of load flow:

Proposition 5.7. (Convergence theorem of the totally asynchronous
algorithm of load flow). If R is diagonal dominant and y is within

(0,1/Ry), then, the totally synchronous algorithm of load flow would
converge to a fixed point of f .

Because it is very difficult to analyze the Jacobian matrix of
A (x)g(x) in general, in the following we provide the proof for the P-Q
fast decoupled load flow algorithm.

Proof. Suppose that C and D are the constant Jacobian matrices for the &
and v iteration of the P-Q fast-decoupled load flow algorithm respectively,
and let

og (x
H =ﬁ(_) (5.51)
06
5
U= ;319‘2 (5.52)
ov
_where
hy =v, Y v;(G;sin6; - By cos;) (5.53)

J#i
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hj = —v;v (G sin6; — B;; cos ;) (5.54)

u; ==Y v;(Gysin6,; — B cos;) +2v,B; (5.55)
j#i

uy =—-v;(Gy sin6; — B;; cosb;;) (5.56)

If we apply P-Q fast decoupled conditions (i.e., cos@ij =1,
and G, sing; << B, to (5.53) through (5.56), we find that h, =c; and

where 7, n;, c

uy =dy, 5o

;- d; are the (i,/)th element of matrices H, U,

C, and D, respectively. Hence, C"'H = E and D™'U ~ E , where E is an

identity matrix. Because C'H and D™'U are equivalent to R, R is
obviously diagonal dominant. Let us set k = 1+&, where & is a very small
positive factor which depends on the system characteristics. Then, as
y varies in (0,1/(1+€)), the P-Q fast decoupled totally asynchronous

algorithm of load flow will converge.

In a broader sense, we could prove the convergence of P-Q fast
decoupled load flow algorithm as follows. Let the inductive norm for a
matrix 4 be defined as

1], = max 12 (5.5

= |,

where |||L is a certain kind of norm on R"™ | and ”“y is the block maximum

norm. Suppose that Qis a very small & field of the load flow solution x,

ie,Q={xeR"[|x-x"|<6}, and define J,(x)= —ag(; CI—
X
Jy(x)= 8§i(x) ,Vi,j=1,---N. Accordingly, we provide the following

J
theorem.

Proposition 5.8. Suppose y is a small relaxation factor. If the distributed
load flow algorithm satisfies
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”1 — W, (x)u_‘ + Z"yJ,.;‘J,.j (x)]] <L,Vi,j=1--,N  (5.58)
ii i B
Then, the set generated by P-Q fast decoupled totally asynchronous load
flow algorithm converges to a fixed point of /.

Proof. Qis convex when the absolute value of the difference of the phase
angles of the two terminals of a transmission line is less that n/2. Suppose
that for x, y € Q, there exists a scalarf that obtains

h(B) = Br; + (- By, — Wi &:(Br+ (1= B)y)

where #; :[0,1]—> R™ is continuous and differentiable. Let us further

define a mapping function 7;(x) = x; — ¥/;; ! g;(x). Then we have

dh;
1)~ W)~ KO, —HI D gl
Ildh (/3)" iB< max Ndh (ﬂ)”
Bel0]]

Applying the chain rule, we obtain

"dh <ﬁ>" ~ ¥ =W e+ (- Py)x )|

=11 =W B+ (= BN = 31)

= W T (B (= BV~ ¥;)

J#i

<Jr-wits e+ A= By s -3l +
Sr-wits e+ a-p Je -,

J#i
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Leta = “I ~ Wi ,-,-(x)““ + Z“I Wi ,-j(x)”” . Then we have
e Y

”T,. (x)- T,(y)“i <a mjax“x Y ”/ :a”x - y“ , and this implies that the

mapping function 7 :€) — R"is a block maximum norm contracting map.
Then by applying Proposition 5.6, the set generated by P-Q fast decoupled
totally asynchronous load flow algorithm converges to a fixed point of /.

5.7 CASE STUDIES

5.7.1 System Partition

Consider the IEEE 118-bus system as a test system. The system
generation and load data are provided in Appendix A. The system is
partitioned into three subareas (Refer to Appendix A for system
partitioning), and the nodes of each subarea are listed in Tables 5.1, 5.2,
and 5.3, respectively. Between these three subareas, there are a total of
twelve tie lines which are listed in Table 5.4.

Table 5.1 Nodal Data of Subarea 1

1, 2, 3, 4, 5 6, 7, 8 9,10, 11, 12, 13, 14, 16,
Internal nodes (37) |17, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,31, 32,
71, 72, 73, 74, 113, 114, 115, 117

Boundary nodes (5) 15, 19, 30, 70, 75

Table 5.2 Nodal Data of Subarea 2

83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 101,
102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112

Internal nodes (25)

Boundary nodes(3) 82,96, 100

Table 5.3 Nodal data of Subarea 3

35, 36, 37,39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49,
Internal nodes (39) | 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63,
64, 65, 66, 67, 68, 76,78, 79, 80, 81,116

Boundary nodes(9) 33, 34, 38, 69,77, 97,98, 99, 118
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Table 5.4 Tie Line Number

Tie line number (12) |44, 45, 54, 108, 116, 120, 128, 148, 157, 158, 159, 185 I

There is a subarea control center in each subarea of the sample system; the
structure of this wide computer network which is composed of the
computers at these three SCCs is shown in Figure 5.8.

In order to simulate the distributed load flow computation, a

COW is employed as shown in Figure 5.9, and MPI is used for the data
communication among the computers.

Computer at the control
center of subarea 3

()

Computer at the control Computer at the control
center of subarea 1 center of subarea 2

Figure 5.8 Computer Network Structure of the DCCS of the Example System

Workstation Workstation Workstation
1 2 3

Figure 5.9 COW for Parallel and Distributed Load Flow Computation
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5.7.2 Simulation Results

5.7.2.1 Synchronous Computation. In this simulation, synchronous
communication is implemented using the MPI communication function
MPI_Send and MPI_Recv.

Case 1: Distributed computation without boundary power
compensation. In this case, non-diagonal blocks of the system Jacobian
matrix are neglected. The relationship between the iterations of the
distributed synchronous load flow algorithm versus y is shown in Figure
5.10. Although at the beginning the number of iterations is high, the
iteration number of the distributed load flow computation decreases
gradually with y increasing. When y =1.0, the iteration numbers for
computers 1, 2, and 3 are 30, 34, 32, respectively.

Synchronous Load Flow

400 -
350 -
300 -
250 - —&— Series1
200 - —— Series2
150 —&— Series3
100 -

50 -

Iteration Number

gamma

Figure 5.10 Synchronous Load Flow Computation

Note: series 1, 2, and 3 represent the iterations for computers 1, 2, and 3
respectively.

Case 2: Distributed computation with boundary power compensation.
In this simulation we keep the value of y constant and allow B to change.
We set y = 1.0 for we learned from Figure 5.10 that the synchronous
distributed load flow algorithm converges most quickly when y = 1.0. The
most difficult part of this simulation is to choose an appropriate value for
B. The elements of the Jacobian matrix are usually large, so the right hand
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side vector of the load flow equation decreases and becomes very small
when the iterative process approaches the final solution. For this reason, 8
should be a very small value. The relationship between the iteration
number of the distributed synchronous load flow computation with
boundary power compensation and 3 is shown in Figure 5.11 fory = 1.0.

In Figure 5.11, the boundary power compensation can not always
guarantee a fast convergence of the algorithm. The iteration number of
distributed synchronous load flow computation with boundary power
compensation varies non-homogenously with §, and when B exceeds a
certain value (e.g.,, 0.04 in our case), the algorithm will no longer
converge.

Synchronous Load Flow with Compensation
40
35
St
230
E 25 - —e— Series
Zg 20 1 —i— Series2
g 151 —A— Series3
S 10 -
5 4
0 T . T T :
0 0.01 002 0.03 004 0.5
beta

Figure 5.11 Synchronous Load Flow Computations with Boundary Power Compensation

Note: series 1, 2, and 3 represent the iteration numbers of computers 1, 2,
and 3, respectively.

5.7.2.2 Partially Asynchronous Computation. To simulate the partially
asynchronous distributed load flow computation, we first need to choose
an asynchronous measure M. As we stated in the partially asynchronous
assumption, boundary state variables (i.e. voltage magnitudes and phase
angles) are transmitted to neighboring SCCs at least once in every M
iterations. When the nodal phase angles of subarea 1 is delayed M
iterations to be transmitted to its neighboring subarea 3, the iteration
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number of the partially asynchronous load flow computation versus M,
is shown in Figure 5.12 fory =0.1.

In Figure 5.12 the iteration number of the partially asynchronous
distributed load flow increases with increasing M. When M > 14, the load
flow algorithm will not converge.

Partial Asynchronous Load Flow

1600 -
1400 -
1200 A
1000 - —e— Series

800 - —m— Series2

600 - —&— Series3
400 -

200 -

Iteration Number

Figure 5.12 Partially Synchronous Load Flow Computation

Note: series 1, 2, and 3 represent the iterations of computers 1, 2, and 3,
respectively.

5.7.2.3 Totally Asynchronous Computation. Totally asynchronization
can be realized using MPI Isend and MPI Irecv. In this case the data
comimunication between computers is completely random, so it is very
difficult for the totally asynchronous distributed load flow algorithm to
converge. However, theoretically, convergence should be possible when y
becomes small enough to converge.

5.8 CONCLUSIONS
From the case studies of this chapter, we reach the following conclusions:

e The distributed asynchronous algorithm of load flow can be
established based on the unpredictability of data communication time
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delay. The partially asynchronous algorithm can simulate the normal
operating case of a power system, while the totally asynchronous
algorithm can simulate the abnormal case when the data
communication time delay tends to be infinite or a certain
communication link is at fault.

e The proposed distributed load flow algorithms converge to the right
solution when y is small enough. However, it converges most quickly
when y is near 1.0.

e The convergence property of the asynchronous distributed load flow
algorithms can be improved by limiting data communication time
delay. In partial asynchronization, the smaller the asynchronous
measure is, the faster the asynchronous algorithm will converge.

e Boundary power compensation is a useful improvement to the
convergence property of the distributed load flow algorithm.
Boundary power compensation can accelerate the iteration process,
but the compensation factor  must be properly selected.

o Compared with its synchronous counterpart, the distributed
asynchronous algorithm needs additional iterations to converge.
However, the asynchronous algorithm does not need to wait for data
communication the way the synchronous algorithm does, and this can
save computation time.
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Chapter 6

Parallel and Distributed Load Flow of
Distribution Systems

6.1 INTRODUCTION

The extension of computer monitoring and control to the customer level
has become a new trend in modern power systems. This issue is of
particular interest in a restructured environment. The new development
has greatly motivated the application of parallel and distributed processing
to distribution management systems. Distribution management systems
(DMSs) collect and process a large amount of real-time data on the
operation of distribution systems and its customers. However, it may be
unnecessary and impractical to transmit all these data to the system
control center for processing. In particular because the localized data
processing has proved to be the most appropriate approach for distributed
and restructured power systems.

To facilitate the monitoring and control of the distribution system
operation, and to minimize capital investment in communication
networks, a distribution system is usually divided into zones. Each zone
has a dispatching center that is responsible for the real-time monitoring
and control of energy distribution in that zone. Coordination is rare among
these local dispatching centers because of the radial network topology of
the distribution system. The energy distribution in this distribution system,
shown in Figure 6.1, is through the coordination of individual dispatching
centers with the substation, where the distribution system is usually
modeled as an equivalent load in transmission system analyses.

209
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Low Voltage Distribution
System

/ Distribution zone i
High Voltage

L i R Distribution zone k
Transmission Substation

System
\ Distribution zone |

Figure 6.1 Transmission and Distribution Systems

In a restructured distribution system, DISTCOs are responsible for
the energy supply and the operation of distribution zones. The monitoring
and control of the distribution system reliability is the responsibility of the
DNO (distribution network operator), which plays a role similar to that of
the ISO in transmission systems. The DNO utilizes various monitoring
and control facilities which are inherited from the traditional integrated
distribution utilities. On the other hand, a DISTCO may establish its own
computer network for telemetering and operation purposes. For instance, a
DISTCO may impose distribution network reconfigurations based on its
own computer network

A new phenomenon that has occurred with the restructuring of
power industry is that distributed generation units (or distributed energy
resources) have been widely deployed, especially in distribution systems.
The installation of various distributed generation units greatly improves
the existing monitoring and control schemes in the operation of a
distribution system. Likewise, distributed generation will largely change
the traditional characteristics of a distribution system. The utilization of
distributed generation, however, could pose stability problems in the
system operation. In this new circumstance, the proper monitoring and
contro!l of distribution systems is more important than ever.

The reason that power systems are purposely divided into a
transmission system and a distribution system is the large differences in
voltage levels as well as network topologies of the two systems. There
also exists a significant difference in the parameters of these two systems;
hence, convergence problems may occur if these two systems were
directly combined for load flow computation.
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In general, the transmission system has a mesh network structure,
while the distribution system has a radial network structure. In most
computations for a distribution system, it is usually assumed that
distribution networks have a tree-like radial structure. With rapid
developments in modern power systems, however, distribution networks
have become more complicated with a meshed structure. Although the
switches that connect two radial distribution networks are supposedly to
be open in the normal state, which indicates that there is a very weak
current flowing through the connections if the switches are closed, in
some systems the coupling effect ought to be taken into account.

The rapid development and wide application of computer network
technology will provide a substantial support for the distributed
processing of distribution systems. Because the geographical area of a
distribution system is much smaller than that of a transmission system, its
data communication will not need so many stages as in the transmission
system, and computers at local control centers could be interconnected
directly. As a result, to some extent, distributed processing in distribution
systems will become much easier, more reliable, and less expensive than
that in transmission systems.

Similar to that of the transmission system, load flow is the most
useful tool for the real-time monitoring and control of a distribution
system. In this chapter we discuss the parallel and distributed computation
of load flow for the distribution system with respect to specific
characteristics of the distribution system and based on a distributed
computing system. Our discussion will focus on design methods for
parallel and distributed load flow algorithms and their convergence
analyses. The designed parallel and distributed load flow computation are
simulated on a COW, and the unpredictability of communication delay is
taken into account by designing asynchronous distributed algorithms.

6.2 MATHEMATICAL MODELS OF LOAD FLOW

Compared with transmission systems, distribution systems have a
relatively low voltage level. This is because the distribution system is used
for providing energy to customers while the transmission system is used
for the long-distance transportation of bulk energy. The distance between
two neighboring buses on the distribution network is rather minor, and the
transmission system that has a mesh structure, while the distribution
system has a radial structure. Even if there are some loops in the
distribution system, corresponding switches that connect the two radial
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parts are usually located where a very weak electric current will pass
through when the system is operated under normal conditions.

The P-Q fast decoupled load flow method which has received
wide applications in transmission systems cannot be easily applied to a
distribution system. This is because feeders and laterals of the distribution
system have a high ratio of resistance to reactance. If one were to apply
the traditional Newton-Raphson method to the distribution system by
choosing voltage magnitudes and phase angles as state variables, the
solution process would be very slow because the system needs to re-
calculate the Jacobian matrix at every iteration. Hence, new and more
efficient load flow algorithms are developed for the distribution systems
[Aug0O1, Das94, Keb01, Los00, Mek(01, Nan00, Nan98, Sri00]. However,
additional improvements are deemed necessary to represent the new trend
in distribution system operation. For instance, DistFlow has been
approved as an effective load flow method for distribution systems where
there is no distributed generation in the system. The load flow calculation
gets more cumbersome as distributed generation is added to distribution
systems. In the following, we discuss the design of parallel and distributed
load flow algorithms for distribution systems.

6.2.1 Model for One Feeder

The simplest case of a distribution network is depicted in Figure 6.2 with
one main feeder that does not have any laterals. This system has =z
branches and (n+1) buses, We assume V), is the bus voltage at the
substation and that ¥} is constant in the load flow computation.

Vo Vv, Vi Vig

Main —> —>
Station

L, L Li

Figure 6.2 A Distribution System with Only One Feeder

We let z, =r, + jx, be the impedance of the ith branch,
Sy =P +jQ;; the load extracted from bus i, and denote
So.0 =Fo + Qo o as the power extracted from the substation which flows
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into the distribution system. Then the power injected into the first branch
of the main feeder is calculated according to

S, =Sg0 =Sy ~S; =Soq — |S—°i—s 6.1)
1 =200 loss1 Ll —+%0,0 Ll -
0
S*
Vl = Vo —_21]0 = V() —21 0,0 (62)
0

By applying the above calculation to main feeder branches, we obtain the
following recursive formulations:

PRI +Qf
Ba=F-rn——s5—"Pun (6.3.1)
Vi
B +0}
Qi =0 — Xy -0 (6.3.2)
V,
V l Qz
i+l = =2(rin b+ xt+1Qz)+( it xH—l) (6.3.3)
i=0L--,n-1

where P, and (), are the active and reactive power injected into the

distribution branch between buses i and i +1, and V; is the voltage of bus

i. Formulation (6.3.1) through (6.3.3) can be further generalized as

Xo,i01 = Jo+1(X0;) i=01,n-1 (6.4)

where x,; = [P,- O; VI-Z]T. Equation (6.4) has the following boundary

conditions:

P =0 (6.5.1)
0, =0 (6.5.2)
v, =V (6.5.3)

Equations (6.5.1) and (6.5.2) describe the condition of the last bus of the
main feeder. Equation (6.4) and the boundary conditions (6.5.1) through
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(6.5.3) comprise the equations for distribution load flow, which can be
formulated in a general form

G(xy)=0 (6.6)
where x, = [xg’ 0,---,xg’ i ]T . For any given load profile, the state vector

X, can be determined by solving for 3(n + 1) equations in (6.6).

6.2.2 Load flow Model for One Feeder with Multiple Laterals

Now consider a distribution network with one main feeder, n branches,
and m laterals, as is shown in Figure 6.3.

Vo
So

—

Substation

Figure 6.3 A Distribution System with One Main Feeder and Multiple Laterals

We choose the injection power (£ o, ) at the starting bus of
the main feeder and the injection power (£ ;,Qg4), k=12,---,m at the

starting bus of each branch, as state variables. Then the load flow problem
is solved by the following 2(m + 1) boundary equations.

Pk,nk (ZOl,"',ZOm,Zoo):O, k:0,1,2,"‘m (6.7)
Qk,nk (ZOI ,"‘,Zom ,Zoo) = O, k = 0,1,2,""71 (68)

where Pk,nk,Qk’nk (k=0,,---,m) are the active and reactive power

flowing out of the last bus of each branch of the main feeder and each
lateral, n; is the number of the branches of the main feeder or the kth

lateral (k =1,---,m).
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T T _T\T T
We denote z=(zy,""",Zom»Z00) » Where Zooz(Po,o’Qo,o) ,

zox =(Poy»Qox)’s k=L-,m. Then (6.7) and (6.8) will be
synthesized into the following formulation
F(2)=0 (6.9)

By the chain rule, the Jacobian matrix of (6.9) will have the following
form:

Ju o o I o |
In Jn v Jam I
J=| : : : : (6.10)
It Iz o Tm Imo
[ Jor Jo2 o Jom  Joo ]

[ 0Py, OPin,

OFy, 00,
where Ju = P Qk,nk P Qk,nk
i 0y,

Then the load flow solution is obtained by iterating the equation

JAz(k +1) = —F(z(k)) (6.11)

where Az(k +1) is the correction of the state variables in the (k+1)th
iteration, and F(z(k)) is the residual vector of the injection power. Except
for the last row, all non-diagonal blocks of matrix J are of the form

& & . ...
J i ={ }, where £ is a very small positive number, e.g., 0 <& <1.
£ ¢

1

However, on the last row of matrix J, Jj; :[
£

£ .
} . Hence, matrix

J can be rewritten as
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Jy 0 - 0 0

|0 gy e 00

J=| 1 : s (6.12)
0 0 - J,, O
o1 Joo o Jom Yoo |

Then the load flow problem can be resolved be iterating the equation
JAz{(k +1)=—-F(z(k)) (6.13)

When the distribution system is operated in a normal state, the
system’s Jacobian matrix J is nonsingular and there would be a solution
for (6.11). This Jacobian matrix has nothing to do with network
parameters of the distribution system, and thus this load flow method
should have a strong numerical stability. This load flow solution method

has shown a very good convergence property [108]. In practice,/ is
assumed to be constant and this significantly simplifies the load flow
computation.

6.3 PARALLEL LOAD FLOW COMPUTATION

Based on the load flow model discussed in the section above, parallel
computation techniques can be employed for a fast load flow solution.
The first step for this parallelization is to divide the coefficient matrix of
(6.11). If we denote AZ(k) = (AZl(k),'--,AZm(k),AZO(k)) and

F(Z(k)) = (F(Z(k)) ,--+, F,(Z(k)), Fo(Z(k))) . Then we obtain the
iteration equation for the parallel computation:

=JAZi(k+1)= F(Z(k)), i=L--,m (6.14)

— JooAZy(k + 1) = Fy(Z(k)) + D T AZ, (k) (6.15)

i=1

The load flow computations of the laterals and the main feeder are given
by (6.14) and (6.15), respectively. We suppose there are (m + 1)
processors to solve the parallel load flow equation; each of the m
processors will compute the load flow of a lateral except one processor
which will process the load flow computation for the main feeder. In cases
where the number of processors is less than (m + 1), we assume that some
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of the processors will take more than one laterals. Nevertheless, we
assume that one of the processors will be responsible for the computation
of the main feeder, because there is no waiting for the data exchange
between different zones except for the main feeder.

6.4 DISTRIBUTED COMPUTATION OF LOAD FLOW
6.4.1 System Division

Suppose that a distribution system, which is partitioned into N zones,
satisfies the following requirements:

o The main feeder is taken as one separate zone. This is because the
main feeder is most important, and a fault occurring on the main
feeder may affect a much larger distribution area than that on a lateral
branch.

e One or a number of geographically adjacent laterals are grouped to
form a zone. This grouping usually complies with the existing control
zones in the distribution system.

e The performances of computers available in the system for distributed
computation are the same. The load balance can then be obtained by
partitioning the distribution system into zones with almost the same
number of buses.

6.4.2 Synchronous Distributed Algorithm

Denote z=(zy,---,zy), F =(F,,---,Fy). The synchronous distributed
load flow algorithm is then formulated as

—Ji(k+1)Az; = F;(z(k)) i=1---,N-1, N<m+1 (6.16)

— JooAzg (k +1) = Fy(z(k)) + D Jo;Az; (k) (6.17)
i=1

Equations (6.16) and (6.17) appear to be almost the same as (6.14) and
(6.15), i.e., the latent difference. For parallel computation, we divide the
load flow equations according to the architecture of the parallel machine
while for distributed computation, we design distributed algorithms with
respect to the existing system partitions. Particularly when N =m +1,
except for the computer that computes the main feeder, each remaining
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computer computes one lateral. In the synchronous distributed load flow
algorithm, the boundary state variables are communicated among
processors at every iteration.

6.4.3 Asynchronous Distributed Computation

We denote z'(£)=(z,(z,(t)),+, 2y (t} (1)) where z; (z'j- (1)) represents
the component z; at time ¢ which is sent from processor j to computer i.

When the possible communication delay is taken into account, the
asynchronous distributed algorithm of (6.13) is formulated as

—J; @Oz, + ) =yF;(Z (1)) i=L,-,N-LN<m+1 (6.18)

— Joo (2% (O)Azg (¢ + 1) = pF (2% () + D S oAz, (] (1) (6.19)

i=1

where v is a relaxation factor. Asynchronization could be caused by a
number of factors. These include

1) different sizes of zones, which usually results in load imbalances
among computers

2) heterogeneous computers with different performances
3) different communication media among computers.

The asynchronous load flow algorithm proposed above can be used
especially when communication delays among computers of a distributed
system are hard to predict. To improve the convergence performance of
asynchronous computation, a relaxation factor y is introduced into (6.18)
and (6.19).

6.4.3.1 Totally asynchronous algorithm. If the communication delays in
(6.18) and (6.19) satisfy the totally asynchronous computation assumption
as defined in Chapter 5, (6.18) and (6.19) are then referred to as the totally
asynchronous load flow algorithm for distribution systems.

6.4.3.2 Partially asynchronous algorithm. If the communication delays
in (6.18) and (6.19) satisfy the partially asynchronous assumption, defined
in Chapter 5, (6.18) and (6.19) are then referred to as the partially
asynchronous load flow algorithm for distribution systems.
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6.5 CONVERGENCE ANALYSIS

As we saw in the last chapter, if the Jacobian matrix of the load flow
equation is diagonally dominant, distributed asynchronous load flow
algorithms will converge when the relaxation factor y is small enough. In

(6.10) and (6.12), matrices J and J are apparently diagonally dominant,
andAJ,, >> AJy , Vi # k; therefore, distributed asynchronous load

flow algorithms for distribution systems will converge when the relaxation
factor y is small enough.

6.6 DISTRIBUTION NETWORKS WITH COUPLING
LOOPS

Earlier, we assumed that the current on the tie line of two laterals is
negligible. In case the current cannot be neglected as loops are formed in
the distribution networks. So the load flow algorithms proposed above
should be modified for this application.

The cases where the tie line current must be taken into account
fall into the following two categories:

a) The power for the boundary load is supplied by one network,
indicating that the power from the other network to the boundary load
is zero. In this case, we can hypothetically shift the tie line to the new
position and the previously proposed load flow algorithms can be
applied.

b) The power for the boundary load is supplied by the two feeders in the
two adjacent networks, as illustrated in Figure 6.4.

Boundary

k
|

Branch dm '1 ! Branch dk
Tie Line

Figure 6.4 Intensely Coupled Distribution Systems

Distribution
| Network B

Distribution

-+—
Network A |
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Suppose that the power flow on tie line & - [ is Py, + jQu.. Then
boundary conditions for the proposed load flow algorithms are modified

as follows:

For distribution network 4,

ij = —Qtie (621)
For distribution network B,

P g = Ptie (622)

le = Qtie (623)

The proposed distributed load flow algorithms are used
accordingly for the load flow problem of distrbution systems with
different boundary conditions.

6.7 LOAD FLOW MODEL WITH DISTRIBUTED
GENERATION

When there is distributed generation in the distributed system, the load
flow model proposed in Section 6.4 cannot be used any more. We have to
use the traditional Newton-Raphson method to solve the load flow
problem of the distribution system with distributed generation [Hat93,
NakO1]. Furthermore, the P-Q fast decoupled technique cannot be used
due to the high ratio of r/x in distribution systems, and the Jacobian matrix
of load flow equation wouid have to be updated at every iteration, which
is time consuming. Fortunately, however, parallel and distributed
processing can help speed up the entire computation process.

Similarly, we choose the bus voltage magnitude and phase angle as
state variables of the distribution system. Then the mathematical model of
the load flow for the distribution system with distributed generation will
be formulated as

— JGe(k)Ax(k +1) = AS(x(k)) (6.24)

Suppose that the original distribution system is divided into N
zones, each with one or more laterals. Also suppose that the main feeder
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forms the Nth zone. If X, (k = 1,...,N) is the state vector of the kth zone,
(6.24) can be rewritten more specifically in the format

Ji(x) Jin(x) || Ax AS;(x)
- Jii(x) Ty || Ax; |=| AS;(x) (6.25)

i

Inix) Iy (x) Iy NG| [Axy | | ASy (%)

where Ji is the Jacobian matrix of zone &, £ = 1,.,N; J; yis the Jacobian
matrix of zone k with respect to zone N; Jy . is the Jacobian matrix of
zone N with respect to zone &, k= 1,..,N.

Equation (6.25) is similar to the load flow model for the
transmission system discussed in Chapter 5. However, since the P-Q fast
decoupled technique cannot be used here, for every pair of bus injection
P.,0Q; , the Jacobian matrix is calculated by

oP, oP,
89j 6vj 6.26
20, 0, (6.29)
20, v,

The non-diagonal elements of the Jacobian matrix cannot be omitted for
parallel and distributed computation load flow algorithms of distribution
systems with distributed generation. This is because the r/x ratio of
distribution systems is high. In other words, if we simply decompose
(6.25) similar to that of parallel and distributed load flow algorithms for
transmission system, we obtain the following formulation:

—Ji (x(B)Ax; (k+1) = yAS; (x(k)) i=1,---,N ~1, for laterals  (6.27)
—JnnDxy (k+1) = yAS \ (x(k)), for the main feeder (6.28)

where N - 1 is the number of zones for laterals.

Because the non-diagonal elements of the Jacobian matrix in
(6.26) are not negligible, the parallel and distributed algorithm described
in (6.27) and (6.28) will have a convergence problem. Even if we take the
boundary information into account for the main feeder formulation and
use
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JN,] (x)Axl +...+JN’i(x)Axi + +JN,N (x)AxN = ASN (x) (629)

instead of (6.28), the load flow algorithm will have a convergence
problem because each boundary bus will delete four elements from the
Jacobian matrix as shown in (6.26). For instance, if there are n, boundary
buses in the distribution system, a total of 4*n, elements are to be deleted
from the Jacobian matrix to form the preceding parallel and distributed
load flow algorithm, which could adversely affect the convergence
property of the load flow algorithm.

Therefore, the non-diagonal submatrices of the Jacobian matrix
must be taken into consideration for the parallel and distributed load flow
algorithm of the distribution system with distributed generation. To
implement this, (6.25) is decomposed into (6.30) and (6.31):

Jiibx; +J; yAxy ==As;  i=1,---,N -1, for laterals (6.30)
I+ Ty Ay + o+ Ty yAxy =—Asyy, for main feeder (6.31)

From (6.30), we have

Ax;=J EAs T yAxy ) =1, N1 (6.32)

We define
J; :JN,iJi:il‘]i,N (6.33)
S; =JInJiiS; (6.34)

By substituting Ax; into (6.31) we have

-1
Axy ={JN,N—ZJ,} {—ASN+ZS,} (6.35)
i=1

i=1

The parallel and distributed load flow for the distribution system
with distributed generation will solve (6.35) and (6.32) alternatively.
Suppose that the processor for the computation of the main feeder acts as
the coordinator, then the parallel and distributed load flow algorithm is
further described as follows. Take a flat start, i.e., x; = x{0), i = 1,...,N.
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i) Processor i (i = 1, .. , N-1) calculates J;;, J;n Ji;', and 4S;
concurrently, as processor N calculates Jyn, Jy;, and 4S; at the
same time,

ii) For Jy; = Jin, processor i (i = 1, ..., N-1) calculates JyJ;;”J;y and
Jn.Ji.i'AS; concurrently and transmits the communication results to
processor N;

iii) Processor N solves Axy according to (6.35) and then transmits the
result to processor i (i = 1, ..., N-1);

iv) Processori (i = 1, ..., N-1) solves 4x; according to (6.32);

v) Check whether the convergence condition is satisfied. If not, then
processors modify state variables and go back to step ii); if yes, then
they stop the computation.

The algorithm above is easy to implement either on parallel machines or a
computer network.

Now we consider the communication delays among processors.
Denote x'(f)= (x (11’~ @), -, xy (z’}'\, (#))), and letx; (rj- (¢)) represent the
component x; at time ¢ sent by processor j to processor i. The
asynchronous distributed algorithm of (6.32) and (6.35) is formulated as

At +D) =] (x' (t))% As; (x (8)) = J; y (' (DDA (T (t»},
i=1.,N-1 (6.36)

N-1 -1 N-1
Axy (£ +1) ={JN,N N (@) - ZJi(t)} {— Asy (N @)+ s (t)}

i=1 i=1

(6.37)
where
Jit)=J OV (X )y () (6.38)
S () =J 5 (' OV & (@)S; (x (1)) (6.39)

By choosing Axy(0) as the initial value, we set up (6.36) and

(6.37) to be computed in a totally distributed manner. If the
communication delays in (6.36) and (6.37) satisfy the totally
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asynchronous assumption defined in Chapter 5, (6.36) and (6.37) are
referred to as the totally asynchronous load flow algorithm for distribution
system with distributed generation. If the communication delays in (6.36)
and (6.37) satisfy the partially asynchronous assumption defined in
Chapter 5, (6.36) and (6.37) are referred to as the partially asynchronous
load flow algorithm for distribution system with distributed generation.

6.8 JOINT LOAD FLOW COMPUTATION OF
TRANSMISSION AND DISTRIBUTION SYSTEMS

6.8.1 Problem Description

The load flow computation of the transmission system and the distribution
system are performed separately because of the large differences in their
network topologies and parameter values. However, because the two
systems are physically interconnected and have to be solved concurrently
for an accurate load flow solution, there could be some errors especially in
the computation of power mismatches at the boundary buses of the two
systems.

High voltage bus of Transformer Low voltage bus of
transmission system distribution system

Py+jQy j PyitjQyq
Boundary Bus

Figure 6.5 Joint Transmission and Distribution Networks

As shown in Figure 6.5, the power flow at the boundary bus of the
transmission and distribution systems is represented as a load for the load
flow computation of the transmission system. However, the power
injected from the transmission system