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Preface

Plant growth provides the basis for life on earth and is a process that is inti-
mately linked with human civilizations. Continuous development in agricul-
tural practices and in plant breeding allows us to keep plant production in
line with demands. Industrialization, based on an enormous input of energy,
mostly fossil fuels derived from biomass produced in the past, made it possi-
ble to reach our current standard of living. However, the uncontrolled use of
plants and fossil fuels is an important contributor to global warming due to the
associated production of CO2. Furthermore, the reserves of this energy source
are rapidly being depleted, so alternatives need to be found. Improved plant
production is seen at least as a partial solution, as photosynthesis enables the
“recycling” of CO2 and fixing of energy. Thus, in recent years, we have seen
a rapidly emerging market for bio-energy as well as the production of a myriad
of natural products from plants. These bio-energy and bio-product producing
crops, however, compete for the available agricultural land used for the pro-
duction of food and feed, which is already starting to affect market prices of
these commodities. Therefore, there is a renewed pressure on plant scientists
to find solutions to increase plant productivity in a sustainable way.

Plant growth is intimately connected to the capacity of source organs to
produce assimilates. Light is a key energy source and environmental cue
controlling development, predominantly via leaves. It is known that growth-
promoting signals are perceived in mature leaves and transmitted via unknown
signals to developing leaves to regulate their growth. The nature of this trans-
missible signal is not known, but assimilates, such as sugars are thought to play
a key role. Plant hormones also provide long-distance signaling to interface
environmental conditions and organ growth. At the cellular level extracellu-
lar signals are sensed, transmitted and integrated by intracellular signaling
pathways, which on one hand can directly regulate metabolic enzymes and
other cellular functions, while on the other hand they feed into the regulation
of gene transcription, protein stability protein modifications to quantitatively
fine-tune cellular components or behavior. However, little is known about the
intracellular signaling pathways in plants that regulate growth or its various
components. Genetic approaches are difficult when genes function in an in-
terconnected complex network, and regulate processes that are quantitative,
such as growth. Novel methods, together with systems approaches, are needed
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for multiplex measurements of the outputs of signaling pathways at various
complexity levels.

Growth of new organs requires a combination of cell division in or near
meristems, cell growth, differentiation and cell expansion. Both developmen-
tal and environmental inputs influence organ growth by altering the pool of
proliferating cells. These developmental pathways are composed of individual
modules consisting of signal(s), transducers, transcriptional regulator(s) and
targets. Viewed this way, plant development is a cascade of events that, by
continual external and internal input, direct the orderly activation of the hier-
archically arranged modules. How these processes are linked and coordinated
is not understood.

To gain a systems-wide understanding of any developmental or physiolog-
ical process, an increasing number of methodologies to obtain “omics” data
at various levels and of computational and network-modeling techniques are
available. However, a key, sometimes overlooked issue is the precise experi-
mental approach and is the exact source of the “omics” data. To understand
a system, one should be able to produce, as far as possible, a list of its parts, to
introduce perturbations in the system and to monitor the behavior of the parts
following the perturbation. A further source of critical information is time-
resolved data, because it can be assumed that changes in concentration/activity
of the regulator will inevitably precede the changes in the regulated component.

First and foremost, the sequencing of the genome of Arabidopsis thaliana
has launched plant science into the genomics era and provided a gathering
platform for plant scientists. This is now rapidly followed by the sequencing
of other plant genomes with agricultural importance, including rice, poplar,
grapevine, tomato and maize. The impact of having the full list of coding
and regulatory sequences for understanding the behavior of plant growth is
enormous, as investigators can shift their attention from gene-identification
to functional analysis of these genes at the molecular, cellular and whole plant
levels. Genomic sequence availability also allowed the development of profiling
technologies to monitor gene expression, protein abundance, localization and
modifications on a genome-wide scale under a wide range of experimental
conditions and in specific cells or tissues. Our ability to simultaneously study
the function of virtually all genes encoded by the plant genome, has led to
a new more holistic approach to biology named systems biology. Rather than
focusing on the function of a few genes in a particular pathway, the emphasis
in systems biology is to understand which are the key components regulating
specific processes and how such components are connected in “regulatory
networks”.

As outlined above, plant growth is a particularly intriguing phenomenon
as it is under the control of a multitude of interacting regulatory pathways. In
this monograph several of the contributing pathways are reviewed, including
light signaling (López-Juez and F. Devlin, Chapter 11), the classical hormones
auxin (Zago et al., Chapter 8), ethylene (Dugardeyn and Van Der Straeten,
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Chapter 10), and brassinosteroids (Clouse, Chapter 9), and signaling path-
ways including the TOR pathway (Anderson, Chapter 12), Armadillo repeat
proteins (Coates, Chapter 15) and the MAPK cascades (Suzuki and Machida,
Chapter 13), and protein dephosphorylation mechanisms (Schweigenhofer
and Meskiene, Chapter 14). Devoto and Paccanaro (Chapter 17) describe the
use of profiling and modeling to analyze signaling pathways on a genome-
wide level. Downstream of those signaling pathways,, several key aspects of
growth regulation itself are discussed, starting from the unicellular perspec-
tive of algae (Bǐsová, Chapter 18) to the regulation of cell growth, cell division
(Doerner, Chapter 1), the switch between division and differentiation (Magyar,
Chapter 5), the endoreduplication processes (Yoshizumi et al., Chapter 6) and
interactions between cell size and cell numbers (Ferjani et al., Chapter 3) in
higher plants. At the whole organ level the role of the epidermal layer in growth
control is reviewed (Ingram, Chapter 7) and overall organ size control mech-
anisms are explored (Anatasiou and Lenhard, Chapter 2). Finally, emerging
experimental approaches as proteomics (Schulze, Chapter 16) and kinematic
analysis of growth (Walter, Chapter 4) are described.

We think it is timely to bring together this overview of the developments in
various areas of plant-growth research in this monograph, firstly to give the
reader a comprehensive insight into the current state of knowledge in the field.
Reading through, it is possible to see common themes emerging from different
fields of research and therefore we hope that this book will also stimulate
an integrating perspective for future research aimed to better understand the
fascinating process that plant growth represents.

March 2008 László Bögre and
Gerrit T.S. Beemster
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Abstract Plant growth is mediated by three fundamental processes: cell growth, division,
and expansion. The mechanistic analysis of their contributions are complicated by the
observation that the balance of their contributions to organ growth are not hard-wired.
Reduced cell proliferation, irrespective of whether this is caused by decreased cell growth
or diminished cell division, can be, at least partially, compensated for by increased cell ex-
pansion. It is therefore argued that for a functional understanding of how gene regulatory
networks control growth of the plant body, it is essential that all cellular parameters con-
tributing to organ growth are quantified in concert. Plant growth behavior is exquisitely
responsive to environmental change. Cell growth, division, and expansion, in aggregate,
are promoted by nutrient availability and inhibited by abiotic stress. Recent studies that
address how light intensity, CO2 concentration, water activity, and temperature have com-
plex effects on proliferation, cell expansion, and endoreplication that affect leaf organ
growth are reviewed. Root growth rates and patterns are also very sensitive to mineral
nutrient concentration and distribution. The mechanistic basis of plant organ growth still
remains unknown; but such knowledge is critical for rational approaches to manipulate
plant growth. Critical steps towards this goal are discussed.

1
Introduction and Background

Plants adapt exquisitely to their environment: physiology and metabolism
change diurnally and in response to many environmental conditions, and re-
productive development is generally sensitive to day length, temperature, or
other proxies of seasonal change. The most fundamental adaptation to envi-
ronmental change in plants is altered growth behavior, involving changes to
root or shoot growth patterns, rates, or both.

Despite their fundamental importance for our understanding of plant
growth, for rational approaches to sustainably enhance yields in agriculture
and forestry and, ultimately, for human welfare, we still understand sur-
prisingly little about the mechanisms that govern growth in plants. In this
chapter, I will consider the signals and genetic mechanisms involved in con-
trolling growth in aerial and underground organs.
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1.1
Distinct Processes Contribute to Plant Growth

At the whole plant level, growth of the plant body proceeds by the linear ex-
tension of stems and branches, the production of leaf or floral organs, and
the elongation and branching of roots, mediated by apical, axillary, and lat-
eral meristems. Secondary growth, or radial thickening mediated by cambial
cells, contributes to body size increase in many plants, but will not be consid-
ered further in this chapter. Primary stem or leaf and root organ growth, here
defined simply as an increase in volume, proceeds in two stages, which I will
call phase I, during which cells multiply in cycles of growth and division; and
phase II, during which cells cease dividing but expand until differentiation is
completed. High rates of proliferation are observed in meristems, in young
leaf and floral primordia, but not in stem cells and the stem cell niche (Fig. 1).

Fig. 1 Schematic representation of the root apical meristem illustrating the different zones
of growth and the positional extent of various growth processes

1.2
Cell Growth

In phase I, cell growth alternates with division in mitotic cells. Cell growth is
a prerequisite for division in meristems and organ primordia, and is driven
by the increase of cell mass by synthesis of macromolecular cell constituents
(Jorgensen and Tyers 2004). Ribosomes limit macromolecular synthesis and,
therefore, their synthesis and its regulation is at the nexus of growth control.
For example, yeast cells commit ∼50% of their total transcription activity and
a large fraction of their energy budget towards building ribosomes (Warner
1999) and quantitative studies reveal a strong positive correlation of ribo-
some synthesis with cell growth (Planta 1997; Warner 1999). There is good
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evidence that impaired ribosome biosynthesis reduces plant growth (Van Li-
jsebettens et al. 1994; Weijers et al. 2001; Horvath and Bogre, this volume), but
no detailed information is yet available on how well ribosome biosynthesis
correlates with growth activity in plants. The expression of many components
of the plant ribosome is regulated transcriptionally (McIntosh and Bonham-
Smith 2006), but it is still poorly understood how ribosomal RNA and protein
synthesis for ribosome production are coordinated mechanistically (for re-
view, see McIntosh and Bonham-Smith 2006).

Cell growth is under control of the target of rapamycin (TOR) pathway,
which couples nutritional cues to the regulation of ribosome biosynthesis,
the rates of protein synthesis and proliferation. The TOR pathway interacts
with the PI-3-kinase pathway, which mediates growth factor cues, and this in-
teraction insures coordinate cellular growth responses (Arsham and Neufeld
2006; Jorgensen and Tyers 2004). The TOR pathway has been well character-
ized in animal and yeast systems, but much detail remains to be uncovered in
plants: Orthologs of the TOR kinase, and of some additional components of
the TOR signaling pathway have been identified in plants (Bogre et al. 2003;
Menand et al. 2002; Wang et al. 2003), but their functional significance for
plant cell growth control, specifically for coupling environmental change to
growth responses, are only beginning to be examined in detail (Mahfouz et al.
2006). Likewise, plant homologs of PI-3-kinases and their effectors, the AGC
kinases have been identified (Wang et al. 2003). At least one AGC kinase has
been shown to be responsive to auxin and cytokinin growth regulator inputs
(Anthony et al. 2004), and IRE (an AGC kinase) positively regulates root hair
tip growth (Oyama et al. 2002). However, many gaps need to be filled until
we understand the mechanisms of how growth regulator and nutrient inputs
converge on cell growth control in plants.

1.3
Cell Division

In contrast, the mechanisms controlling cell division are much better under-
stood than those regulating cell growth in plants (see Inze and De Veylder
(2006) for an excellent recent review). Components of the plant cell cycle ma-
chinery (cyclins, cyclin-dependent kinases), orthologs of the retinoblastoma
(Rb) gene, and E2F/DP-type transcription factors were identified based on
their sequence homology (Vandepoele et al. 2002). Largely based on gain-
of-function studies with transgenic plants over- or ectopically expressing cell
cycle regulators and expression analysis, the following view is emerging: In
association with CDKA (A-type cyclin-dependent kinase), d-type cyclins are
involved in controlling the entry into the cell cycle (Menges et al. 2006, Riou-
Khamlichi et al. 1999), whereas A- and B-type cyclins, in association with
CDKA and CDKB play a major role in S-phase and entry into M-phase, re-
spectively (Doerner et al. 1996; Weingartner et al. 2003). As in animal systems,
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the E2F/DP and related genes, promote S-phase and DNA synthesis, but are
also involved in controlling the switch between mitotic cell cycles and the en-
doreplication cycle. Likewise, CDK inhibitors function in post-translational
control of cyclin–CDK complex activity. Anaphase promoting complex (APC)
proteolytic activity at the metaphase-to-anaphase transition insures the irre-
versible directionality of cell cycle progression, as in other model systems.

Cell growth is coupled to cell division progression by mechanisms that
monitor cell size. For example, in yeast, coupling of growth to cell cycle
entry converges on the regulation of G1-type CLN3 cyclin abundance (Mor-
gan 2007), although this view may be too simplified (Jorgensen and Tyers
2004). CLN3 abundance is regulated at the transcriptional, translational, and
post-translational level (MacKay et al. 2001; Morgan 2007; Polymenis and
Schmidt 1997). In aggregate, these mechanisms result in a steep stimulus–
response coupling (ultrasensitive response) of CLN3 protein levels, and hence
of CLN3–CDK complex activity, to the rate of mRNA translation by ribo-
somes, which reflects the activity of the TOR and other growth regulating
pathways. Cell cycle entry in plants requires d-type cyclins. In Arabidopsis,
cyclin D3;1 mediates the stimulatory effect of cytokinins on proliferation,
while cyclin D2 abundance is responsive to sucrose levels (Riou-Khamlichi
et al. 1999, 2000). Cyclin D3;1 is a labile protein (Planchais et al. 2004), as
would be expected of a limiting regulator responsive to potentially rapidly
changing environments. Moreover, cyclin D3;1 promotes the G1/S transition
(Menges et al. 2006). Based on this limited information, it is therefore reason-
able to predict that key aspects of the mechanisms that couple cell growth to
cell division are conserved in all eukaryotes.

1.4
Cell Expansion

After cells pass through the domain with high rates of cell growth and divi-
sion, they cease dividing and cell size rapidly becomes larger. This transition
from phase I to II is visually distinct in root meristems, whereas in leaf or-
gans this transition is morphologically less conspicuous. Cell expansion in
phase II is not driven by macromolecular synthesis but is the result of turgor-
driven water uptake and concomitant cell wall loosening. The generation of
increased osmotic pressure requires the activities of three major proteins
or protein complexes in the tonoplast membrane: The V-type H+ATPase,
H+pyrophosphatase and aquaporins (see Maeshima 2001 for review). This
is balanced by cell wall loosening that permits the cell to expand mostly in
one direction, and which involves several activities including expansins, xy-
loglucan endotransglycolase/hydrolase (XET), endo-(1,4)-β-d-glucanase, and
hydroxyl radicals (see Cosgrove 2005 for review). In quantitative terms, cell
expansion contributes most to organ growth: during cell expansion, volume
increases from 20- to 1000-fold. Thus, the extent of cell growth and division
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during phase I define the potential for organ growth by producing the cellu-
lar building blocks; during phase II, this latent ability is fulfilled during cell
expansion.

The phase I/II boundary marks a transition of the cellular mechanism that
mediates organ growth: from growth by cell production to organ growth by
cell expansion. However, not all processes associated with organ and plant
growth change at this transition. DNA synthesis persists during this transi-
tion, but in the absence of division, it leads to endoreplication. Therefore,
DNA replication can be considered as the process that frames the entire organ
growth process. In Arabidopsis, endoreplication can result in ploidy levels of
up to 64C (with 1C being a haploid genome equivalent), indicating that cells
undertake up to five additional rounds of DNA synthesis without dividing. In
Arabidopsis leaves, cellular DNA content is positively correlated with mature,
fully expanded cell size (Melaragno et al. 1993), however, in roots no such
correlation was found (Beemster et al. 2002). DNA synthesis, and with it en-
doreplication and cell expansion, is thought to cease when cells become fully
differentiated and primary organ growth is completed.

Although expanding cells increase their size by a different mechanism than
cells growing in the proliferative zone, they continue entering the DNA repli-
cation cycle as long as they undertake endoreplication cycles. The bulk of
the volume increase in expanding cells is mediated by inflation of the vac-
uole, but it is likely that the cytoplasm must also increase in mass to insure
that the necessary concentration of reactants is thermodynamically favorable.
This raises the interesting, and as yet unresolved, question whether the on-
set of S-phase in endoreplicating cells is also coupled to proxies of cell growth
such as the rate of mRNA translation.

2
Regulation of Growth

Much progress has been made in identifying and functionally characterizing
components of the plant cell division apparatus (Inze and Veylder 2006), and
the mechanisms involved in cell expansion are also beginning to be quite well
understood (Carol and Dolan 2006; Cosgrove 2005; Tsukaya 2006). In con-
trast, cell growth control is mechanistically still less well understood. Based
on the preceding analysis of plant growth processes, I propose the existence
of two major growth control points in plants likely to be sensitive to devel-
opmental or environmental inputs. The first is suggested to co-regulate cell
growth and the onset of the cell cycle; the second is the switch of growth
mechanisms at the phase I/II boundary to suppress mitosis and activate cell
expansion. The identification of components involved in these control points,
the mechanisms by which they operate and how they are coupled to cues will
be major milestones to improve our understanding of plant growth control.
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Recently, a few candidates for such components were identified. They are con-
sidered in detail below, because each one is a possible target or component of
growth control pathways responsive to environmental or developmental cues.
However, it will require more extensive analysis to unambiguously establish
their specific function in growth control networks.

2.1
Coupling of Cell Growth and Division

There is increasing evidence that cell growth and division are co-regulated:
rapidly dividing cells in young leaf primordia and in roots are remarkably uni-
form in size and recently, possible effector pathways for co-regulation of cell
growth and division were identified. The best mechanistic evidence for co-
regulation of cell division and cell growth currently comes from the analysis of
Arabidopsis TCP20. TCP20, which belongs to a plant-specific class of transcrip-
tion factors and is thought to promote gene expression, binds in vivo to the
promoters of ribosomal protein genes as well as to the promoter of the mitotic
cyclin B1;1 (Li et al. 2005). Elevated expression of cyclin B1;1 has been shown to
promote organ growth (Doerner et al. 1996). However, the biological function
of class I TCP genes in control of organ growth has not been reported yet.

EBP1 genes, identified in potato and Arabidopsis, are a further type of ef-
fector gene that affect phase I growth (Horvath et al. 2006). Putative orthologs
have been identified in other eukaryotes, where they are thought to regulate
ribosome biogenesis (Squatrito et al. 2004), modulate translational activity
(Squatrito et al. 2006), as well as DNA replication by binding to the Rb pro-
tein (Zhang et al. 2003). This wide range of activities raises the interesting
possibility that plant EBP1 genes are involved in promoting phase I growth
(by promoting cell growth), as well as phase II growth (by regulating E2F ac-
tivity). Over-expression of plant EBP1 leads to larger leaves with more cells,
while reduced expression results in the opposite (Horvath et al. 2006). In this
work, cell size at birth and ploidy were not analyzed and so the direct effects
of EBP1 on cell growth and the phase I/II switch are not yet known.

Altered expression of many additional genes has been reported to en-
hance organ growth, including: ARGOS (Hu et al. 2003), AINTEGUMENTA
(Mizukami and Fischer 2000), PEAPOD (White 2006), and BIG BROTHER
(Disch et al. 2006). All these genes have opposing effects on organ size when
either over- or under-expressed. Elevated expression (ARGOS, AINTEGU-
MENTA) or reduced expression (PEAPOD, BIG BROTHER) leads to extended
phase I growth, with little or no effect on final cell size. However, cell size
at birth in these plants (i.e., during phase I growth) was not reported, and
therefore it is presently not clear whether these genes specifically control the
timing of the phase I/II transition, or also affect the rate of cell growth.

Enhanced expression of some activating cyclin subunits of the CDK com-
plexes that are rate-limiting regulators of cell cycle progression has led to
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accelerated organ growth without affecting the final size of the plant (Cock-
croft et al. 2000; Doerner et al. 1996; Li et al. 2005). These observations raise
several intriguing possibilities: It is possible (although there is no experimen-
tal evidence yet) that CDK activity feeds back on cell growth control. This
could be a parsimonious regulatory mechanism, in which for example, devel-
opmental pathways could directly regulate cell cycle activity. This would then
suffice to entrain appropriate levels of cell growth activity. Alternatively, it is
possible that cell division onset in meristems and organ primordia only oc-
curs significantly later than the attainment of a minimal cell size in plants. In
this scenario, CDK activity limits organ growth and the plant can cope with
increased proliferation because cell mass is sufficient to sustain division at an
earlier time. A third possibility is that a specific CDK activity could be re-
quired for mitosis and therefore become limiting at the phase I/II boundary.
A delay of the phase I/II transition would enhance the growth capacity of the
affected organ or meristem by increasing the size of the dividing cell popula-
tion. In this scenario, CDK mitotic activity limits organ growth by controlling
the switch in cellular growth mechanisms.

There is good evidence that cell division activity positively correlates with
organ growth rates: High levels of CDK activity are associated with high pro-
liferation (Granier et al. 2000). Enhanced expression of activating cyclin sub-
units of the cyclin-dependent kinase (CDK) complexes that are rate-limiting
regulators of cell cycle progression has led to accelerated organ growth with-
out affecting the final size of the plant (Cockcroft et al. 2000; Doerner et al.
1996; Li et al. 2005). Further, careful quantitative analysis of CDK kinase ac-
tivity in relation to root organ growth rates support the notion that the level
of CDK activity is a good predictor for the magnitude of organ growth rate
(Beemster et al. 2002). Therefore, it appears possible that regulatory networks
directly regulate CDK activity as a mechanism for plant growth control.

2.2
The Switch from Mitosis to Endoreplication

The switch from phase I to phase II growth mode involves two known mech-
anisms: (i) the suppression of mitosis and (ii) the stimulation of cell expan-
sion, during which repeated rounds of DNA synthesis persist until cells are
fully expanded. CDK–cyclin complexes control the commitment to S phase,
but the execution of S-phase is enabled by a CDK-controlled hierarchy of
enforcers that include the plant homolog of the retinoblastoma gene (Rb),
and a family of related transcription factors that include E2F, DP, and DEL
genes (Gutierrez et al. 2002; Inze and Veylder 2006). E2F and DP gene prod-
ucts heterodimerize to bind their canonical target sites, while DEL proteins
can bind these as monomers and lack conspicuous activation domains. Rb
keeps E2F proteins in check by binding them through a so-called A/B pocket,
but upon hyperphosphorylation by CDKs, releases these so they can directly
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activate expression of S phase genes. Over-expression of Arabidopsis E2F3
(also known as E2Fa) stimulates expression of S phase genes, and enhances
proliferation and endoreplication. This phenotype is exacerbated when a DP
gene is co-expressed (De Veylder et al. 2002). However, not all E2F genes pro-
mote S phase: E2F2 (also known as E2Fc) lacks an apparent activation domain
and hence can suppress S-phase associated gene expression (e.g., CDC6) (del
Pozo et al. 2002). Reduced E2F2/c expression results in increased expression
of S-phase gene markers, enhanced cell production and plants with more,
but smaller cells with reduced levels of endoreplication (del Pozo et al. 2006).
Likewise, enhanced E2Fd (also known as DEL1) expression reduces ploidy
levels, while reduced E2Fd/DEL1 activity increases endoreplication (Vlieghe
et al. 2005). In contrast, altered levels of E2Ff/DEL3 had a modest impact on
endoreplication, but elevated expression promoted precocious differentiation
in roots, possibly because several expansins and xyloglucan endotransgly-
colase/hydrolase involved in cell wall extension during phase II growth are
E2Ff/DEL3 targets (Ramirez-Parra et al. 2004).

Taken together, these results suggest that E2F/DEL genes are involved in
regulation of S-phase-specific gene expression as well as promoting phase I/II
transition. Therefore, they are likely targets of regulatory pathways that con-
trol the suppression of mitosis and the stimulation of cell expansion. How-
ever, how the activity of different E2F-like factors, in some cases possibly on
common target genes, is regulated is still not well understood, but at least
one of them, E2F2c, is unstable (del Pozo et al. 2002). Further evidence for
a possibly pivotal role for regulated protein degradation in controlling the
phase I/II transition comes from the observation that CCS52, a regulatory
component of the anaphase promoting complex (APC) orthologous to CDH1
and fizzy-related (which functions as an inhibitor of mitosis), is required for
endoreplication (Cebolla et al. 1999).

Although the experimental evidence clearly points to a complex involve-
ment of Rb/E2F/DP/DEL proteins, as well as regulated proteolysis in control-
ling the phase I/II transition, the regulators that orchestrate the deployment
of these enforcers, specifically their order of action, have not yet been identi-
fied.

3
Plant Growth Responses to Environmental Change

Plant growth patterns and rates adaptively respond to changes in the en-
vironment. Such adaptive changes confer competitive advantages and allow
the plant to survive adverse conditions. Here, I will focus on adaptation to
changes in nutrient availability.

Altered nutrient availability can impact plant growth at the cellular, organ,
and whole plant level: Local (in the order of 50–100 µm) differences in soil
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phosphate availability suffice to alter root hair growth, which in low phos-
phate, is stimulated in a cell-autonomous manner (Bates and Lynch 1996).
Likewise, cell expansion in leaves subjected to low water activity is reduced,
but can recover when water is available again (Granier and Tardieu 1999).
When mature leaves are exposed to high light or CO2, leaf growth is stimu-
lated and stomatal density increases. Developing leaf primordia exposed to
low light or low CO2 will develop with the characteristics of the mature leaves,
indicating that at least some aspects of leaf growth are controlled by systemic
signals (Lake et al. 2001; Yano and Terashima 2001; Ferjani et al., this volume).
Unfortunately, the precise mechanisms by which any nutritional cue elicits
one or more signals controlling cell growth, division, or expansion are not yet
known.

3.1
Shoot Growth

Shoot meristems and developing leaf organs adapt exquisitely to the abun-
dance of light, CO2, and water by modulating leaf production rate, leaf size
and shape, anatomy, and physiology to confer competitive advantages in an
environment where competition for light is fierce. Many genes and growth
factor signaling pathways have been identified that contribute to specifying fi-
nal leaf size and shape, but it is not yet known whether or how these mediate
specific environmental cues as well.

Most leaves are determinate organs, but monocot and dicot leaves grow
differently. In monocots, meristematic cells across the leaf base produce cells
until the blade has reached its full longitudinal extent, and lateral growth
of the blade does not occur. By contrast, growth is more complex in dicot
leaves: all cells initially grow and divide, but quiescence sets in in a basipetal
direction from the leaf tip to the base, and cell divisions cease early in leaf de-
velopment. However, proliferation persists at a low rate in vascular tissues and
in isolated cells (e.g., cells of the stomatal lineage), and endoreplication con-
tinues. Analysis of dicot leaf organ growth in mutants and transgenic plants
has also revealed a compensatory mechanism: reduced proliferation can be
mitigated by enhanced cell expansion, thereby maintaining a similar leaf area
(Hemerly et al. 1995; Horiguchi et al. 2006). Such compensatory control of
final leaf organ area has been suggested to result from an organ size con-
trol mechanism (Hemerly et al. 1995), but components of such a regulatory
mechanism have remained elusive. Since the extent of cell expansion in leaf
epidermal cells positively correlates with ploidy level (Melaragno et al. 1993),
it has been proposed that the observed compensatory increase in cell expan-
sion could depend on modulation of ploidy. In a recent study, expansion at
the cellular and leaf organ level was analyzed in response to low light and wa-
ter deficit (Cookson et al. 2006). Plants growing in low light produced smaller
leaves comprised of fewer, but larger cells; while those growing in water deficit
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conditions produced smaller leaves comprised of smaller cells. However, the
mean number of endoreplication cycles was reduced under both experimen-
tal conditions (Cookson et al. 2006). Taken together, these observations are
not consistent with a role for endoreplication in governing final cell size in
response to a nutrient and environmental cue such as light.

3.2
Light and CO2

Light quality and intensity has a profound effect on plant growth. Changes
to the red–far red ratio trigger the photoreceptor-dependent shade avoidance
response, which involves increased cell expansion and, in extreme cases, an
acceleration of plant development (Franklin and Whitelam 2005). Here, I will
focus on the effects of light quantity on plant growth, specifically leaf organ
growth, and the emphasis will be on Arabidopsis. It should be noted that
most Arabidopsis experiments are performed in laboratory growth cham-
ber conditions, where “high light” corresponds to 150–250 µmol m–2 s–1, and
“low light” corresponds to 15–75 µmol m–2 s–1. However, in nature, exposure
to sunlight corresponds to 150–2000 µmol m–2 s–1, and “shade” in nature
can span the whole high-light/low-light range examined in the laboratory.
Therefore, the relevance of the observations described below remains to be
validated for natural conditions.

Leaf organ growth responds to light intensity in several ways: In constant
conditions, leaf initiation rate is reduced by low light (Cookson et al. 2005);
blade anatomy is altered such that in “sun” leaves, two layers of palisade cells
are produced (Kim et al. 2005); and the density of stomata is increased (Lake
et al. 2001) in high light. In low light, leaf blade area is decreased, mediated by
a reduction in cell number, but it is not yet known whether this is caused by
reduced cell division, or whether cell growth (and as a consequence, cell di-
vision) is reduced (Cookson et al. 2005; Granier and Tardieu 1999). However,
reduced proliferation is compensated for in part by increased cell expan-
sion (Cookson et al. 2005; Cookson and Granier 2006) Moreover, the growth
characteristics of the leaf organs are altered in low light so that maximal
organ expansion rates are reduced and delayed (Cookson et al. 2005). Inter-
estingly, a strong correlation was observed between leaf initiation rates and
leaf epidermal cell number (Cookson et al. 2005). This raises the intrigu-
ing possibility that light intensity generates a signal that acts directly on the
meristem to control the rate of primordium formation and the number of
cells committed to a primordium. Such a possibility is consistent with the
observation that all early processes in leaf organ development are correlated
with each other (Cookson et al. 2005), implying that they are co-regulated.

Non-stressing levels of high light also increase photosynthesis and car-
bon assimilation and are therefore likely to also affect whole plant growth.
Increased root growth (and an associated improved ability for mineral nu-
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trient assimilation), would positively affect leaf growth. Such indirect effects
on Arabidopsis leaf growth parameters in different light intensities have not
been reported.

Overall growth of most plants, including Arabidopsis, is promoted in el-
evated CO2 concentrations (Pritchard et al. 1999; Tocquin et al. 2006). Leaf
organ growth in Arabidopsis is stimulated, and this effect is more pro-
nounced when nitrogen is not limiting (Tocquin et al. 2006). Kinematic an-
alysis of Arabidopsis leaf growth under these conditions has not yet been
reported. However, in monocot leaves such analysis is more straightforward.
In a detailed analysis of leaf growth kinetics in two wheat cultivars, el-
evated CO2 concentration led to enhanced cell production and increased
meristem size, but no change of cell size at cytokinesis or of final ex-
panded cell size was observed (Masle 2000). Together, this suggests that cell
cycle entry is directly stimulated by CO2 and that control of this parame-
ter mediates CO2 concentration-dependent organ growth changes. Interest-
ingly, growth in elevated CO2 concentration leads to significantly increased
foliar concentrations of cytokinins, gibberellins, and auxin, while concen-
trations of growth-inhibitory ABA are reduced in Arabidopsis (Teng et al.
2006). If leaf growth control in dicotyledonous leaves mirrors that in mono-
cots, then Arabidopsis CYCD3;1, which is one of the D3-type cyclins that
limits cell cycle entry (Menges et al. 2006) and is also involved in mediat-
ing cytokinin-dependent stimulation of cell division (Riou-Khamlichi et al.
1999), may be a direct target of CO2 concentration-dependent organ growth
control.

3.3
Water Activity and Temperature

Water deficits and elevated temperatures are stressful conditions that nega-
tively affect plant and leaf growth. Detailed kinematic analyses of leaf growth
at non-stressful temperatures or a range of water activities have not been re-
ported for Arabidopsis. However, in maize, a good correlation between leaf
elongation and cell production rates was observed in a range of tempera-
tures and when comparing watered plants with plants experiencing water
stress (Granier et al. 2000). Moreover, CDK activity and cell division rate
were strongly correlated, but not p34cdk abundance. This observation sug-
gests that post-translational modification of p34cdk or transcriptional con-
trol of cyclin expression are potential targets for these signals. In a recent
study (Rymen et al. 2007), the effect of cold nights on leaf growth in maize
was examined. These conditions did not affect mature cell size, or the size
of the meristem, but major changes were observed in the dividing cells of
the meristem: cell size of dividing cells was reduced (hence the meristem
had more, but smaller cells), and cell cycle duration was extended. This in-
dicated that cell growth was strongly affected, and furthermore, that low
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temperature resets the size threshold for division. Interestingly, the latter is
reminiscent of the response of budding yeast to growth at different levels
of nutrient availability: in low nutrients, the size threshold for division is
reduced, but when nutrients are abundant, cells divide with a larger mass
(Tyson et al. 1979). Ploidy levels were not significantly changed, suggest-
ing that all cell cycle phases were equally affected by the low temperatures,
but the expression of some cell cycle regulators that function in the G1/S
transition and in S-phase (e.g., cyclin CYCA3;1, CDKA1;1, E2F) was strongly
down-regulated.

4
Root Growth

Roots are indeterminate organ systems that grow apically, potentially indef-
initely, and that form lateral roots at a distance from the growing apex. The
patterns and rates of root system growth are influenced by the distribution
and concentration of mineral nutrients in the soil, the availability of water
and the degree of soil compaction. The distribution of some mineral nutri-
ents such as phosphate and iron is very heterogeneous, due to their strong
ionic interactions with the soil matrix and the strong pH-dependency of their
solubility. The abundance of such immobile minerals can vary by an order
of magnitude at scales of a 100 µm (Strawn et al. 2002). In contrast, other
nutrients such as nitrate and potassium are at least tenfold more mobile in
the soil (Marschner 1995), and therefore tend to accumulate as solutes above
water-impermeable clay layers. The distinct physicochemical properties of
plant mineral macronutrients implies that there should be at least two dis-
tinct growth or foraging strategies in response to limitation of soil minerals:
for immobile minerals, the most efficient response to enhance uptake is to
increase the surface area of the root to directly contact soil particles in previ-
ously unexploited domains of the soil. Increased branching, radial thickening,
and growth of root hairs, while suppressing primary root growth, best ac-
complish this objective. In contrast, for mobile elements, the optimal strategy
is to enhance root apical growth to reach deeper layers where such solutes
accumulate.

Both syndromes are observed: under conditions of phosphate starvation,
reduced primary root growth, enhanced lateral root formation, and stimula-
tion of root hair growth is observed (Lopez-Bucio et al. 2002), while during
iron starvation, mostly root hair growth is stimulated (Muller and Schmidt
2004). Both iron and phosphate have low mobility in the soil column. In
contrast, root apical growth is stimulated in low nitrate (0.1–2.5 mM), when
compared to higher concentrations, and this is due to a larger population of
dividing cells and a delayed phase I/II transition (Dubrovsky and Doerner,
unpublished). At lower concentrations (< 50 µM), primary root growth per-
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sists for a while without stimulation of lateral root growth (López-Bucio et al.
2003). Nitrate is relatively mobile in the soil column and accumulates above
water-impermeable layers in the ground.

The analysis of root growth parameters is in many ways more straightfor-
ward than in shoots: organ growth is essentially anisotropic, and because the
different processes contributing to organ growth occur in spatially distinct
domains, they can be more readily analyzed. Kinematic analysis is very pow-
erful in this respect, but has surprisingly only been used in a few cases for
root growth analysis in Arabidopsis (Beemster and Baskin 1998, 2000; Beems-
ter et al. 2002). In Sect. 4.1, I will focus on growth responses to phosphate
starvation as these have been analyzed in greater detail than for other mineral
nutrients.

4.1
Phosphate

Arabidopsis responds to phosphate starvation with a complex adaptive
growth response. Initially, this involves a rapid inhibition of cell expansion in
roots (Lai et al. 2007; Sanchez-Calderon et al. 2005; Williamson et al. 2001)
and stimulation of lateral root initiation and emergence (Lopez-Bucio et al.
2002; Williamson et al. 2001). Prolonged starvation involves progressively
reduced cell division, quiescence, and differentiation of cells in the apical
meristem (Lai et al. 2007; Sanchez-Calderon et al. 2005; Ticconi et al. 2004).
While the sequence of these events appears invariant, their kinetics and sever-
ity are quite variable between experiments and laboratories, possibly because
it is very difficult to completely remove traces of phosphate from the growth
media. This sequence of events implies that signaling networks involved in
controlling responses to phosphate starvation target more than one of the
fundamental mechanisms regulating organ growth.

Recent work indicates that the timing of onset, rate of progression, and
severity of growth responses to phosphate depletion depends on the over-
all growth activity of the plant. Under phosphate starvation conditions, root
growth is promoted by sugars and inhibited by nitrate, osmotic stress, or
treatments with plant growth regulators (Lai et al. 2007). The emerging con-
cept is that the scale of organ growth activity determines the level of demand
for phosphate, which in turn influences the rate at which the plant goes
through the series of adaptive growth responses.

The targets of phosphate signaling pathways involved in controlling cell
growth, division, or expansion have not yet been identified. However, muta-
tional dissection of adaptive responses to phosphate starvation has resulted in
the identification of two interesting classes of mutants: the pdr (phosphate de-
ficiency response) and the lpi (low phosphate insensitive) mutants. The pdr2
mutant is hypersensitive to low phosphate availability and shows a short root
phenotype under these conditions that is caused by inhibition of cell expan-
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sion and division (Ticconi et al. 2004). The onset of quiescence and terminal
differentiation observed in wild-type plants only upon extended phosphate
starvation (Sanchez-Calderon et al. 2005), occurs earlier and at higher exter-
nal phosphate levels, and also leads to cell death. This suggests that PDR2
might be involved in phosphate sensing or coupling perception to root growth
responses.

The lpi mutants show the opposite phenotype: these mutants are hyposen-
sitive to phosphate starvation. Four complementation groups have been iden-
tified, all of which continue root apical growth in the absence of phosphate
(Sanchez-Calderon et al. 2006). However, this is not because these plants do
not know that they are experiencing phosphate starvation: these mutants ac-
tivate physiological and gene expression responses to phosphate starvation
to a very similar degree as wild-type (Sanchez-Calderon et al. 2006). The lpi
mutants have constitutively slightly reduced cell expansion, but dramatically
increased cell division activity when compared to the wild-type in phosphate-
starved conditions. These phenotypes suggest that LPI genes are involved in
restraining cell division during phosphate limitation. This would serve two
complementary purposes: (i) to insure the functional integrity of the root
apical meristem for the longest possible time, and (ii) possibly to direct re-
sources to incipient lateral roots to shift the patterns of root growth in favor
of increasing root surface area. The cloning of PDR and LPI genes has not yet
been reported, but their identification will facilitate the identification of their
targets in the growth control machinery.

5
Integration of Growth Control

Shoots and roots are interdependent for nutrients, with overall shoot growth
limited by nutrients assimilated by the root, and root growth limited by
fixed carbon (C) translocated from the shoot. Nitrogen (N) limitation and
uptake by the root plays a key role in controlling shoot growth and, taken
together, this suggests that just as in heterotrophic multicellular organisms,
N (amino acid) and C (sugar) availability provide crucial cues in overall
plant growth control (Lorberg and Hall 2004). In limiting conditions, nutri-
ents are re-allocated to meristems and developing organs to sustain growth
for the longest period possible. Unfortunately, the kinetics of change in
nutrient concentrations, transport, and translocation have not yet been ex-
amined in whole plants with cellular or high temporal resolution. There-
fore, it is presently not clear whether the growth responses observed in
response to altered nutrient abundance are due to direct sensing of nutri-
ent levels in meristematic cells, or whether these cells respond to surrogate
systemic or mitogenic signals such as plant growth regulators or miRNAs.
Novel tools for such measurements are currently being developed (Deuschle
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et al. 2006; Gu et al. 2006; Lager et al. 2006), and therefore it will be in-
teresting to re-visit some of the experiments relating to plant-mobile nutri-
ents to carefully re-assess plant growth responses when these nutrients are
limiting.

A characteristic feature of plant adaptive growth responses is that differ-
ent shoot or root apices, or leaf organs, grow at different rates. Growth of
organs or meristems directly exposed to the nutrient is promoted. The spa-
tially selective allocation of resources to meristems or organs experiencing
conditions more conducive to growth than others in effect constitutes for-
aging behavior, in which the “winners are fed” and which may be cued by
the physiology of the affected tissues. For example, if barley root systems are
separated into different compartments, and the bulk of the root system is
grown in nutrient-limiting conditions, then roots in a compartment that is
provided with higher mineral nutrient levels grow faster and branch more,
leading to a more effective exploitation of such localized resource “jackpots”
(Drew and Saker 1975). Importantly, if the whole root system is uniformly ex-
posed to optimal mineral nutrient levels, stimulated growth is not observed,
indicating that the selective growth stimulation observed upon localized nu-
trient availability is an internally regulated process. Likewise, it was recently
reported that the sun leaves, with their higher rates of photosynthesis and
transpiration, import almost three times more cytokinins than shade leaves
(Boonman et al. 2007). When cytokinins were applied to shaded or water-
deficit leaves, these behaved like sun leaves. Taken together, these data are
consistent with a model in which the rate of metabolism or physiology cues
changes in plant growth regulator concentrations or flux to regulate growth
activities.

All classical plant growth regulators: auxins, cytokinins, gibberellins,
brassinosteroids, ethylene, and abscisic acid have been shown to be involved
directly or indirectly in controlling adaptive growth responses to environ-
mental change. Auxins are required for the initial specification of lateral shoot
organs (Reinhardt et al. 2000) and lateral root initiation (Torrey 1950), but it
is less clear how it is mechanistically involved in adaptive growth responses
to nutrients. Cytokinins are involved in controlling sink-source relationships
and the balance of shoot and root growth (Werner et al. 2001, 2003), and at
least partially mediate nitrogen nutrient cues (Miyawaki et al. 2004; Rahayu
et al. 2005). They may also be involved in controlling root growth rates by
affecting the phase I/II transition. Gibberellins (GA) are required for auxin
stimulation of root growth (Fu and Harberd 2003), for organ expansion in
shoots, and for maintenance of the indeterminate state in axillary meristems,
and hence are possibly involved in determining the dividing cell population
size in early leaf primordia (Keller et al. 2006). Biosynthesis of GAs is en-
hanced in low light (Potter et al. 1999), and in high concentrations of CO2
(Teng et al. 2006), and therefore they likely play a role in stem and leaf or-
gan growth. Brassinosteroids (BR) are required for cell expansion and cell
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division in leaves and roots (Nakaya et al. 2002). Their biosynthesis is stim-
ulated by light, but since BR concentration is subjected to complex feedback
mechanisms (Nomura and Bishop 2006), it is not clear whether BRs medi-
ate light-intensity signaling. Ethylene is involved in many growth responses,
particularly involving cell expansion, but is also involved in adaptive changes
to leaf blade growth in low light (Vandenbussche et al. 2003). Abscisic acid
(ABA), which mediates water deficiency cues, plays a negative role in leaf and
root growth.

With the exception of ABA, which has been shown to stimulate expression
of CDK inhibitors (KRP genes) (Wang et al. 1998), the mechanisms by which
growth processes are controlled by these regulators are not yet clear. How-
ever, it is expected that growth regulators that move between different plant
organs, i.e., auxin, cytokinin, ABA, as well as novel and still poorly charac-
terized molecules (Booker et al. 2005), will play a major role in integration of
growth responses at the whole plant level.

At the whole plant level, it is presently not clear whether cues that appear
to promote growth (e.g., mineral nutrients and high, but not stressful, levels
of light) and those that inhibit growth (e.g., water deficit or low temperature)
act by the same mechanisms to modulate the activity of common targets. In
other words, it is unclear whether promoting growth is relieving growth inhi-
bition. Based on first principles, it is simpler, faster, and more economical to
arrest growth, because it would suffice to interfere with an essential step, than
to promote growth, which would require coordinate regulation of disparate
processes. The principles underpinning plant growth regulation will become
clearer once the targets of growth signaling pathways are identified and can
be subjected to experimental manipulation.

6
Conclusions and Perspectives

Two significant gaps in our understanding of plant growth control remain:

• How environmental, nutritional, and growth factor cues are perceived and
processed by sensory networks

• Mechanistic detail on how such networks control and coordinate the activ-
ity of cell growth, division, and expansion

Although increasing numbers of genes involved in these mechanisms are
uncovered, very little is still known about how these genes interact to form
a regulatory network that couples exogenous and endogenous signals to or-
chestrate growth responses.

Rapid progress in our understanding of environmental (specifically nu-
trient) control of adaptive growth responses in plants would be very much
facilitated if a minimal set of parameters necessary for analyzing how spe-
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cific cues effect changes in growth processes were determined in future ex-
periments. These include the establishment of size at cell birth, kinematic
analysis of the spatio-temporal scale and pattern of growth, ploidy analysis,
and final cell size. The analysis of several of these parameters is still very
challenging, but novel technical approaches, for example FRET-based sen-
sors (Looger et al. 2005), and approaches that could help determine ploidy
levels with cellular resolution (Matzke et al. 2005) are being developed. Al-
though comprehensive data sets reflecting genome-wide responses at the level
of gene expression, the proteome, and various post-translational modifica-
tions are becoming available, I posit that as long as these are obtained from,
for example, whole tissues, which correspond to mixed populations of cells
undertaking different, often opposite responses, they will be confusing and
potentially misleading. Fortunately, novel tools and techniques are becoming
available that should soon allow the analysis of such genome-wide responses
at the cellular level (Birnbaum et al. 2005; Casson et al. 2005; Lee et al. 2006;
Mace et al. 2006; Schad et al. 2005).

Finally, a conceptual debate about the most efficient and comprehensive
experimental approaches for characterization of growth signaling is also
necessary. Recent analysis of large collections of systematically generated
knock-out mutants in budding yeast have led to revised views of signaling
pathways. Instead of essentially linear pathways with only few lateral inputs, it
has been proposed that much larger numbers of genes and their products par-
ticipate in signaling networks with many products, associated in complexes,
contributing quantitatively to signaling in minor ways (Friedman and Per-
rimon 2007). These conclusions have been drawn on the basis of end-point
results, for example the quantitative effect of loss-of-function mutations on
a specific trait under investigation. Such approaches are useful for assembly
of a collection of cellular components even peripherally involved in signaling.
However, the defining feature of signaling networks are that they respond dy-
namically to constant changes of specific cues to orchestrate desired outcomes
at the cellular, organ, or whole-plant level by processing cues and propagating
resultant signals. Thus, signaling networks contain two types of components:
(i) those that change their activity as they process and transduce signals, and
(ii) those that are minor accomplices to assist signal flux. To understand how
the environment controls adaptive growth responses, we must focus on those
network components that change properties when signaling is active and on
their targets by examining the behavior of such networks under conditions of
dynamic change.
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Abstract Plant organs grow to highly reproducible sizes that are determined by the plant’s
genotype and by the identity of the organ. The strong heritability of size differences in-
dicates that organ size is under tight genetic control. The overall increase in size of plant
organs is driven by two distinct processes: cell proliferation with the concomitant gen-
eration of cytoplasmic mass, and cell expansion due to water uptake into the central
vacuole. Molecular genetic analysis has identified a number of genes that influence fi-
nal organ size by acting on either of these two processes in a promoting or repressing
manner. The differences in the sizes and shapes of the various organ types within in-
dividuals as well as the size differences among species result from the modification of
growth patterns by factors controlling organ identity and by evolutionary change. Genetic
analysis in model species is beginning to shed light on how these growth patterns are
being controlled and modified. Together, these studies are unraveling how plant organs
decide for or against further growth and suggest approaches for manipulating biomass
accumulation in plants.

1
Introduction

Lateral plant organs, such as leaves, floral organs and fruits, are produced
throughout post-embryonic life. They are ultimately derived from the stem
cells of the indeterminate shoot apical meristem (Veit 2006). Yet, while growth
of the whole plant does generally not have a fixed endpoint, individual organs
only grow to defined sizes and shapes that are determined by the plan-
t’s genotype and the identity of the organ; for example, leaves versus floral
organs (Ingram and Waites 2006; Mizukami 2001). Our ability to easily dis-
tinguish plant species with very similar morphologies but different sizes,
for example daisies and marguerites, underlines the strong heritability of
organ size, which can only be modified within certain limits by environ-
mental factors. By contrast, evolution has generated an enormous variety
of organ sizes, ranging from the giant leaves of some water lilies or ba-
nanas, for example, to the more modest dimensions of Arabidopsis thaliana
(Fig. 1). Despite recent progress, our understanding of the underlying ge-
netic and molecular mechanisms that control plant organ size is still far
from comprehensive. Unraveling these regulatory mechanisms is not only
of great scientific interest, but is also of substantial applied relevance, as it
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Fig. 1 Two extremes of plant organ sizes observed in nature. In contrast to banana trees
with their giant leaves (left), the diminutive weed Arabidopsis thaliana forms only very
small lateral organs (right). (Image of the banana tree courtesy of Dr. Philippe Vain, John
Innes Centre, Norwich, UK.)

would allow the rational manipulation of organ size and thus biomass pro-
duction, e.g., for generating biofuels. The following chapter will not only
discuss the progress that has been made, focusing mainly on studies in Ara-
bidopsis and other genetic model organisms, but will also attempt to highlight
the gaps to be filled in our current knowledge of how plant organs decide for
or against further growth.

Plant organs grow via two fundamentally different, yet closely coordi-
nated processes (Fig. 2; Menand and Robaglia 2004). During a first phase
of organ development, cells proliferate mitotically and produce new cyto-
plasmic mass. After some time, cell proliferation gradually ceases and post-
mitotic cells begin to expand by taking up water into their central vacuole.
This post-mitotic cell expansion is often accompanied by a ploidy increase
due to endoreduplication, for example in leaves and hypocotyls (Sugimoto-
Shirasu and Roberts 2003; a process that will be discussed in more detail by
Sugimoto-Shirasu in this volume), although in other cases (e.g., Arabidopsis
floral organs), expanding cells remain diploid. These two phases will be re-
ferred to as growth by proliferation and growth by expansion throughout the
text, respectively. It is generally assumed that little to no increase in cytoplas-
mic mass occurs as cells grow by expansion (Sugimoto-Shirasu and Roberts
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Fig. 2 A schematic overview of the pathways that promote or restrict organ growth. The
phases of growth by proliferation and by expansion are shown as temporally separated
only for illustrative purposes, although there is a gradual transition between the two
phases in planta, with some cells in an organ starting to expand while others still di-
vide. Genes that affect the duration of growth by proliferation are shown in italics, while
the underline for EBP1 indicates its effect on the rate of proliferation. For the remaining
genes that influence proliferation, the mode of action has not been precisely determined.
See text for a detailed discussion of the individual factors

2003). However, it is clear that cells must continue to synthesize plasma and
tonoplast membrane and cell wall material to provide for their size increase,
implying that growth by expansion is an active process with the potential
for regulation.

Thus, several important questions need to be answered with respect to
the control of plant organ size. Which factors regulate growth by prolifera-
tion and/or expansion, and how do they interact with the basic cell cycle and
biosynthetic machinery? How do organs with different identities attain their
characteristic size and shape? Is growth of different organs regulated by dis-
tinct pathways, or are the same mechanisms active in diverse organ types,
with their output being modified by the transcriptional networks that deter-
mine organ identity? How has evolution modified size control pathways to
generate the amazing variety in organ sizes and shapes that we see in na-
ture? What is actually being measured as an organ grows? Time, size, mass,
or something else?
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2
Control of Growth by Proliferation

2.1
Promoting Factors

A multitude of Arabidopsis mutants show dwarfism because of reduced cell
numbers and/or cell size (e.g., Autran et al. 2002; Nelissen et al. 2003). How-
ever, for many of them overexpression of the respective gene—where tested—
does not lead to extra growth, making it difficult to assess whether these
genes fulfill a regulatory role. They will therefore not be discussed further
here. Similarly, while activity of the core cell cycle machinery is obviously
required for growth by proliferation, overexpression of individual cell cycle
stimulators does not generally lead to larger organs, suggesting that organ
size is limited by other factors (Dewitte et al. 2003; Doerner et al. 1996). While
not increasing final organ size, overexpression of the cell cycle stimulator
CyclinD2 in tobacco was reported to accelerate plant growth, both in terms of
leaf initiation by the meristem and of growth of individual leaves up to their
normal sizes (Cockcroft et al. 2000).

A prominent stimulator of growth by proliferation is the APETALA2
(AP2)-domain protein AINTEGUMENTA (ANT). Loss of function ant mu-
tants form smaller leaves and floral organs, whereas ANT overexpression
increases final organ size (Elliott et al. 1996; Klucher et al. 1996; Krizek 1999;
Mizukami and Fischer 2000). The larger organs are due to a prolonged period
of cell proliferation, even though the response may vary somewhat amongst
different organ types (Krizek 1999; Mizukami and Fischer 2000). The delayed
arrest of cell division correlates with the sustained expression of a major cell
cycle regulator, CycD3;1, although this is unlikely to explain the enlarged or-
gans, as constitutive CycD3;1 overexpression does not lead to larger organs
(Dewitte et al. 2003). ANT is likely to function as a transcription factor, as
the protein localizes to the nucleus, can bind to DNA in a sequence-specific
manner, and activates gene transcription by virtue of an N-terminal domain
(Krizek and Sulli 2006). The identification of ANT target genes that underlie
its growth-promoting activity remains an important task for future studies.

The ARGOS gene appears to function as an upstream activator of ANT
(Hu et al. 2003). ARGOS was identified as an auxin-induced gene expressed in
developing organs, and its downregulation causes reduced organ growth. By
contrast, ARGOS overexpression is sufficient to increase organ size by stimu-
lating excess cell proliferation, yet this effect is abolished in an ant mutant
background. ARGOS encodes a small protein with no discernable functional
domains, and how ARGOS acts biochemically is presently unknown.

The ANGUSTIFOLIA3 (AN3)/GRF-INTERACTING FACTOR1 (GIF1) gene
encodes a predicted transcriptional co-activator that stimulates organ growth
(Horiguchi et al. 2005; Kim and Kende 2004). AN3/GIF1 interacts with the pu-
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tative transcription factor GROWTH REGULATING FACTOR5 (GRF5), and
both genes are expressed in developing organs in the region of maximum cell
division activity. Similar to ANT, loss of an3/gif1 or grf5 function reduces
organ size, while overexpression of either gene leads to larger organs, with the
changes in size being due to changes in cell numbers (Horiguchi et al. 2005;
Kim and Kende 2004). Interestingly, the effects of an3/gif1 and grf5 muta-
tions are not isotropic, but affect the leaf width direction more strongly than
growth in length, suggesting that growth along the transverse and longitudi-
nal axes of plant organs may be under partly independent control. GRF5 is
part of a gene family in Arabidopsis (GRF1–GRF9), the members of which are
expressed in actively growing organs and tissues of the plant (Horiguchi et al.
2005; Kim et al. 2003). Besides for GRF5, a growth promoting effect has also
been described for GRF1, GRF2 and GRF3 (Kim et al. 2003). While overex-
pression of GRF1 and GRF2 is sufficient to enlarge leaf size, triple mutants of
grf1 grf2 grf3 form smaller leaves. However, in contrast to the effect of GRF5
on cell numbers, the changes in organ size due to altered GRF1-GRF3 activ-
ity result from increased or reduced cell expansion, which may suggest that
growth by proliferation and by expansion share common regulatory elements
(see also the discussion on ARGOS-LIKE below).

Another putative transcriptional regulator with a growth-promoting func-
tion is encoded by the JAGGED (JAG) gene (Dinneny et al. 2004; Ohno et al.
2004). jag mutants form smaller floral organs, most prominently petals, be-
cause of a premature arrest of cell proliferation in the distal petal blade
region. Plants with increased JAG activity develop ectopic bracts, i.e., leaves
subtending flowers, and leaf lamina tissue on the leaf petiole. However, strong
JAG overexpression in developing flowers leads to severe developmental de-
fects, including lack of organ differentiation. This suggests that either the
main function of JAG is to prevent premature differentiation—and the con-
comitant cell cycle arrest—or that JAG has additional functions in tissue
patterning and specific differentiation events besides a role in growth control.
The recent finding that, together with organ polarity factors, JAG is involved
in controlling tissue differentiation in the developing gynoecium (Dinneny
et al. 2005) can be taken as evidence for the latter (see below). A homolog
to JAG, called NUBBIN (NUB), functions redundantly in stimulating tissue
growth, most prominently in leaves, stamens and carpels (Dinneny et al.
2006). While nub single mutants do not have obvious phenotypes, jag nub
double mutants form strongly reduced stamens and carpels because of insuf-
ficient growth. Both proteins have a C2H2-zinc finger domain and for JAG
nuclear localization has been demonstrated (Dinneny et al. 2004; Ohno et al.
2004), suggesting that JAG and NUB regulate transcription.

Work in yeast and animals has demonstrated a crucial role for ribosome
biogenesis by the nucleolus in the control of cell and tissue growth (Rudra
and Warner 2004). Although Arabidopsis plants with a mutation in a riboso-
mal protein have been reported to show a reduced rate of growth, similar to
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the classical Minute mutants from Drosophila, no detailed measurements of
final organ sizes have been reported (Van Lijsebettens et al. 1994; Weijers et al.
2001). Very recently, a potato protein was identified that provides a putative
link between ribosome biogenesis and organ size control in plants (Horvath
et al. 2006). Plant EBP1 is homologous to the human nucleolar ribosome bio-
genesis factor EBP1 and localizes to the nucleolus (Pendle et al. 2005). While
its downregulation led to smaller organs in both potato and Arabidopsis be-
cause of a premature arrest of proliferation, its overexpression could increase
organ size, although extremely high levels of overexpression were required for
this effect. Increased organ size was the result of accelerated proliferation up
to wild-type cell numbers followed by enhanced cell expansion (Horvath et al.
2006). Thus, this protein provides initial evidence that the central role of ri-
bosome biogenesis in growth control is not limited to yeast and animals, but
also extends to plants. In this respect, it is interesting to note that a class I
TCP (TEOSINTE BRANCHED1, CYCLOIDEA, PCF) family protein, TCP20,
has been shown to bind to functionally relevant cis-regulatory elements in
the promoters of important cell cycle regulators and of ribosomal proteins,
suggesting a possibility for how cellular growth and cell division could be
coordinated (Li et al. 2005).

In addition to the above factors that can be assumed to act cell-
autonomously, intercellular signaling via the ERECTA (ER)-family of leucin-
rich-repeat receptor-like kinases (LRR-RLKs) appears to play an important
role in promoting cell proliferation in developing organs (Shpak et al. 2004).
Triple mutants in er, erecta-like1 (erl1) and erecta-like2 (erl2) are severely
dwarfed because of insufficient cell proliferation. The three genes show over-
lapping yet distinct expression patterns in young, growing tissues, suggestive
of expression-dependent partial redundancy of the three genes. Based on ex-
pression analyses, the ER-family kinases appear to act independently of ANT.
The triple mutants also exhibit defects in stomatal patterning, suggesting
that activity of the ER kinase family is not only required for the proliferative
cell divisions that increase overall organ cell numbers, but that it also influ-
ences the asymmetric divisions that lead to the formation of stomata (Shpak
et al. 2005). The downstream signaling components and presumed extracel-
lular ligands for the ER-family receptors are still unknown, although signal
transduction has been speculated to involve a MAP-kinase cascade (Ingram
and Waites 2006). It will be exciting to see whether ER ligands represent the
plant-equivalent to animal mitogens and growth factors with the potential to
coordinate growth at an organ-wide level. Further details on LRR-RLKs in
plant growth control can be found in the chapter by Ingram in this volume.

Several plant hormones influence either cell proliferation or expansion in
developing organs. Cytokinins are prominent for their cell cycle stimulating
activity, and both reduced cytokinin content due to overexpression of an in-
activating enzyme (Werner et al. 2001, 2003) and insensitivity to the hormone
(Riefler et al. 2006) cause dwarfism due to reduced cell numbers. However, to
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our knowledge it has not been unambiguously demonstrated that increased
cytokinin levels lead to larger organs. Auxin is also known for promoting cell
proliferation and growth, and the reader is referred to the relevant chapter by
Offringa in this volume.

2.2
Repressing Factors

In analogy to the previous section, overexpression of many genes has been re-
ported to cause dwarfism because of reduced cell numbers (e.g., ICK1/KRP2,
De Veylder et al. 2001; LOB1, Shuai et al. 2002), yet in the absence of a com-
plementary loss-of-function phenotype with increased proliferation, the role
of these factors in endogenous proliferation control remains unclear. The fol-
lowing discussion will therefore be limited to those factors that have been
shown to be required for limiting proliferation in developing organs.

Several putative transcriptional regulators of the class II TCP family are
required for proper arrest of cell proliferation during organ development.
Loss of function of the Antirrhinum CINCINNATA (CIN) protein leads to
larger organs with a wrinkled shape because of excess proliferation at the
leaf margins (Nath et al. 2003). The CIN expression pattern is intriguing in
that expression sweeps across the lamina of the developing leaf in a basipetal
manner, preceding the cell cycle arrest front that terminates proliferation in
a basipetal direction. Therefore, CIN may sensitize leaf margin cells to an un-
known cell cycle arrest signal. Downregulation of Arabidopsis CIN homologs
by overexpression of the JAW microRNA (miRNA) leads to a very similar leaf
phenotype, suggesting that class II TCP action in limiting proliferation is con-
served in plants (Palatnik et al. 2003). However, the picture is somewhat more
complicated, as in petals CIN has the opposite effect, i.e., it promotes organ
growth by proliferation, suggesting organ identity factors may determine the
nature of its influence on growth (Crawford et al. 2004).

Recently, the model of how proliferation arrest is achieved in develop-
ing leaves has been refined by the identification of the redundant homologs
PEAPOD1 (PPD1) and PEAPOD2 (PPD2) (White 2006). ppd1 ppd2 double
mutants form enlarged leaves with a bell shape because of excess growth
in the center of the leaf lamina. This excess growth appears to be driven
by prolonged proliferation of so-called dispersed meristematic cells, such as
stomatal precursors and procambial cells. By contrast, PPD overexpression
reduces leaf size by causing premature cell cycle arrest of dispersed meristem-
atic cells. PPD expression appears to follow the general cell cycle arrest front,
i.e., expression is found in the region of organs where most cells have stopped
proliferating, but dispersed meristematic cells continue to divide. These ob-
servations lead to the proposal that the first, TCP-dependent cell cycle arrest
front is followed by a second, PPD-mediated arrest front that specifically af-
fects the dispersed meristematic cells.
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The BIG BROTHER (BB) gene also limits organ growth by restricting the
period of cell proliferation, affecting mainly floral organs and the stem (Disch
et al. 2006). Final organ size is tightly correlated with BB mRNA expression lev-
els, with a reduction by 50% or a three-fold increase in mRNA amount leading
to significant organ enlargement or reduction, respectively. BB is expressed
in all actively growing tissues. The BB protein has a RING-finger domain,
exhibits E3 ubiquitin-ligase activity in vitro, and mutations that abolish this
activity also abrogate function in planta. Together, these findings suggest that
proteasome-mediated degradation of crucial growth stimulators during the
phase of cell proliferation determines when proliferation ceases. As BB acts
independently of ANT, JAG and phytohormones, the identification of its sub-
strates promises to uncover important additional growth-promoting factors.

Similar to BB, loss-of-function mutants for AUXIN RESPONSE FACTOR2
(ARF2) form thicker stems and larger organs, including leaves, integuments
and, as a consequence, seeds (Ellis et al. 2005; Okushima et al. 2005; Schruff
et al. 2006). The organ enlargement correlates with prolonged expression of
ANT and its target gene CycD3;1 (Schruff et al. 2006), suggesting that the excess
growth is due to an extended period of cell proliferation. No overexpression
phenotype has been reported for ARF2. In vitro ARF2 protein has been shown
to bind to auxin response elements (AuxREs) and it was able to repress tran-
scription from synthetic AuxRE-containing promoters (Li et al. 2004; Tiwari
et al. 2003). However, arf2 mutants do not exhibit global expression changes in
auxin-regulated genes (Okushima et al. 2005), calling into question whether its
effects on growth are due to misregulated auxin signaling.

Studies of natural variation in tomato fruit size have identified the fruit
weight2.2 (fw2.2) gene as another important repressor of cell proliferation
(Frary et al. 2000), as will be discussed in more detail below.

As the preceding discussion has shown, there is a growing inventory of
factors that positively or negatively influence cell proliferation and thus con-
tribute to organ size regulation. However, if and how individual factors inter-
act with each other and with the basic cell cycle and growth machinery, how
many independent pathways impinge on the control of proliferation, and how
the identified factors act molecularly all remain largely unknown.

One generalization that can be drawn from the studies of growth by pro-
liferation is that the factors isolated to date—with the exception of EBP1 and
CyclinD2—all seem to influence the duration of cell proliferation, rather than
the rate of cell cycling. This could suggest that cells in organ primordia nor-
mally cycle at the maximum rate that is possible under the given nutritional
and environmental circumstances, and that it may be easier for example to
extend the period of proliferation than to speed up cell cycling. Accelerated
growth by proliferation that leads to larger organs has only been observed
in plants overexpressing the putative ribosome biogenesis factor EBP1, which
appears intuitively plausible, as increased ribosome production should allow
for a higher rate of macromolecular synthesis by protein translation and thus
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faster and more overall cell growth. The first glimpses at the molecular evolu-
tion of organ size, i.e., the role of fw2.2 in tomato fruits, seem to support the
idea that extending the time of proliferation may be a more accessible path
than accelerating growth, as changes in fruit size due to allelic differences
at the fw2.2 locus are the result of altered timing of cell cycle arrest (Cong
et al. 2002). Unraveling further cases of evolutionary modification of organ
size should indicate whether it is indeed the timing of growth by proliferation
that has been the most frequent target of evolutionary change.

3
Control of Growth by Expansion

As mentioned above, after cell proliferation has ceased, cells in plant organs
generally undergo a strong expansion that is often coupled with endoredu-
plication. Although during the proliferation phase cells double in volume
between consecutive cell divisions and thus also undergo a limited amount of
expansion, the following discussion will exclusively focus on the large-scale
expansion after proliferation has arrested.

3.1
Promoting Factors

Compared to proliferation, our knowledge of the molecular control of growth
by cell expansion is more limited. Cell expansion in developing organs is
driven by water uptake into the central vacuole and involves a massive enlarge-
ment of the cell wall through biosynthesis and deposition of new wall material
(Menand and Robaglia 2004). During this process, the cell wall must be made
extensible in a finely tuned manner to allow it to yield to the turgor pressure
while maintaining its integrity. Members of the expansin family of proteins are
prime candidates for controlling cell wall extensibility and are presumed to act
by breaking noncovalent bonds between cell wall components to allow them
to slide relative to each other (Cosgrove 2005). Regulating expansin activity is
therefore a plausible mechanism for determining the extent of organ growth
through cell expansion. Indeed, downregulating members of the alpha class of
expansins in Arabidopsis, rice and petunia leads to smaller organs because of
reduced cell enlargement. By contrast, overexpression of these genes in Ara-
bidopsis and rice is sufficient to increase organ size as a result of larger cells
(Cho and Cosgrove 2000; Choi et al. 2003; Zenoni et al. 2004). Thus, expansin
activity may indeed be limiting for organ growth by expansion.

Cell expansion in developing organs is promoted by the ARGOS ho-
molog ARGOS-LIKE (ARL) (Hu et al. 2006). Reduced ARL expression leads to
smaller organs with less expanded cells, while increased ARL activity is suf-
ficient to cause organ enlargement due to larger cells. In contrast to ARGOS
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mediating auxin effects on growth, ARL appears to function downstream of
brassinosteroids, and ARL overexpression can partially rescue the dwarfism
of brassinosteroid-insensitive mutants. The contrasting effects of ARGOS and
ARL on cell proliferation and expansion, respectively, are reminiscent of the
different functions of members of the GRF-family (Horiguchi et al. 2005; Kim
et al. 2003; Kim and Kende 2004) (see above). It is intriguing that members
of homologous gene pairs or families are involved in the two seemingly very
different cellular processes that drive overall organ growth. Unraveling the
modes of action of ARGOS and ARL should indicate whether fundamentally
similar mechanisms are involved in controlling growth by proliferation and
by post-mitotic expansion, with the two genes potentially influencing the pro-
cess of cellular expansion at different scales, i.e., the limited expansion during
the proliferation phase and the large-scale expansion afterwards.

As mentioned before, cell expansion is often accompanied by an increase
in ploidy due to endoreduplication. The identification of a topoisomerase VI
complex (topo VI) in Arabidopsis suggests that endoreduplication is an es-
sential prerequisite for growth by expansion (Sugimoto-Shirasu et al. 2002,
2005). Mutations in any of the presumed topo VI components block endo-
reduplication beyond a DNA content of 8C (i.e., eight times the DNA amount
of the haploid genome) and lead to severe dwarfing, because cells fail to ex-
pand. Pharmacological studies with specific inhibitors of topo II and topo VI
indicate that they fulfil distinct yet partly overlapping roles in decatenating
chromosomes during mitotic cell cycles and endoreduplication (Sugimoto-
Shirasu et al. 2005). However, despite the clear requirement for topo VI activ-
ity in permitting endoreduplication and cell expansion, it is unlikely that topo
VI determines the final ploidy level and thus, due to the correlation of DNA
content and cell size, the extent to which organ cells enlarge.

The final ploidy level of hypocotyl and leaf cells as well as the timing of the
switch from proliferation to endoreduplication can be influenced by overex-
pressing or eliminating critical cell cycle regulators (for example De Veylder
et al. 2001, 2002; del Pozo et al. 2006). These manipulations can affect final cell
size and in some cases also overall organ size, as discussed in more detail by
Magyar in this volume.

The phytohormone classes of brassinosteroids and gibberellins are known
to promote cell expansion (Clouse and Sasse 1998; Richards et al. 2001; Szek-
eres et al. 1996). Both brassinosteroid- and gibberellin-insensitive mutants
are dwarfed because of insufficient cell expansion, whereas constitutive gib-
berellin signaling leads to increased cell enlargement, particularly in the
stem (Jacobsen and Olszewski 1993). For brassinosteroids, overproduction
has been reported to increase overall plant growth, both by proliferation and
expansion (Choe et al. 2001), suggesting that brassinosteroids can stimulate
both modes of organ growth. The molecular mechanisms of brassinosteroid
and gibberellin signaling have been elucidated in considerable detail, as de-
scribed in recent reviews (Fleet and Sun 2005; Vert et al. 2005).
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The extent of cell expansion depends to some degree on the total num-
ber of organ cells that have been generated during the preceding proliferation
phase: In mutants with reduced cell numbers, such as ant or an3, organ cells
enlarge more strongly than in wild-type, and thus partially compensate for
the insufficient cell numbers (Horiguchi et al. 2006; Mizukami and Fischer
2000). This fascinating issue is discussed further by Tsukaya in this volume,
whose chapter will also highlight the pathways that determine organ shape.

3.2
Repressing Factors

To date, only a few genes have been isolated that limit cell expansion during
organ growth. BIGPETAL (BPE) encodes a putative transcriptional regulator
of the basic helix-loop-helix class, and the BPE locus produces two dis-
tinct mRNAs through alternative splicing (Szecsi et al. 2006). One of these
is present throughout the plant, whereas the other is found specifically in
developing petals, and its accumulation is downstream of the known floral
homeotic gene activities that specify petal identity. Downregulation of the
petal-specific transcript leads to increased petal cell expansion and conse-
quently to larger petals. How the petal-specific form of BPE protein limits cell
expansion is currently unknown.

In addition, certain mutant alleles (rotunda2-1 and rotunda2-2) of the pre-
sumed transcriptional co-repressor LEUNIG (LUG, see below) form larger
leaves with a wider lamina because of increased cell expansion, indicating
that LUG is required to prevent excess cell expansion late in leaf growth
(Cnops et al. 2004).

4
How Does Organ Identity or Tissue Patterning Modify Growth?

Different plant organs have characteristic sizes and shapes, which are the out-
comes of specific growth patterns. For example, cell proliferation in develop-
ing leaves of dicotyledonous plants stops first at the leaf tip and sequentially
further towards the leaf base, whereas in petals cells continue to divide for the
longest period in the central and distal regions that give rise to the petal blade
(Dinneny et al. 2004; Disch et al. 2006; Donnelly et al. 1999). Ultimately, these
different growth patterns are controlled by the transcriptional networks that
determine organ identity (Krizek and Fletcher 2005), but how these modify
growth control remains largely unknown. In principle, they could modulate
the activity of common growth control pathways, as many of the factors dis-
cussed above affect both leaves and floral organs, albeit to different extents or
even in opposite directions.
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With respect to petals, some initial progress has been achieved in under-
standing the link between organ identity and growth control. One down-
stream target that is activated by the B-class homeotic proteins APETALA3
(AP3) and PISTILLATA (PI) in stamens and in petals at the beginning of cell
expansion is NAP, a homolog of the petunia NO APICAL MERISTEM gene
(Sablowski and Meyerowitz 1998). Overexpression of NAP leads to a failure of
petal cells to enlarge properly, suggesting that temporally regulated NAP ex-
pression is important for normal petal cell expansion. Another downstream
target of AP3 and PI, the petal-specific splice form of BPE, prevents excess
cell enlargement in petals (Szecsi et al. 2006). Thus, the combined activities
of NAP and the petal-specific form of BPE appear to mediate between organ
identity factors and patterns of post-mitotic growth.

In contrast to the radially symmetric flowers of Arabidopsis, Antirrhinum
forms zygomorphic (i.e., bilaterally symmetric) flowers with dorsal, lateral
and ventral petals of distinct sizes and shapes (Schwarz-Sommer et al. 2003).
The class II TCP proteins CYCLOIDEA (CYC) and DICHOTOMA (DICH) are
required for dorsal petal identity in a partially redundant manner, and dou-
ble mutants form radially symmetric flowers (Luo et al. 1996, 1999). Also,
in cyc mutants, growth of the dorsal stamen, which normally does not de-
velop, is derepressed, correlating with upregulated expression of cell cycle
genes (Gaudin et al. 2000). Overexpression of CYC in Arabidopsis inhibited
cell proliferation and expansion in leaves, but promoted late-stage cell expan-
sion in petals (Costa et al. 2005). Thus, similar to CIN (see above) and in light
of the findings on TCP20 (Li et al. 2005), these factors may have a rather direct
influence on growth. CYC and DICH activate expression of the small MYB-
domain protein RADIALIS in the dorsal region of the flower (Corley et al.
2005), but how this modifies growth patterns in developing organs remains
unknown.

The widely accepted model of Waites and Hudson for lateral organ growth,
which was derived from the analysis of Antirrhinum mutants in the myb-
domain protein PHANTASTICA (PHAN) (Waites et al. 1998; see below), states
that outgrowth of the lamina requires the juxtaposition of adaxial (towards
the shoot, usually the upper side) and abaxial (away from the shoot, usually
the lower side) identities (Bowman et al. 2002; Canales et al. 2005; Waites and
Hudson 1995). Loss of either adaxial or abaxial identity causes the formation
of radialized organs without a lamina, whereas ectopic boundaries between
cells with ad- and abaxial identities can induce ectopic lamina outgrowth.
How the ad/abaxial boundary induces lamina outgrowth is largely unknown.
In addition, recent work has uncovered further complexity in the relation
between polarity control and growth regulation, as a number of genes that
were originally identified because of growth defects have now been shown to
also interact with the pathway determining organ polarity. For example, the
growth stimulator ANT was found to influence organ polarity, acting together
with the abaxializing YABBY proteins FILAMENTOUS FLOWER (FIL) and
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YABBY3 (YAB3) (Nole-Wilson and Krizek 2006). Triple mutants of ant fil yab3
show very severe polarity defects that correlate with strongly reduced ex-
pression of the homeodomain zipper (HD-ZIP) protein PHABULOSA (PHB),
normally expressed on the adaxial side. In addition, JAG was shown to pattern
fruit tissues in cooperation with FIL and YAB3, and NUB is only expressed on
the adaxial side of developing organs (Dinneny et al. 2005, 2006). Although
the exact mechanistic links are far from clear, these intriguing findings may
open the door to detailed studies of the connections between the control of
growth and organ polarity.

The putative transcriptional co-repressors LUG and SEUSS (SEU), ori-
ginally described as repressors of the floral homeotic gene AGAMOUS (AG) in
outer flower whorls, also appear to function in the regulation of floral organ
cell proliferation and ad/abaxial patterning, independently of their influence
on organ identity (Franks et al. 2002, 2006; Sridhar et al. 2004). Petals of ag
lug seu triple mutants are strongly reduced in size because of insufficient cell
numbers and show defects in ad/abaxial patterning. These are correlated with
reduced expression of major regulators of ad/abaxial patterning, PHB and
FIL. Although it is not clear from this study whether LUG and SEU act inde-
pendently on proliferation and on patterning or whether the growth defects
result from the polarity defects, the changes in leaf shape and size without ap-
parent polarity defects in the rotunda2 alleles of LUG argue against the latter
alternative (Cnops et al. 2004). Thus, ANT, LUG and SEU may both stimulate
growth directly and also indirectly by maintaining a robust juxtaposition of
the gene expression domains that determine organ polarity.

Patterning of different tissues or domains within organs often involves dif-
ferential growth. An example is provided by the subdivision of Arabidopsis
rosette leaves into a bladeless petiole and the distal lamina region. Out-
growth of lamina tissue from the leaf petiole is suppressed by the redundant
BLADE-ON-PETIOLE1 (BOP1) and BOP2 genes, coding for BTB/POZ- and
ankyrin-domain proteins that appear to regulate transcription by interacting
with additional factors (Ha et al. 2003, 2004; Hepworth et al. 2005; Nor-
berg et al. 2005). Similar to bop loss-of-function mutants, JAG overexpression
causes lamina outgrowth from the petiole. Indeed, bop mutants show ectopic
expression of JAG and its homolog NUB in the petiole region, suggesting that
exclusion of these growth stimulators from the prospective petiole by BOP
activity contributes to the petiole’s distinct growth pattern.

Lamina outgrowth from the petiole is also suppressed by the ASYMMET-
RIC LEAVES1 (AS1) and AS2 genes. AS1 encodes a myb-domain protein,
while AS2 codes for a protein with a leucin-zipper, which can interact with
AS1 (Byrne et al. 2000; Iwakawa et al. 2002). Like mutants in the maize AS1
ortholog ROUGH SHEATH2 (RS2) and presumably in the Antirrhinum ortho-
log PHANTASTICA (PHAN), Arabidopsis as1 and as2 mutants show ectopic
expression of class I Knotted1-like homeobox (KNOX) genes in developing
leaves (reviewed in Kessler and Sinha 2004). This defect is also found in bop1
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mutants (Ha et al. 2003). Class I KNOX genes act to maintain meristem cells
in an undifferentiated state, and their ectopic expression leads to lobed leaves
because of prolonged cell proliferation (Scofield and Murray 2006). In add-
ition to repressing KNOX genes in leaves, AS1/PHAN/RS2 also contribute
to ad/abaxial polarity establishment by promoting adaxial cell fate and thus
stimulate lamina outgrowth, as postulated by the above model.

Thus, there are interconnected pathways of factors that determine regional
and organ identity, e.g., in the case of KNOX gene repression by the BOP and
AS genes, leading to different growth patterns that account for the charac-
teristic organ sizes and shapes. Yet, as before, more work will be required to
unravel the molecular mechanisms by which these regulators modulate cellu-
lar growth and division patterns.

5
Evolution of Plant Organ Size

Just as the factors that regulate organ identity ultimately modulate growth
patterns, evolution has brought about an enormous range of different organ
sizes and shapes. Over the last few years, we have begun to obtain first in-
sights into how this has been achieved at the molecular level.

Studies of natural variation in organ size and shape and efforts at mapping
quantitative trait loci (QTL) that govern this variation have identified numer-
ous QTL for different aspects of leaf and floral organ dimensions (Jünger et al.
2000; Langlade et al. 2005; Perez-Perez et al. 2002). Surprisingly, comparative
studies indicate that the QTL that affect leaves and those that influence flo-
ral organs are largely distinct, while the sizes and shapes of different floral
organs (sepals and petals) are highly correlated and appear to be controlled
by the same QTL (Frary et al. 2004; Jünger et al. 2005). Thus, evolution may
have acted on distinct leaf and floral growth gene modules, or alternatively
the presumed links between organ identity factors and growth control may
have been targeted by evolutionary change.

The molecular basis for natural variation in organ size is probably best
understood for tomato fruit size and the role of the fw2.2 gene mentioned
above. Allelic variation at this locus has been reported to account for up
to 30% of the differences in fruit weight between different tomato cultivars
(Frary et al. 2000). The fw2.2 gene, which encodes a protein with structural
similarity to the ras-oncoprotein, limits cell division in the pericarp of devel-
oping fruits. The large-fruit allele shows an early peak of fw2.2 expression in
fruit development and produces a lower overall amount of mRNA, whereas
expression from the small-fruit allele peaks later and leads to a higher total
expression level (Cong et al. 2002; Liu et al. 2003). Thus, a heterochronic
change in the promoter of an important growth regulator that also influences
overall mRNA abundance seems to underlie the difference in fruit size be-
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tween certain tomato varieties. It will be interesting to see how widespread
such regulatory mutations are in the evolution of organ size differences, as
opposed to structural changes in the encoded proteins.

6
Higher-Level Control of Organ Size and Plant-Wide Integration

Tomato fruit size also serves to exemplify the control of plant organ growth
by integrative mechanisms that operate on the level of a part of or the en-
tire plant. It has long been known that pruning to reduce the total number of
fruits borne by a plant causes an increase in the size of the remaining fruits,
indicating that individual organs compete with each other for some limiting
factor(s), such as possibly photoassimilates and nutrients. Recent work has
shown that a reduction in fruit load leads to altered expression of key cell
cycle regulators and of fw2.2, suggesting that resource availability may have
a rather direct influence on growth and proliferation (Baldet et al. 2006). How
this is sensed by individual cells and translated into the appropriate growth
response is discussed by Doerner and Tsukaya in the present volume.

Changing not the number of developing sink organs but their sink strength
can also influence their final size: apoplastic expression of a yeast invertase,
which cleaves sucrose into glucose and fructose and is thought to influence
sink strength, was found to increase tuber size in potato tubers (Sonnewald
et al. 1997). However, the effect was compartment-specific, and targeting in-
vertase to the cytosol actually had the opposite effect.

7
Concluding Remarks

As we have described in this chapter, there is a growing list of genes that have
been shown to influence organ size with the potential for regulation. These
factors can affect growth by proliferation and/or expansion, and both positive
and negative regulators have been identified. Also, initial insights have been
gained into how developmental processes (patterning, cell and organ iden-
tity) and evolutionary changes alter growth patterns to make organs larger
or smaller. However, one of the most crucial questions for the control of or-
gan size is yet to gain a satisfactory answer: what is it that growing organs are
measuring? As discussed above, plants with altered organ sizes mostly show
changes in the timing of growth. However, given a constant rate of growth,
time and size or mass of the organ are strictly coupled. Thus, experimental
manipulation of the rate of growth would be needed to distinguish between
whether organs are measuring time or size/mass to decide for or against fur-
ther growth. Understanding this and additional fundamental growth-related
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questions in plants can be expected to ultimately lead to novel tools for ratio-
nally manipulating the sizes of economically relevant plant organs.
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Abstract The flattened, thin lamina of leaves captures sunlight for photosynthesis and fa-
cilitates gas exchange. Therefore, the size and shape of a leaf are fundamentally important
features of its integrity and function. Progress in developmental studies has suggested
that long- and short-distance signaling pathways are involved in leaf formation. In this
chapter, we introduce these signaling pathways, both of which can control final leaf shape
and structure: a long-distance signaling pathway that governs the differentiation of leaves
into sun and shade types, and a short-distance signaling pathway that appears to be in-
volved in an organ-wide system that integrates cell proliferation and cell enlargement.
Although none of the molecules involved in these two pathways have been identified,
plausible mechanisms of these pathways are discussed based on present data.

1
Introduction

Leaves are initiated by coordinated changes in the polarity of cell division and
the growth of a group of founder cells in the peripheral zone of the shoot api-
cal meristem (SAM) (Esau 1977). After leaf initiation, the lamina is formed
by the action of the marginal meristem, which is transiently activated at the
leaf margin, followed by the action of the plate meristem, both of which con-
tribute to the flattening and expanding of the developing leaf (Avery 1933;
Maksymowych 1963; Donnelly et al. 1999). Recent advances in our under-
standing of the mechanisms of leaf morphogenesis (Tsukaya 2006; Tsukaya
and Beemster 2006) have revealed several key regulatory steps. Among these
steps, we have recently found two interesting phenomena that might be reg-
ulated by long- or short-distance signaling pathways. Here we present an
overview of these phenomena.

Although the size, structure, and shape of leaves of a given species are
under robust genetic control, these parameters exhibit a certain degree of
flexibility, allowing leaves to tailor their growth based on environmental con-
ditions such as light, water, and nutrient availability (Smith and Hake 1992;
Kim et al. 2005; Tsukaya 2006). Light is one of the most important envi-
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ronmental factors for leaves. Irradiance is captured by the photosynthetic
organelles, chloroplasts, and the captured energy is converted into photo-
synthates via a photochemical reaction and the reductive pentose phosphate
cycle (Nobel 2005). Because all plant activities require and consume pho-
tosynthates, it is crucial that plants produce them in sufficient quantities.
Plants can survive under various light conditions by modulating leaf de-
velopment according to the light environment. Under high-light conditions,
leaves thicken and contain large amounts of photosynthetic components per
unit leaf area, such as Rubisco and photosystem reaction centers, resulting in
high photosynthetic production. High-light-acclimated leaves are called “sun
leaves”, as compared to “shade leaves”, which are formed under low-light
conditions. Shade leaves differ from sun leaves in their morphology, which
is thinner and broader, and in their physiology, with lower photosynthetic
and dark respiration rates, compared to sun leaves. Physiological and ecolog-
ical studies have revealed details of the differences between these leaf types
(for reviews, see Boardman 1977; Björkman 1981; Anderson 1986; Terashima
et al. 2001). In addition, the developmental aspects of sun and shade leaves
are interesting. Recent studies of the development of sun and shade leaves
have revealed that the differentiation of new leaf primordia into sun or shade
leaves is controlled remotely by mature leaves. In other words, it is con-
trolled by long-distance signaling. In the first half of this review, we present
an overview of how leaf type is systematically controlled by long-distance
signaling.

In addition to this long-distance pathway, leaf shape and size also appear
to be governed locally in each primordium by a shorter-distance signaling
pathway. It is noteworthy that cell proliferation and post-mitotic cell expan-
sion occur simultaneously in separate regions of the same developing leaf
(Donnelly et al. 1999; White 2006). Finally, both a precise programmed exit
from the mitotic cell cycle and the cessation of post-mitotic cell expansion
determine leaf size (White 2006). How are these two processes integrated in
leaves? The gross size and shape of leaves are not always the simple sum
of the behavior of individual cells (Tsukaya 2002, 2003). In fact, a decrease
in the cell number due to mutations or genetic manipulations that decrease
cell proliferation activity is often associated with an increase in cell size. We
named this phenomenon “compensation” (Tsukaya 2002, 2003). A relation-
ship between decreased cell number and increased cell size has been reported
in many transgenic plants and loss-of-function mutants of Arabidopsis. For
example, a loss-of-function mutation in the AN3/GRF-INTERACTING FAC-
TOR1 (GIF1) gene (Kim and Kende 2004), which positively regulates cell
proliferation in leaf primordia, causes the typical compensation syndrome
(Horiguchi et al. 2005). Similarly, several other mutations that affect cell pro-
liferation have been reported to cause compensation, including aintegumenta
(ant), struwwelpeter (swp), swellmap, G protein a-subunit 1, and deformed
roots and leaves1 (Mizukami and Fischer 2000; Ullah et al. 2001; Autran et al.
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2002; Nelissen et al. 2003; Clay and Nelson 2005). Impaired cell proliferation
caused by the reduced activity of cyclin-dependent kinases (CDKs) resulting
from the overexpression of either a dominant-negative version of a CDK or
a cyclin-dependent kinase inhibitor known as ICK/KRP in tobacco (Nicotiana
tabacum), Arabidopsis, and rice also induces compensation (Hemerly et al.
1995; Wang et al. 2000; De Veylder et al. 2001; Boudolf et al. 2004; Barrôco
et al. 2006). Therefore, compensation is a universal phenomenon in monocot
and eudicot species.

In our opinion, this relationship indicates the existence of a short-range
signaling within the leaf primordium. In the second half of this review, we will
discuss possible mechanisms of leaf-size regulation.

2
Differentiation of Leaves Into Sun and Shade Types

2.1
The Differentiation of Leaves Into Sun and Shade Types Depends on the PPFD

As briefly summarized in the introduction, the differentiation of leaves into
sun and shade types is regulated remotely by mature leaves via long-distance
signaling. In this section, we focus on the morphology of sun and shade leaves
and their acclimation to the environment. Then, we introduce several import-
ant findings that indicate unique regulatory mechanism(s) that underlie the
formation of sun and shade leaves.

One of the most significant anatomical differences between sun and shade
leaves is the thickness of the lamina. Sun leaves are at least 1.5- to 3-fold
thicker than shade leaves (Björkman 1981). Sun leaves show increased elonga-
tion and/or additional cell layers in the mesophyll, especially in the palisade
tissue. The shape of cells in the palisade tissue is cylindrical in sun leaves,
but sometimes funnelled or rounded in shade leaves (Haberlandt 1914). The
height of the epidermal cells is not significantly different in these leaf types,
but the contribution of the epidermis to the leaf thickness is lower in sun
leaves because their lamina are thicker (Chabot and Chabot 1977; Dengler
1980; Yano and Terashima 2004). The cuticle of sun leaves is more abundant
than that of shade leaves, preventing evaporation under high irradiance (Os-
born and Taylor 1990; Ashton and Berlyn 1994). Stomata are also affected
by light, showing increased numbers and density (see reviews by Tichá 1982
and Givnish 1988). In addition to light, the stomatal density and/or the stom-
atal index, which is the proportion of stomata among the epidermal cells,
are affected by CO2 (Woodward 1987; Woodward et al. 2002). These struc-
tural differences, which affect photosynthetic performance as determined by
the conductivity of CO2 and optics (Richter and Fukshansky 1998; Terashima
et al. 2001), are the result of leaf developmental regulation.
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For plants to establish leaves that are adapted to the light environment, the
first step is the recognition of the light environment. This raises questions as
to whether the light quality or quantity affect the differentiation of sun and
shade leaves, which light sensory system is involved, and where does the plant
sense light.

There is no direct evidence regarding the issue of whether light quality or
quantity is more important in controlling the development of sun and shade
leaves. However, several lines of physiological and genetic evidence suggest
that light quantity is a major stimulus. White clover (Trifolium repens L.)
grown under the same photosynthetically-active photon flux density (PPFD)
but with various ratios of red and far-red light, which governs the balance
between Pfr (active) and Pr (inactive) phytochromes, showed the same leaf
thickness index (leaf mass per unit area in mg mm–2, specific leaf area in
mm2 mg–1 leaf DM) but different petiole elongation (Smith 1994; Heraut-
Bron et al. 1999, 2001). The idea that light quantity is more important in
the stimulation was supported by a genetic analysis. Loss-of-function mu-
tant of PHYB, which encodes the main type-II phytochrome in Arabidopsis,
also showed leaf thickening with an increase in the light intensity (Kim et al.
2005). On blue light receptors it was revealed that single and double mutants
of CRYTOCHROMES (cry1) and cry2 and the PHOTOTROPINS (phot1) mu-
tant showed the same leaf thickening as much as WT plants did (Weston et al.
2000; Lopéz-Juez et al. 2007). Thus, known photoreceptors are probably not
involved in the differentiation of sun and shade leaves, although no results
have been reported from double mutants of phototropins or disruptants of
multiple phytochromes.

If light quantity is the triggering stimulus, does the plant monitor the in-
stantaneous light intensity or the total amount of daily light? Chabot et al.
(1979) compared the leaf morphology and photosynthesis efficiency of Fra-
garia virginiana leaves exposed to different light regimes, changing the light
intensity and span (maintaining the photoperiod using the background light)
but with plants receiving the same quantity of light. Although the instan-
taneous light intensities among the regimes differed by five-fold, the leaf
thickness was not affected. However, the leaf thickness increased with in-
creasing light span while the light intensity was held constant. Thus, the daily
light amount regulates differentiation into sun or shade leaves.

2.2
An Unknown Long-Distance Signaling Mechanism Governs Differentiation
Into Sun or Shade Leaves

We will now introduce recent studies that indicate the parts of the plant that
recognize light and control the differentiation of new leaves, and discuss can-
didates for light recognition. Lake et al. (2001) showed that the stomatal index
of developing Arabidopsis leaves decreased when mature leaves were shaded.
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The authors also showed that the stomatal density and index decreased when
mature leaves were exposed to CO2-enriched air, and vice versa. These re-
sults indicate that stomatal development in a developing leaf is regulated by
long-distance signaling from mature leaves, with leaves sensing the ambient
CO2 concentration and light intensity. Yano and Terashima (2001) reported
that in Chenopodium album, the leaf thickness, cell-layer number, and cross-
sectional area of cells in the palisade tissue increased when mature leaves
were exposed to high light, and decreased when mature leaves were exposed
to low light. In contrast to the leaf anatomy, chloroplast acclimation was in-
dependent of these signals. Therefore, these studies showed that systemic
signaling controls leaf development (Fig. 1), although it is unclear whether the
information on CO2 and light are transduced by the same signal. Systemic
regulation of leaf development has also been reported in tobacco (Thomas
et al. 2004) and poplar (Populus trichocarpa × P. deltoides, Miyazawa et al.
2006). In tobacco, the leaf area, size, and degree of undulation of epidermal
cells are affected by the light environment of mature leaves, as well as the
index and density of the stomata. In addition to the systemic signaling, leaf

Fig. 1 Anatomy of sun and shade leaves and systemic signals involved in their develop-
ment. Sun and shade leaves of Arabidopsis thaliana and Chenopodium album (A and B,
C and D, respectively). Sun leaves of these species have an additional cell layer in the pal-
isade tissue as compared to shade leaves. Sun and shade leaves were grown under PPFD
levels of 360–400 or 60–80 µmol m–2 s–1, respectively. The bar represents 100 µm. Infor-
mation on the light and CO2 stimuli recognized by mature leaves is transferred to new
leaves via systemic signal(s) and determines the differentiation fate of new leaves into sun
or shade leaves (E)
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developmental plasticity is maintained for at least several days, since all of
these studies analyzed developing leaves, which were already of visible size at
the beginning of the treatments.

Why did plants develop systemic signaling? Let us consider a leaf pri-
mordium developing on the SAM. The primordium is insulated from severe
environments such as xeric air and strong light. Therefore, the primordium
itself cannot sense the light or CO2 environments. However, mature leaves
are exposed to the actual environment, allowing them to sense reliable in-
formation. Therefore, plants gather information from mature leaves rather
than from the primordium itself to govern the formation of appropriate leaves
(Woodward et al. 2002).

As mentioned above, light quantity is more important than light quality in
the formation of sun or shade leaves. The light sensory mechanism and the
systemic signal are still hypothetical, but should fulfill the following require-
ments:

1. Have the ability to monitor direct or indirect light and/or CO2 concentra-
tion;

2. Be able to convert environmental information into mobile substance(s)
that can be transferred from mature to developing leaves;

3. Be able to induce specific gene expression that regulates cell division
and/or cell growth.

Several candidate signals have been considered (Kim et al. 2005; Coupe et al.
2006), including phytohormones, peptides, RNAs (as signals), sugars, and
redoxes (as sensors and/or signals). Phytohormones, peptides, and RNAs
as signals would require a sensing system, but we are unable to nominate
appropriate candidates to date. As mentioned earlier, mutants in major phy-
tochromes and cryptochromes and the phot1 mutant show the laminar thick-
ening that is observed in sun leaves. In addition, plant behaviors driven by
known photoreceptors differ from sun- and shade-leaf formation in their re-
action times. Although the involvement of a photoreceptor cannot be ruled
out, the probability that known photoreceptors are involved is low. In con-
trast, sugars and redoxes are simpler explanations than the above candidates.
Since sugars are the products of photosynthesis and the PPFD is a limiting
factor in natural environments, plants can indirectly monitor the light en-
vironment by monitoring the sugar concentration. In addition, sugars are
also transferred from a source (such as a photosynthesizing leaf) to a sink
(such as the SAM or leaf primordia). Sugar sensing by hexokinase is well
organized in plants (Cho et al. 2006). In addition to these features, sugar reg-
ulates gene expression (Koch 2000, 2004; Hanson et al. 2001). Thus, sugar
is a likely candidate. Redoxes also fulfill the requirements described above.
In high- or low-light conditions, the plastoquinone pool in thylakoid mem-
branes is reduced or oxidized, respectively; hence, the redox state repre-
sents the light environment. The redox state controls the transcription levels
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of photosynthetic genes (Escoubas et al. 1995; Pfannschmidt et al. 1999).
Karpinski et al. (1999) reported long-distance signaling mediated by a re-
dox system in Arabidopsis. The authors showed that when several parts of
rosette leaves were exposed to excess light and their redox state was reduced,
the transcription level of pAPX2::LUC, a gene composed of the promoter
of an antioxidant defense gene and the luciferase coding region, increased
in the remaining parts, especially in young leaves around the SAM. The
expression level in the remaining parts did not increase when the plasto-
quinone pool was held in an oxidized state using DCMU, an inhibitor of
electron transport from PSII to the plastoquinone pool. At present, the many
candidates listed above should be verified. Further physiological and devel-
opmental analyses as well as global gene expression profiling, which have
been considered by Coupe et al. (2006), should explain these interesting
phenomena.

3
Organ-Wide Control of Leaf Size

3.1
Compensation as a Clue to Understanding the Mechanisms of Leaf-Size Control

In this section, we present an overview of our present understanding of
the leaf-size control system based on information obtained from studies of
Arabidopsis mutants (Tsukaya 2006). Before discussing these topics, let us
first re-examine classic and new ideas of organ-size regulation, since this
re-examination has led us to studies of a yet unknown, organ-wide control
system of leaf size.

To date, two theories, the cell theory and the organismal theory, have
been postulated for the mechanisms by which genes control development in
plants (Kaplan and Hagemann 1991; Sitte 1992; Hagemann 1992; Kaplan 1992;
Tsukaya 2002, 2003). The cell theory posits that the cell is the unit of mor-
phogenesis in leaves. According to this theory, the final leaf size is determined
by the sum of behaviors of individual cells, which are under cell-autonomous
control. In contrast, the organismal theory proposes that the unit of morpho-
genesis is the organ, and pre-determined organ space is filled by an increase
in cell mass that is achieved through either cell proliferation or cell expansion.
Thus, the organismal theory predicts a genetic mechanism that determines
leaf shape and size independent of the behaviors of individual cells (Kaplan
and Hageman 1991; Sitte 1992; Tsukaya 2002, 2003). In re-examining the va-
lidity of these theories by studying leaf morphology mutants, we found that
the cell theory is more likely (Tsukaya 2002, 2003). For example, in the an-
gustifolia (an) mutant, a narrow cell shape due to the inhibition of polar cell
expansion directly results in the narrow leaf phenotype (Tsuge et al. 1996;
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Kim et al. 2002). In addition, a number of mutants show reduced leaf area
due to a specific decrease in the number of cells (Horiguchi et al. 2006a,b).
These examples show that changes in the behaviors of cells directly influence
leaf shape.

However, leaf size and shape are not always a simple sum of the behav-
ior of individual cells (Tsukaya 2002, 2003), as mentioned in the introduction.
This is clear in mutants and transgenic lines that exhibit compensation. Since
compensation appears to function to replace the leaf area that is lost due to
impaired cell proliferation, one would expect that this phenomenon would
support the organismal theory. Organismal theory predicts the existence of
a system that maintains a constant leaf size during developmental fluctua-
tions. However, such a regulatory mechanism is highly unlikely since a num-
ber of mutants that show decreased cell numbers show no increase in cell size.
Likewise, an increase in the cell number caused by the overexpression of AN3
or ANT results in a corresponding increase in the leaf area (Mizukami and
Fischer 2000; Horiguchi et al. 2005; reviewed in Tsukaya 2002, 2003). In add-
ition, the leaf area in mutants exhibiting compensation is usually smaller than
that in wild-type plants.

In contrast, several possibilities could explain the occurrence of compen-
sation based on the cell theory, with slight modification (Tsukaya 2002, 2003).
Namely, compensation can be explained by the “neo cell theory”, in which
the cell is considered the unit of morphogenesis and the pathway(s) of cell
proliferation and cell enlargement are integrated in some way at the organ
level (Tsukaya 2002, 2003). In this context, compensation can be regarded as
a reflection of certain mechanisms that integrate cell proliferation and cell en-
largement. We examine below several possible mechanisms of compensation
(or the integration mechanisms) based on available genetic and molecular
data. Next, we interpret compensation as the result of a short-range signaling
mechanism that operates during leaf morphogenesis.

3.2
Is the Uncoupling of Cell Division from Cell Growth Responsible for Compensation?

In yeast and metazoans, the acceleration or blocking of the progression of the
cell cycle by experimental manipulation results in a decrease or increase in
cell size, respectively. This uncoupling of cell division from cell growth occurs
because growth is not dependent upon cell cycling (Johnston et al. 1977; Jor-
gensen and Tyers 2004). Does compensation in plants function in a similar
manner? The answer is no. First, in a KRP2 overexpresser (KRP2 OE), where
the mature leaves of which clearly show compensation, proliferating cells are
already larger than wild-type cells at the earliest stage of leaf development (De
Veylder et al. 2001). This observation appears to suggest, at a glance, that cell
division is uncoupled from cell growth, but this is untrue. If the uncoupling of
cell division from cell growth occurs, cell size should not be kept, but the cell
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size is maintained in a certain size also in the KRP2 OE (Ferjani et al. 2007).
Therefore, uncoupling between the cell division and cell growth is not seen in
the compensation.

Moreover, one must be cautious of interpreting the contribution of this in-
crease in cytoplasmic volume in early development to the final cell size, since
most of the volume of the plant cell is occupied by large vacuoles that de-
velop post-mitotically. In a model that simulates cell growth and cell division
in the context of leaf development, the in silico inhibition of cell cycle pro-
gression mimics the effects of KRP2 overexpression, increasing cell size during
cell cycling. However, this size difference accounts for only a small propor-
tion of the cell size at the end of post-mitotic cell expansion (Beemster et al.
2006). In fact, a transient increase in cell size due to a delay in cell cycling
was observed only in the mitotic phase in triple mutants of cytokinin recep-
tors (Nishimura et al. 2004). In this case, the increase in cell size dissipated in
the post-mitotic phase of cell expansion. Moreover, our time-course analyses
of cell expansion in compensation-exhibiting mutants revealed no abnormal
enhancement of cell enlargement during the cell proliferation stage in most of
the mutants examined, but abnormal enhancement did occur, just after entry
into the post-mitotic stage (Ferjani et al. 2007). Thus, the uncoupling of cell
growth from cell division does not account for the enhanced cell expansion
during compensation.

3.3
One-Gene-Two-Functions Model

If a gene has a positive role in cell proliferation and a negative role in
post-mitotic cell expansion, the loss of function and overexpression of
this gene should produce phenotypes identical to, and opposite, those in
compensation-exhibiting mutants, respectively. If this is the case, systems
that integrate cell proliferation and cell enlargement are not needed to in-
terpret compensation. However, our present knowledge of the nature of
responsive genes in compensation-exhibiting mutants eliminates the possi-
bility of the one-gene-two-functions model. Namely, these genes, such as
AN3 and ANT, seem to be involved exclusively in the control of cell pro-
liferation. For example, the overexpression of AN3 and ANT promotes cell
proliferation but has no influence on cell expansion (Mizukami and Fis-
cher 2000; Horiguchi et al. 2005). In addition, AN3, ANT, FASCIATA1 (FAS1),
and SWELLMAP (SMP), which induce compensation when mutated, are ex-
pressed strongly in meristematic tissues but at an undetectable level in dif-
ferentiating tissues (Elliott et al. 1996; Kaya et al. 2001; Autran et al. 2002;
Clay and Nelson 2005; Horiguchi et al. 2005; Exner et al. 2006). Thus, the
one-gene-two-function model does not hold for at least several instances
of compensation.
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3.4
Shift in Switching Between Cell Proliferation and Differentiation

The relationship between cell proliferation and post-mitotic cell expansion ob-
served in compensation could be regarded as a simple trade-off between these
two developmental processes in leaf primordia. However, such a mechanism
is not supported by the time-course data of leaf development in several mu-
tants. For example, the overexpression of ANT or loss-of-function of PEAPOD
(PPD) lengthens the cell proliferation phase but does not shorten the dura-
tion of post-mitotic cell expansion (Mizukami and Fischer 2000; White 2006).
Therefore, compensation cannot be regarded as a simple trade-off between
these processes.

However, changes in the timing of the transition from the normal cell cycle
to endocycles might be another factor that causes compensation, because the
endocycle is a modified cell cycle that lacks a cell division step, and there
is a rough positive correlation between endopolyploidy levels and cell size
(e.g., Melaragno et al. 1993). Although this correlation seems to exist in some
compensation-exhibiting mutants and transgenics (such as struwwelpeter
(swp) and weak lines of KRP2 overexpressers; Autran et al. 2002; Verkest et al.
2005), however, several lines of evidence have indicated that an increase in
the levels of endopolyploidy is not a necessary condition for increased cell
size due to compensation. For example, a strong KRP2 overexpressing line,
in which both cell cycling and endocycling are inhibited, clearly shows com-
pensation (De Veylder et al. 2001). In addition, guard cells, which always have
a 2C DNA content, also exhibit compensation in transgenic tobacco lines that
have reduced expression levels of ribosomal protein L3 genes, and in the Ara-
bidopsis swp mutant (Autran et al. 2002; Popescu and Tumer 2004).

Moreover, we recently found more genetic evidence that an increase in en-
dopolyploidy is not an essential condition for the increase in cell size that
occurs in compensation. This evidence was found during the isolation and
analysis of the extra-small sisters (xs) mutants, which are defective in cell ex-
pansion but have normal numbers of cells in leaves (Fujikura et al. 2007).
Among the xs mutants, xs1, xs2, xs4, and xs5 showed suppressed compensation
triggered by the an3 mutation. Importantly, these xs mutants differ in the lev-
els of endocycling in leaves, showing normal, increased, or decreased ploidy.
This lack of correlation between the level of endocycling and the magnitude
of compensation strongly suggests that the level of endopolyploidy and the
occurrence of compensation are independent (Fujikura et al. 2007).

3.5
Signaling Systems Linking Cell Proliferation and Cell Expansion

After eliminating the above hypotheses for the mechanisms of compensation
and the mechanisms that integrate cell proliferation and cell enlargement,
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the last possibility is that cell proliferation regulates post-mitotic cell expan-
sion through some unknown linking mechanisms. Such a signal is thought
to be produced in mitotic cells and to regulate cell expansion in post-mitotic
cells. In this model, four modes of signaling action are possible, as shown
in Fig. 2. The hypothetical signal might have a positive (Fig. 2A,C) or nega-
tive (Fig. 2B,D) effect on post-mitotic cell expansion and might work either
cell-autonomously (Fig. 2A,B) or non-cell-autonomously (Fig. 2C,D).

In all of these models, the strength of the hypothetical signal(s) should cor-
relate with the size of mature cells. If the signal(s) is negative, it should be

Fig. 2 Models of leaf size control suggested by compensated cell enlargement. To inter-
pret compensation, signals that link cell proliferation and post-mitotic cell expansion
are assumed. The hypothetical signals are produced in mitotic cells and function in
post-mitotic cells. They exert positive (A and C) or negative (B and D) effects on post-
mitotic cells and are subjected to negative or positive regulation, respectively, according
to the cell proliferation activity. The signals are retained in the cell in the course of
leaf development and act cell-autonomously (A and B) or are released from mitotic cells
and act non-cell-autonomously on post-mitotic cells (C and D). In A and B, mitotic and
post-mitotic cells are shown in the lower and upper rows, respectively. In C and D, leaf
primordia are shown in which mitotic and post-mitotic cells are located in the lower and
upper regions of leaf primordia, respectively. In compensation-exhibiting mutants, the
strength of positive and negative signals is expected to be stronger and weaker, respec-
tively, leading to enhanced cell expansion in post-mitotic cells
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weaker in compensation-exhibiting mutants than in the wild-type, and if it
is positive, the signal(s) should be stronger in compensation-exhibiting mu-
tants. This hypothetical signal(s) should have one important feature: its action
should be saturated in wild-type leaf primordia if it is negative, or it should be
ineffective if it is positive. This conclusion is deduced from the basic nature of
compensation: although a reduction in cell numbers due to the loss of function
of cell-proliferation activator genes, such as ANT or AN3, induces accelerated
cell expansion, the overproduction of cells caused by the overexpression of the
same genes does not affect the cell size (Mizukami and Fischer 2000; Horiguchi
et al. 2005). This hypothetical feature of the signal is also predicted by the
fact that certain mutants with moderately decreased numbers of leaf cells do
not exhibit compensation (Horiguchi et al. 2006a,b). Whether the signal(s) act
cell-autonomously or non-cell-autonomously is unknown, but should be re-
vealed through the construction and analysis of chimeric leaf primordia of
compensation-exhibiting and wild-type plants. Identification of the above sig-
nals should open up a new and exciting field of research on the organ-wide
regulation of cell proliferation and cell enlargement.

3.6
Perspectives on the Analysis of Compensated Cell Enlargement

There are no conclusive experimental data as yet on the mechanisms of
compensated cell enlargement. However, such mechanisms are beginning
to be revealed, as illustrated by the specific manipulation of cell size in
compensation-exhibiting mutants (Fujikura et al. 2007). We have identified
a wide variety of mutants that enable the genetic manipulation of both cell
size and cell number (Horiguchi et al. 2006a, 2006b). Moreover, the recent de-
velopment of tissue-specific inducible gene expression systems (Brand et al.
2006) and an artificial microRNA expression system (Schwab et al. 2006)
will allow local or stage-specific modification of cell proliferation or cell
expansion in a more sophisticated manner. Whatever the actual mechan-
ism(s) involved in compensated cell enlargement, characterization of this
phenomenon constitutes a challenging undertaking, one that will further un-
derstanding of the control of organ size involving a higher-order regulation
that links two different developmental processes.
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Abstract Leaves and roots show dynamic growth patterns such as diel variations (occur-
ring throughout 24 h) or base-tip gradients that can be investigated non-invasively using
image sequence processing methods. These growth patterns are affected by a number of
environmental parameters. Light plays a crucial role as it ultimately drives biomass pro-
duction via photosynthetic energy gain and carbohydrate metabolism. The interaction of
growth patterns of different species with light conditions and other environmental fac-
tors affecting photosynthesis and carbohydrate metabolism is discussed and put into the
context of the physiological framework regulating plant performance.

1
Introduction—The Relevance of Plant Growth

Plant growth is a complex and dynamic process. It is highly regulated and
depends on a network of factors. In contrast to most animals, plants grow
throughout their entire life. Plant biomass production is driven by photosyn-
thesis which provides energy, raw materials and food for animals. While growth
processes in animals are largely deterministic, they are more flexible in plants.
This flexibility is an important feature with which plants can dynamically ad-
just their performance to fluctuating environmental conditions against the
background of small-scale intrinsic temporal or spatial organ growth patterns.
This dynamic growth potential can be utilized on demand, such as in etiolat-
ing, shade-avoiding seedlings, in plants that increase their root-shoot ratio in
nutrient-limited situations or in plant organs that show directed growth re-
sponses towards or away from vectorial factors such as light, gravity or wind.
The temporal dynamics of such acclimation processes; the differential distri-
bution of growth across different plant organs or within single organs or the
temporal kinetics with which such growth processes interact with endogenous
control mechanisms of the plant (e.g. gene expression, metabolism) are largely
unknown. As a crystallizing point for the investigation of growth dynamics, the
interaction of growth and photosynthesis will be treated herein.
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Plants are photoautotropic organisms, which gain energy by conversion of
light to chemical energy. Apart from this gain in energy, plants only depend
on uptake of water, mineral nutrients, oxygen and CO2 to sustain growth. All
of the necessary uptake processes take place across plant interfaces that are
exposed to the environment. The constant need for the plant to increase its
surface to sustain further growth implies that an analysis of its surface ex-
pansion processes is a good proxy for a general performance analysis of the
dynamic plant in its dynamic environment.

2
Technical Requirements and Optimized Cultivation Systems
to Analyze Plant Growth Dynamics

Growth analysis of a plant, organ or tissue region requires knowledge of the
size of the investigated system at least at two consecutive points in time. This
knowledge can be gained by destructive or non-destructive methods such
as determination of fresh or dry weight. Destructive methods do not allow
studying growth processes with high resolution. Because of the high vari-
ability between different individuals, size differences that are reached within
minutes or hours can not be determined with statistical significance by com-
paring two populations on the basis of destructive measurements. The same
argument applies to the destructive analysis of growth differences of spa-
tially neighboring tissue regions. Hence, high spatial or temporal resolution
of growth analysis can only be achieved by utilizing non-invasive methods
that determine surface or volume of the investigated organ. Often, special cul-
tivation systems have to be established to ensure an exact quantification of
plant organ growth and to control environmental parameters with appropri-
ate accuracy.

2.1
Methods for Non-Invasive Determination of Growth

The oldest and easiest method to record growth is to use rulers. This is still
an appropriate method for easy and rapid investigation of growth processes
within plant populations (Walter and Schurr 1999; Christ et al. 2006).

First descriptions of spatially resolved growth patterns within plant or-
gans date back to the approach of Sachs (1887) for roots and Avery (1933)
for leaves. In both cases, ink dots were applied to the organ surfaces and
their divergence (increase in distance between dots over time) was recorded.
Methods without application of external marks were published decades later
(root: Brumfield 1942; leaf: Schmundt et al. 1998). In linearly organized
growth zones of leaves of monocotyledonous plants (Ben-Haj-Salah and
Tardieu 1995; Beemster et al. 1996) or roots (Goodwin and Stepka 1945; Silk
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and Erickson 1979), the distribution of cell expansion rate can be quantified
elegantly via a so-called “kinematic analysis”:

On the basis of the premise that each cell is displaced in a linear way from
the end of the cell division zone to the zone of fully differentiated tissue, a plot
of average cell length versus distance from the distal end of the meristematic
zone can be used to calculate cell elongation along the direction of this line of
cells (cell file). First, the velocity distribution along the cell file is calculated by
determining, how fast each point along the cell file is displaced away from the
meristematic zone. For the elongation zone, this is done by multiplying cell
length at each position with “cell flux” (which equals the ratio of the velocity
of the root tip and cell length at the end of the growth zone). “Cell flux” is the
reciprocal time that is needed to add one new cell to the cell file at the api-
cal interface of the growth zone or to remove one full grown cell at the basal
end of the growth zone from the end of the cell file. The elongation rate (or
strain rate) is then given by the first derivative of the velocity distribution. For
a more detailed explanation of these considerations see Silk et al. (1989).

Cell division rates can also be calculated in such organs based on deter-
mination of cell lengths at different positions and on determination of root tip
velocity. These measurement parameters are used in the continuity equation
(Silk and Erickson 1979; Silk 1984; Beemster and Baskin 1998) to calculate the
production of cells and cell division rates within cell files.

Methods with high temporal resolution were initiated in the 1970s when
electronic devices began to be applied on a wider scale (Hsiao et al. 1970).
Linear Variable Displacement Transducers (LVDTs) register position changes
of the leaf tip via a thread that is attached to it, that is kept under tension
and that regulates an electric resistance or the inductance of a solenoid. This
principle was first applied by Sachs (1887) more than a century ago, when he
recorded the diel time series of shoot axis growth rate, but it fell into obliv-
ion for a long time. Herein the term diel is used to depict variations occurring
throughout 24 h in a repetitive way. Diel is a synonym of the more commonly
found term diurnal that can also depict processes that are only active during
the day, but not at night.

Methods providing a combination of high spatial and temporal resolution
were elaborated when digital image processing became available (Schmundt
et al. 1998; Van der Weele et al. 2003). Again, a pioneering study demon-
strating the essential principles on which modern methods are based was
leading the way some decades ahead of time: The distribution of growth ac-
tivity in a maize root growth zone was analyzed throughout 12 h by Erickson
and Sax (1956) by continually photographing the ink-dotted root growth zone
with a slit camera and a slowly moving film. The transformation of succes-
sive temporal events into the x-axis of the image resulted in a so-called “streak
image”: A group of divergent trajectories was recorded and the inclination
of each trajectory depicts the velocity of the cellular element on which the
respective ink dot was situated. The difference of the velocity of neighbor-
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ing elements, normalized by the distance of the elements equals the relative
growth rate of the respective length element (Fig. 1). This method was further
applied in at least one physiological study (Hejnowicz and Erickson 1968), but
fell into oblivion thereafter.

On the basis of the same principle (extended into two dimensions) of so-
called “optical flow”, digital image sequence processing methods have been
established during the last decade (Schmundt et al. 1998; Van der Weele et al.
2003). Images of root growth zones were recorded at time intervals of less than
a minute, rendering results for growth distributions in almost cellular reso-
lution (Walter et al. 2002b; Nagel et al. 2006). For leaves, the two-dimensional
analysis of divergence of natural patterns like vein crossings or trichomes in
image sequences rendered similar distributions of relative (elemental) growth
rates (Schmundt et al. 1998; Walter et al. 2002a; Wiese et al. 2007; Fig. 1). Typ-
ical intervals between images were two to five minutes. Investigated leaves
and roots were illuminated with near-infrared LEDs and were visualized with
CCD-cameras that were equipped with appropriate near-infrared filters. Image
recording in the near-infrared range has the advantage of achieving constant
image brightness throughout day and night. Wavelengths of about 900 nm do
not affect any known sensory systems of plants and are not heating up leaves.

Calculation of spatio-temporal growth rate distributions was performed by
optimized, custom-made image sequence processing algorithms (Scharr 2004)
that are based on the above-mentioned principle of optical flow and that use
a so-called structure-tensor approach to calculate motion from orientation in
stacks of images (Bigün and Granlund 1987; Haußecker and Spies 1999).

Fig. 1 �Calculation of velocity and relative growth rate (RGR) from image sequences of
roots and leaves. Root panels: Original images of a Zea mays root that was marked with
ink dots and that was photographed every 15 min are arranged next to each other (left;
grid indicates 1 mm). The black lines in the middle panel depict in the way of streak pho-
tographs, how the ink dots were displaced with the extending root. The inclination of
each line towards the time-axis corresponds to the velocity of the ink dot. For clarity,
those velocities are indicated additionally as colored vectors (arrows) in the middle of
each line. Colors are coded via a “rainbow” look-up-table shown in the leaf growth panel
(lower right): blue stands for low values, red for high values. The right hand root growth
panel finally shows the differences of two neighboring velocities divided by the average
distance between two neighboring dots throughout the investigated time period. Those
differences equal the relative (elemental) growth rate of each segment situated between
two neighboring ink dots. They are plotted versus the distance of the corresponding dots
from the root tip. Leaf panels: Original images of a Nicotiana tabacum leaf, taken at
t = 0 h and t = 24 h (left images). Images in the middle show color-coded distributions
of velocity components in x- (top) and y- (bottom) directions (equation given above top
panel) that are projected onto the original image at t = 0. The right hand panel finally
shows the divergence of this velocity distribution projected onto the original image at
t = 0 which corresponds to the distribution of relative (elemental) growth rates. All calcu-
lations follow the same principles as explained for the one-dimensional case of the root,
but are performed in two dimensions (x- and y-direction)
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Image sequence processing-based methods for determination of growth
rates provide both high temporal and spatial resolution. Yet, since smoothing
and regularization procedures are a necessary and intrinsic feature of those
methods, it has to be pointed out that it is impossible to achieve maximally
high spatial and temporal resolution at the same time. Depending on the
question to be answered, the focus has to be put either on maximal temporal
or on maximal spatial resolution or one has to take deductions of both di-
mensions into account. Calculation of velocities (and growth rates) takes into
account information from spatial regions of about 10 × 10 pixels and from
temporal neighborhoods of about 10–20 image frames. The maximal spatio-
temporal resolution that was achieved up to now was reached in a study
of root gravitropic curvature processes in Arabidopsis thaliana (Chavarría-
Krauser et al. 2008). On the basis of the calculation of growth differences in
immediate vicinities along the root growth zone, two distinct centers of cur-
vature located about 100 µm apart from each other were identified within the
root growth zone which was about 600 µm long. It was shown that the curva-
ture activity within those centers was initiated with a time lag: While the more
apical center of curvature reacted towards gravistimulation within minutes,
the basal center commenced curvature about 60 minutes past gravistimulus.
Pixel resolution of the acquired images was 1.4 µm; images were recorded
every 30 s.

2.2
Cultivation Systems to Achieve Optimal Growth Monitoring Situations

An aspect of utmost importance for automated, minimal-invasive analysis of
plant growth is to create cultivation systems that enable plant growth condi-
tions that are as “natural” as possible and at the same time facilitate recording
of time-lapse movies. Leaves have to be fixed to the focal plane of the camera
to facilitate growth recording, because of nyctinastic plant movements (Bün-
ning 1948, Bünning and Moser 1966) that otherwise lead to movements of
the leaf surface out of the focal plane. This is achieved by straining the leaf
via threads that are fixed to its margins and that are guided by a solid frame,
ensuring that the weights fixed to the other end of each thread lead to a con-
stantly horizontal orientation of the leaf surface (Fig. 2). It was shown for the
example of Ricinus communis that the choice of an optimal strain force is pos-
sible (Walter et al. 2002a). Application of this force neither altered the diel
pattern of leaf growth nor the base-tip gradient. Forces that were either too
small or too large, however, did alter spatial and temporal leaf growth pat-
terns. It has to be noted that not only optical, but also mechano-electrical
procedures of automated leaf growth recording, such as LVDTs require the
application of a strain force. Optimal strain forces have to be established
for each new species to be investigated by comparing growth of strain-force
treated leaves with growth of control leaves.
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Fig. 2 Setup for leaf growth monitoring. Schematic drawing (left), CCD-camera and in-
frared LED arrays (upper right), and leaf of Clusia minor mechanically fixed to the focal
plane of a camera by three weights of 12 g each

To enable a controlled variation of environmental parameters, growth
monitoring systems have to be put in growth chambers or in controlled con-
ditions of greenhouse facilities such as the Biosphere 2 Center (Walter and
Lambrecht 2004) where the setup is protected from advert conditions like
wind, rain or dew and where for example the effect of altered atmospheric
CO2-conditions can be studied in detail. For root growth, image acquisi-
tions have been performed either in agarose-filled Petri dishes (Beemster and
Baskin 1998; Nagel et al. 2006) or in hydroponic cultivation systems using an
inclined base plate (Walter et al. 2002b, 2003a). In both systems, roots are sit-
uated in a translucent medium allowing optical recording, are well supplied
with nutrients and forced to grow in two dimensions only.

3
Basic Spatial and Temporal Patterns of Organ Growth Distributions

Spatial and temporal patterns of growth distributions are often intimately
connected to each other, since neighboring regions of an expanding organ
often consist of tissue of successive developmental stages. For monocotyle-
donous leaves and for root growth zones, which are organized linearly with
clearly distinguished zones of cell division and expansion, development is de-
terministic to a high extent. Hence, the principal distribution of growth rates
along the axial direction of those organs is very similar and has been well
investigated throughout the last decades. Much less attention has been dir-
ected towards distributions of growth rates in leaves of dicotyledonous plants.
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The temporal sequence of cell elongation also differs strongly between root
and leaf tissue. While in roots, cell elongation is typically finished within be-
tween 6 h (Arabidopsis thaliana; Beemster and Baskin 1998) and 24 h (Zea
mays; Silk et al. 1989), cells of leaves typically expand for 7 d (Arabidopsis
thaliana; De Veylder et al. 2001) or 14 d (Nicotiana tabacum; Walter et al.
2003b). Correspondingly, maximal relative growth rates are much higher in
root cells, reaching values of up to 40% h–1, while in leaf tissue, peak values
hardly ever exceed 4% h–1. Another fundamental difference between growth
dynamics of roots and leaves is, that root growth activity is typically not fluc-
tuating throughout the diel cycle (Head 1965; Iijima et al. 1998; Walter et al.
2002b; Walter and Schurr 2005), while it has long been known that leaf growth
intensity is not constant throughout 24 h.

3.1
Spatial Growth Distribution in Leaves of Dicotyledonous Plants

In contrast to roots and monocot leaves, leaves of dicotyledonous plants pos-
sess growth zones that extend with comparable intensity in two dimensions
and that do not show a clear distinction between dividing and expanding tis-
sue. For Arabidopsis leaves, it was recently shown that the transition from
the “proliferative” growth phase, in which the organ grows by cell division
only, to the “expansive” growth phase, in which the individual cell area in-
creases is accompanied by the onset of endoreduplication by which the ploidy
level is increased (Beemster et al. 2005). It has been a central axiom of di-
cot leaf growth research for decades that cells of the leaf tip are initiated
earlier than cells located at the leaf base (Foster 1936). This developmen-
tal lag is then retained until the latest stages of leaf development, leading
to pronounced base-tip gradients of growth distribution that reflect the dif-
ferential developmental status of the two regions (VanVolkenburgh 1987). In
Nicotiana tabacum for example, a developmental time lag of 4 days was iden-
tified (Walter et al. 2003b). Nicotiana tabacum has been the model system
for dicotyledonous leaf growth for a long time (Avery 1933; Hannam 1968).
Similar base-tip gradients were identified for Ricinus communis (Walter et al.
2002a) and for the molecular model system Arabidopsis thaliana (Donnelly
et al. 1999; Wiese et al. 2007). Yet, compelling evidence has been reported
recently that base-tip gradients of dicot leaf growth and connected cellular
developmental lags between base and tip are not a uniform pattern within di-
cotyledonous plants. Other plants such as Glycine max (Ainsworth et al. 2005)
and Populus deltoides (Walter et al. 2005; Matsubara et al. 2006) do not show
pronounced base-tip gradients but an almost homogeneous distribution of
growth rates within the leaf lamina, connected to uniform cell sizes during
the entire post-emergent phase of leaf development. This leads to the conclu-
sion that either there is no developmental lag in the initiation of leaves from
the different tunica layers of the shoot apical meristem or that development
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of those tissue regions is synchronized in a later stage of leaf development,
possibly under the influence of external signals such as light.

3.2
Characteristic Diel Cycles of Leaf Growth Activity

Leaves of all investigated species show characteristic diel cycles of growth
activity under all reported environmental conditions (for a review see Wal-
ter and Schurr 2005; or Matsubara and Walter 2006). The intensity and the
finestructure of the diel variation varies from day to day and the phasing
clearly differs between species (Fig. 3): Leaves of Ricinus communis (Walter
et al. 2002a), Nicotiana tabacum (Walter and Schurr 2005) and Arabidopsis
thaliana (Wiese et al. 2007) for example showed maximal growth activity
in the beginning of the day. These species were also following the classi-
cal pattern of base-tip distribution of growth rate with higher growth rates
at the leaf base and lower growth rates at the tip. An exactly contrasting
phase behavior was displayed by leaves of Populus deltoides (Walter et al.
2005; Matsubara et al. 2006). Here, maximal growth activity was found at
the end of the day; growth rate decreased throughout the entire night and

Fig. 3 Diel leaf growth cycles for some dicotyledonous plant species and typical examples
for color-coded distribution of relative growth rate (RGR) across the leaf lamina. In high
light conditions, Chamecyparis obtusa leaves shrink in the morning. This figure is a re-
production of Fig. 1 in Matsubara and Walter (2006) and is printed with kind permission
of Springer Science and Business Media
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increased continually throughout the day. The growth behavior of Glycine
max is largely comparable, with a somewhat later occurrence of the growth
rate maximum (Ainsworth et al. 2005). Interestingly, those two species did
not show a base-tip gradient. For leaves of Populus deltoides it was shown
by microarray analysis that the nocturnal decrease of growth rates was cor-
related with a downregulation of genes encoding ribosomal proteins and
histones, indicating a decrease of cytoplasmic growth (Matsubara et al. 2006).
The investigated species of Populus retains cell division activity within leaves
practically until they reach full size (Van Volkenburgh and Talor 1996), while
leaves of Ricinus communis (Roggatz et al. 1999) and Nicotiana tabacum (Wal-
ter et al. 2003b) merely show cell expansion in post-emergent growth stages.
These results support the hypothesis that the difference in phasing of the two
growth types might be induced by the differential extent to which leaf growth
is driven by cytoplasmic (connected to cell division) and vacuolar (connected
to cell expansion) growth.

Diel leaf growth cycles have also been monitored in scale leaves of the
gymnosperm species Chamaecyparis obtusa and Chamaecyparis formosensis.
Here, maxima of growth activity were recorded at the end of the day or be-
ginning of the night—as in Populus deltoides and Glycine max. Yet, in the two
Chamaecyparis species, growth activity was almost constant throughout the
night and a base-tip gradient of growth was recorded (Lai et al. 2005). More-
over, significant shrinking of the foliage was recorded in Chamaecyparis when
light intensity was increased at the beginning of the day, demonstrating that
growth in this gymnosperm genus might be restricted by other factors as in
the above mentioned angiosperm species.

A third mode of diel leaf growth activity was recorded in four different
species of CAM-plants (Gouws et al. 2005): Leaves of Kalanchoe beharen-
sis, Opuntia oricola, Opuntia phaeacantha and Opuntia engelmanii showed
growth maxima in the middle of the day, if plants were exposed to low wa-
ter availability. The maximum of growth activity was correlated with phase III
of the crassulacean acid metabolism, in which CO2-fixation via RubisCO is
taking place with stomata closed and CO2 gained from malate metabolized
at night and stored in the vacuole. The cellular status in this phase of CAM
is providing excellent conditions for growth since the availability of carbohy-
drates is high, cytoplasmic pH is low and turgor is maximal. In C4-plants, the
middle of the day also is indicated to be the preferred phase of growth (Watts
1974; Christ 1978; Seneweera et al. 1995).

4
Utilization of Light Energy as a Basic Requirement of Plant Growth

Light is an essential source of energy for photoautotropic organisms. Plants
are adapted to use this energy source as efficiently as possible and are accli-
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mating towards alterations of light climate during their entire development.
Phases of low light availability such as the night or shade periods can be
“buffered” in terms of sustained growth activity via remobilization of energy
from transient storage compounds such as starch, but they can also lead to
photomorphogenetic growth reactions (Matsubara and Walter 2006). Light
intensity directly affects assimilation rate and is hence the most important en-
vironmental factor with which plant growth rates are controlled over periods
of weeks to seasons (Kruger and Volin 2006; Shipley 2006).

The spatial and temporal heterogeneity of the light climate induces a large
number of responses on different levels of organization; especially in the
shoot (Björkman 1981). Among them are state transitions in thylacoid mem-
branes (Demmig-Adams and Adams 1992; Allen and Nilsson 1997; Niyogi
1999; Wollman 2001), ontogenetic modifications in sun and shade leaves of
some plant species (Sack et al. 2003; Terashima et al. 2006) and acclimation
responses of plant canopy architecture (Terashima and Hikosaka 1995; Evans
and Poorter 2001; Frak et al. 2002; Niinemets et al. 2004a,b). This wide spec-
trum of phenotypic plasticity facilitates efficient acclimation of photosynthe-
sis, resource allocation and biomass production to dynamically fluctuating
light climates and habitat conditions (Schurr et al. 2006).

4.1
Heterogeneity of Light Use Across the Leaf Lamina

Light intensity reaching a leaf can fluctuate rapidly and can vary strongly
within a short distance, for example in forest understorey situations, where
often light flecks penetrating canopy gaps are the main light source. More-
over, leaf tissue which is utilizing light energy for growth processes also
shows a high degree of heterogeneity. How does a plant manage to coordinate
growth processes of such different tissues as vein tissue consisting of largely
differentiated sclerenchymatic elements providing mechanical stability and
fully functional xylem and phloem elements and largely undifferentiated
parenchymatic tissue of intercostal leaf regions?

To address the connection between heterogeneity of light use and growth
distribution, analyses of the spatial distribution of growth and photosynthetic
efficiency were performed in developing leaves of the tropical understorey
species Coccoloba uvifera and Sanchezia nobilis (Walter et al. 2004). Al-
though base-tip growth gradients and spatial heterogeneities of growth were
observed across the leaf lamina, photosynthetic efficiency was distributed ho-
mogeneously between base and tip. Yet, differences in the distribution of po-
tential quantum yield Fv/Fm were found between veins and intercostal tissue,
indicating differences in the development of the photosynthetic apparatus in
those tissues that might reflect a differential demand for locally produced
photosynthates. Immediately after leaf unfolding, Fv/Fm was higher in vein
tissue compared to intercostal tissue. Gradually, this difference reversed and
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in full grown leaves, Fv/Fm was higher in intercostal tissue than in vein tis-
sue. This indicates that in early phases of post-emergent leaf development, an
increased amount of photosynthates might be required for energy-consuming
growth processes within the leaf vein tissue, while differentiation of the pho-
tosynthetic machinery can proceed more slowly in intercostal tissue. There,
carbohydrates can be supplied in sufficient amount via phloem import.

4.2
Adaptation Towards Different Temporal Variability of Light Intensity

Light climate can change extremely fast. In experiments with two congener
gymnosperm tree species of the Taiwanese cloud forest (Chamaecyparis ob-
tusa and Chamaecyparis formosensis), it was shown that plant growth can
react rapidly towards alterations of light climate (Lai et al. 2005). Differences
in abundance and ecological niche of the two species were reflected in growth
dynamics: While Chamaecyparis obtusa grew faster in low light intensity
and adjusted the amplitude of its diel leaf growth cycle faster towards light
intensity changes, Chamaecyparis formosensis profited more strongly from
higher light intensity and showed higher growth rates. This correlates with
the abundance of Chamaecyparis obtusa under closed canopies of mature for-
est patches and with the high abundance of Chamaecyparis formosensis in
canopy gaps and at the forest edge.

4.3
Acclimation of Total Leaf Area Towards Alterations of Light Intensity

The dynamics of growth reactions towards alterations of light intensity were
also shown in a study of seedlings of Nicotiana tabacum that were exposed to
varying daylength and light intensity (Walter et al. 2007). It was shown for ex-
ample that within 24 h of increasing light intensity by a factor of two, significant
changes of relative growth rate occur. The plant reaction could only be quanti-
fied by monitoring a sufficient number of plants (about 25 per population) and
by comparing relative growth rates instead of absolute leaf areas. The degree of
automation and reliability of image analysis distinguished the applied pheno-
typing procedure from that of other studies, in which total leaf area of rosette
stage plants has also been quantified (Leister et al. 1999; Barbagallo et al. 2003;
El-Lithy et al. 2004; Granier et al. 2006). Not only leaf area, but also shoot fresh
and dry weight increased as a reaction towards inclining light quantity.

4.4
Acclimation of Root Growth Towards Alterations of Light Intensity

Root growth can react even more strongly than leaf growth to increased shoot
light perception. In another study of seedlings of Nicotiana tabacum, it was
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shown that a very pronounced and characteristic reaction of root growth oc-
curs when light intensity is increased (Nagel et al. 2006): During the first
three hours after increase of light intensity by a factor of five, a characteris-
tic fluctuation of root tip growth velocity was observed that was connected
to parallel decreases and increases of expansion within the meristematic zone
and the zone of cell elongation. The fluctuations were caused by a superpo-
sition of a transient, hydraulic decrease of growth activity due to increased
transpiration and an accelerating increase of growth activity induced by su-
crose import. Experiments with tobacco plants that had a decreased activity
of sucrose-phosphate phosphatase (Chen et al. 2005) showed far less pro-
nounced growth reactions. As the total increase of root growth activity by
a factor of four within four days exceeded the increase of shoot growth accel-
eration by far, a significant shift of root-shoot-ratio was detected as a conse-
quence of dynamic growth alterations in response to increased light intensity
(Walter and Nagel 2006). Whether a shift of root-shoot-ratio is a general
consequence of increased light intensity is controversial in the literature; the
reaction will probably depend strongly on the species and on interaction
with other factors such as nutrient availability (Lambers and Posthumus 1980;
Hodge et al. 1997). Yet, an increase of root growth activity in response to in-
creasing light intensity has been reported in a number of studies before, using
different species and observing reactions on longer time scales (Webb 1976;
Vincent and Gregory 1989; Aguirrezabal et al. 1994; Bingham et al. 1997).

5
The Carbohydrate Metabolism Mediates Between the Gain of Light Energy
and the Production of Biomass

A close investigation of the connection between carbohydrate metabolism
and growth dynamics is necessary to move towards a mechanistic under-
standing of the spatial and temporal relations between energy gain in pho-
tosynthesis and biomass production during growth processes. Carbohydrates
are the transportable currency unit that is produced in photosynthesis. The
majority of plant dry matter consists of carbohydrates, mainly cellulose,
hemicellulose and starch. Carbohydrate metabolism is governed by diel or
circadian rhythms and concentrations of carbohydrates in leaves typically
reach maxima at day (Kemp and Blacklow 1980; Matt et al. 1998; Geiger et al.
2000; Chia et al. 2004; Walter and Schurr 2005). The circadian clock not only
governs carbohydrate metabolism but a large number of metabolic, phys-
iological or ontogenetic processes in plants (Somers 1999; McClung 2001;
Staiger 2002; Schultz and Kay 2003; Lüttge 2003). The performance of a plant
is clearly increased by optimized temporal fine-tuning of circadian processes
with the 24-h-cycle of light and dark (Ouyang et al. 1998; Green et al. 2002;
Dodd et al. 2005).
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5.1
Variation of Diel Leaf Growth Cycles

For extreme situations it has been shown that alterations of the diel varia-
tion of carbohydrate metabolism can induce changes of the diel leaf growth
pattern. In leaves of Populus deltoides that were exposed to a three-times el-
evated CO2-content, a strong, transient decay of growth rate was observed
during the afternoon, which temporally coincided with a transient decrease
of glucose content (Walter et al. 2005). An amplification of nocturnal growth
activity was found in leaves of transgenic potato plants that showed an in-
creased starch content at the end of the day (Kehr et al. 1998), indicating
that the pool of transitory starch is of utmost relevance for nocturnal growth
activity. A clear indication how carbohydrate metabolism affects diel leaf
growth cycles was recently observed in Arabidopsis thaliana: Starch-free-
mutant plants (stf1, Kofler et al. 2000) that do not possess a relevant pool of
transitory starch showed much lower growth rates than wild-type plants at
night, but were able to grow with comparable intensity to wild-type plants
during the day (Wiese et al. 2007). Another hint at the important role of tem-
poral availability of carbohydrates in the regulation of growth dynamics is
given by the observation that CAM- and C4-plants mainly grow during the
day when availability of carbohydrates is high due to the decarboxylation of
malate, while C3-plants show growth maxima at night-day transition phases,
when metabolites coming from transitory starch probably play an import-
ant role. The fact that the investigated C3-plants do not show an unequivocal
diel leaf growth cycle demonstrates that a large number of factors affects the
basic temporal pattern of leaf growth and shows the dimension of the chal-
lenge to come to a conclusive picture of the regulation of dicot leaf growth
dynamics.

5.2
Small-Scale Variation of Leaf Growth

Carbohydrate production of the growing leaf itself might affect the homo-
geneity of growth distribution within the lamina (Walter et al. 2005): When
comparing leaves of Populus deltoides that were exposed to the sun with
leaves that were completely shaded, but growing on sunlit trees, it was ob-
served that relative growth rate distribution across the lamina was more
patchy and temporal fluctuation of average relative leaf growth rate was much
stronger in leaves that grew in the shade. At night, leaves of both populations
showed comparable temporal fluctuations of relative growth rate. This leads
to the speculation that in shaded leaves the fluctuating but strong import of
carbohydrates from source leaves led to spatial and temporal heterogeneities
of growth that were dampened in the case of sunlit growing leaves by the
stabilizing effect of carbohydrates produced “on-site”.
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Transient variations of leaf growth are almost always seen in laboratory
experiments immediately after switching lights on or off (Walter and Schurr
2005). These variations have to be considered in the context of immediate
alterations of the hydraulic properties of the plant (closing or opening of sto-
mates, turgor changes) and of a change in apoplastic pH: Switching lights off
leads to a transient acidification of the apoplast (Mühling et al. 1995) that is
connected with an amplification of cell-wall extensibility (Cosgrove 1999).

5.3
Variation of Root Growth

Finally, the enormous relevance of carbohydrate metabolism for short-term
growth variations is also seen in roots. As mentioned above, plants with de-
creased activity of sucrose-phosphate phosphatase reacted much slower than
wild-type plants towards an increase of light intensity (Nagel et al. 2006). Ex-
periments with excised root systems, that continued growth—without being
provided with photosynthates from the shoot—as long as sucrose was avail-
able from the growth medium, supported the hypothesis that carbohydrate
availability is crucial for the intensity of root growth. A direct correlation of
root growth intensity with carbohydrate concentration of the growth zone
has also been described for Arabidopsis thaliana (Freixes et al. 2002). Yet,
the small-scale distribution of growth across the root growth zone is not
connected to carbohydrate concentrations, but probably regulated by carbo-
hydrate deposition rates and deposition rates of other growth substrates such
as mineral nutrients (Walter et al. 2003a).

6
The Effect of Altered Environmental Factors Interfering with the Connection
Between Light, Photosynthesis and Leaf Growth Dynamics

A wide range of environmental factors affects leaf and root growth dynam-
ics via direct or indirect alteration of photosynthetic energy gain. Two factors
that are investigated in the context of global climate change and its effect on
managed plant systems are atmospheric CO2- and O3 concentration. While
increased CO2-levels generally ameliorate photosynthesis and primary pro-
duction, increased amounts of ozone in lower atmospheric layers decrease
plant performance via oxidative stress.

6.1
Increased Content of Atmospheric CO2

The increase of atmospheric CO2-concentration from pre-industrial values
around 280 ppm to currently more than 350 ppm is strongly accelerating the
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“greenhouse effect” and is hence the main driver for global warming. Several
studies performed at the Biosphere 2 Center investigated in which way growth
behavior of a large stand of the agroforestry model species Populus deltoides
was affected by two- and threefold (most extreme scenario envisaged for the
year 2100, IPCC 2001) increased concentration of atmospheric CO2 (Murthy
et al. 2005; Barron-Gafford et al. 2005; Walter et al. 2005). Plants were culti-
vated for four years in completely enclosed and climate-controlled biomes of
600 m2 area, 10 m height and 1 m soil depth.

For a number of species, results have shown that photosynthesis is in-
creased by an elevation of atmospheric CO2 (Poorter and Navas 2003; Long
et al. 2004; Ainsworth and Long 2005). The degree of photosynthetic amelio-
ration depends on interaction with other factors such as temperature (Turn-
bull et al. 2002) and nutrient availability (Kruse et al. 2003). In growing leaves,
assimilation is often stimulated more strongly than in fully differentiated
leaves (Pearson and Brooks 1995; Miller et al. 1997; Wait et al. 1999), which
leads to increasing contents of starch, sucrose, glucose and fructose (Poorter
et al. 1997). If plants are exposed to elevated CO2 for a longer time, acclima-
tion is observed and assimilation decreases gradually (Stitt 1991; Ainsworth
et al. 2003). Growth usually reacts in a less-pronounced way towards ele-
vated CO2, but data reported in the literature shows an enormous variability
(Poorter and Navas 2003). Similar to biomass growth, crop yield from studies
under elevated CO2 shows huge variability which always depends on interac-
tion of elevated CO2 with other environmental factors. Hence, it is extremely
difficult to predict the effect of elevated CO2 on future crop yields (Long et al.
2006).

Investigation of leaf growth of Populus deltoides in the Biosphere 2 Center
during the 2002 growth period showed that a three-times elevated CO2-
concentration led to an increase of final leaf area of 22% (Walter et al. 2005).
This value correlated closely with the total increase of aboveground biomass
of 27% in this season (Barron-Gafford et al. 2005) and confirmed results of
studies performed with other species of Populus (Ferris et al. 2001). The
increase of total leaf area was realized predominantly in later phases of indi-
vidual leaf development and not by enlargement of meristematic leaf initials,
which is also supported by findings from the literature (Taylor et al. 2003).
For the first time, it could be shown in the study of Walter et al. (2005) that
the difference in size of leaves from ambient and elevated CO2 was increas-
ing throughout the season and that it was correlated with a transient decrease
of growth activity under elevated CO2 in the afternoon which lasted approxi-
mately 3 h. This growth decrease coincided temporally with a reduced content
of glucose in the growing leaves of the elevated CO2-treatment, indicating that
at this time of the day, carbohydrate partitioning guides photosynthates away
from metabolic paths directly feeding growth processes (e.g. glucose) towards
increased storage (e.g. starch) or export into the root. This transient after-
noon growth decrease explains on a phenotypic level, why the overall increase
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in leaf growth at elevated CO2 does not reach the level of enhancement of
photosynthesis at elevated CO2.

Genes that control this acclimation have been investigated in a field ex-
periment at the SoyFACE-facility in Illinois (Ainsworth et al. 2006). There, the
effect of a 1.5-times elevated atmospheric CO2-content on growth, perform-
ance and gene transcription in Glycine max, one of the most important di-
cotyledonous crop plants, was investigated. CO2 was released in a computer-
controlled way from a tube system surrounding a field plot of about 20 m
diameter (for more details of experimental design see Miglietta et al. 2001).
Leaves of Glycine max were harvested in the middle of the night when
they showed strongest growth activity (Ainsworth et al. 2005). In a cDNA-
microarray analysis, 1146 transcripts were identified showing significant dif-
ferences between developing and full grown leaves. 139 transcripts showed
a significant interaction between development and CO2 content. Both groups
comprised a number of transcripts that encoded for ribosomal proteins and
for genes involved in the cell cycle and in cell-wall loosening. 327 genes were
identified showing differential expression at different external CO2 concen-
trations. In contrast to other studies, not only genes leading to increased
photosynthesis and carbohydrate production were found, but also a stimula-
tion of respiratory breakdown of starch was reflected at the transcript level.

6.2
Increased Ozone Concentration in Lower Troposphere Layers

The effect of elevated ozone on leaf growth was investigated at the same ex-
perimental field site in 2004 (Christ et al. 2006). Ozone concentration was
set 20% above ambient concentration; this increase is expected to be seen by
2050. Ozone concentration of the lower tropospheric layer has increased from
pre-industrial values of around 10 ppb to a current summer average of about
40 ppb (Pritchard and Amthor 2005; Morgan et al. 2006). Ozone is a powerful
oxidizing agent that is already expected to be leading to crop yield losses in
the range of some billion $ in the US (Murphy et al. 1999; Lorenzini and Sai-
tanis 2003). The sensitivity for ozone damage differs between plant species;
Glycine max is known as a generally very sensitive species (Lesser et al. 1990).

In contrast to expectations based on laboratory experiments and “open-
top-chamber-studies” (Reid and Fiscus 1998; Rogers et al. 2004; Fiscus et al.
2005) no decrease in crop yield of the investigated cultivar Spencer was
observed. This might have been caused by optimal growing conditions for
Glycine max in Illinois leading to extremely high crop yield in 2004 (Leakey
et al. 2006). Yet, the results of Christ et al. (2006) showed that growth, pho-
tosynthesis and carbohydrate content of leaves from the upper canopy were
reduced markedly in the treated plants. Leaves of the upper canopy are devel-
oping during the life phase of pod filling; a developmental stage of the plant
when it is especially sensitive to ozone damage (Morgan et al. 2004). Those
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leaves are the prime source for assimilates going into the pods and develop-
ing seeds (Thrower 1962; Gifford and Evans 1981). The fact that those leaves
remained smaller than leaves of control plants shows that the plants were able
to divert their reserves towards generative organs at the cost of the vegetative
growth of the leaves of the upper canopy. This implicates that at least the in-
vestigated cultivar still has high potential for optimizing crop yield. In future
studies, it will be important to compare the vegetative growth performance
of upper canopy leaves in different environmental situations to optimize the
selection of lines or cultivars for certain regions and climatic scenarios.

7
Conclusions

Plants possess an enormous phenotypic plasticity and can divert growth sub-
strates and hence growth activity between growing plant modules in a very
flexible way, allowing them to react efficiently to fluctuations in environmen-
tal parameters. They can increase the root:shoot ratio when light intensity
reaching the shoot increases (Walter and Nagel 2006) or when nutrient avail-
ability decreases (Scheible et al. 1997; Walter et al. 2003a). The ability of plants
to alter the direction of growth by differential redistribution of growth ac-
tivity across the growth zone of an organ when reacting towards gradients
of nutrient concentration, light or gravity has fascinated plant biologists for
a long time (Darwin 1880; Perrin 2005). Since the fitness of a plant is strongly
increased by dynamic growth reactions towards dynamically changing envi-
ronmental parameters, plants and organs with diverse growth reactions have
evolved in different ecological niches.

When comparing the reaction patterns of leaves and roots, one has to
consider that the heterogeneity of environmental conditions to which those
organs are exposed, differs strongly. This difference has led to different ba-
sic patterns of growth dynamics in leaves and roots. The steady rotation
of day and night phases accompanied by strong differences in temperature
and humidity during 24 h has led to a huge diel variation of relative growth
rate in leaves, even if environmental factors other than light are kept con-
stant. In contrast to this, roots of a wide variety of species grow continually
throughout 24 h. Yet, since roots are not used to buffer strong variations of
environmental factors, they modulate their growth rates strongly and rapidly
in reaction to singular changes of temperature (Pahlavanian and Silk 1988;
Walter et al. 2002b), water availability (Fan and Neumann 2004), nutrient
availability (Walter et al. 2003a) or light intensity (Nagel et al. 2006).

The control of growth processes is regulated on a number of system lev-
els, ranging from biomechanical constraints (Niklas 1999) via transcriptional
control in roots (Birnbaum et al. 2003; Bassani et al. 2004) and leaves (Train-
otti et al. 2004; Matsubara et al. 2006; Ainsworth et al. 2006) to regulation by
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long-distance signals (Heckenberger et al. 1998). In which way environmen-
tal stimuli are affecting this regulatory network has to be investigated more
intensely in future studies to understand plant performance in fluctuating en-
vironmental situations. Models of cellular behavior in the context of growing
organs and of plant architecture will help to gain insight into mechanisms of
plant development. Supported by such models, the connection between pat-
terns of gene expression and plant architecture is currently being revealed
(Prusinkiewicz 2004; Coen et al. 2004).

The investigation of the interaction of heterogeneities of different environ-
mental parameters with dynamic growth patterns will lead to an improved
understanding of past, present and future plant behavior. This in turn will
help us to understand evolutionary processes, to breed and design optimal
crop plants for different environmental scenarios and to assess, how plant
ecosystems will react to global climate change.
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Abstract The canonical role for E2F transcription factors is to regulate G1 to S transition,
but it is becoming apparent in many systems that E2Fs have broader functions and that,
besides the regulation of cell cycle transitions, they coordinate cell proliferation with cell
growth and differentiation. The current model is that E2Fs can work both as positive and
negative regulators of transcription, dependent on their structure and on the function of
the retinoblastoma (RB) tumour suppressor protein. Here we discuss the current under-
standing of how the plant RB-E2F pathway works and its central role in plant growth and
development.

1
Introduction

In higher plants, organ formation occurs throughout their life via the main-
tenance of a reservoir of stem cells in the shoot and root apical regions
called meristems (Doerner 2007; Scofield and Murray 2006; Sharma et al.
2003). Plant growth regulation is tightly tuned with the genetic setup and
environmental conditions. In meristems undifferentiated cells are produced
by cell proliferation, and when these cells stop dividing, as they leave the
meristematic region, they differentiate into specific tissues. During differ-
entiation, plant cells frequently increase their DNA content by a modified
mitotic cycle called endoreduplication, a process of continuous DNA synthe-
sis without intervening mitosis (Inze and De Veylder 2006). Cell division and
differentiation are well co-ordinated events during plant life, but the molecu-
lar mechanisms that maintain the balance between these processes are still
not well understood.

The plant cell cycle is regulated by conserved molecular elements; piv-
otal among them are cyclins and cyclin-dependent kinases (CDKs) that drive
the cell through the cell cycle control points. The canonical CDK, CDKA1
is an essential gene in Arabidopsis and is required both for gamete and so-
matic cell proliferation (Dissmeyer et al. 2007). The CDK family of genes have
largely expanded with around 30 members in Arabidopsis. CDKBs are par-
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ticularly specialized in the regulation of mitosis, while others might work
outside the cell cycle, such as in the regulation of transcription. The family
of cyclins is also expanded in plants where they are similarly grouped to D-,
A-, and B-types as in animals (Inze and De Veylder 2006). CDK activity is
regulated by inhibitors of CDK (ICKs), also known as Kip-related proteins
(KRPs) in plants (De Veylder et al. 2001; Wang et al. 1997). Recently a new
class of CDK inhibitor genes was discovered, SIAMESE (SIM), a regulator of
trichome development through endoreduplication (Churchman et al. 2006).
CDK is also regulated through activating phosphorylation at the T-loop by
a CDK activation kinase (CAK) (Umeda et al. 2005) and through inhibitory
phosphorylation by the WEE1 kinase (Inze 2005). The identity of the phos-
phatase that removes this inhibitory phosphorylation from CDKA is currently
debated (Boudolf et al. 2006).

This chapter focusses on the role of the RB-E2F pathway in plant growth
control. Readers are directed to excellent recent reviews on general descrip-
tion of the plant cell cycle control (Dewitte and Murray 2003; Inze 2005; Inze
and De Veylder 2006; Ramirez-Parra et al. 2005). Our knowledge about E2Fs
and RBs comes from animal studies. Models of how the RB-E2F pathway con-
trols the G1–S transition can be found in every textbook of molecular biology.
However, recent discoveries have put these models under serious challenge
(Rowland and Bernards 2006). Therefore first I will summarize the available
data on the RB-E2F pathway in animal cells and later focus on the study of this
pathway in plants.

2
Animal E2Fs

In the majority of eukaryotic organisms, the decision to enter or leave the cell
division cycle is taken in the G1 phase. The E2F-RB pathway plays an import-
ant role in this regulatory process. RB was the first tumour suppressor gene
cloned from mammalian cells, while E2F1 was identified through its ability
to form a complex with the RB protein (Bagchi et al. 1991; Bandara and La
Thangue 1991; Du and Pogoriler 2006).

More than 100 proteins are potentially able to interact with the animal
RB, indicating that RB function is far more complex than it was initially sug-
gested, but still the best studied binding partners of RB are the E2F transcrip-
tion factors (Du and Pogoriler 2006). Structural relatives of this pathway have
been identified in the unicellular green algae Chlamydomonas reinhardtii as
well as in multicellular organisms, indicating that these regulators might play
a role in an evolutionary conserved mechanism. The structural relatives of RB
and E2Fs are missing from yeast, but the regulatory logic also applies; the G1
to S transition is regulated by the removal of a transcriptional repressor Whi5
of G1 regulation (Cooper 2006).
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The widely accepted model for E2F function is the formation of het-
erodimers between E2F and its dimerization partner (DP) that will activate
the expression of genes required for entering the cell cycle. RB inhibits this
event by physically binding to E2Fs at their carboxyl terminal RB binding mo-
tif and inhibiting its activity. Upon mitogen stimulation, this repression is
suppressed by hyperphosphorylation of RB by specific CDK–cyclin D com-
plexes (Sherr and Roberts 1999), leading to the activation of genes required
for DNA synthesis. Further studies, however, revealed that the function of
E2Fs is much more complex, since animal E2Fs can either activate or repress
transcription (Du and Pogoriler, 2006; Rowland and Bernards 2006). For in-
stance, the majority of the eight mammalian E2Fs (E2F1–8) are repressors
(E2F4–8) that could either inhibit transcription in RB-dependent (E2F4 and
E2F5) or RB-independent manner (E2F6, E2F7, E2F8).

The basis of the RB-dependent transcriptional repression through E2Fs is
the ability of RB, and its pocket protein relatives, p107 and p130, to simul-
taneously bind to E2Fs and chromatin remodelling enzymes such as histone
deacetylases (HDACs) (Rayman et al. 2002) or histone methyl transferases
(e.g. SUV39H1) (Liu et al. 2005). In addition, there are examples that activator
E2Fs are also able to repress transcription (Aslanian et al. 2004). Neverthe-
less, loss of activator E2Fs in mammalian cells reduces gene expression of E2F
target genes and inhibits cell division (Wu et al. 2001). On the other hand,
mutation of repressor E2Fs resulted in an increase in E2F-dependent gene
expression in quiescent cells (Attwooll et al. 2004). However, whether the re-
pressor/activator function of cell proliferation is the most important role of
the mammalian E2Fs is still not clear, since blocking all E2F activities by over-
expression of a dominant negative E2F mutant form lacking the C-terminal
transactivation and RB binding domains, rather than inhibiting cell prolifer-
ation, results in blocking of cell cycle exit and differentiation (Rowland et al.
2002; Zhang et al. 1999).

In Drosophila, the interplay between E2Fs is simplified as there are only
two E2F transcription factors, dE2F1 and dE2F2, that have antagonistic effects
on cell division during larval development: dE2F1 is an activator while dE2F2
is a repressor (Frolov et al. 2001). Loss of dE2F1 function resulted in a se-
rious proliferation defect in the mutant fly, which surprisingly was restored
by the simultaneous loss of the repressing dE2F2. This observation indicates
that dE2F1 activates transcription by replacing the repressor dE2F2 from pro-
moter sequences of target genes containing E2F-binding sites. According to
this model, E2F-mediated repression limits the rates of cell proliferation. Fur-
ther studies also revealed that dE2F2 and the retinoblastoma family (RBF) of
proteins provide a repressor activity that is uncoupled from cell cycle pro-
gression, and that loss of E2F-mediated repression results in the inappropriate
expression of tissue-specific genes and markers for differentiation (Dimova
et al. 2003) (Fig. 1). Similarly loss of repressor E2F4 in mouse embryonic
fibroblasts allows cells to undergo spontaneous differentiation (Landsberg
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Fig. 1 Model of E2F transcriptional regulation in Drosophila. dE2F1 and dE2F2 are the
only E2Fs in Drosophila and both need to interact with the single dDP protein for effi-
cient DNA-binding, but they show different preferences for the retinoblastoma protein.
dE2F1 interacts only with RBF1, while dE2F2 associates both with RBF1 and RBF2. dE2F1
and dE2F2 are functionally antagonistic transcription factors. dE2F1 activates the expres-
sion of key cell cycle regulators for both G1–S and G2–M transitions such as cyclin E and
Cdc25 genes, respectively (Neufeld and Edgar 1998), by preventing the recruitment of re-
pressor dE2F2 to the DNA on cell cycle gene promoters. dE2F2, on the other hand, binds
and inhibits the expression of cell cycle genes as well as of a variety of tissue-specific
genes involved in differentiation that are not activated by dE2F1 (Dimova et al. 2003;
Frolov et al. 2001)

et al. 2003). Although it has been suggested that dE2Fs are not essential for
cell proliferation, since an E2F-independent mechanism is sufficient for high
basal level of gene expression in the absence of dE2Fs, it is likely, however,
that the balance of E2F-dependent activation and repression is involved in the
coordination of cell proliferation and differentiation.

Even though initially the animal E2F function was associated mainly with
the control of G1–S transition, further studies clearly show that they are in-
volved in the regulation of G2–M transition as well. There are a number of
mitotic target genes for mammalian E2Fs including cyclin B1 (Zhu et al. 2005)
and Mad2, a spindle checkpoint gene (Hernando et al. 2004). In Drosophila,
the key target gene of dE2F1 to control G2–M transition is the phosphatase,
CDC25, an activator of the mitotic CDK1 (Neufeld and Edgar 1998).

3
The Chlamidomonas E2F-RB Pathway; the Simplest Scenario

The simplest extensively studied photosynthesizing organism that contains
the conserved elements of the RB-E2F pathway is the unicellular green alga,
Chlamydomonas reinhardtii. Recent genome sequencing analysis of this alga
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revealed that it has single copy genes encoding homologues of RB/MAT3, E2F
and DP; therefore it provides the simplest model for the analysis of the RB-
E2F pathway (Bisova et al. 2005; and another chapter in this volume). RB
(mat3) mutant algae cells undergo supernumerous divisions, while mutations
in dp1 or in e2f1 suppress this ability (Fang et al. 2006; Umen and Goode-
nough 2001). These data suggest a similar function for RB/MAT3 as its animal
counterparts in repressing E2F-DP function. Since rb/mat3/e2f1/dp1mutant
algae could divide more or less normally, the RB-E2F pathway might not be
essential for cell division in Chlamydomonas. However, cell size control was
abrogated in the mat3-e2f-dp mutant; rb/mat3 divide at an extremely small
size, while dp1 and certain e2f1 mutants became larger than wild-type, but
the molecular mechanism behind these observations is not well understood.

4
The Arabidopsis E2F Family

Arabidopsis contains a family of six E2F related proteins (Vandepoele et al.
2002). Structurally they could be divided into two distinct subgroups: the first
one contains E2FA, E2FB and E2FC. These three E2Fs have all the domains
conserved that are present in the animal E2F1–3, including the DNA-binding,
dimerization, transactivation and RB-binding domains (Fig. 2). Members of
the second group in Arabidopsis are DEL1, DEL2 and DEL3 (DP-E2F-like
proteins). These are structurally related to mammalian E2F7 and E2F8 that
lack all the E2F-specific domains except the DNA-binding domain, which is
present in tandem duplication. Unlike E2Fs, Arabidopsis DEL DNA-binding
function does not require heterodimer formation with the two known dimer-
ization partner proteins, DPA and DPB (Fig. 2). The single Arabidopsis
retinoblastoma-related protein (RBR1) interacts with all the three E2Fs by
physically associating within their C-terminal region, but there is no known
binding site for RBR1 in DELs.

Although E2Fs and DELs are clearly different in structural organization,
in vitro they bind to the same DNA motif, indicating that they might com-
pete with each other for binding to target promoter sequences. In agreement,
all the E2Fs are able to transactivate on promoters containing an E2F-binding
site with variable efficiency, while DELs antagonize their transcriptional ac-
tivity (Kosugi and Ohashi 2002a,b; Mariconti et al. 2002). Therefore the two
subgroups are functionally different; E2Fs are potentially activators while
DELs are repressors. However, similarly to animal E2Fs that become re-
pressors when in complex with RB proteins, due to binding to chromatin
remodelling enzymes, (Rowland and Bernards 2006) Arabidopsis E2Fs are
also able to interact with RBR1 protein although the function of this inter-
action is still unknown (de Jager et al. 2001; del Pozo et al. 2002; Magyar
et al. 2005). Therefore, Arabidopsis E2Fs might work either as activators or
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Fig. 2 Family of Arabidopsis E2F transcription factors. A Based on their different struc-
tural organization, the eight Arabidopsis proteins are classified into subgroup of E2Fs, DPs
and DELs (Vandepoele et al. 2002). B Deletion mutants of E2FC and DPA used as molecu-
lar tools for studying E2F functions (del Pozo et al. 2002, 2006; Ramirez-Parra et al. 2003;
Magyar and DeVeylder, unpublished results)
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repressors depending on their association with RB, while DELs could be re-
pressors or “anti-repressors” antagonizing with both types of E2F complexes
on target promoters. Consequently, one would expect that modulating the
expression of DELs in plants could change the activity of cell proliferation.
However, the currently available data, rather than supporting a role for reg-
ulation of cell division, indicates that DELs might have specific roles in cell
growth and expansion since loss of function or ectopic expression of DEL1
or DEL3 resulted in fairly normal-looking Arabidopsis plants (Ramirez-Parra
et al. 2004; Vlieghe et al. 2005). Furthermore, variation of DEL3 levels lead
to misexpression of E2F target genes unrelated to cell cycle but involved in
cell wall biogenesis (Ramirez-Parra et al. 2004). DEL1 was found to influence
ploidy level; loss of function del1 increased the DNA amount while ectopic
DEL1 repressed it, indicating a specific role for this transcription factor in the
regulation of endoreduplication. Correspondingly, there was a correlation be-
tween the expressions of some S-phase regulated E2F target genes (e.g. CDC6,
MCM3) and the level of DEL1 in the cotyledons (Vlieghe et al. 2005). Alto-
gether, DEL1 could be an “anti-repressor” with a function to antagonize an
E2F-dependent repression of mitotic cell cycle and thus act on the develop-
mentally regulated switch from mitosis to endocycle. However, the idea that
DELs could antagonize all the E2F complexes on target promoters is question-
able, since the ectopic expression of DEL1 could not suppress the ectopic cell
divisions caused by the simultaneous overexpression of both E2FA and DPA
(Vlieghe et al. 2005).

On the basis of these data it was suggested that DELs and E2Fs could
have different target specificities and/or that they compete with each other for
binding to promoter sequences on only a subset of E2F target genes. In this re-
spect it is worth mentioning that the mechanism governing the selectivity of
E2F-promoter interaction is more complex than a simple E2F–DNA recogni-
tion as we know in animal cells (Zhu et al. 2005). The DNA-binding specificity
of E2F has been attributed to protein interactions mediated by the marked
box domain (Black et al. 2005). Plant E2Fs contain a similar domain, but DELs
are missing it (Fig. 2), indicating that the target specificity of Arabidopsis E2Fs
and DELs could be directed via protein interactions to distinct promoters.

4.1
Plant E2Fs and RBR Proteins; Regulators of Cell Division and Differentiation

In contrast to DELs, manipulating E2F activities by gain or loss of function mu-
tations strongly affects cell proliferation and the pattern of cell differentiation,
strongly supporting the idea that E2Fs are regulators of the G1–S control point
(De Veylder et al. 2002; del Pozo et al. 2002, 2006; Magyar et al. 2005; Sozzani
et al. 2006). In agreement with their expected G1–S function Arabidopsis E2Fs
are up-regulated at an early stage during re-entry into cell division (de Jager
et al. 2001). On the basis of their cell cycle-dependent expression, E2FA function
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was linked to S-phase control, while both E2FB and E2FC might have overlap-
ping or distinct roles outside of S-phase. Arabidopsis E2Fs work similarly to
their animal counterparts; they must form heterodimers with one of the two
DP proteins to efficiently bind to E2F-targeted promoters (Magyar et al. 2000;
Mariconti et al. 2002; Kosugi and Ohashi 2002b). Furthermore, heterodimer-
ization with DPA, but not with DPB, results in nuclear localization of E2FA
and E2FB, suggesting that E2F–DPA and E2F–DPB heterodimers are function-
ally different (Kosugi and Ohashi 2002b). Interestingly, neither DPA nor DPB
could enhance the nuclear translocation of E2FC, probably because another
post-translational modification is required to fully activate E2FC-dependent
transcription (Kosugi and Ohashi 2002b).

In Arabidopsis all the three E2Fs are controlled by the single retinoblas-
toma related protein (RBR1). Interestingly, cereals such as maize and rice
contain more than one RB-related gene and on the basis of their expres-
sion patterns it was suggested that they have different regulatory roles; maize
RBR1 controlling cell differentiation and RBR3 regulating mitosis (Sabelli
and Larkins 2006). Genetic analysis suggests that the Arabidopsis RBR1 has
essential functions early in plant development since the knock out rbr1 mu-
tant is gametophytic lethal. Inactivation of the RBR1 gene in Arabidopsis
endosperm of female megagametophyte results in over-proliferation due to
failure in blocking mitosis, indicating a negative regulatory role for RBR1 in
the mitotic cell division cycle (Ebel et al. 2004). In addition, decreasing the
level or activity of RBR1, either by virus-induced gene silencing (VIGS) in
tobacco, or by inducible expression of a viral RBR-binding protein (gemi-
nivirus RepA) in Arabidopsis, caused abnormal leaf development, probably
due to prolonged cell proliferation (Desvoyes et al. 2006; Park et al. 2005).
Interestingly, in both cases, leaf cells show increased ploidy levels later in de-
velopment. Further studies revealed that RBR1 could control differentiation
as well; ectopic expression in the shoot or root apical meristems stimulates
in early differentiation (Wildwater et al. 2005; Wyrzykowska et al. 2006).
Suppressing its expression in the root apical meristem by using RBR1-RNAi
resulted in the production of several extra layers of undifferentiated cells in
the columella root cap (Wildwater et al. 2005). Moreover, Arabidopsis RBR1
could work according to the canonical CycD/RBR/E2F pathway model to reg-
ulate stem cell maintenance: increasing RBR1 phosphorylation by the ectopic
expression of cyclin D led to supernumerous stem cell layers while hypophos-
phorylation of RBR1 by overexpression of KRP2, a cyclin-dependent kinase
inhibitor from Arabidopsis, resulted in the loss of stem cells similar to that
seen with RBR overexpression (Wildwater et al. 2006). In agreement with
the model, increasing the amount of RB-free E2F complexes by ectopic co-
expression of E2FA and DPA resulted in an excess of stem cells. However,
these results raise several questions, e.g. how the single Arabidopsis RBR1
could regulate mitosis and differentiation, and how and which E2Fs are part
of these RBR1-regulated processes during plant development?
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4.2
Activator and Repressor E2Fs; Who is Who?

As mentioned above, RBR1 function is essential in Arabidopsis, suggesting
that plant E2Fs are required for the regulation of cell division and differen-
tiation. However, overexpression of a dominant negative (DN) mutant form
of DPA, which affected DNA binding but maintaining the dimerization abil-
ity, challenged this notion (Ramirez-Parra et al. 2003; Magyar and De Veylder,
unpublished data) (Fig. 2). In these transgenic cells where E2F transcriptional
activity is blocked, DELs should be the only remaining E2Fs due to their
DP-independent binding to E2F-targeted promoters. Although a similar mu-
tation in mammalian DP-1 induces G1 cell cycle arrest (Wu et al. 1996), in
these DPA-DN Arabidopsis plants there were no macroscopic phenotypes or
cell cycle defects, just a minor reduction in the expression levels of certain
E2F target genes (e.g. RNRII, ORC1) (Ramirez-Parra et al. 2003; Magyar and
DeVeylder, unpublished data). These data further support the idea that, in
plants, DELs are unlikely to be the major repressors of cell division that antag-
onize E2F functions. It is possible, however, that the mutant DPA eliminates
both the repressor and the activator DP-dependent E2F complexes from the
DNA, which resulted in normal development of the transgenic Arabidopsis
plants. Mutations of the activator and repressor Drosophila dE2Fs resulted in
only a minor defect in cell proliferation and growth during larval develop-
ment (Frolov et al. 2001). Interestingly, the effects of inactivating the single
Drosophila dDP appeared indistinguishable from the effects of inactivating
both dE2F1 and dE2F2 (Frolov et al. 2001, 2003). Therefore, the individual
Arabidopsis E2Fs might work antagonistically on cell division and growth in
a similar way to that demonstrated in Drosophila. Since cell proliferation did
not change significantly in the DP mutant plants, it is likely that plant E2F
functions are not vital for the transcriptional activation of cell cycle genes,
in agreement to what was found with E2F and DP mutants in Drosophila and
in Chlamydomonas (Fang et al. 2006; Frolov et al. 2001). However, it cannot
be excluded that the mutant DPA protein is not able to eliminate all the DP-
dependent E2F functions in the cells, and thus some remaining E2F activities
could still drive cells through the cell cycle. Further studies of individual E2F
mutants and the analysis of their combinations are required to understand
the functions and interactions of E2Fs during plant development, and to fully
address whether they are indispensable for regulation of cell cycle transitions.

Functional characterization of the individual members of Arabidopsis E2Fs
have already revealed differences among them: ectopic expression of E2FA
with DPA resulted in strong activation of both mitotic cell cycle and endo-
cycle (De Veylder et al. 2002; Kosugi and Ohashi 2003); overexpression of
E2FB was also able to activate mitosis but it repressed the endocycle (Mag-
yar et al. 2005; Sozzani et al. 2006), whereas reduction in the level of E2FC
confirmed its negative regulatory function in mitosis but a positive one in
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endoreduplication (del Pozo et al. 2006). According to these data, E2FB and
E2FC are antagonistic transcription factors, while E2FA has a dual function-
ality. We do not know much about the target gene specificities of E2FB and
E2FC, but there is a clear antagonistic effect of E2FB and E2FC on the regula-
tion of the mitotic cyclin B1;1 gene (del Pozo et al. 2006; Sozzani et al. 2006).
Although the promoter of this cyclin gene does not contain consensus E2F
binding elements, decreasing the amount of E2FC in transgenic Arabidop-
sis plants, by using E2FC-specific RNAi, dramatically activated its expression
(90 times up), even to a much higher level than the expression of known
E2F target genes such as CDC6, EXP3. This indicates that this mitotic cyclin
could be a direct target for E2FC-dependent repression. Since overexpression
of E2FB, or co-expression of E2FA with DPA, significantly activates the ex-
pression of cyclin B1;1, it is also possible that it has an alternative E2F-binding
site; however, this needs to be tested experimentally. In contrast, these data
strongly support a G2–M regulatory function for plant E2Fs, similarly to an-
imal E2Fs (Hernando et al. 2004; Neufeld and Edgar 1998). Furthermore,
increased E2FB levels led to shortened cell cycle duration, and it was sug-
gested that E2FB function in plant cells is comparable to that of Drosophila
dE2F1, which simultaneously increases the expression of critical S- and M-
phase regulators (Magyar et al. 2005).

Our recent data show that E2FB can directly induce the promoter of the
Arabidopsis CDKB1;1 gene, a plant-specific regulator of the G2 to M transi-
tion (Magyar and Bogre, unpublished results). It is important to note that
reduction in the level of E2FC caused significant changes in gene expression
in mature leaves but not in young leaves, suggesting that E2FC acts by re-
pressing E2F-regulated genes in mature differentiated cells. As the ploidy level
decreased in these transgenic plants, it can be argued that E2FC has an im-
portant regulatory role in the switch from mitotic cell cycle to endocycle by
repressing the expression of mitotic genes such as cyclin B1;1. Interestingly, in
switching from mitotic to endocycles, cells in Dorosophila embryo terminate
the expression of mRNAs encoding the mitotic regulators such as cyclin B1
and B3 genes (Edgar and Orr-Weaver 2001). Ectopic expression of mitotic
cyclin B1;2 in Arabidopsis trichome cells switch the endocycle into mitosis,
indicating that reducing the expression of mitotic cyclins is an important reg-
ulatory step towards the activation of endocycle (Schnittger et al. 2002). How
E2FC regulates the transcription of cyclin B1;1 is not known yet, but previous
studies indicated that E2FC could work as a direct transcriptional repressor
on E2F target genes.

Ectopic expression of a stabilized mutant ∆E2FC lacking the amino termi-
nal domain in dark-grown Arabidopsis plants resulted in reduced expression
of CDC6, an S-phase regulatory gene (del Pozo et al. 2002) (Fig. 2). Intrigu-
ingly, the two alternative splicing variants of the mouse E2F3, the natural
full length (E2F3a) and the amino terminally deleted (E2F3b) forms dis-
played opposite transcriptional functions where the activator role of E2F3a
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is converted into transcriptional repressor in E2F3b (Aslanian et al. 2004;
Leone et al. 2000). Possibly the analogous deletion on Arabidopsis E2FC might
have similar functional impacts (Fig. 2). Although the precise role of the N-
terminal region of mammalian E2F1–3 is still being uncovered, it is required
for ubiquitin-mediated degradation of E2F1 protein (Marti et al. 1999). The
N-terminal extension of plant E2Fs contains a number of CDK phospho-
rylation sites (Fig. 2) and the E2FC protein was targeted by the ubiquitin-
mediated proteosome pathway in a CDK-dependent manner. Furthermore,
deletion of the N-terminal part stabilized the E2FC as well as E2FA protein
(del Pozo et al. 2002; Magyar 2005; Magyar and Bogre, unpublished). Al-
though clear evidence that E2FC works as a direct transcriptional repressor
on E2F target genes is still missing. The strong growth-arrested phenotype
of the N-terminal deletion ∆E2FC mutant co-expressed with DPB dimeriza-
tion partner was interpreted as a consequence of reduced cell proliferation
due to abundance of E2FC-DPB transcriptional repressor complex (del Pozo
et al. 2006). The higher ploidy level observed in the double transgenic mu-
tant ∆E2FC-DPB further supported the hypothesis that E2FC is a negative
regulator for mitosis but an activator of endocycle.

It would be interesting to know whether E2FC has a role in meristems or
in young leaves, since its mitosis inhibitory function seems to be restricted
to mature leaves, while E2FC expression was found to be high in actively
dividing tissues (del Pozo et al. 2002, 2006). Microarray studies indicate con-
stitutive expression in both leaves and roots (Beemster et al. 2005). Ectopic
expression of E2FA with DPA also resulted in a strong growth-arrested phe-
notype in transgenic Arabidopsis plants (De Veylder et al. 2002) or inhibited
tobacco growth in a concentration-dependent manner (Kosugi and Ohashi
2003). Cell proliferation and endoreduplication, however, were both strongly
up-regulated in E2FA/DPA overexpressors. How E2FA could control in paral-
lel these different, spatially and temporally separated processes has not yet
been addressed. E2FA transcripts were detected both from mitotic and en-
doreduplicating tissues, indicating that E2FA could have a dual regulatory
role in vivo in both of these events. Moreover, it was found that ectopic E2FA
has an opposite effect on cell proliferation during Arabidopsis development. It
increased cell number in the cotyledons (De Veylder et al. 2002) but resulted
in fewer cells in mature leaves (He et al. 2004). Probably, E2FA could activate
or repress cell division depending on the developmental stage. In addition,
increased E2FA activity in E2FA/DPA co-expressors resulted in almost com-
plete inhibition of growth early after germination, probably due to arrest of
cell cycle exit (De Veylder et al. 2002).

Genome-wide expression analysis of these transgenic Arabidopsis plants re-
vealed that genes encoding proteins required for DNA synthesis are highly
up-regulated (e.g. CDC6, ORC1, CDC45, RNRII, MCM3), strongly supporting
a regulatory role for E2FA during DNA synthesis. Moreover, G2–M regulatory
genes such as cyclin B1;1, and CDKB1;1 were also found among the potential
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E2FA target genes (Vandepoele et al. 2005; Vlieghe et al. 2003). Promoter analy-
sis of CDKB1;1 further supported the notion that the E2FA–DPA heterodimer
could activate this G2–M specific promoter through its E2F binding element
(Boudolf et al. 2004). However, these results raise the questions on how E2FA
could stimulate G2 to M transition when its own expression is restricted to the
S-phase of the cell cycle, and how E2FA could activate endocycle if it is a positive
transcriptional regulator of genes required for G2 to M transition.

Intriguingly, E2FA seems to negatively regulate cell proliferation in mature
leaves, as observed for E2FC, but the molecular mechanism behind this ob-

Fig. 3 Model of Arabidopsis RBR1-E2F pathway. The model reflects our current under-
standing of how RBR1 and E2Fs control cell proliferation and differentiation. Growth-
promoting factors such as light and auxin activate RBR–kinase complexes, consisting of
cyclin D or cyclin A and CDKA;1 that inactivate RBR1 function by hyperphosphorylation.
CDK inhibitors (KRPs) suppress RBR1 phosphorylation resulting in hypophosphorylated
RBR1. The single Arabidopsis RBR1 protein is able to interact with all the three E2Fs
and thus repress their transactivation functions, although the mechanism of this interac-
tion is still unknown. E2FB and E2FC have opposing functions: E2FB activates both G1–S
and G2–M cell cycle transitions, while it inhibits endoreduplication. In contrast, E2FC
stimulates the switch from mitosis to endocycle by repressing G2–M transition. Growth-
promoting factors such as light and auxin stabilize E2FB, but destabilize E2FC proteins.
E2FA is a strong activator for the S-phase of the cell cycle, but it also could stimulate mi-
tosis and endocycle through the up-regulation of E2FB and E2FC expression. E2FC and
E2FB could negatively regulate E2FA expression and protein accumulation, respectively,
by unknown feed-back mechanisms (del Pozo et al. 2006; Sozzani et al. 2006)
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servation is not known (He et al. 2004). It has been reported that E2FA is able
to activate the expression of both E2FB and E2FC, the two potentially antag-
onistic E2F transcription factors on the regulation of mitosis and endocycle,
respectively (Vandepoele et al. 2005). Therefore, it is possible that the balance
between E2FB and E2FC levels will determine whether the cells continue in
mitosis or switch to endocycle. E2FA has an effect on both of these factors
through the regulation of E2FB and E2FC. How the ratio between E2FC and
E2FB is set is not known, but an interesting hypothesis suggests that auxin
distribution plays a role in this process.

Auxin regulates cell division and elongation in a concentration-dependent
manner; elevated auxin levels activate cell division in the meristems, while re-
duced amounts repress mitosis as cells leave the meristematic regions, and in
parallel it enhances cell growth (Scheres and Xu 2006). Auxin increases the
stability of E2FB, and co-expression of E2FB with DPA in plant cells could
maintain cell proliferation even in the absence of auxin (Magyar et al. 2005).
Moreover, elevated levels of E2FB–DPA heterodimer in plant cells resulted in
extremely small cell size, indicating that E2FB inhibits growth. Ectopic ex-
pression of E2FB in Arabidopsis plants also stimulates cell division and results
in smaller cells both in leaf and in roots that became significantly shorter
(Sozzani et al. 2006). It was suggested that auxin could influence cell pro-
liferation and growth through the modulation of the level of E2FB protein;
a high auxin level would stabilize E2FB, which stimulates cell division. In
contrast, E2FC stability was shown to be oppositely regulated, destabilized
in growth-promoting physiological conditions (e.g. in plants grown in light),
and regulated by the ubiquitin–SCF pathway (del Pozo et al. 2002). Therefore,
an elevated level of E2FB could specifically keep cells dividing in the meris-
tems and in young tissues, while the E2FC protein level would increase above
E2FB in mature leaves and thus would stimulate the switch from mitotic cell
cycle to endocycle by repressing mitotic genes (Fig. 3).

5
Conclusions

Growth of organs is controlled by two processes: cell division and cell ex-
pansion. The timing of transition from proliferative growth to cell expansion
largely determines the cell number in organs and thereby their growth rate
potential. In this chapter we have discussed the central role of the RBR1–E2F
pathway in this process. RBR1 can potentially affect all E2F functions, but
the relative concentrations of two E2F factors, E2FB and E2FC, could deter-
mine whether cells maintain their proliferation potential or exit the mitotic
cycle and begin the cell differentiation accompanied by cell enlargement and
endoreduplication (Fig. 3).
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Abstract What determines the final size of plant cells is a fundamental question in plant
growth and development but the cellular mechanism that mediates this control remains
largely unknown. Recent genetic studies using model plants Arabidopsis, maize and
legume Medicago demonstrate that increasing DNA content or ploidy by a process called
endoreduplication contributes to the post-mitotic cell expansion in higher plants. During
successive rounds of endoreduplication or endocycle, cells replicate chromosomal DNA
in the absence of mitosis, and the progression of the endocycle is both positively and
negatively regulated by developmental and/or environmental signals. Plants also possess
some ploidy-independent mechanism to control cell size and at least some part of this
control involves a global feedback mechanism called organ-size checkpoint that balances
cell proliferation and cell expansion within an organ to maintain its size homeostasis.

1
Introduction

One of the features that make plant growth distinct from that of animals and
yeasts is the variety of the final size that individual cells reach in plant tissues.
Most yeast and animal cells only double their size during their development
but many plant cells often expand at least ten times their original size and
some cells even expand more than 1000 times. Such massive increase in cell
size is supported by a unique growth mechanism in plants that utilizes both
macromolecular production in cytoplasm and water uptake into vacuoles.
Given that cell size is fairly constant among different plant species, the de-
termination of final cell size must be under genetic control. Elucidating these
genetic mechanisms underlying plant cell growth has been challenging but
thanks to the recent rapid accumulation of genetic, genomic and bioinformat-
ics resources available in model plants, we have begun to uncover the complex
pathways that determine cell size in plants. One of the key factors that of-
ten correlates with plant cell size is the nuclear DNA content or ploidy, and
this correlation can be found either at a single cell level as the endoredu-
plicated cell (Fig. 1) or at the whole plant level as tetraploid or polyploidy
plants (Fig. 2). Herein we will first describe our current knowledge on how
endoreduplication is controlled in higher plants. We will then examine how
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Fig. 1 Various cell types support several cycles of endoreduplication in Arabidopsis
and resulting increase in ploidy contributes to an increase in cell size. A Arabidopsis
hypocotyls endoreduplicate up to 32C in the dark and up to 16C in the light. The
increased ploidy positively correlates with the size of epidermal cells (insets). White trian-
gles indicate the top and bottom of hypocotyls. Scale 500 µm (seedlings), 50 µm (insets).
B The size of Arabidopsis leaf epidermal cells varies more than 500-fold and the varia-
tion in cell size is linked to ploidy. For example, the ploidy level of nuclei in a pair of
guard cells remains 2C whereas ploidy in a fully developed trichome goes up to 32C. Scale
100 µm. C Arabidopsis root cells enter the endocycle after they exit from the mitotic cell
cycle and the progression of the endocycle coincides with the post-mitotic cell expansion.
Increased ploidy also contributes to the formation of large cell types including root hairs
and vascular metaxylem cells. DAPI-stained nuclei from root cap cells (2C), root cortex
cells (4C and 8C), metaxylem cells (16C) and root hair cells (16C) (Insets). Scale 10 µm
(DAPI-stained nuclei), 500 µm (root tip)

endoreduplication and resulting increase in ploidy influence post-mitotic cell
expansion in plants. Finally, we will also discuss recent findings that address
how the control of cell size may be governed by overall developmental pro-
grammes.
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Fig. 2 Cell and organ size correlate with the nuclear DNA content in Arabidopsis tetraploid
plants. The nuclear DNA content in tetraploid plants is doubled compared to diploid
plants, and this leads to the formation of larger cells in both flowers and leaves. An
increase in cell size also contributes to an increase in flower size but does not ap-
pear to affect the overall leaf size. Scale 4 mm (flower), 10 µm (flower epidermis), 5 mm
(seedlings), 100 µm (leaf epidermis). Light micrographs of flower epidermis are courtesy
of Hirokazu Tsukaya (University of Tokyo)

2
How is Endoreduplication Controlled in Plants?

2.1
Control of the Endocycle by Cell Cycle-Related Genes

Endoreduplication is often viewed as a short-cut of the mitotic cell cycle
that skips mitosis and re-enters the S-phase. During the normal mitotic cell
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cycle, cells have a mechanism to prevent entry into the S-phase without going
through the M-phase. Cells that initiate the endocycle, however, are able to
break this rule and re-enter the S phase in the absence of mitosis (Fig. 3). De-
spite these key differences between the mitotic cell cycle and endocycle, at
least some of the molecular machineries that trigger the S-phase appear to be
commonly shared between these two types of cell cycles and only subsets of
these controls are specific to the endocycle (Table 1). E2F is a transcription
factor that regulates entry into the S-phase during the mitotic cell cycle. E2F

Fig. 3 A schematic diagram that describes how endoreduplication may be controlled
in plants. During the endocycle, cells re-enter the S-phase without going through the
M-phase. Whether there is a gap phase (G phase) between successive S-phases is not cur-
rently known. A key step to switch from the mitotic cell cycle to endocycle is to drop
the M-phase-specific CDK activity to inhibit the induction of mitosis and this process is
mediated through the down-regulation of M-phase-specific cyclins such as CYCAs and
CYCBs. Re-entry into the S-phase during the endocycle utilizes several E2F transcrip-
tion factors E2Fa, E2Fc and DEL1/E2Fe that also regulate S-phase entry in the mitotic cell
cycle. DNA replication during the endocycle uses mostly the same molecular machinery
as that used for the S-phase in the mitotic cell cycle, e.g. components of a pre-replication
complex such as CDC6 and CDT1, but at least some including components of the plant
DNA topoisomerase VI, SPO11-3, TOP6B and RHL1, appear to have a specific role in the
endocycle
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interacts with DIMERIZATION PARTNER (DP) protein to activate the tran-
scription of S-phase genes. There are three typical and three atypical E2Fs in
Arabidopsis (Mariconti et al. 2002; Kosugi and Ohashi 2002). Co-expression of
E2Fa, one of the typical E2Fs, and its interacting protein DPa, under 35S pro-
moter promotes both cell division and endoreduplication (De Veylder et al.
2002), suggesting that E2Fa and DPa positively regulate both the mitotic cell
cycle and endocycle (Fig. 3). In contrast, E2Fc, which also belongs to the typi-
cal E2F family (del Pozo et al. 2002), appears to promote the endocycle but in-
hibit the mitotic cell cycle since down-regulation of E2Fc expression by RNA
interference leads to the formation of small and twisted leaves that have many
small cells with reduced ploidy (del Pozo et al. 2006, Fig. 3). E2Fe/DP-E2F-like
protein 1 (DEL1), one of the atypical E2Fs in Arabidopsis (Kosugi and Ohashi
2002), on the other hand, represses the endocycle since the del1-1 mutation
leads to increased ploidy and the ectopic expression of E2Fe/DEL1 reduces
endoreduplication (Vlieghe et al. 2005, Fig. 3). All of these Arabidopsis E2Fs
can bind to the consensus cis-element to which authentic E2F bind (Mariconti
et al. 2002), and the promotion or repression of the endocycle in these mu-
tants and transgenic plants correlate with the altered expression of E2F target
genes required for DNA replication (Vlieghe et al. 2005). DNA replication
is licensed to occur when a pre-replication complex, composed of the ori-
gin recognition complex (ORC), CELL DIVISION CYCLE6 (CDC6), cyclin10
target 1 (CDT1) and the minichromosome maintenance (MCM) complex pro-
teins, assembles at the replication origins. The transcription of these genes
is up-regulated in E2Fa-DPa co-expressing lines (De Veylder et al. 2002), and
even over-expression of CDC6 (Castellano et al. 2001) or CDT1 (Castellano
et al. 2004) alone can drive extra cell division and the endocycle. Interest-
ingly, promotion of these two different cell cycles is cell-type specific, i.e. cells
that possess meristematic competence undergo further proliferation and cells
that are committed to endoreduplication such as trichomes undergo another
round of endocycle (Castellano et al. 2004), suggesting that the activity of the
pre-replication complex is required for the progression of the endocycle but
it is not involved in the mechanism that switches from the mitotic cell cycle
to the endocycle (Fig. 3). Recent genetic studies show that the DNA topoiso-
merase VI (topo VI) complex has a specific role in endoreduplication (Fig. 3).
Arabidopsis mutants in the components of the plant topo VI complex such
as HYPOCOTYL 6 (HYP6), ROOT HAIRLESS 2 (RHL2) and RHL1 (Sugimoto-
Shirasu et al. 2002; Hartung et al. 2002; Sugimoto-Shirasu et al. 2005) are all
viable and when they are induced to proliferate in callus induction media,
they are capable of undergoing cell division at a similar rate to wild type.
However, these mutants cannot complete the endocycle to reach 32C and in-
stead they stall at 8C (Sugimoto-Shirasu et al. 2002, 2005; Hartung et al. 2002;
Fig. 4). The plant topo VI complex is not likely to have a regulatory role in
the endocycle. Instead, it probably acts during the S-phase in the endocycle
to prevent the entanglement of replicated chromosomes.



Plant Cell Growth Signalling and Its Link to Ploidy 115

Fig. 4 Arabidopsis mutants that display ploidy phenotypes help us identify molecular
components required for the endocycle. A A light micrograph of 2-week-old, light-grown
wild-type (Col) and DNA topoisomerase VI mutant (top6) plants. The top6 mutants
display extreme dwarf phenotypes. Scale 2 mm. B A light micrograph of 4-day-old, dark-
grown wild-type (Col) and top6 hypocotyls. The growth of top6 hypocotyls is severely
compromised. White triangles indicate the top and bottom of hypocotyls. Scale 4 mm.
C A light micrograph of wild-type (Col) and top6 mutant roots. top6 is defective in
the initiation and subsequent outgrowth of root hairs. Scale 1 mm. D Scanning electron
micrographs of wild-type and top6 leaf epidermis demonstrate that the final cell size is
reduced in top6. Scale 100 µm. E Flow cytometric analysis shows the ploidy of wild-type
leaves ranges from 2C to 32C whereas the ploidy in top6 reaches only 8C, indicating that
top6 has defects in the progression of successive endocycles beyond 8C

Another key process for cells to enter the endocycle is to drop the M-
phase-specific CDK activity to inhibit the induction of mitosis. This process
is primarily mediated through the down-regulation of M-phase-specific cy-
clins, i.e. A-type and B-type cyclins (CYCA, CYCB, respectively), and several
upstream regulators of these cyclins have been recently characterized (Fig. 3).
The ilp1-1D mutant was originally identified as an increased ploidy mutant
from Arabidopsis activation tagging lines (Yoshizumi et al. 2006). Various
phenotypes including thick hypocotyls, large cotyledons, and long roots are
observed at the early seedling stage in ilp1-1D, although its adult plants do not
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exhibit any obvious morphological change. ilp1-1D undergoes an extra round
of endocycle and this phenotype is associated with the down-regulation of
CYCA2 genes including CYCA2;1 and CYCA2;3, suggesting that ILP1 nega-
tively regulates the expression of these CYCA2 genes (Fig. 3). Loss of function
of CYCA2;1 and CYCA2;3 also induces an extra round of endocycle in young
seedlings (Yoshizumi et al. 2006) and mature leaves (Imai et al. 2006), respec-
tively. CYCA2;3 physically interacts with CDKA;1 and CDKA;1 is expressed in
developed trichomes (Imai et al. 2006). Therefore, the CYCA2/CDKA;1 com-
plex appears to act as a break for endoreduplication and increasing its activity
is sufficient to terminate the endocycle (Fig. 3).

Another well-documented mechanism that allows down-regulation of
M-phase CDK activity is the activation of the anaphase-promoting com-
plex (APC), a ubiquitin ligase that targets CYCA and CYCB for degradation
(Fig. 3). HOBITT (HBT1) is a subunit of the plant APC complex, and loss
of HBT1 in hbt2311 inhibits cell proliferation and promotes the endocycle
(Serralbo et al. 2006). Furthermore, a study of the legume Medicago trunc-
tula has demonstrated that the APC complex is activated by its up-stream
regulator CCS52/FIZZY-RELATED (FZR) protein, because suppression of the
CCS52/FZR gene by the antisense gene causes reduced ploidy levels and small
cells (Cebolla et al. 1999; Fig. 3). In Arabidopsis CYCA2;3 is one of the APC
targets since over-expression of the stable CYCA2;3 that has a mutation in the
destruction box strongly reduces ploidy level (Imai et al. 2006; Fig. 3).

M-phase-specific CDK activity is also regulated by inhibitors of CYC/CDK
complexes such as ICK1/KRP1 and ICK2/KRP2 (Verkest et al. 2005, Weinl
et al. 2005). High expression of these inhibitors blocks both the mitotic cell
cycle and endocycle in Arabidopsis but their moderate expression appears to
interfere only with the activity of mitotic CDKA, thus leading to an early entry
into the endocycle (Verkest et al. 2005; Weinl et al. 2005). Another putative
CDK inhibitor encoded by SIAMESE (SIM) interacts with D-type cyclin and
CDKA;1 (Churchman et al. 2006). Loss of SIM function results in multicellu-
lar trichomes with individual cells having reduced ploidy (Walker et al. 2000),
and this is associated with the ectopic expression of CYCB1;1 in trichomes
(Churchman et al. 2006), suggesting that SIM inhibits the mitotic cell cycle
in trichomes by down-regulating the expression of CYCB1. The WEE1 kinase,
a negative regulator of CDK activity, is also suggested to have a role at the
transition from the mitotic cell cycle to endocycle since its transcription is
upregulated at the onset of endoreduplication in maize endosperm (Sun 1999;
Fig. 3).

2.2
Control of the Endocycle by Developmental Signals

Endoreduplication is often associated with cell differentiation in plant devel-
opment, and most cell types except those in floral organs undergo several
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rounds of endocycle. It is well established that, in Arabidopsis, cells in leaves,
hypocotyls and roots endoreduplicate up to 32C (Fig. 1), and recent genetic
studies have provided key insights into the regulation of endoreduplication in
the developmental context. Leaf trichome, a branched hair cell that is formed
on the epidermal layer, is comprised of a single cell in Arabidopsis, and its nu-
clei endoreduplicate up to 32C (Hülskamp 2000). Many mutations that have
increased or decreased branching have been identified and in almost all cases,
these defects are associated with enhanced or reduced levels of endoredupli-
cation, respectively (Hülskamp 2000; Table 1). For example, triptychon (try)
shows increased ploidy in over-branched trichomes, suggesting that TRY pro-
tein is a negative regulator of endoreduplication (Perazza et al. 1999). TRY is
a truncated MYB transcription factor that affects trichome initiation (Schell-
mann et al. 2002). It is thus likely that the signalling pathways that specify
cell fate during trichome development also act as an upstream regulator of
the endocycle. Another group of mutants such as kaktus (kak), rastifari (rfi)
and polychome (pym) also produces over-branched trichomes with increased
ploidy (Perazza et al. 1999). The double mutants pym kak and pym rfi, but not
kak rfi, show strong additive phenotypes, suggesting that at least two inde-
pendent genetic pathways, one governed by PYM and the other by KAK and
RFI, negatively regulate the endocycle. KAK encodes a HECT-type ubiquitin
E3 ligase that promotes ubiquitin transfer to appropriate targets for proteol-
ysis (El Refy et al. 2003). How KAK represses the endocycle is not currently
known but it is reasonable to predict that KAK targets some cell cycle-related
protein for degradation. The pym mutation has been recently shown to be al-
lelic to the uvi4 mutant that is isolated as a new mutation that gives resistance
to UV-B irradiation (Hase et al. 2006). UVI4/PYM encodes an unknown pro-
tein that has a weak similarity to ferredoxin hydrogenase. Understanding how
UVI4/PYM suppresses the endocycle requires further characterization but one
possible mechanism is that UVI4/PYM is involved in maintaining the mitotic
status within a cell because the UVI4/PYM expression pattern is similar to that
of CYCB2;2, one of the M-phase specific cyclins (Hase et al. 2006).

2.3
Control of the Endocycle by Light Signals

Endoreduplication is controlled by both external and internal signals, and
one of the most established environmental signals that affect the endocycle
in plants is light. The growth of Arabidopsis hypocotyls is light-dependent,
i.e. in the dark they etiolate and form long and thin hypocotyls whereas in
the light they form short and thick hypocotyls (Fig. 1A). Regardless of the
light condition where seedlings are grown, these hypocotyls are composed
of approximately 22 cells along their longitudinal axis and their growth is
primarily driven by cell expansion rather than cell division. This growth is
associated with an increase in ploidy up to 16C in the light and to 32C in
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the dark (Gendreau et al. 1997, Fig. 1A). PHYTOCHROMEB (PHYB) encodes
a photoreceptor to absorb red light, and hypocotyls from its loss-of-function
mutants display etiolated growth in the light. This phenotype is accompa-
nied by an increase in ploidy (Gendreau et al. 1998), suggesting that PHYB-
mediated red light signalling is involved in the control of endoreduplication.
Interestingly, mutations in a blue light receptor CRYPTOCHROME 1 (CRY1)
also lead to the etiolated hypocotyl phenotype in the light but these mutations
have only minor effects on the endocycle (Gendreau et al. 1998). Therefore,
the mechanism that suppresses hypocotyl elongation in the light appears to
involve at least two genetic pathways, i.e. one that is endocycle dependent
and mediated by red light and another that is endocycle independent and
mediated by blue light.

What are the downstream signals that transduce these light signals to
control the endocycle? One strong candidate that might be involved in this
light signalling is CONSTITUTIVELY PHOTOMORPHOGENESIC 1 (COP1),
a negative regulator of general light signalling in Arabidopsis because both
hypocotyl elongation and endoreduplication is suppressed in cop1 mutants
(Gendreau et al. 1998). Another candidate gene that is likely to be involved
in these signalling cascades is INCREASED POLYPLOIDY LEVEL IN DARK-
NESS 1-1D (IPD1-1D) that encodes a plant-specific protein with unknown
function (Tsumoto et al. 2006). The ipd1-1D mutant was identified as an
over-endoreduplicated hypocotyl mutant from activation tagging lines. Inter-
estingly, ipd1-1D mutants only display the ploidy phenotype in the dark and
in agreement with this, IPD1 is transcriptionally down regulated by light. Part
of the IPD1 protein is homologous to the CUE domain which is required for
binding to mono ubiquitin, suggesting that IPD1 may target some negative
regulator of the endocycle for protein modification. However, the CUE do-
main within IPD1 lacks a well-conserved amino acid that is essential for its
binding to mono ubiquitin. Therefore, it is possible that IPD1 has some unre-
lated function in regulating the endocycle and hypocotyl elongation through
light signalling.

2.4
Control of the Endocycle by Plant Growth Regulators

Various plant growth regulators are also involved in the control of the endocy-
cle. A brassinosteroid (BR) deficient mutant cpm17 displays short hypocotyl
phenotypes in the dark and this is associated with reduced ploidy (Gen-
dreau et al. 1998), suggesting that BR positively regulates the endocycle in
the dark. In contrast, other BR signalling mutants such as de-etiolated2 (det2)
and brassinosteroid-insensitive1 (bri1) that display a severe dwarf phenotype
in the light have a normal ploidy level (Stacey and Sugimoto-Shirasu, unpub-
lished results), suggesting that BR may act downstream of light signalling to
modulate endoreduplication.
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Gibberellin (GA) also appears to promote the endocycle since ga1 mutants,
deficient in GA biosynthesis, show a strongly reduced ploidy phenotype in the
dark (Gendreau et al. 1998). Consistent with this, the spindly (spy) mutation,
which exhibits a constitutive GA response (Jacobsen et al. 1996), shows an in-
creased ploidy phenotype in light-grown leaves. The spy mutation causes an
over-branched trichome phenotype and this is enhanced in the try mutant
background (Perraza et al. 1999), indicating that GA promotes an additional
round of endocycle in a pathway independent from the TRY-mediated genetic
pathway.

The involvement of ethylene in the endocycle control is demonstrated from
studies on the constitutive triple response1 (ctr1) mutants that show constitu-
tive ethylene-response phenotypes. When ctr1 mutants are grown in the dark,
they develop short and thick hypocotyls, and microscopic analyses revealed
that this is associated with increased ploidy, suggesting that ethylene acts as
a positive regulator of the endocycle (Gendreau et al. 1999).

It is also likely that the endocycle is under the control of many other small
signalling molecules. One potential modulator of these signals that has been
recently identified is FRILL1 (FRL1) which encodes SMT2, a sterol metyl-
transferase (Hase et al. 2005). Most cells in floral organs such as sepals and
petals do not normally undergo endoreduplication in Arabidopsis, but in frl1
these cells endoreduplicate ectopically, leading to the development of serrated
sepals and petals (Hase et al. 2000). Further studies revealed that the ploidy
level is also increased in other tissues and that the composition of endogen-
ous sterol is altered in frl1 (Hase et al. 2005). The application of BR and
several other known sterols does not rescue the frl1 mutant phenotypes (Hase
et al. 2005), suggesting that some novel sterol compound controls the switch
from the mitotic cell cycle to the endocycle.

2.5
Links Between DNA Repair and Endoreduplication

In addition to the genetic and environmental control of endoreduplication de-
scribed above, increasing evidence points to an intriguing link between the
maintenance of genome integrity and endoreduplication. FASCIATA1 (FAS1),
FAS2 and MICROSATELLITE INSTABILITY1 (MSI1) are subunits of chro-
matin assembly factor CAF1 that is involved in the nucleosome assembly on
newly replicated DNA (Kaya et al. 2001). Loss of this protein complex in fas1,
fas2, and msi1 mutants leads to pleiotropic developmental phenotypes in-
cluding fasciation, disorganized apical meristems and dwarfism (Kaya et al.
2001; Kirik et al. 2006; Exner 2006). These defects are associated with various
cellular and subcellular abnormalities such as delayed progression of the mi-
totic cell cycle, impaired heterochromatic and euchromatic conformation and
stimulation of homologous recombination and other DNA repair response
(Schonrock et al. 2006; Exner et al. 2006; Kirik et al. 2006). Interestingly, fas1,
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fas2, and msi1 mutants also have higher ploidy than wild type, suggesting
that the endocycle is promoted in these mutant backgrounds (Schonrock et al.
2006; Exner et al. 2006; Kirik et al. 2006). Because of the complex pheno-
types observed in these mutants, how ploidy is increased in these mutants is
not clear. However, one interesting possibility is that the suboptimal genome
integrity and/or resulting arrest of the mitotic cell cycle somehow triggers
the endocycle as an alternative mechanism to protect genetic information
and thus to sustain the life of cells. Another example that links DNA re-
pair and endocycle control is the brushy1/tonsoku/mgoun3 (bru1/tsk/mgo3)
mutants in Arabidopsis that exhibit the faciation phenotype similar to fas
mutants (Takeda et al. 2004). The bru1/tsk/mgo3 mutants also display in-
creased homologous recombination and elevated DNA damage response as
well as stochastic release of transcriptional gene silencing and abnormal het-
erochromatin structure (Takeda et al. 2004). Furthermore, these phenotypes
also associate with the delayed progression of mitotic cell cycle from G2 to
M-phase and an increased level of ploidy (Suzuki et al. 2005), further sup-
porting the functional link between chromosome replication, DNA repair and
endocycle control. The BRU1/TSK/MGO3 gene encodes a novel nuclear pro-
tein that contains TPR and LRR repeats (Takeda et al. 2004), and its homolog
in Nicotiana tobaccum is expressed specifically at the S-phase (Suzuki et al.
2005). Thus, it is likely that BRU1/TSK/MGO3 has a role during and/or just
after DNA replication.

3
How Is Cell Size Controlled in Plants?

3.1
Ploidy-Dependent Control of Cell Size

Cell size is determined by highly dynamic and probably flexible signalling
pathways in plants and our understanding of its control is still limited. Never-
theless, recent studies on various mutants and transgenic plants mainly in
Arabidopsis, maize and legume Medicago show clear correlation between the
level of ploidy and cell size (Table 1, Fig. 4), providing strong genetic evidence
to support the long-standing “karyoplasmic ratio” or “nuclear-cytoplasmic
ratio” theory. A question still remains as to which, an increase in ploidy or
an increase in cell size, comes first, since deducing causal relationships based
on the observed mutant phenotypes is not always straight-forward. However,
our recent study using Arabidopsis tetraploid plants clearly demonstrates that
increasing ploidy first does have a positive impact on cell size (Breuer et al.
2007; Fig. 2), suggesting that increased DNA content can indeed support fur-
ther growth of cells. It is worth noting that increasing ploidy also allows
further growth of some plant organs, e.g. floral petals and sepals, but not of
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others, e.g. leaves, which appear to have some compensatory mechanism to
maintain the overall organ size (Fig. 2).

Whether plant cells possess some active mechanism to judge the level of
ploidy and to determine the extent of cell growth accordingly still remains
elusive. It is generally thought that increasing ploidy multiplies the DNA tem-
plate available for gene expression and this, in turn, enhances the metabolic
activity of cells to support further growth. However, this model has been chal-
lenged by a recent finding in maize endosperm where down-regulation of
the endocycle by over-expression of the dominant-negative CDKA does not
change the overall level of starch and other storage proteins (Leiva-Neto et al.
2004).

3.2
Ploidy-Independent Control of Cell Size

Rapidly accumulating results from various genetic studies also have revealed
that cell size and ploidy are not always tightly coupled and that in some cases
modification of the endocycle leads to only minor or opposite changes in cell
size (Table 1). For example, the size of root cells from different Arabidopsis
ecotypes varies considerably but those differences in cell size have very lit-
tle correlation with ploidy (Beemster et al. 2002). Likewise, mis-expression of
CDK inhibitors or dominant-negative CDKs in Arabidopsis and tobacco re-
sults in the drastic reduction of ploidy while at the same time leads to an
increase in cell size (Hemerly et al. 1995; Wang et al. 2000; De Veylder et al.
2001). These results suggest that ploidy is not the final determinant of cell
size and some other ploidy-independent signalling pathways contribute to
the determination of final cell size in plants. Possible candidates that may be
involved in these pathways include signals that are imposed from the total
organ-checkpoint control (Tsukaya 2006).

3.3
Upstream Regulators that Link Cell-Size Control and Plant Development

Cellular processes that underlie post-mitotic cell expansion must be tightly
regulated by overall developmental programmes but how such upstream sig-
nals coordinate the timing and extent of cell expansion is not well under-
stood. A recent study suggests that the BIGPETALp (BPEp) gene encoding
a basic helix-loop-helix (bHLH) transcription factor might be a part of these
signalling cascades since BPEp acts downstream of petal organ identity genes
such as APETALA3, PISTILLATA, APETALA1 and SEPALLATA3, and it regu-
lates petal growth by restricting its cell expansion (Szecsi et al. 2006). Plant
growth regulators such as auxin, GA and BR are also likely to play a role in
transducing such overall developmental cues to individual cells (Belkhadir
and Chory 2006). An involvement of some regulatory genes such as ARGOS-
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LIKE (ARL) has been suggested in BR-related cell expansion (Hu et al.
2006). In addition, an intriguing link between auxin signalling and ribosome-
mediated post-mitotic cell expansion has been revealed by a study on the
Arabidopsis and potato EBP1 protein (Horvath 2006).

4
Conclusion

Over the last couple of years we have witnessed considerable progress in our
understanding of how cells endoreduplicate in plants and how this process is
influenced by various internal and external factors. It is now evident that in-
creasing ploidy has a positive consequence on cell size, the next big question
is how this process is mediated in plants. More systematic analyses of al-
ready existing ploidy/cell size mutants and transgenic plants by combinations
of transcriptome, metabolome and computer-assisted imaging techniques
should help our further understanding of this very intriguing connection. Fu-
ture research should also uncover what contributes to the ploidy-independent
plant cell growth and how these size controls at the cellular level are linked to
overall plant growth and development.
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Abstract Although the epidermal cell-layer is of undisputed physiological importance to
all angiosperms, its potential role in controlling the growth of plant organs has remained
a subject of research and contention for more than a century. Recent advances in our
understanding of the molecular control of plant cell proliferation, growth and specifi-
cation, in combination with novel biotechnological techniques, have provided new tools
for addressing the control of organ growth control. New data have also elucidated the
mechanisms via which plant cells communicate and, taken with classical studies, provide
tantalising vistas into the mechanisms controlling co-ordinated organ growth. However,
despite this explosion in knowledge, a clear picture of the contribution of specific cell-
types, including the epidermis, to the regulation of growth and morphogenesis in plant
organs remains elusive.

1
Introduction

The correct development of the plant epidermis is of the utmost importance
for plant survival. Epidermal development is finely honed to provide a com-
promise between protective roles against pathogen attack, radiation damage,
water-loss and other environmental aggressions, and roles as an interactive
interface with the environment, vital for gas and nutrient exchange, water
uptake and light penetration. In line with its multiple roles, the plant epider-
mis can differentiate a wide range of morphologically dramatic specialised
cell types, including root hair cells, trichomes and stomatal guard cells. Be-
cause of their accessibility, and the fact that disrupting their development in
the laboratory context does not lead to inviability, a relatively large amount is
known about how epidermal cell-types are specified from a basic pavement of
epidermal precursors (protoderm). In contrast, loosing or even compromis-
ing basic epidermal identity usually leads to plant lethality. Correspondingly,
much less is known about how basic epidermal identity is specified, and to
what extent specification and growth of the epidermis is necessary for and/or
co-ordinated with development and growth of underlying cell-layers during
development. Herein I will attempt to analyse evidence for the importance
of the epidermis for normal plant growth, and will present current know-
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ledge regarding how signalling between epidermal cells and their neighbours
controls the development of this vitally important tissue.

2
The Ontogeny of the Shoot Epidermal Cell Layer

2.1
The Embryonic Protoderm

At what point during plant development the epidermal cell layer is specified
remains an open question. In many angiosperms, including the model species
Arabidopsis thaliana, embryonic cytokinesis commences with an asymmetric
division partitioning the fertilized zygote into a small, highly cytoplasmic, api-
cal cell and a larger basal cell. In Arabidopsis, the progeny of the apical cell are
destined to give rise to most of the cells in the mature plant, including all epi-
dermal cells, whilst one descendent from the basal cell forms the organising
centre (quiescent centre) of the root meristem (Jurgens 2001). In Arabidopsis
an outer cell layer (or protoderm/dermatogen) is demarcated after just four
rounds of cell division in the apical cell. After this so-called dermatogen stage,
protodermal cells undergo principally anticlinal cell divisions and thus only
give rise to more protodermal cells (Goldberg 1994; Willemsen and Scheres
2004). The point at which protodermal demarcation occurs during embryoge-
nesis in different plant species depends largely upon patterns of cell division
early in embryogenesis. The division of the embryos in other dicotyledonous
species, such as cotton (Pollock 1964), Citrus (Bruck 1985a) and apple (Meyer
1958), and of monocotyledonous species, such as maize (Randolph 1936) and
barley (Merry 1941), lack the pleasing predictability of those observed in Ara-
bidopsis. Despite this they lead to the production of an organised protodermal
cell layer, albeit in an embryo comprising many more than 16 cells. Moreover,
disruption of the cell division patterns of the early Arabidopsis embryos in
some developmental mutants, so that dermatogen demarcation occurs later or
asynchronously in different embryonic regions, does not appear to affect the
propensity of embryos to produce a discrete protoderm and epidermis later
in development (Torres-Ruiz and Jurgens 1994). Thus, acquisition of protoder-
mal identity appears solely a function of “outside” cell position. The question
of the positional information required for the specification of protodermal
identity is complex, and will be addressed later.

2.2
The Endosperm Aleurone Layer

Interesting developmental similarities exist between the embryonic proto-
derm and the outside cell layer of the second product of double fertilization
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in angiosperms, the endosperm. Although some debate still exists regard-
ing the evolutionary origin of the angiosperm endosperm (Friedman 2001;
Friedman and Floyd 2001; Baroux et al. 2002), the most generally accepted
current hypothesis is that it is a sexualised homologue of nutritive tissues
which develop from the megagametophyte, for example in the gymnosperms.
In the endosperm of many angiosperms, the outside cell-layer has specific cel-
lular modifications, and a different developmental fate to other endosperm
cells (Olsen 2004). In Arabidopsis the outer cell layer of the endosperm is
maintained intact until seed maturity, whilst internal cells are broken down
and used to support the developing embryo. The outer endosperm cells may
play a role in taking up nutrients from the neighbouring endodermis of
the seed coat. In monocotyledonous plants, for example the Gramineae, this
specialisation of the outer endosperm cell layer is more extreme with the
development of the highly specialised aleurone cell-layer surrounding the
persistent starchy endosperm. The developmental ontogeny of the outer layer
of the endosperm is rather different from that of the protoderm, in that the
endosperm initially develops as a syncitial monolayer of nuclei lining the
endosperm cavity. Upon cellularisation these nuclei become the progenitors
of the aleurone, but also of all internal endosperm cells, to which they give
rise by periclinal divisions (Olsen 2001). Several recent studies have shown
that, as for the embryonic protoderm, the specification of aleurone cell fate
is dictated largely by outside position (Geisler-Lee and Gallie 2005; Gruis
et al. 2006).

2.3
The L1 Layer of the Shoot Apical Meristem

The embryonic protoderm gives rise, via anticlinal cell divisions, to the epi-
dermal cells of embryonic organs such as the hypocotyl and cotyledons (in
dicots) and the scutellum and coleoptile in monocots. In addition to strictly
embryonic structures, the seedling shoot apical meristem (SAM), which will
give rise to all shoot structures, is also specified during embryogenesis. In
Arabidopsis, the SAM is composed of three layers of cells denoted L1 (epi-
dermal), L2 (subepidermal) and L3. The L1 and L2 are a single cell thick
and undergo principally anticlinal cell divisions. Together they form the tu-
nica. The underlying L3 cells do not show particular restrictions in their
division planes and form the corpus. In Arabidopsis, embryonic protoderm
cells give rise to the L1 or outer cell layer of the shoot apical meristem, with
underlying cell layers in the meristem originating from hypodermal embry-
onic cell layers (Barton 1993). A similar developmental ontogeny is probably
applicable in the maize embryonic SAM (Poethig 1986), although there is
often no easily distinguishable subepidermal tunica cell layer in maize veg-
etative tissues, and in maize “L2” is often used to denote the meristematic
corpus.
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3
Epidermal Contribution to Plant Growth Control

The question of whether the growth and morphogenesis of plant organs is
controlled at the whole organ level (the organismal theory), the level of the
combined action of single cells (cell theory), or by a less simplistic mech-
anism governed by cell–cell communication and co-ordination (the neo-cell
theory) has been of interest for decades (Tsukaya 2002). Integrally linked to
this question, is whether the mechanisms regulating organ growth and mor-
phogenesis are active in any particular cell-layer of the developing organ. In
1933 George Avery carried out a detailed study of leaf development in to-
bacco (Avery, 1933). He suggested that in young leaf primordia the mesophyll
provides the “impetus for development”, placing the epidermis under ten-
sion at “the marginal meristem” [similar to the situation proposed by Wegner
(below)]. However, he also remarked that although the epidermis ceases to
divide before the mesophyll, its cells expand parallel to the lamina surface
for much longer than underlying cells and are responsible for “pulling” mes-
ophyll cells apart and thus play a potentially important role in determining
final leaf shape. His study serves to elegantly illustrate the intuitively attrac-
tive idea that as a continuous planar monolayer of relatively uniform cells
which encases every organ, the epidermis appears the simplest, most logical
tissue in which to express the information regulating organ growth, at least
in organs with an extended lamina. In the last 70 years however, many studies
have sought to clarify the roles of different tissue layers in organ development
by analysis of periclinal chimeras or clonal sectors in which different cell-
layers have different developmental characteristics, studies of the effects of
genetically or physically ablating the epidermis, and the study of developmen-
tal mutants. Despite this considerable body of work, it still remains unclear
whether any one cell-layer can be thought of as the prime expression site for
information regulating general organ growth and form. However, in organs
with an extended lamina (such as leaves, petals and sepals), a certain body
of evidence has been accrued suggesting that the epidermis can play a very
important role in regulating organ shape.

3.1
Contribution of the L1 Lineage to Plant Organs

The fact that cells in the embryonic protoderm and meristematic L1 layer
undergo predominantly anticlinal divisions can give the impression that L1
cell-layer identity is maintained in a clonal fashion throughout plant growth.
Indeed it is true that in many higher plants shoot epidermal cells are all clon-
ally related to a few protodermal precursors in the developing embryo. The
study of periclinal mosaics in which the cell-layers of the shoot meristem differ
for visible or histological markers, and clonal analysis using similar markers
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has been widely used to follow cell fates during plant development (reviewed
in Neilson-Jones 1969; Tilney-Basset 1986; Poethig 1987; Marcotrigiano 2001).
Such studies have confirmed that several structures that appear to be com-
posed only of epidermal cells, for example the ligules of maize leaves and the
sepal margins in Arabidopsis (Jenik and Irish 2000) are indeed entirely de-
rived from the meristematic L1-layer. Such studies have also, however, shown
that in some dicotyledonous species (such as privet) the mesophyll, which in
the leaves of most dicots is predominantly L2-derived, can be L1-derived at
leaf margins due to periclinal cell divisions in the L1 during organ develop-
ment (Stewart 1975). Indeed in monocotyledonous species such analyses have
shown that leaf marginal tissue is almost always L1 derived, and that periclinal
divisions of the L1 cell layer are a routine feature of organ inception. Moreover,
in maize, periclinal divisions of the meristematic L1 layer have been docu-
mented during development (Sharman 1940), and in rare cases epidermal cells
derived from L2 lineages have even been noted (Poethig 1986). In every case
where incursions between lineages have been noted, cells develop according to
their positions rather than to their lineage, leading to the realisation that plant
cells talk constantly to one another, and that their developmental fate, at least
in the meristem and during early organ development is dependent on their
physical position (Stewart 1975). Another discovery made during the study of
periclinal mosaics, which is of particular importance to this discussion, is the
fact that making mosaics in which different cell layers have different develop-
mental vigour can markedly change the contribution of different meristematic
cell-layers to organs without changing the overall shape of the organ (Stew-
art 1974). This serves to underline the degree of plasticity, and compensatory
mechanisms manifest during plant organ development.

3.2
Control of Division Planes in the Meristematic and Primordium L1 Cell Layer

Epidermal cells in the shoot meristematic regions of many plants undergo
predominantly anticlinal divisions to give more epidermal cells. However,
clonal analysis has led to periclinal divisions being observed in the epidermal
lineage of organ primordia, and sometimes also in shoot apical meristems.
The degree to which L1 cells divide periclinally appears to be dependent upon
both species and developmental stage. For example, incursions between the
tunica cell-layers of Arabidopsis and Antirrhinum meristems appear to be
relatively rare although incursions in later organ development of many dicots
are observed especially at organ margins. In maize it is clear that the L1 can
divide periclinally during both meristem and organ development (Sharman
1942), and in later nodes of the maize plant, most tissues can be derived from
cells situated in the L1 layer of the embryonic SAM.

In a seductive series of mathematical models Jens Wegner proposes that
the propensity of the L1 layer of meristems to divide periclinally is a func-
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tion of the tangential strain placed on the outer cell layers of the tissue in
question. This in turn is dependent on both cell size and the radius of the
meristem or organ margin in question (Wegner 2000a,b). Thus, a corpus con-
taining many cells and forming a wide meristematic dome, would generate
a relatively large tangential strain within the outermost cell layers. This would
have two predicted consequences; firstly it would encourage the occurrence of
anticlinal divisions at the expense of periclinal divisions in the outermost (L1)
cell layers and secondly, it would cause the formation of more tunica layers
(i.e. layers of cells undergoing predominantly anticlinal divisions). In sup-
port of this theory maize vegetative meristems, which have only one tunica
layer showing periclinal division, have a radius of only a few cell lengths. In
comparison, dicot meristems, such as those of Antirrhinum are broader with
a radius of many more cell widths and in agreement with Wegner’s model
contain two anticlinally dividing and clonally distinct tunica layers.

Wagner’s models are based on the assumption that all meristematic cells
divide at the same rate and are the same size at division, and that there is no
genetic control over cell division planes. The first of these assumptions is not
met, as several studies have demonstrated that the cells at the centre/apex of
the shoot meristem, even in angiosperms, divide more slowly than those on
the flanks (Grandjean et al. 2004) (reviewed in Carraro et al. 2006; Fleming
2006), although this discrepancy appears small enough in angiosperms that it
does not completely destroy the predictions of the model. In contrast, the api-
cal meristems of many gymnosperms (for example Cupressus species) do not
possess a discrete tunica layer. Instead they have a population of one to three
enlarged and histologically distinct apical initial cells which undergo both an-
ticlinal and periclinal divisions to give rise to both epidermal and underlying
cells (Pillai 1963). However, there is a tendency for periclinal divisions in su-
perficial cell-layers to be lost in some gymnosperms [for example Monkey
Puzzle (Araucaria)] in favour of the production of a more uniform anticli-
nally dividing tunica layer. In a study of the seasonal variation in structure
of the shoot apices of Araucaria columnaris, Pillai (1964) notes that in the
summer, when the meristem is relatively narrow, it contains only one tunica
layer, whereas winter meristems, which are much broader, contain two dis-
tinct tunica layers, as predicted by Wegner’s model (Pillai 1964). The second
assumption underlying these models (that there is no genetic control over cell
division planes) is controversial, and will be dealt with in more detail later.

Wegner also notes a correlation between the frequency of L1 incursion
into underlying cell-layers at leaf borders and the form of these borders in
transverse sections. In general, species or cultivars with “narrow” (in terms
of cell radii) leaf margins are more likely to develop L1 derived mesophyll
at leaf margin (Wegner 2003a,b). Although the assumptions underlying Wag-
ner’s models are open to discussion, the fact remains that L1 cells can and
do undergo periclinal divisions and contribute to underlying tissues in some
angiosperm species, an observation that complicates analysis of both how
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epidermal growth is controlled, and to what extent the epidermis is respon-
sible for controlling the growth of underlying tissue.

The control of cell division planes of cells which are not at the organ
margin is obviously also an important issue for plant growth and develop-
ment. In particular maintenance of predominantly anticlinal division planes
in the developing organ surface is predicted to be crucial in allowing lami-
nar outgrowth due to the apparent role of epidermal cells in blade expansion.
Mutants where epidermal cell specification is compromised (see later sec-
tions) tend to loose their ability to regulate epidermal cell division planes,
suggesting that restriction of epidermal cell divisions to the anticlinal plane
is an intrinsic consequence of the acquisition of epidermal identity. How-
ever, interpreting the phenotypes of such mutants in terms of growth reg-
ulation can be difficult. One mutant in which cell division planes appear to
be uncoupled without noticeable loss of epidermal identity is the Extra Cell
Layer1 (Xcl1) mutant of maize, in which late oblique divisions in the de-
veloping epidermis lead to the production of two epidermal cell-layers. In
support of the proposed role of the epidermis in lamina expansion, the blade
width of Xcl1 mutant leaves is considerably reduced (Kessler et al. 2002). The
division defect in this mutant is proposed to occur late enough in develop-
ment that cells are irreversibly committed to an epidermal fate. However,
the mutation is semi-dominant and the gene responsible has not yet been
cloned making it difficult to draw mechanistic conclusions from this particu-
lar mutant.

3.3
Periclinal Mosaics and Clonal Analysis of the Role of the Epidermis

As described above, the use of periclinal mosaics has been invaluable in
ascertaining the contributions of various cell-layers to organ development.
However, they have also been used in addressing the potential roles of specific
cell layers/tissue types in the control of organ shape (reviewed in Szymkowiak
and Sussex 1996; Marcotrigiano 2001). The generation and study of pericli-
nal mosaics (either full periclinal chimeras or clones induced during devel-
opment), where cell layers carry mutations in developmental genes or are
derived from different species, has been an important approach. The use of
periclinal chimeras in such experiments has the associated disadvantage that
certain chimeric combinations can affect the contributions of different cell
layers to organs, giving a false impression of normal development. An al-
ternative has been to analyse clones, usually marked by irradiating plants
heterozygous for a recessive developmental marker at a known point in de-
velopment. Because this provides unequivocally clonal groups of marked cells
(mericlinal chimeras) from progenitors at defined developmental stages it can
give more accurate information about cellular contributions, and has been
used for multiple studies.
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Relatively large numbers of both types of study have not provided a con-
sensus as to what extent a given cell layer controls organ shape and growth,
as the results vary between organs, species, and according to the develop-
mental marker studied. Interestingly however, several studies on leaves and
other organs with an extended lamina (such as sepals and petals) using
plants chimeric at just one locus (rather than intraspecific combinations with
significant degrees of genetic divergence), have shown that the presence of
a wild-type allele in the L1 cell layer can play a greater role in restoring wild-
type phenotypes than expression in underlying cell-layers (Hantke et al. 1995;
Perbal et al. 1996; Vincent et al. 2003). However, this is not always the case
as some genes appear to be required in underlying cell layers for normal de-
velopment, including the Nicotiana LAM1 gene (McHale and Marcotrigiano
1998), the OKRA gene from cotton (Dolan 1998) and the LIGULELESS-1(LG1)
gene from maize (Becraft et al. 1990).

How can the differences in behaviour of different developmental genes be
explained? It may be that in organs with extended laminas, the epidermal cell-
layer plays a significant role in expressing the information which determines
final organ size and shape, signalling to underlying cell-layers to control their
development. Developmental genes such as LAM1 or LG1, which are needed
in underlying cell-layers for normal development, may be involved in these
communication processes. Indeed, some indication that LG1 may be required
to perpetuate positional signalling across the leaf blade has been gained from
analysing the developmental effects of lg1 mutant sectors (Becraft and Free-
ling 1991).

Another possible explanation for the observed differences lies in the abil-
ity of adjacent cell-layers to accommodate discrepancies in growth, and
ultimately co-ordinate their development. The molecular mechanisms un-
derlying this accommodation probably include the symplastic movement of
developmentally important molecules, such as transcription factors and reg-
ulators of the cell-cycle, between cell-layers in the meristem and in young
organ primordia via plasmodesmatal connections (reviewed in Lucas and Lee
2004). The products of both the different developmental genes used in clonal
studies, and downstream effectors of the markers, may move from layer-to-
layer to different extents during development. Such differential capacity for
movement has been observed for several proteins including the transcription
factors LEAFY and APETALA1 in Arabidopsis (Sessions et al. 2000; Wu et al.
2003).

Additionally, as pointed out by Vincent et al., chimeras are affected not
only in the localisation of developmental gene expression, but also in the ab-
solute amounts of their product (Vincent et al. 2003). Perception of protein
concentrations may be more important for the actions of some developmen-
tally important genes than for others.

Interestingly, in organs lacking laminas, such as stamens and ovaries, the
importance of the L1 appears more often to be overridden by that of the L2
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and L3 (Szymkowiak and Sussex 1992; Vincent et al. 2003). One explanation
for this is that the L1 cell layer may contribute proportionally more cells to
the total volume of an organ with an extended lamina than to an effectively
cylindrical organ such as a stamen. Protein dosage could therefore also be
an important factor in the perceived differences in cell-layer contribution to
organ development in mosaic laminar and non-laminar organs.

3.4
Chemical and Physical Ablation of Epidermal Cells

Cell ablation has been widely used to study plant development, particularly
development of the accessible epidermal cell layer. Although these tech-
niques are often extreme and cause obvious physical damage and stress,
they have nonetheless provided interesting information about the roles of
epidermal tissues at various stages in development. Genetic ablation of proto-
dermal cells in young Arabidopsis embryos by expression of Diphtheria Toxin
A under an epidermis-specific promoter leads to developmental arrest of the
embryo proper at the early globular stage, suggesting a role for the protoderm
in promoting continuing embryogenesis (Weijers et al. 2003). Ablation of pro-
todermal cells in cotyledons during later embryogenesis seriously disrupts
cotyledon development, consistent with a role in cotyledon morphogenesis
and expansion. Likewise post-embryonic ablation of L1 cells in leaves using
BARNASE expression causes major disruption in leaf development, charac-
terised by the production of small unexpanded organs which tend to be
thicker (in terms of cell numbers) than wild-type organs (Baroux et al. 2001).
Thus, in agreement with the findings of chimera studies, it appears possible
that the L1 is important for expressing information required for the correct
outgrowth of the lamina as well as for organ expansion. However, when ex-
pressing toxins within developing tissues it is always possible that they may
move to adjacent cells causing them to behave aberrantly. In addition the
presence of the protoderm might be needed for the correct specification of
underlying cell-layers, and thus growth defects could be a secondary effect of
cell-specification defects.

Physical ablation of the epidermal cells of plant embryos is technically
very challenging, although studies using cultured embryos of Citrus jamb-
hiri (Bruck 1985a,b) have provided several interesting observations which
will be discussed in more depth later. In general, physical ablation of epi-
dermal cells in organ primordia is difficult to carry out over large enough
areas to allow the examination of epidermal roles in growth control, and the
physical properties of the scar tissues which form at wound sites also com-
plicate interpretation. However, laser ablation studies in meristems of tomato
have suggested a role of the meristematic L1 layer in controlling meristem
growth. For example, ablating the meristematic L1 layer causes a dramatic
change in the behaviour of underlying (L2) cells which cease to divide anti-
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clinally and commence periclinal divisions, suggesting that the presence of
the L1 cell layer restricts division planes in underlying cell layers (Reinhardt
et al. 2003a). This observation is interesting in light of the models proposed
by Wegner, although the assumption that epidermal cells all have develop-
mentally similar properties becomes important when interpreting this type
of study. Differences between concentric zones of the meristem might also
be relevant. In the centre of the angiosperm meristem (central zone) a group
of self-maintaining, slowly dividing stem cells produce progeny which en-
ter a more rapidly proliferating peripheral zone, prior to being incorporated
into organ primordia or stem tissues (Grandjean et al. 2004; Carraro et al.
2006). The molecular mechanism underlying the maintenance of the stem cell
population in the central zone is relatively well characterised and hinges on
expression of a putative peptide ligand (CLAVATA3) in the central zone tu-
nica cells in response to the activity of the transcription factor WUSCHEL in
the lower corpus. Perception of CLV3 is thought to negatively regulate WUS
expression via the Receptor-Like Kinase CLV1 and associated factors, restrict-
ing the size of the central zone (reviewed in Doerner 2003; Williams and
Fletcher 2005). Bearing this in mind, the question then arises whether the
phenotype caused by ablating the L1 of the CZ is specifically due to removal
of the epidermal layer, or to loss of CLV3 expressing cells which could cause
a developmental reprogramming of underlying cells. Interestingly, changes
in the orientation of cell divisions from anticlinal to periclinal in underlying
cell layers of root meristems upon chemical ablation of the root epidermis
have also been noted (Baroux et al. 2001), suggesting that one of the intrin-
sic properties of the L1 is indeed to restrict cell division planes in underlying
cell layers. Additionally, loss of L1 cells either through ablation or in mutants
with decreased epidermal specification leads to premature differentiation of
meristem tissue, thus, although CLV3 signalling from the tunica acts to re-
press the size of the stem cell population, the presence of the L1 appears to be
intrinsically necessary for the very existence of stem cells (Baroux et al. 2001;
Abe et al. 2003; Johnson et al. 2005).

In addition to its role in meristem activity, the L1 appears to be neces-
sary for the inception of organ primordia at the shoot apex. Thus, physical
removal of the L1 layer causes an immediate cessation in organ initiation at
the site of removal, even though underlying cells are still able to divide and
expand normally (Reinhardt et al. 2003a). Reinhard et al. argue that this is
unlikely to be due to an immediate loss of meristem identity as meristematic
markers are lost only slowly from “skinned” meristems. One possible expla-
nation is that removing the epidermis perturbs auxin transport. Polar auxin
transport, which is now widely accepted to cause localised increases in auxin
activity that promote organ formation, appears to be largely restricted to the
L1 cell layer in the shoot meristem (discussed below). Another possible ex-
planation, is that the L1 cell layer is key in the perception of signals required
for organ initiation (again, possibly auxin, but equally possibly other signals).
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The role of the L1-specific WOX proteins in recruiting subsets of meristematic
cells to organ primordia (again discussed below) may support this view.

3.5
The Epidermis as a Physical Constraint to Organ Growth

In the models proposed by Jens Wegner, the plane of epidermal division is
regulated by the force exerted upon it by the proliferation of underlying cells.
In this model it is tempting to envisage the epidermis as a type of “bag” which
is stretched over underlying cells and exerts an inward pressure on them,
thus restricting their growth. The switch from anticlinal to periclinal cell di-
visions observed in the meristematic L2 after L1 removal in the experiments
of Reinhardt et al. appears to support this view. Interestingly, similar regular
periclinal divisions are induced when pressure is applied to Coleus internodes
and removed one day later (Lintilhac 1981), and in underlying parenchyma
when epidermal cells are excised from epicotyl in Citrus (Bruck 1985b). This
could be interpreted, then, as a universal reaction to release of pressure, but
it could equally well reflect a universal response to wounding, and the two
possibilities are very difficult to separate.

Another observation which supports a restrictive role for the epidermis in
organ growth is that, at least at the early seedling stage, mutants where epi-
dermal integrity is compromised often appear bigger, and grow faster than
wild-type plants in tissue culture conditions where humidity is very high (In-
gram, unpublished results). Whether this apparent increased growth is due
to increased cell division, or simply to abnormal cell expansion has not been
accurately ascertained.

3.6
Mutants in Interpreting the Role of the Epidermis

In theory mutants affecting the development of specific tissue types within
plant organs should provide a useful source of information regarding the rela-
tive contributions of different tissues to final leaf shape. In this scenario it is
a cell-type rather than a cell lineage which is affected and thus, although some
accommodation may take place between cell layers, incursions from different
cell lineages should have no effect on the conclusions. A good example is the
Arabidopsis reticulata mutant which shows a strong reduction in mesophyll
cell density, apparently due to a defect in mesophyll cell proliferation during
development (Gonzalez-Bayon et al. 2006). The paucity of mesophyll cells in
the lamina gives mutant leaves a pale aspect, with veins showing up as darker
lines. The mutant epidermal cell-layer appears phenotypically wild-type and,
moreover, the overall form of the lamina is comparable to that in wild-type
plants although slightly reduced in size. The ability of this mutant to produce
a normal lamina despite its lack of mesophyll cells does provide an intriguing
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indication that the leaf epidermis could be the primary determinant of leaf
shape, although, since the exact role of the RETICULATA protein is unclear,
it is perhaps unwise to draw too many conclusions from this mutant. Addi-
tionally, the role of L3-derived vascular tissue in regulating leaf shape should
not be underestimated.

Theoretically mutants which are thought to be directly compromised in
specification of L1 identity might provide a more direct source of information
regarding the role of the L1 in growth control. The HDZipIV-class home-
odomain proteins ATML1 and PDF2 are expressed in the L1 in Arabidopsis
meristems and organ primordia during shoot development (Lu et al. 1996;
Sessions et al. 1999; Abe et al. 2003). They act redundantly to specify epider-
mal identity in shoot organs and maintain the meristematic L1 cell layer (Abe
et al. 2003). They are thought to act by binding elements called L1 boxes in
the promoters of targets, which include their own genes and genes involved
in cuticle biosynthesis and epidermal differentiation such as FIDDLEHEAD
(Abe et al. 2001). Double atml1 pdf mutants show characteristic defects which
start during embryogenesis with abnormal cell division patterns in the api-
cal part of the embryo including the meristem L1 layer and epidermis of
the cotyledon primordia. Cotyledons frequently fail to form properly and are
commonly fused. Although one or two leaf-like organs can form they are
small, misshapen and usually consume the poorly maintained shoot apical
meristem. If the meristem is not consumed it differentiates as vacuolarised
cells. The surfaces of shoot organs are covered with cells which resemble mes-
ophyll, with the exception of occasional stomatal clusters, which indicate that
double mutants do retain some epidermal identity (Abe et al. 2003; Ingram,
unpublished data). This may be provided by another related protein from
the same family (Nakamura et al. 2006; Ingram, unpublished data). The in-
ability to form morphologically normal organs when epidermal identity is
compromised is an important indication of the role of the epidermis in organ
growth and morphogenesis, and correlates with the observations obtained
from ablation studies discussed above. However, the extreme nature of the
organ phenotypes shown by these mutants, and the accompanying meristem
degeneration, preclude their use in quantitative studies.

The fact that the defects observed in atml1/pdf2 double mutants do
not affect early embryogenesis suggests three things. (1) Either epider-
mal/protodermal identity is not entirely lost in these mutants, and enough is
left to permit normal protoderm specification during early embryogenesis or
(2) ATML1, PDF2 and related genes are required for epidermal differentia-
tion in late embryogenesis and post germination, but not for the specification
of protoderm identity during early embryogenesis. (3) That conclusions from
chemical ablation studies suggesting that specification of the protoderm is
necessary for early embryogenesis to proceed normally are wrong. Ongoing
studies will distinguish between the three possibilities, although the phe-
notypes associated with reduced function of the Arabidopsis AtDEK1 gene
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provides a tantalising indication that the first explanation could be correct.
AtDEK1 is a likely membrane-bound cysteine protease that was first isolated
by homology to the maize DEFECTIVE KERNEL1 (DEK1) gene (Lid et al.
2002, 2005; Johnson et al. 2005). Strong mutants in DEK1 in maize show de-
fects in the specification of aleurone cell identity in the endosperm, and early
embryo arrest. Weaker alleles show defects in leaf development, including
aberrant specification of specific epidermal cell-types (Becraft et al. 2002).
Null mutants in ADEK1 show early embryonic arrest and defects in the pat-
terning of endosperm cell divisions in Arabidopsis. Null mutant embryos
show aberrant cell division patterns and, notably, do not form a morpholog-
ically distinct protodermal cell layer (Johnson et al. 2005; Lid et al. 2005) and
do not express epidermal markers, including ATML1 (Johnson et al. 2005).
The extreme nature of the null mutant phenotype, and the unrestricted ex-
pression pattern of ADEK1 make it difficult to conclude whether the role
of ADEK1 in young embryos is restricted to the protoderm. However, RNAi
knockdown of ADEK1 in all cell-layers during late embryogenesis leads to the
differentiation of mesophyll in the place of epidermal cells on the cotyledons,
and a loss of meristematic activity in the SAM; phenotypes that are strongly
reminiscent of those shown by atml1/pdf2 double mutants. This indicates that
at least one of the roles of ADEK1 is the maintenance of epidermal identity in
embryonic cells (Johnson et al. 2005). In plants with reduced ADEK1 expres-
sion due to RNAi, cotyledons appear narrower than in the wild-type, possibly
due to aberrant lateral expansion of the lamina, and the SAM is usually lost
so that no post-embryonic organs are produced.

3.7
Genetic Manipulation of the Growth Properties of the L1 Cell Layer

The identification of L1-expressed genes, and the subsequent characterisation
of their promoters, coupled to the identification of key growth regulators in
plants, has recently smoothed the way for a new generation of experiments
aimed at understanding the contribution of the L1 to plant growth. Two in-
dependent studies have used expression of cognate growth regulators under
the ATML1 promoter to analyse how manipulating growth specifically in the
L1 of the SAM and young leaf primordia affects organ development.

In the first study two cyclin-dependent kinase inhibitors, KRP1/ICK1 and
KRP4, were expressed in the L1, leading to a decrease in L1 proliferation.
The resulting epidermal cells demonstrated a compensatory increase in size,
but overall plant and organ size were none-the-less decreased. Surprisingly
however, cell numbers in the underlying mesophyll did not differ signifi-
cantly from those in wild-type leaves leading the authors to conclude that the
control of proliferation in mesophyll and epidermal cell layers are regulated
by autonomous programmes during development (Bemis and Torii 2007).
This conclusion is in agreement with those reached during the study of the
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reticulata mutant (Sect. 3.6) (Gonzalez-Bayon et al. 2006). However, during
wild-type development, cessation of cell division in the epidermis occurs later
than that in underlying tissues (Sect. 3.3). Moreover, no effect on the SAM
was observed in this study, suggesting that the transgenic KRP activity may
be context dependent. It is thus possible that the KRP-induced block in cell
division in this study could function predominantly at stages in primordium
development when mesophyll proliferation is more advanced than that of the
epidermis, leading, in part, to the observed imbalance in cell-numbers in the
mature leaves.

The second study used a similar strategy to reintroduce perception of the
growth-promoting molecule brassinosteroid (br) specifically in the L1 layer
of dwarf brassinosteroid insensitive mutants. This was sufficient to rescue
normal organ growth, despite the fact that br perception appeared to occur
largely cell autonomously. Moreover, depletion of br in the L1 was sufficient to
cause dwarfing. It was concluded, in line with several clonal studies discussed
previously, that a non-cell-autonomous signal from the epidermis controls
the growth of underlying cells allowing the epidermis to both drive and re-
strict the growth of shoots (Savaldi-Goldstein et al. 2007).

When considering the apparently contradictory conclusions drawn from
these studies, it should be borne in mind that the control of growth medi-
ated by br acts predominantly (although not exclusively) at the level of cell
expansion, whereas KRPs exert a direct control of cell proliferation. This not
only serves to make the two sets of observations difficult to compare directly,
but also underlines the potential complexity, as well as the utility, of analysing
growth control using such approaches.

3.8
L1-Expressed WOX-Class Homeobox Genes and Recruitment of Cells into Organs

Another class of mutants which may have some bearing on the genetic reg-
ulation of cell division planes in the L1 cell layer of meristems and organ
primordia is that composed of the pressed flower (prs) and pretty few seeds2
(pfs2) mutants of Arabidopsis (Matsumoto and Okada 2001; Park et al. 2005)
and the double narrow sheath1 (ns1)/narrow sheath2 (ns2) mutant of maize
(Scanlon et al. 1996; Scanlon 2000). These mutants all affect the recruitment
of cells into developing organs, and the cells affected are principally (but pos-
sibly not exclusively) epidermal. Mutants in PRS affect recruitment of cells
into the lateral sepals during early flower primordium development, and later
recruitment into the margins of the remaining adaxial and abaxial sepals
(Matsumoto and Okada 2001). Additionally, prs mutants fail to recruit most
of the cells which would form the stipules and other minor basal structures
of the wild-type leaf (Nardmann et al. 2004). The ns1/ns2 mutant of maize,
shows an analogous deletion of lateral regions of the basal leaf domain, lead-
ing to a marked reduction in the width of the leaf sheath. PRS, NS1 and NS2 all
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encode proteins of the WUSCHEL-related homeobox (WOX) class (Haecker
et al. 2004) and are expressed in restricted region of the L1 in meristems
where cells are to be recruited to the lateral domains of flower or organ pri-
mordia, and in the marginal domains of young organ primordia (Nardmann
et al. 2004). Ectopic expression of PRS leads to the ectopic outgrowth of epi-
dermal bilayers on organ surfaces (Matsumoto and Okada 2001).

PFS, another WOX protein, may play a similar role to that of NS1/2 and
PRS, but in recruiting L1 cells from the ovule chalaza into incipient integu-
ment primordia, a role that it appears to share with WUSCHEL itself (Mat-
sumoto and Okada 2001; Gross-Hardt et al. 2002). WUS expression, like that
of NS1/2, is largely restricted to the L1 cell layer of the developing ovule pri-
mordium prior to integument initiation (J. Goodrich, unpublished results).
Local ectopic expression of WUS in the zone of integument initiation under
the control of the AINTEGUMENTA (ANT) promoter is reported to lead to the
initiation of ectopic integuments, an effect reminiscent of that following the
ectopic expression of PRS (Gross-Hardt et al. 2002).

Interestingly, clonal analysis of ns mutants indicated that NS function was
required not in the L1, where NS1 and NS2 are expressed, but in a small
population of underlying L2 cells. NS function was also found to be non-cell
autonomous within the NS domain (that is deleted in ns mutants) (Scanlon
2000). It seems possible then, that the functions of WOX genes in allowing
L1 cells to enter organ primordia may be complex and involve interactions
between L1 and underlying cells. One possible explanation is that WOX func-
tion is somehow required either to block production or perception of an
L2 derived signal, which normally prevents L1 cells from proliferating in-
dependently of L2 growth. This interpretation is consistent with the effects
of ectopically expressing PRS and WUS. How this function interacts with
that of other genes involved in organ initiation, such as ANT, remains to be
clarified.

3.9
The Epidermal Monolayer as an Information Superhighway

One of the major stumbling blocks when analysing the contribution of the
epidermis to plant growth is undoubtedly the fact that, at least in Arabidop-
sis, much of the extra-vascular movement of auxin to the shoot meristem and
to the margins of young organ primordia (termed acropetal transport for the
purpose of this review) is restricted to the L1 cell layer. Acropetal Polar Auxin
transport (PAT) in L1 cells is absolutely required for phyllotaxis and the ini-
tiation and outgrowth of defined organ primordia, as well as the subsequent
patterning and development of vascular strands within organs (mediated by
basipetal PAT in internal cells) (Scarpella et al. 2006) (reviewed in Tanaka
et al. 2006). At least two of the key proteins required for auxin transport in
the apical meristem, the PIN1 efflux carrier and the AUX1 influx carrier, are
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primarily localized in the L1 cell layer in the shoot meristem and leaf primor-
dia (Reinhardt et al. 2003b). Thus, disrupting L1 integrity should disrupt both
organ initiation and vascular development. Indeed defects in these processes
are observed in some L1 identity mutants (above), although it is difficult to
decide with certainty the causes of such phenotypes when meristem mainte-
nance and leaf morphology are also compromised.

Relatively little work has been carried out to assess why acropetal PAT
is localized to the shoot L1. This type of study is non-trivial given the fact
that auxin and PAT themselves control expression of auxin transporters (re-
viewed in Tanaka et al. 2006). However, one obvious possibility is that the
genes encoding the proteins responsible for PAT such as AUX1, PIN1 and
the MDR/PGP subfamily of ABC transporters are predisposed to L1 expres-
sion due to the presence of tissue specific elements in their promoters. No
elements (such as L1-boxes) which confer L1-specific expression in shoots are
obvious in the promoters of these genes (GI unpublished data). Moreover,
during the establishment of PAT during embryogenesis, expression of trans-
porters such as PIN1 is not restricted to L1 cells until well after protodermal
identity has been established (Friml et al. 2003). In addition, the same trans-
porters required for acropetal PAT in the L1 are also required internally for
basipetal PAT in the developing vasculature. However, auxin-mediated tran-
scriptional regulation, at least of PIN protein expression appears to occur
via an AUX/IAA dependent pathway. Because of the potentially auxin inde-
pendent, or at least tissue/organ specific expression of components of this
pathway (for example AUXIN RESPONSE FACTOR transcription factors) this
may add a layer of cell-type or tissue-type specificity to the process (Vieten
et al. 2005).

Another explanation of the L1-localization of acropetal PAT is that the in-
trinsic physical properties of the L1-layer somehow favour PAT in the L1 over
PAT in underlying cells. As PAT positively regulates the expression of at least
some the transporters responsible, this would lead to an effective restriction
of auxin movement to the L1-cell layer without the need to invoke tissue spe-
cific expression. The epidermis is organized as a planar monolayer composed
of cells with a precisely defined apical-basal polarity with respect to the plant
surface, and tight lateral cell–cell junctions without nascent air spaces. This
may play an important role in facilitating the efficient movement of auxin
and subsequent up-regulation of transporter expression. The cell walls be-
tween neighbouring L1 cells may even have properties which facilitate the
efficient apoplastic movement of auxin. The plant surface could also serve
to effectively corral auxin in the epidermal layer giving rise to higher auxin
concentrations, and thus PAT in epidermal cells. However, testing whether
such factors are important is again technically difficult. Interestingly, expres-
sion of a maize homologue of the Arabidopsis auxin efflux carrier PIN1 is
down regulated in maize crinkly4 mutants (see below), where L1 identity and
organization appear to be compromised at the shoot apex (Kessler et al. 2006).
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4
Specifying and Maintaining a Functional Epidermal Cell Layer

The signals underlying epidermal specification during embryogenesis and
the maintenance of L1 identity in meristems and organ primordia are largely
unknown. This lack of information is probably attributable to two factors.
Firstly, abnormal epidermal specification leads to the production of sub-
viable embryos, making the isolation and characterisation of mutants diffi-
cult. Secondly, there may be a high level of genetic and functional redun-
dancy between some of the factors involved in these critical developmental
processes. Despite these problems some indications regarding the types of
signalling molecules which could be involved, and how they may be perceived
have emerged from recent research.

4.1
Signalling and Positional Information in Protodermal Specification

The nature of the developmental signals required for early embryo patterning
have long been a source of speculation to plant scientists. When considering
protodermal specification, it is first interesting to ask when cells first acquire
protodermal characteristics. There is a certain amount of evidence to suggest
that protodermal identity is a default during the development of the embryo-
proper and that in at least some species cells have protodermal identity well
before a defined dermatogen/protoderm is set aside by restrictions in cell
division planes. Bruck and Walker, in their study of embryogenesis in Cit-
rus jambhiri, conclude that even at the very early globular stage, (well before
protoderm demarcation) a cuticle has been secreted on the outside of the de-
veloping embryo (Bruck 1985a). Cuticle secretion is considered to be a strictly
epidermal function, and this suggests that cells at the surface possess epider-
mal characteristics which are then presumably lost from the more internal
progeny of a periclinal division. Interestingly, this hypothesis is borne out at
the gene expression level in Arabidopsis. At least two protodermal markers
(ATML1 and ACR4) are expressed in all cells of the embryo proper at the eight
cell stage (when all eight cells are in contact with the periphery), and their ex-
pression is then lost in “internal” cells subsequent to the periclinal divisions
which give rise to the dermatogen embryo (Lu et al. 1996; Gifford et al. 2003).
It is fair then, to suggest that the signals required for protoderm development
are present from very early on in embryogenesis.

The “loss” of protodermal characteristics in embryonic cells which loose
contact with the periphery, is very reminiscent of the process of aleurone
proliferation where most starch endosperm (internal) cells are derived by
periclinal divisions from cells on the endosperm periphery, which will even-
tually differentiate as aleurone. These similarities are backed up by gene
expression patterns which are common to the two tissues. For example some
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of the Outside Cell Layer (OCL) genes from maize, which are homologous to
the HDZipIV class of transcription factors to which ATML1 and PDF2 belong,
are expressed in both the developing embryonic protoderm and the incipient
aleurone layer during caryopsis development (Ingram et al. 2000). Although
the precise function of these genes in maize has not yet been ascertained, they
do appear to play a role in the growth of the developing caryopsis (Khaled
et al. 2005), and, extrapolating from the role of their Arabidopsis homologues
in protoderm development it is possible that aleurone development is also
specified by these genes. The agronomic importance of the cereal endosperm,
coupled to the characterisation of a wide range of easily visualised aleurone
specific pigment markers, has meant that many loci involved in the speci-
fication of the aleurone layer have been extensively characterised by maize
geneticists over the past decades. Several of these genes appear to play parallel
roles in the specification of embryonic protoderm, including DEK1, which is
required for aleurone specification and normal embryogenesis in maize (Be-
craft et al. 2002). As mentioned previously, the Arabidopsis DEK1 orthologue
AtDEK1 also appears to be necessary for embryonic protoderm specification
and endosperm development (Johnson et al. 2005; Lid et al. 2005). DEK1 en-
codes putative membrane localised calpain protease, suggesting that it acts by
cleaving other protein molecules (Lid et al. 2002). However, to date, no con-
firmed targets of this cleavage activity have been identified. Additionally, the
non cell-layer specific expression pattern and severe phenotypes associated
with DEK1 and orthologues in Arabidopsis and tobacco (Ahn et al. 2004), has
led to the suggestion that it may play a general role in plant cell differentia-
tion rather than a specific role in endosperm development. The maize Extra
cell layers (Xcl) mutant, previously discussed for its defects in the regulation
of epidermal cell division planes in leaves, also shows an analogous increase
in aleurone cell layer number (Kessler et al. 2002). Similarly the disorganised
aleurone layer 1 and 2 mutants of maize both show disorganised epidermal
cell arrangement in rescued homozygous plants (Lid et al. 2004). Finally, the
maize supernumerary aleurone layer 1 mutant also affects embryo develop-
ment, although in this case the embryonic defects have not been characterised
in depth (Shen et al. 2003).

Another maize gene, CRINKLY4 (CR4), has also been implicated both in
aleurone cell fate specification and the development of the embryo, with weak
alleles showing defects in leaf epidermal fate (Becraft et al. 1996, 2001). CR4
encodes an RLK and again Arabidopsis homologues, including the suspected
orthologue ACR4, have been identified (Tanaka et al. 2002; Gifford et al. 2003;
Watanabe et al. 2004; Cao et al. 2005). Unlike CR4, ACR4 expression is re-
stricted to the L1 cells layer of the embryo and all shoot meristems and organ
primordia. The null acr4 mutant phenotype and the sub cellular localisation
of ACR4 protein are consistent with a role in signalling between L1 cells dur-
ing development, and/or between L1 cells and surrounding tissue (Gifford
et al. 2003; Watanabe et al. 2004). The acr4 mutant phenotype is restricted to
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ovule integuments and sepal margins, with slight defects in leaf surface for-
mation reported. Although no ligands for CR4 or ACR4 have been identified,
it has been postulated that the ABNORMAL LEAF SHAPE1 (ALE1) encoding
a subtilisin-like serine protease is involved in generating an ACR4 ligand from
a peptide precursor, due to the genetic interaction between acr4 and ale1 mu-
tant alleles (Watanabe et al. 2004). If they are not protected from desiccation,
mutants in ALE1 die after germination due to aberrant cuticle formation on
the seedling cotyledons and early leaves. ALE1 is expressed in the Embryo-
Surrounding Region (ESR) of the endosperm during embryogenesis, and may
also be expressed weakly in the very young embryo. Double mutants between
ALE1 and ACR4 show a dramatically exacerbated embryo/seedling pheno-
type. Recent results have shown that ACR4 may act with a second unrelated
RLK, ALE2, during the development of the embryonic epidermis (Tanaka
et al. 2007).

The analysis of ALE1 has fuelled the ongoing debate regarding whether
the correct specification and differentiation of the embryonic protoderm is
dependent on signals from the surrounding endosperm. Interestingly, a par-
allel debate exists regarding the role of maternal tissues in the differentiation
of the endosperm aleurone layer in cereals. As described previously, con-
siderable evidence that “outside” or “surface” position is critical both for
protoderm and for aleurone cell specification has been published. As a result
it is natural that the finger should be pointed at surrounding tissues (the ESR
for the protoderm, and the maternal nucellus for the aleurone) as a source
of developmental signals. Indeed studies in maize have shown that several
genes including small secreted peptides, including those encoding the se-
creted ESR-proteins (Opsahl-Ferstad et al. 1997; Bonello et al. 2000, 2002), are
expressed in the embryo surrounding region of maize. ESR proteins belong to
the CLE (CLV3/ESR) family of secreted peptides which includes CLV3 a puta-
tive ligand of the CLAVATA1 RLK (Cock and McCormick 2001; Sharma et al.
2003). Moreover, considerable evidence now exists that these peptides could
be cleaved as part of their activation, potentially by secreted proteases such as
that encoded by ALE1 (Ito et al. 2006; Kondo et al. 2006; Ni and Clark 2006).
However, debate still exists as to whether embryogenesis (either zygotic or so-
matic) can occur in plants in the absence of endosperm-like cells. In many
studies in vitro, embryogenesis appears to depend upon the presence of non-
embryogenic cells with some endosperm-like characteristics (Magnard et al.
2000, and references therein). However, it is difficult to distinguish between
the requirements for initiation of embryogenesis, and those for cell-fate speci-
fication in many of these systems. A recent publication addressed the question
of whether aleurone specification can occur in the absence of maternal nucel-
lus tissue, and concluded that it could, although sucrose concentrations used
in the culture systems were abnormally high (Gruis et al. 2006). Interestingly,
recent research in Arabidopsis has shown the probable presence of specific
sucrose transporters in both the ESR (Baud et al. 2005), and the maternal en-
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dothelium (the inner-most maternal cell layer which directly juxtaposes the
developing aleurone) (Lauterbach 2007).

If positional signals are not derived from the tissue surrounding the de-
veloping protoderm and aleurone, then two further possibilities exist. The
first is that a signal present and immobilized within the zygote, egg or cen-
tral cell, possibly in the cell wall or membrane, is perceived by cells at the
embryo/endosperm periphery. Such signals are known to play roles in the de-
velopment of algae, such as Fucus (Kropf et al. 1988; Quatrano et al. 1991;
Shaw and Quatrano 1996). The second possibility is that embryo and/or en-
dosperm cells have a mechanism for sensing the presence of their neighbours,
and those cells which sense that they lack neighbours on one face, respond
by expressing protoderm/aleurone specific genes. For the moment neither of
these possibilities can be either proven or disproved.

4.2
Maintaining L1 Identity in Meristems and Organ Primordia

It seems likely that the molecular mechanisms involved in specification of
protoderm cell fate during early embryogenesis may be closely related to
those involved in maintaining that fate later in embryogenesis and during
post germination growth. The maintenance of epidermal identity via an ac-
tive signalling pathway is crucial to the maintenance of an organised epider-
mal monolayer, which in turn is of fundamental importance to proper plant
function, especially in leaves. It is probably almost as physiologically import-
ant to prevent cells which leave the L1 layer via periclinal division during
organ development from maintaining their epidermal fate, as it is to ensure
that the cells on the outside of the plant maintain theirs.

Two possible mechanisms can again be envisaged for the maintenance of
epidermal cell fate. The first is a constant perception of “outside” (the envi-
ronment, or a lack of neighbours) which permits only externally situated cells
to develop with L1 fate. The second is constant “lateral” signalling between
epidermal cells, so that if cells leave the monolayer they lose their epidermal
fate. Compelling evidence that a variation on the latter rather than the former
mechanism may be the case comes from the observation that after removal of
the epidermal cell layer, cells at the wound site never re-assume an epidermal
fate, although they can redifferentiate as parenchyma tissues. Thus, it would
seem that the positional information required for epidermal differentiation is
irretrievably lost. This type of observation led Bruck and Walker to describe
“epidermal differentiation as a one-time event” during their studies of Citrus
jambhiri (Bruck 1985b). What form this lateral signalling takes is still an open
question. One intriguing possibility is that signals deposited in the external
cell wall or cuticle (which is present in a rudimentary form even in meris-
tems) are responsible for part of this signalling, echoing possible mechanisms
of cell-fate specification in the developing embryo.
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The phenotypes of weak alleles of CR4 and DEK1 in maize, and the acr4
and ADEK1 RNAi phenotypes in Arabidopsis all indicate that both classes of
protein are likely to be involved in interpretation of the positional signals re-
quired for maintaining epidermal identity and organisation. Ongoing studies
of these proteins should thus allow the isolation of other potential signalling
components in the pathways involved both in L1 maintenance and protoder-
mal specification during embryogenesis.

4.3
Co-ordination of L1 Growth with that of Underlying Cells

Several pieces of evidence have been presented herein to support the view
that the plant epidermal cell layer may play an important role in regulating
plant growth and morphology. However, it is very likely that mechanisms also
exist to tailor the growth of the epidermal cell layer to that of underlying cells.
The observations made regarding the potential roles of WOX proteins in or-
gan initiation, and particularly the fact that their over expression can lead to
ectopic growth of the epidermis, are important indicators to the existence of
such mechanisms.

The molecular basis for the co-ordination of plant epidermal growth with
that of underlying tissues may, as previously proposed, involve the movement
of developmentally important transcriptional or cell-cycle regulators between
cell-layers. A good example of this involves the well-documented movement
of the transcription factor KNOTTED1 (KN1) from the L2 (where it is ex-
pressed) to the L1 cell layer of the maize shoot apical meristem. Studies of
the regulation of the movement of KN1 in maize, and that of related proteins
in Arabidopsis, suggest that it is mediated by sequences within the proteins
and may be necessary for endogenous protein function (Lucas et al. 1995; Kim
et al. 2003).

In addition to the movement of proteins through plasmodesmata, it is also
possible that the growth of cell layers may be co-ordinated by apoplastic sig-
nalling. This possibility is supported by the observation that three Leucine
Rich Repeat RLKs, ERECTA (ER), ERECTA-LIKE1 (ERL1) and ERL2 act syn-
ergistically to control organ growth in Arabidopsis (Shpak et al. 2003, 2004).
Triple mutants between the three genes are severely dwarfed and show pat-
terning defects in floral organs. Shpak and colleagues propose that ER, ERL1
and ERL2 are responsible in part for linking cell proliferation to the growth
and morphogenesis of organs. This is an interesting hypothesis especially
in light of recent work from the same group showing that in the epider-
mis, the synergistic activity of these three proteins is apparently modified by
the superposition of epidermis-specific apoplastic signalling, involving the
TOO MANY MOUTHS receptor-like protein, involved in deciding the devel-
opmental fate of cells in the stomatal lineage (Shpak et al. 2005). This is an
interesting example of how a proliferative vs. differentiation decision can in-
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volve local modifications of globally expressed signalling pathways and may
provide a paradigm for another mechanism by which proliferation in differ-
ent tissues/cell layers could be co-ordinated.

In conclusion, the plant epidermis, in addition to its obvious and criti-
cally important physiological roles, also appears to play an important role in
controlling the growth and morphogenesis of shoot organs. Because loss of
epidermal identity or integrity is usually fatal, investigating this role presents
serious technical challenges. However, as our knowledge of the types of
molecules potentially involved both in epidermal specification/organisation,
and in the regulation of plant growth increases, so does the number of tools
available to investigate how these developmental processes interact.
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Abstract Plants are versatile organisms that, in order to compensate for their sessile life
style, employ significant developmental plasticity to respond to environmental changes.
To support this flexibility, plants have developed a plethora of signaling pathways that, in
comparison to other organisms, involve a relatively large number of molecular switches,
e.g. the protein kinases and phosphoprotein phosphatases. The plant hormone auxin
plays a central role in these adaptation processes, and its action is not only determined
by the perception and signal transduction of this signaling molecule, but also by its polar
transport-mediated differential distribution. Herein we will review the role of the main
signaling components in auxin-dependent plant development. Interestingly, auxin sig-
naling is very unusual, as it does not involve a canonical signaling pathway comprising
a receptor and a downstream kinase cascade. Instead, auxin employs the TIR1/AFB F-box
proteins as receptors to initiate targeted proteolysis of Aux/IAA repressors leading to an
increase in auxin-responsive gene expression. However, protein kinases play a crucial role
in regulating and directing differential auxin distribution. Of particular interest is a group
of serine/threonine kinases belonging to the plant specific AGCVIII subfamily. Of this
group, the PINOID kinase has been shown to direct polar auxin transport by controlling
the basal-to-apical deployment of the PIN auxin efflux carriers, a process that is reversible
by PP2A phosphatases.

1
Introduction

Land plants are sessile organisms, and as a consequence they have acquired
a flexible developmental program that allows them to adapt to sudden changes
in their environment. One of the well-studied examples of plant developmen-
tal plasticity is the growth of seedling shoots towards the light. Already by
the end of the 19th century, Darwin’s observations on the bending of canary
grass coleoptiles to unidirectional light led him to conclude that some matter
in the upper part of the coleoptile is acted on by light, and then transmits its
effects to the lower part of this tissue (Darwin and Darwin 1881). Around 1930,
this matter was identified as indole-3-acetic acid (IAA) and named after the
Greek word “auxein” meaning “to grow” (Went 1926; Kogl and Haagen-Smit
1931). Detailed observations by Went and Cholodny on the auxin-mediated
orientation of plant growth to unidirectional light (phototropism) or gravity
(gravitropism) led to the Cholodny and Went hypothesis (Went 1926; Cholodny
1927; Went F. and Thimann 1937). This model states that tropic growth is the
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result of predominant distribution of auxin to the dark or lower side upon
light or gravity stimulation, and that, due to differences in sensitivity to auxin,
these elevated auxin concentrations enhance cell elongation in the shoot, and
inhibit cell growth in the root, ultimately leading to bending of the organ. In
support of this hypothesis, more recent experiments demonstrated asymmet-
ric auxin distribution leading to expression of auxin responsive genes in light
and gravity-induced shoots (Li et al. 1991; Friml et al. 2002; Esmon et al. 2006)
and roots (Larkin et al. 1996; Luschnig et al. 1998; Ottenschlager et al. 2003).

The tropic growth experiments clearly demonstrate that auxin action is
a result of the interplay between the local auxin concentration—which is de-
termined by biosynthesis, transport, and inactivation—and the sensitivity or
responsiveness of cells to this plant hormone. Currently, auxin is recognized
as a central regulator of plant development that not only controls elemen-
tary processes such as cell division and elongation, but also directs complex
developmental and patterning processes such as embryogenesis, vascular dif-
ferentiation, phyllotaxis and fruit development (Tanaka et al. 2006). Herein
we will analyze the signaling pathways that regulate auxin-dependent plant
development.

A canonical signaling pathway consists of a phosphorelay system of trans-
membrane receptor-activated protein kinases, enzymes that mediate re-
versible phosphorylation of substrate proteins thereby altering the activity,
stability and/or subcellular localization of these proteins. Protein kinases
control a great variety of cellular functions, and their catalytic domain is ex-
tremely conserved among different organisms. Database searches show that
in bacteria, in general, less than 10 genes encode protein kinases, whereas
130 have been identified in yeast, 251 in flies, 411 in worms, approximately
520 in humans and more than 1000 in Arabidopsis thaliana (Leonard et al.
1998; Manning et al. 2002; Champion et al. 2004; Milanesi et al. 2005) (PlantsP
Database: http://plantsp.sdsc.edu/). Considering that the complexity of the
cellular signaling in part reflects the extent to which an organism senses
and reacts to environmental changes, the greater number of kinases coded
by plants reflects their need for developmental plasticity and robust defense
mechanisms against pathogens and other stresses. As we will discuss below,
in spite of their abundance in plants, kinases unexpectedly do not play a cen-
tral, but rather an accessory role in auxin-signaling. In contrast, a particular
class of plant specific kinases appears to have an important role in regulating
the transport, thereby controlling local levels of auxin.

2
Auxin Signaling

Several processes are known to occur within a few minutes after auxin appli-
cation to plant tissues. These vary from rapid changes in enzymatic activities
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(Morre et al. 2003; Droog et al. 1995; Bilang and Sturm 1995) and gene expres-
sion (Theologis 1986; Guilfoyle 1986; Abel and Theologis 1996) to changes in
transporter activities, leading to acidification of the cell wall (Grebe 2005),
and a rapid increase in the membrane potential (Karcz and Burdach 2002) or
the cytosolic calcium levels (Gehring et al. 1990). For most of these primary
responses the signaling pathways are yet unknown, but in the last few years
the events leading to auxin responsive gene expression have been uncovered.

2.1
Auxin Responsive Gene Expression

Differential screens of cDNA libraries in the 1980s led to the identification of
the first auxin responsive genes (Theologis et al. 1985; Hagen and Guilfoyle
1985; Key et al. 1986; van der Zaal et al. 1987). Most of these genes are acti-
vated within minutes after auxin stimulation in a process independent of de
novo synthesis of proteins. Several auxin responsive elements (AuxREs) have
been identified in the promoters of these primary auxin response genes (Ul-
masov et al. 1997; Guilfoyle et al. 1998a; Guilfoyle et al. 1998b), and Auxin
Response Factors (ARFs) were shown to bind to these elements and to acti-
vate or to repress transcription (Ulmasov et al. 1999a).

ARFs in general contain three well-defined domains: a DNA binding do-
main (DBD) that binds AuxREs, a middle region domain, and a third domain
that was found to mediate homo- or heterodimerization. Whether an ARF is
an activator or repressor depends on the structure of its middle region do-
main. For example, ARFs with Q-rich middle regions activate transcription,
while ARFs with P/S/T-rich middle region repress transcription (Ulmasov
et al. 1997, 1999a).

Some of the primary auxin response genes were found to encode small
short-lived proteins, named Aux/IAA proteins, that resemble bacterial repres-
sors (Abel and Theologis 1996; Abel et al. 1994). Like ARFs, also Aux/IAA
proteins contain three distinct domains, of which domain I has been shown
to have transcription repression activity (Tiwari et al. 2004), domain II is in-
volved in Aux/IAA protein stability and may be a target for ubiquitination
(Ramos et al. 2001), and the third domain that allows Aux/IAA proteins to
homo- or heterodimerize with ARFs or other Aux/IAA proteins (Ulmasov
et al. 1999b). The interaction between Aux/IAAs and ARFs was shown to
result in repression of the ARF-stimulated gene expression (Ulmasov et al.
1997), and the repression of ARF action can only be released upon degrada-
tion of the Aux/IAAs (Fig. 1) (Weijers and Jürgens 2004).

Apart from being identified in screens for auxin responsive genes, the
Aux/IAA encoding genes have also been identified through gain-of-function
mutations that lead to auxin insensitivity. Most Aux/IAA proteins are ex-
tremely short lived, and all gain-of-function mutations in the Aux/IAA genes
result in a specific amino acid change in domain II that stabilizes the encoded
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protein, and thus represses auxin responses leading to auxin insensitivity
phenotypes (Liscum and Reed 2002).

Unfortunately, loss-of-function mutants in the Aux/IAA genes provide very
little information about the functions of the individual genes. All of the
mutant plant lines analyzed to date display no or only very subtle pheno-
types, suggesting that there is functional redundancy between Aux/IAAs.
By contrast, loss-of-function mutations have been very informative for the
ARF family of transcription factors. For example, based on mutant pheno-
types, ARF3/ETTIN has been associated with gynoecium development (Ses-
sions et al. 1997), ARF5/MONOPTEROS with early embryogenesis and vas-
cular development (Hardtke and Berleth 1998), ARF7/NON PHOTOTROPIC
HYPOCOTYL4 with differential growth responses in aerial tissues (Liscum
and Reed 2002; Liscum and Briggs 1995) and ARF8/FRUIT WITHOUT FER-
TILIZATION with fruit initiation (Goetz et al. 2006).

The Arabidopsis genome encodes 29 AUX/IAA proteins and 23 ARFs,
which can combine to translate the auxin signal into a gene expression re-
sponse. For example, it has been shown in yeast two-hybrid assays that spe-
cific combinations of ARFs and Aux/IAAs are preferred interaction partners
(Kim et al. 1997; Hardtke et al. 2004). The specificity of these interactions
seems essential to differentiate auxin responses in different cell types, and is
further supported by the observation that both ARFs and Aux/IAAs are at
best only partially interchangeable in each others expression domain (Weijers
and Jürgens 2004; Weijers et al. 2005a).

2.2
Auxin Perception Leads to SCF E3 Ligase-Mediated Degradation of Aux/IAA Proteins

The identification of Aux/IAAs as repressors of auxin responsive gene expres-
sion (Ulmasov et al. 1997) and the observation that they are very instable,
especially upon auxin stimulation (Abel et al. 1994; Gray et al. 2001), placed
the proteolysis machinery at a central position in auxin signaling. Moreover,
the isolation and characterization of several Arabidopsis auxin-resistant mu-
tants revealed that a ubiquitination-mediated degradation pathway is likely
to be involved. Ubiquitin is a regulatory protein that is first activated by
a ubiquitin-activating enzyme E1, which transfers the ubiquitin component to
a ubiquitin-conjugating enzyme, E2. E2 subsequently acts in concert with an
E3 ubiquitin-ligase, to link the ubiquitin to lysine residues in the target pro-
tein (Fig. 1). A final poly-ubiquitylation step is generally thought to label these
target proteins for degradation by the 26S proteasome (Moon et al. 2004).

Arabidopsis mutants revealed that the E3 ligase that participates in auxin
signaling is the SKP1/Cullin/F-box (SCF) complex comprising the Arabidop-
sis SKP1-like protein ASK1, CULLIN1 (CUL1), the F-Box protein Transport
Inhibitor Response 1 (TIR1), and the E2-interacting RING domain protein
RBX1 (SCFTIR1; Fig. 1) (Hellmann et al. 2003; Gray et al. 1999, 2002; Rueg-
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Fig. 1 Auxin signaling in Arabidopsis thaliana is regulated by proteolysis of Aux/IAA
proteins mediated by the SCFTIR1 E3 ubiquitin ligase. Aux/IAAs, which inhibit auxin
responsive gene expression (AuxRE: Auxin Responsive Element) through binding ARFs
(through their Protein–Protein Interaction Domain—PPID), are likely labelled for pro-
teolysis by ubiquitination. This process is mediated by the ubiquitin activating enzyme
E1, the ubiquitin conjugating enzyme E2 and the ubiquitin ligase E3. E1 transfers the
ubiquitin component to E2 that in turn binds to and acts in concert with E3 to ubiq-
uitinate the substrate protein. Once targets are ubiquitinated, they are degraded by the
26S proteasome. SCFTIR1, the E3 ligase complex that participates in auxin signaling, con-
sists of CULLIN1 (AtCUL1), the Arabidopsis SKP1 homolog ASK1, and the F-box protein
TIR1. Auxin binding to TIR1 enhances its interaction with the Aux/IAAs which leads to
enhanced degradation of these proteins. Regulatory subunits of SCFTIR1 include RCE1,
which modifies AtCUL1 by adding RUB1 that is previously activated by the AXR1-ECR1
sub-complex. The COP9 signalosome (CSN) removes RUB1 from AtCUL1, leading to
subsequent dissociation of the SCFTIR1 complex

ger et al. 1998). Aux/IAA proteins were shown to specifically interact with
the F-box protein TIR1 (Gray et al. 2001), and the recent finding that auxin-
binding to TIR1 enhances this interaction and thus leads to enhanced degra-
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dation of Aux/IAAs (Dharmasiri et al. 2003a) uncovered TIR1, together with
the closely related proteins AFB1, 2 and 3, as the long-sought auxin recep-
tors (Fig. 1) (Kepinski and Leyser 2005; Dharmasiri et al. 2005a,b). In view
of these findings, it is likely that auxin-promoted poly-ubiquitination by the
SCFTIR1 E3 ligase marks Aux/IAA proteins for degradation. Remarkably, how-
ever, auxin-induced poly-ubiquitination has not yet been demonstrated for
Aux/IAA proteins.

Several regulatory components of SCF E3 ligases have been identified.
For example, it has been found that the CUL1 subunit of the SCF complex
is modified by the addition of the ubiquitin-like protein RUB1/NEDD8 (del
Pozo and Estelle 1999). RUB1/NEDD8 is activated by the E1 complex AXR1-
ECR1, which catalyzes the transfer of RUB1 to the RUB conjugating enzyme
RCE1 that acts together with RBX1 in the RUB modification of CUL1 (Fig. 1)
(Gray et al. 2002; Dharmasiri et al. 2003b). Knock-out mutations in most
of these regulatory components lead to auxin-resistant phenotypes, and the
double mutant axr1/rce1 causes embryonic defects similar to mp, leading to
the hypothesis that RUB modification positively regulates SCF activity (Lin-
coln et al. 1990; Bostick et al. 2004; Larsen and Cancel 2004; Dharmasiri et al.
2003b). The RUB-conjugated state of the SCF complex is regulated by the
COP9 Signalosome (CSN), a protein complex that shares reasonable similar-
ity to the lid of the 26S proteasome (Fu et al. 2001). CSN action has been
demonstrated to be necessary for both auxin response and RUB1 removal
from CUL1 (Schwechheimer et al. 2001), which probably destabilizes the SCF
complex after its function so that new complexes can be formed (Fig. 1) (Cope
and Deshaies 2003; Schwechheimer 2004). The CSN is also known to inter-
act with other types of E3 ligases, such as the photomorphogenesis related
COP1, and to be required for the nuclear import of this RING finger pro-
tein (Chamovitz et al. 1996; von Arnim et al. 1997; Seo et al. 2003). COP1
and the CSN have been shown to promote degradation of HY5 (Osterlund
et al. 2000a,b), a transcription factor that positively regulates photomorpho-
genesis, explaining why loss-of-function mutations in both COP1 and the
CSN-subunit encoding genes cause constitutive photomorphogenesis (cop)
rather than auxin-related phenotypes (Schwechheimer and Deng 2000).

2.3
Receptors and Phosphorylation in Auxin Signaling

With the molecular basis of the central auxin signaling pathway largely un-
covered, it is intriguing to note that there is limited evidence for the involve-
ment of canonical pathways, comprising a membrane-bound receptor and
a protein kinase cascade, in auxin signaling. The most likely candidate for
a membrane-bound auxin receptor is still Auxin Binding Protein 1 (ABP1),
a protein that is retained in the ER and is only present in low levels at the
cell surface. Several lines of evidence indicate that plasma membrane surface-
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localized ABP1 is involved in signaling cascades leading to rapid, TIR1/AFB-
independent cell expansion and early electrophysiological auxin responses
(Fig. 2) (Napier et al. 2002).

Fig. 2 Hypothetical auxin signaling pathway involving ABP1 and the PDK1/PID pathway
regulating PAT. A hypothetical signal transduction pathway for auxin starts with its recep-
tion by apoplastic ABP1, which modifies its transmembrane ABP1-docking protein. The
latter could transduce the signal in two different ways: through a MAPK cascade or through
a hypothetical PDK1 pathway. In the first case, the ABP1-docking protein either activates
a G-protein or directly activates a MAPK cascade ultimately leading to the induction of
auxin response. In the second case, the ABP1-docking protein modifies PDK1, which starts
a signaling cascade passing through PID or other AGC VIII subfamily kinase and ending
in the regulation of auxin response. Alternatively, the ABP1-docking protein could, through
unidentified factors (dashed arrow), induce transport of PID to the plasma membrane re-
gion where PDK1 is anchored; once in this position, PID would be activated by PDK1 and
continue to transduce the signal. The acknowledged role of PID as regulator of PINs is
also shown: PID activity, which can be repressed by the PBP2-PBK complex, or regulated
in response to cytosolic calcium levels by PBP1 (upregulation) or TCH3 (downregula-
tion), results in PIN phosphorylation either in endosomes or at the plasma membrane,
in which case PINs are respectively induced for exocytosis or to remain at the PM at the
apical cellular pole. Other putative pathways are also shown: stress signals activate MAP-
KKK NPK1 signal transduction leading to repression of auxin response; phytochromes may
phosphorylate Aux/IAA proteins to regulate light and/or auxin induced gene expression
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The ultimate data supporting this hypothesis, however, remain to be ob-
tained, since the phosphorylation events occasionally reported to be involved in
auxin signaling have not been linked to ABP1. For example, Aux/IAA proteins
have been shown to be phosphorylated by phytochromes in vitro, suggesting
that light signaling acts on auxin responsive gene expression by influencing
the stability of Aux/IAA proteins (Colon-Carmona et al. 2000). Also the Mi-
togen Activated Protein Kinase (MAPK) cascade has been implicated in the
modulation of auxin response. Roots of Arabidopsis seedlings treated with
auxin showed an increase in MAPK activity and this activation was inhibited
in the auxin resistant axr4 mutant (Mockaitis and Howell 2000). However, it
has been recently shown that AXR4 is involved in the regulation of auxin im-
port by regulating the localization of the putative auxin influx carrier AUX1 at
the plasma membrane (Dharmasiri et al. 2006). Therefore, the lack of auxin-
induced MAPK activity in axr4 is likely to be the consequence of reduced auxin
uptake. This does not exclude, however, that the MAPK signaling pathway is
involved in the modulation of auxin response. In fact, it has been shown that
the MAP3K NPK1 activates stress responses and represses auxin-induced gene
expression (Kovtun et al. 1998). Finally, the serine/threonine kinase PINOID
(PID) has been proposed to be a regulator of auxin signaling (Christensen et al.
2000). Although more recent data have clearly related PID activity to the mod-
ulation of polar auxin transport (PAT) (Benjamins et al. 2001; Friml et al. 2004),
a role for this kinase in auxin signaling can not yet be excluded.

In conclusion, although not part of the central auxin signaling pathway,
phosphorylation events seem to modulate auxin responses, and to serve at least
to integrate other signals, such as light or stress, with auxin signaling (Fig. 2).

3
Signaling Directing Auxin Distribution

3.1
Directional Transport Generates Dynamic Gradients of Auxin

The observations by Darwin on tropisms (Darwin and Darwin 1881) and sub-
sequent experiments by plant biologists such as Went (Went and Thimann
1937) not only led to the identification of auxin, but also revealed direc-
tional transport of this hormone from source (biosynthesis) tissues to sites
of action. Transport measurements using radio-labeled auxin showed the ex-
istence of two types of auxin transport systems: fast and non-directional
transport through the phloem, and slow and directional cell-to-cell trans-
port that is referred to as polar auxin transport (PAT). The transport through
the phloem was first detected by Morris and Thomas (Morris and Thomas
1978) and occurs in both basi- and acropetal directions at approximately
5–20 cm/h (Nowacki and Bandurski 1980). Experiments performed by Baker
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(Baker 2000) indeed revealed significant presence of IAA in the phloem.
A connection between the fast transport of auxin and PAT was demonstrated
in experiments performed in pea, in which radio-labeled IAA initially present
in the phloem was detected in the polar transport system at a later time point
(Cambridge and Morris 1996).

In contrast to the phloem-mediated auxin transport, PAT is restricted to
free IAA, is unidirectional and occurs in a cell-to-cell manner. The velocity
is much slower, and has been estimated at approximately 5–20 mm/h. In di-
cotyledon plants, polar auxin transport is known to travel long-distance from
the shoot apex to the root via the vascular cambium and xylem parenchyma
and differentiating xylem vessels. On its way down, lateral transport of auxin
from the vascular cells to the outer cell layers is needed to stimulate shoot
elongation, inhibit lateral bud outgrowth and initiate lateral root primordia.
At the root tip, PAT is redirected upwards, proceeding basipetally through
the root epidermis towards the root elongation zone. Polar auxin transport
inhibitors, such as 1-N-naphphthlylphtalamic acid (NPA) have been used
to show that this cell-to-cell transport of auxin directs plant development
(Morris et al. 2004). Auxin induces cell division and cell expansion, and the
dynamic auxin gradients and maxima established by its polar transport not
only direct tropic growth responses, as described by the Cholodny and Went
hypothesis (Went 1926; Cholodny 1927; Went and Thimann 1937), but are
also instructive for embryo patterning (Friml et al. 2003; Weijers et al. 2005b),
root meristem maintenance (Sabatini et al. 1999) and the initiation and posi-
tioning of lateral root and aerial organ primordia (phyllotaxis) (Benkova et al.
2003; Reinhardt et al. 2003).

3.2
Efflux Carriers as Drivers of Polar Auxin Transport

The chemiosmotic hypothesis proposed for the mechanism of polar auxin
transport in the early 1970s indicates that polar cell-to-cell transport of auxin
involves both influx and efflux carriers and that the asymmetric subcellular
localization of the efflux carriers determines the direction of transport (Ru-
bery and Sheldrake 1974; Raven 1975). Candidates for these different trans-
port proteins were identified through characterization of different auxin-
related Arabidopsis mutants. The auxin-resistant mutant aux1 led to the iden-
tification of the AUX1/LAX family of permease-like membrane proteins as
likely auxin influx carriers (Bennett et al. 1996; Parry et al. 2001). Recently,
expression of AUX1 in the heterologous Xenopus oocyte system confirmed
its function as an auxin influx transporter (Yang et al. 2006). Moreover, char-
acterization of the Arabidopsis ethylene insensitive root 1/agravitropic root 1
(eir1-1/agr1) and pin formed 1 (pin1) mutants that mimic growth of wild-
type plants on auxin transport inhibitors led to the identification of the PIN
family of membrane proteins. PIN proteins have now been recognized as rate-
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limiting components of auxin efflux (Paponov et al. 2005; Petrasek et al. 2006).
Both AUX1 and PIN proteins show asymmetric sub-cellular distribution and,
in accordance with the chemiosmotic hypothesis, the polar localization of
PIN proteins correlates perfectly with and in fact was found to determine the
direction of auxin transport (Friml et al. 2003; Benkova et al. 2003; Paponov
et al. 2005; Wisniewska et al. 2006).

In addition, some plant homologs of the animal multi-drug resistance/
P-glycoprotein (MDR/PGP) ABC transporters have been identified as bind-
ing to the auxin transport inhibitor NPA, and these proteins were found to
transport auxin when expressed in heterologous host cells. Arabidopsis loss-
of-function mutants in the corresponding genes show reduced polar auxin
transport, suggesting a role for these ABC transporters in auxin transport.
At this moment, however, the exact role of the MDR/PGP-dependent auxin
transport pathway is still unclear, and MDR/PGP sub-cellular localization is
not as well correlated with the direction of auxin transport as that of the PIN
proteins (Geisler and Murphy 2006).

3.3
Regulators of Polar Auxin Transport

The role of PIN proteins as rate-limiting components directing polar auxin
transport is well described. However, not much is known about the determi-
nants and regulators of the polar localization of these membrane proteins.
In fact, very little is known about polarity establishment in plant cells, let
alone the polar localization of PIN proteins. Experiments by Geldner and
coworkers using the exocytotic vesicle trafficking inhibitor Brefeldin A and
cytoskeleton depolymerizing drugs indicated that, in interphase cells, PIN1
proteins cycle between the plasma membrane and endosome-like compart-
ments in an actin-dependent and microtubule-independent manner (Geldner
et al. 2001). This PIN recycling is likely to be important for both main-
taining and facilitating rapid changes in PIN polar localization. However, in
dividing cells, PIN deposition was found to occur at both sides of the cell
plate in a microtubule-dependent manner (Geldner et al. 2001; Boutte et al.
2006), indicating that polar localization of PIN proteins is established via
post-mitotic redistribution. Following their initial observations, Geldner and
coworkers identified the ADP-ribosylation factor–GDP/GTP exchange factor
(ARF-GEF) EMB30/GNOM as the Brefeldin A sensitive component in the
trafficking of PIN1 vesicles from endosomal compartments to the plasma
membrane (Geldner et al. 2003). In accordance with this role, emb30/gnom
loss-of-function mutants are defective in proper subcellular localization of
PIN1 and show developmental defects that resemble those caused by inhi-
bition of polar auxin transport (Steinmann et al. 1999; Geldner et al. 2004).
Although the activity of EMB30/GNOM and of other vesicle trafficking com-
ponents, such as the small GTP binding protein ADP-ribosylation factor 1
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(ARF 1) and the ARF-GTPase activating protein (ARF-GAP) SCF/VAN3, has
been correlated with polar auxin transport and PIN vesicle trafficking (Xu
and Scheres 2005; Sieburth et al. 2006), no clear evidence has yet been pro-
vided that these proteins determine PIN polarity.

3.4
Signaling Pathways Regulating Polar Auxin Transport

In contrast to the accessory role of kinases in the modulation of auxin re-
sponses, several kinases have been found to have a direct involvement in the
control of polar auxin transport. For example, Dai and co-workers (Dai et al.
2006) provided evidence that PAT is regulated by a MAPK cascade, as both
loss-of-function and overexpression of the MAPKK BUD1/MKK7 resulted in
phenotypes that suggest a role of MKK7 as a negative regulator of PAT (Dai et al.
2006). Moreover, the first and to date only identified PIN polarity determinant
is the protein serine/threonine kinase PINOID (PID), as above-threshold ac-
tivity of this kinase induces PIN sub-cellular re-targeting from the basal (root
tip-facing) to the apical (shoot apex-facing) cell pole (Friml et al. 2004). PID
was identified as a primary auxin-response gene (Benjamins et al. 2001), and
therefore the kinase is likely to be part of a feedback loop by which auxin reg-
ulates the direction of its own transport in accordance with the canalization
hypothesis, which describes the self-organizing role of auxin transport in tis-
sue patterning (Sachs 1991). Below we will further elaborate on the role of PID,
how its activity is regulated, and whether closely related protein kinases are
involved in the polar targeting of the PIN auxin efflux carriers.

3.4.1
The PINOID Kinase Orienting Polar Auxin Transport

The first indication that PID has a role in polar auxin transport came from
the phenotypic similarities between the pinoid and the pin1 loss-of-function
mutants, as both mutants show cotyledon defects and develop pin-like inflo-
rescences (Bennett et al. 1995). Subsequent experiments showed that overex-
pression of PID results in phenotypes such as agravitropic growth and collapse
of the main root meristem. The root meristem collapse could be rescued by
the PAT inhibitor NPA, suggesting that the PID protein kinase is a regulator
of PAT (Benjamins et al. 2001). More recently, it was shown that PID deter-
mines the apico-basal subcellular polarity of PIN proteins. PID overexpression
in the root tip causes basally localized PINs (PIN1, 2 and 4) to be re-localized to
the apical cell side. This results in apicalized auxin transport that deprives the
root meristem of auxin, and leads to meristem collapse. Conversely, pid loss-
of-function causes apically localized PIN1 to be re-localized to the basal side
of epidermis cells in the inflorescence apex, preventing the formation of auxin
maxima needed for organ initiation, thus resulting in pin-like inflorescences
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(Friml et al. 2004). Thus, cellular PID levels modulate the direction of PAT by
determining the subcellular targeting of PIN proteins.

Several lines of evidence point to the fact that phosphorylation of PINs
is important in the regulation of their subcellular localization. Firstly, mod-
ification of a serine residue in one of the short cytoplasmic loops of PIN2
to a glycine resulted in failure of PIN2 deployment to the plasma membrane
(Petrasek et al. 2006). Moreover, large-scale identification of phosphorylation
sites in plasma membrane proteins by mass spectrometry showed that the
large central hydrophilic loop of several Arabidopsis thaliana PIN proteins
is phosphorylated at multiple positions in vivo (Nuhse et al. 2004; Benschop
et al. 2007). Recently, we have obtained evidence that PID may be (one of)
the kinase(s) responsible for phosphorylating the PIN proteins in their large
hydrophilic loop (Michniewicz et al. 2007).

3.4.2
PINOID and Protein Phosphatase 2A Activity Antagonistically
Mediate PIN Polar Targeting

Interestingly, a mutant has been identified in a gene encoding the regula-
tory A subunit of a trimeric protein phosphatase 2A (PP2A), that displays
root curling in response to NPA (rcn1) (Garbers et al. 1996). The rcn1 mutant
shows increased root basipetal auxin transport, reduced gravitropic response
and a delay in the establishment of differential auxin-induced gene expres-
sion across a gravity-stimulated root tip, aspects that were restored to normal
upon NPA treatment (Rashotte et al. 2001). Michniewicz and co-workers
showed that PP2A activity, of which RCN1 is one of the three regulatory
A subunits (PP2AA) in Arabidopsis, antagonizes the action of PID on PINs.
PP2AA loss-of-function resulted in the same basal-to-apical switches in PIN
polarity, leading to similar embryo and root defects as PID overexpression,
whereas the pid mutation partially suppressed these pp2aa loss-of-function
phenotypes. Moreover, both PID and PP2AA partially co-localize with PIN
proteins on the plasma membrane, and in vivo and semi in vivo phospho-
rylation assays showed that they act antagonistically on the phosphorylation
status of PIN proteins (Michniewicz et al. 2007). This beautifully exempli-
fies a dual molecular switch in which PID-mediated phosphorylation of PINs
induces apical localization of these efflux carriers, resulting in upward PAT,
while PP2A-mediated dephosphorylation of PINs reverses this situation, con-
sequently resulting in downward PAT (Fig. 2).

3.4.3
The PID Regulatory Complex

Several PID regulatory proteins have been identified in a yeast two-hybrid
screen as interactors of PID. Two of them, PINOID Binding Protein 1 (PBP1)
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and TOUCH3 (TCH3), are calmodulins that show calcium-dependent bind-
ing to PID and respectively enhance and downregulate PID activity in vitro
(Fig. 2). Neither PBP1 nor TCH3 seem to be phosphorylation targets of PID,
and assays in which 35S::PID seedlings were treated with calcium transporter
and calmodulin inhibitors showed enhanced root meristem collapse (Ben-
jamins et al. 2003). In addition, we have obtained further data that support
a role for PBP1 and TCH3 as regulators of the activity and subcellular local-
ization of the PID kinase in vivo (H. Robert et al., unpublished data).

A third interactor and regulator of PID is the PINOID Binding Pro-
tein 2 (PBP2). PBP2 contains two protein–protein interaction domains, the
BTB/POZ- (Bric-a-brac, Tramtrack and Broad Complex/Pox virus and Zinc
finger) and the TAZ (Transcriptional Adaptor putative Zinc Finger) domain.
PBP2 has previously been identified as a calmodulin binding transcriptional
regulator AtBT1 (Du and Poovaiah 2004). Our observations suggest that
PBP2 acts as an inhibitor of PID, since it represses PID auto- and trans-
phosphorylation activity in vitro (Benjamins 2004; Zago 2006). Moreover,
the fact that the GFP-PBP2 fusion protein shows a cytoskeleton-like localiza-
tion in onion cells (Benjamins 2004), suggests that PBP2 provides a possible
link between the established roles of PID and the cytoskeleton in regulat-
ing PAT. Although the subcellular localization of PBP2-GFP in Arabidopsis
protoplasts and plants showed nuclear and general cytosolic rather than
cytoskeleton localization, a yeast two-hybrid screen identified two closely re-
lated microtubule motors (kinesins) as interacting partners of PBP2, which
were named PBP2 Binding Kinesin 1 and 2 (PBK1 and 2). Preliminary data
from both in vitro and in vivo experiments corroborate the involvement
of the PBKs in the PID signaling pathway. On the basis of these observa-
tions, we speculate that the PBKs, together with PBP2, are involved in re-
pression, and possibly determine the subcellular localization of PID activity
(Zago 2006).

3.5
Other Plant AGC Kinases Involved in Auxin-Related Processes

In Arabidopsis, PID belongs to the plant specific AGC- (after the cAMP-
dependent protein kinase A, cGMP-dependent protein kinase G and phospho-
lipids-dependent protein kinase C) VIII subfamily of kinases (Hanks and
Hunter 1995). Members of this subfamily show sequence signatures and func-
tional data suggesting that they represent the plant orthologs of the PKA and
PKC in animals (Trewavas et al. 2002; Bogre et al. 2003). They do contain pe-
culiar characteristics which distinguish them from their animal counterparts.
For example, the classical DFG motif present in subdomain VII of the cata-
lytic kinase domain is replaced by DFD. Furthermore, kinases of the AGCVIII
group show an unusual insertion of about 50–80 aa in the activation loop
of the catalytic domain. Previous sequence comparisons that were based on
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Fig. 3 Phylogram of the AGCVIII family of protein kinases in Arabidopsis, based on an
alignment of amino acid sequence comprising the catalytic domain of these proteins

alignment of complete protein sequences indicated that the Arabidopsis AGC
kinases fall into two groups (Bogre et al. 2003). On the basis of an aliment of
their catalytic domain, we conclude however that the Arabidopsis AGCVIII ki-
nases fall into the four sub-groups AtAGC1 to 4 (Fig. 3, Galvan and Offringa
2007). It is interesting to note that in this new comparison the phototropins
PHOT1 and PHOT2 (AtAGC4) are most closely related to PID and the PID-
related kinases (AtAGC3), and that, like PID, the PID-related kinases WAG1
and WAG2 (AtAGC3) and the phototropins are all involved in auxin-mediated
plant development. Below we will shortly discuss the roles of these kinases in
root waving and blue light-induced responses.

3.5.1
Phototropins Translate Unidirectional Blue Light into Phototropic Growth

The phototropins PHOT1 and 2 are blue light receptors that control blue light-
induced processes such as phototropism, chloroplast relocation and stomatal
opening (Briggs and Huala 1999; Jarillo et al. 1998). Both proteins have been
shown to act redundantly, with PHOT1 being active under all light fluence
rate conditions, and PHOT2 functioning specifically under high fluence rate
conditions (Sakai et al. 2001; Matsuoka and Tokutomi 2005). PHOT1 and 2
consist of a light perception domain, comprising two light, oxygen or voltage
(LOV) motifs that non-covalently bind the blue light sensitive molecule flavin
mononucleotide (Huala et al. 1997), and a protein serine/threonine kinase
domain (Reymond et al. 1992; Huala et al. 1997).
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The molecular mechanism of phototropin action has been partly eluci-
dated. Phototropins are membrane-associated proteins, and in the dark the
kinase domain is repressed through binding of the photoreceptor domain.
Light induces a conformational change in the photoreceptor that activates
its protein kinase activity and at the same time releases the kinase from
the plasma membrane (Sakamoto and Briggs 2002; Matsuoka and Tokutomi
2005). The BTB/POZ domain proteins nonphototropic hypocotyl 3 (NPH3)
and root phototropism 2 (RPT2) were shown to be additional components in
phototropism signaling (Motchoulski and Liscum 1999; Sakai et al. 2000; In-
ada et al. 2004; Haga et al. 2005), and due to their domain structure they are
believed to mediate protein–protein interactions. PHOT1, NPH3 and RPT2
are all associated with the plasma membrane and can bind to each other
(Motchoulski and Liscum 1999; Inada et al. 2004; Sakamoto and Briggs 2002).
A rice ortholog of NPH3 called coleoptile phototropism 1 was shown to act
upstream of the redistribution of auxin induced by unilateral illumination of
the seedling (Haga et al. 2005). Interestingly, NPH3 appears to be a phospho-
protein that is in the phosphorylated state in the dark and becomes rapidly
de-phosphorylated in the light. The preliminary finding that NPH3 interacts
with CULLIN3 suggests that this protein is involved in targeting proteins for
degradation by the proteasome (Pedmale and Liscum 2007). Although these
observations place these proteins in early stages of this blue light-triggered
signaling pathway, the molecular mechanism initiated by light and ultimately
leading to PIN-mediated differential auxin transport and auxin signaling is
still far from clear (Friml et al. 2002; Esmon et al. 2006).

3.5.2
WAGs in Root Waving

The search for factors involved in photoregulated development of young
seedlings of pea led to the finding of a kinase negatively modulated by light
named Pisum sativum Protein Kinase 3 (PsPK3) (Khanna et al. 1999). The
completion of the Arabidopsis genome allowed for the identification of PsPK3
orthologs in this organism, named initially AtPK3 and AGC1-11 (Bogre et al.
2003). The function of AtPK3 and AGC1-11 in Arabidopsis was later partly
elucidated with the observation that atpk3 agc1–11 double mutants presented
enhanced root waving, a finding that resulted in the re-naming of the kinases
to WAG1 and WAG2, respectively (Santner and Watson 2006). Santner and Wat-
son further demonstrated that wag1 wag2 plants display increased resistance
to the root curling-inhibition mediated by NPA, suggesting that the double mu-
tants are defective in auxin-related processes such as PAT. The conclusion that
WAG1 and WAG2 participate in the control of PAT is in part corroborated by
their amino acid sequence, as they classify in the same AtAGC3 group as PID
(Fig. 3). The actual role of the WAGs in PAT and their molecular mechanism of
action, however, remains to be elucidated.
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3.6
The Regulation of AGC VIII Kinases by PDK1

It is known from animal and yeast systems that kinases of the AGC fam-
ily are targets of the 3-phosphoinositide-dependent-protein kinase PDK1.
PDK1 contains a lipid binding pleckstrin homology (PH) domain and binds
to PtdIns(3,4,5)P3 and PtdIns(3,4)P2 in animals (Bogre et al. 2003), and
phosphatidic acid, PtdIns3P and PtdIns(3,4)P2, among others, in Arabidopsis
(Deak et al. 1999). These lipid molecules are generated in response to sig-
nals from phosphorylation events or by cleavage of their inositol groups by
phosphoinositide kinases, phosphoinositide phosphatases or phospholipases
(Mueller-Roeber and Pical 2002; Meijer and Munnik 2003) and participate in
many signal transduction pathways and cellular processes in various organ-
isms (Vanhaesebroeck et al. 2001).

In animals, the acknowledged targets of PDK1 are members of the AGC
family, for example PKA, PKB, PKC, p70 ribosomal S6 kinase (S6K), p90 S6
kinases (RSKs) and the serum and glucocorticoid-inducible kinase (SGK)
(Storz and Toker 2002; Bogre et al. 2003). Being the predicted orthologs of
animal PKAs and PKCs, the plant-specific AGCVIII kinases like PID, and the
WAG kinases are also predicted targets of PDK1, and indeed recent data have
partly confirmed this. For example, Anthony and co-workers (Anthony et al.
2004) showed that the kinase AGC2-1, which probably participates in cell
growth and division induced by auxin and cytokinin, interacts with PDK1
and is activated by it in a process mediated by phosphatidic acid. In another
study, it was demonstrated that PID interacts with and is activated by PDK1,
both through in vitro and in semi in vivo experiments using protein extracts
from flowers or seedlings shoots, organs where PID is naturally more active
(Zegzouti et al. 2006a). Finally, it has been shown that several other mem-
bers of the AGCVIII subfamily are also direct targets of PDK1 (Zegzouti et al.
2006b). The in planta relevance of PDK1-mediated phosphorylation of the
AGCVIII kinases, however, remains to be addressed.

4
Conclusion

The mechanism of action of the phytohormone auxin is unique. The central
auxin signaling pathway is triggered by direct binding of auxin to intracel-
lular receptors, which activate the auxin-related proteolysis machinery con-
sequently leading to auxin-responsive gene expression. There is only limited
data indicating the direct involvement of kinases in this process, although
there are suggestions of indirect phosphorylation events, or that ABP1 might
be the apoplastic auxin receptor initiating a classical signaling pathway. How-
ever, most of the findings tend to suggest that auxin signaling is unique
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in its mechanism, strongly contrasting with classical routes occurring via
membrane-bound hormone-receptors followed by a signaling cascade lead-
ing to changes in gene expression. As the tissue/cell specificity of the auxin
signal is probably not provided by typical receptors, an alternate and very
ingenious system evolved to likely solve this problem: the signal is delivered
through the generation of tissue-specific concentration maxima and gradients
of auxin, and this is sufficient to promote proper plant development.

The mechanisms behind the generation of such gradients are significantly
complex. It involves transporter proteins such as the auxin influx (AUX1) and
efflux (PINs) carriers, whose activities depend on their proper asymmetric
subcellular localization, and are regulated by a plethora of components. The
complex regulatory network of the polar auxin transport system evidently re-
lies on the activity of kinases. Kinases of the AGCVIII subfamily seem to be
particularly involved, with PID modulating the direction of PAT, the WAGs
being involved in root waving, and the PHOTs controlling phototropism. On
the other hand, while many other proteins play a role in the regulation of
the activity of these kinases, one kinase, PDK1, seems to be the upstream
regulator that links phospholipid signaling with auxin transport.

From the network regulating auxin distribution, only a few links have
yet been demonstrated, such as the relationship between PDK1 and PID,
PID/PP2A and PINs, and PINs and GNOM. Most connections in this net-
work are, however, still unclear or missing. For example, although we know
that the PIN proteins that have been shown to be responsive to PID activ-
ity play a role in several tissues, PID expression seems to be restricted to
much fewer organs. Considering that PID-related kinases such as WAG1 and
WAG2 act in different tissues than PID, it is tempting to speculate that they
perform a PID-like function towards the PINs in tissues where PID itself is
not present. Furthermore, although the activity of PDK1 towards most of the
AGCVIII subfamily kinases has been demonstrated, there is still a gap in our
knowledge on the relationship between PDK1 and the phototropins. Our fu-
ture goal will be to obtain a much more comprehensive understanding of the
PAT signaling network, and we expect to answer at least some of the above
questions in the near future.
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Abstract Brassinosteroids (BRs) regulate multiple aspects of plant growth and develop-
ment and require membrane-localized receptor kinases for BR perception and signal
transduction. Recent biochemical and genetic analyses have demonstrated that these
plant proteins share many features of the general paradigm of animal receptor ki-
nase function, including ligand-dependent heterodimerization and phosphorylation on
specific residues of the cytoplasmic kinase domain. These studies have enhanced our un-
derstanding of early events in BR signaling as well as general modes of action for plant
receptor kinases. Detailed studies of downstream events in BR signal transduction have
now clarified nuclear events associated with the terminal end of BR signaling and have
provided novel mechanisms of BR-regulated gene expression. This chapter summarizes
the current status of BR signaling knowledge, focusing on these recent developments.

1
Introduction

BRs are steroidal plant hormones that are essential regulators of the ex-
pansion, division, and differentiation of plant cells. Functional BR signal
transduction is required for normal expression of developmental pathways
leading to organ elongation, vascular differentiation, leaf expansion, seed
germination, and responses to the environment. The structural characteri-
zation in 1979 of the most active endogenously occurring BR, brassinolide
(BL), demonstrated for the first time that a steroid signal could modulate the
growth and development of plants at nanomolar concentrations, analogous to
the profound effect of steroid hormones on animal development (Grove et al.
1979). Physiological experiments in the 1980s showed that under specific cul-
tural conditions, exogenous application of BRs could have dramatic effects on
overall plant growth, fruit set, grain filling, and adaptation to stress (Ikekawa
and Zhao 1991; Kamuro and Taktsuto 1999). The subsequent identification of
BR-deficient mutants in Arabidopsis, rice, tomato and pea with dramatic de-
velopmental phenotypes, coupled with the demonstration that these mutant
phenotypes could be rescued by exogenous BR application, provided genetic
confirmation of the absolute requirement of BRs for normal plant develop-
ment (Bishop et al. 1996; Li et al. 1996; Szekeres et al. 1996; Nomura et al. 1997;
Koka et al. 2000; Hong et al. 2002).
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Research on BR signal transduction began in the early 1990s with studies
of BR-regulated gene expression and the identification of the brassinosteroid-
insensitive 1 mutant (bri1), which exhibited an extremely dwarfed phenotype,
dark-green curled leaves, reduced male fertility, delayed senescence and re-
duced apical dominance (Clouse et al. 1993, 1996; Kauschmann et al. 1996).
The phenotype of bri1 suggested a critical role for the BRI1 gene in BR
signaling. Cloning of the gene in Arabidopsis revealed that BRI1 encoded
a leucine-rich repeat receptor-like kinase (LRR RLK), consistent with a pos-
sible role for this protein as the BR receptor (Li and Chory 1997). Subsequent
work confirmed BRI1 as a plant steroid receptor with obvious structural dif-
ferences from the widely studied nuclear steroid receptor superfamily found
in animals (Wang et al. 2001; Kinoshita et al. 2005). Thus, plants and animals
both require steroid signaling molecules for normal development but present
strikingly different pathways for steroid signaling.

Work in several laboratories during the past decade has provided finer
details of BRI1 action, identified BRI1-interacting proteins, revealed several
downstream regulators required for propagation of the BR signal, and cat-
aloged numerous BR-regulated genes. BR signaling has been extensively re-
viewed recently (Wang and He 2004; Li 2005; Vert et al. 2005; Belkhadir and
Chory 2006; Li and Jin 2007) and this chapter will provide an overview of
each component of the BR signal transduction pathway, emphasizing studies
in the past few years that have expanded our understanding of the molecular
mechanisms of BR signaling and its role in plant development.

2
The Role of Receptor Kinases in BR Signaling

Examination of the completed genome sequences of Arabidopsis and rice
reveals very large multigene families predicted to encode proteins with an
organization of functional domains similar to that of animal receptor ki-
nases, such as the mammalian insulin and epidermal growth factor receptor
tyrosine kinases and the transforming growth factor β (TGF-β)receptor ser-
ine/threonine kinases (Shiu et al. 2004). The three most prominent structural
features of this class of proteins are a putative extracellular ligand-binding
domain, a single-pass transmembrane sequence, and an intracellular cyto-
plasmic domain consisting of a juxtamembrane region, a catalytic kinase
domain with 12 conserved subdomains, and a short carboxy terminal region.
Such structural features suggest a role for receptor kinases in extracellular
signal perception followed by intracellular signal transduction via phospho-
rylation of specific targets.

More than 220 of these receptor-like kinases in Arabidopsis and nearly 400
in rice have an extracellular domain with multiple leucine-rich repeats and
are classified as LRR RLKs (Shiu and Bleecker 2001, 2003; Shiu et al. 2004).
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Only a small subset of LRR RLKs have been characterized in any detail by
genetic and biochemical analyses, but those that have been so studied are
known to play essential roles in regulating plant growth and development, as
well as in defense responses to various pathogens (Torii 2004). Examples of
Arabidopsis LRR RLKs that have been well characterized include CLAVATA1,
controlling meristematic cell fate (Clark et al. 1997; Trotochaud et al. 1999);
ERECTA, specifying organ shape (Torii et al. 1996); HAESA, involved in organ
abscission (Jinn et al. 2000); FLS2, which binds the flagellin peptide ligand
(Gomez-Gomez and Boller 2000); and AtSERK1 (SOMATIC EMBRYOGENE-
SIS RECEPTOR KINASE), associated with early embryogenesis (Hecht et al.
2001). Besides the critical role of BRI1 in BR signaling, another LRR RLK,
BRI1-ASSOCIATED RECEPTOR KINASE 1 (BAK1), has been shown to asso-
ciate with BRI1 in planta and modulate BR signaling outputs (Li et al. 2002;
Nam and Li 2002).

To fully characterize LRR RLK function in BR signaling, it is essential to
understand the role of ligand-dependent BRI1/BAK1 dimerization and cyto-
plasmic domain phosphorylation, including identification of specific in vivo
phosphorylation sites and their functional significance. Moreover, identifica-
tion of BRI1 and BAK1 kinase domain substrates and cataloging of structural
requirements for substrate recognition and phosphorylation are also neces-
sary for completing the picture of LRR RLK action in BR signal transduction.
Several studies published in the last few years have addressed these issues and
suggest that plant LRR RLKs such as BRI1 and BAK1 share several conserved
features with the mechanism of animal receptor kinase action, including
ligand-dependent oligomerization, followed by phosphorylation-dependent
activation of the kinase domain, leading ultimately to changes in the expres-
sion level of numerous BR-responsive genes (Nam and Li 2004; Ehsan et al.
2005; Wang et al. 2005a,b; Wang and Chory 2006).

2.1
BRI1 is the BR Receptor

The BRI receptor kinase has been shown by mutational analysis in Arabidop-
sis, rice, tomato and pea to be absolutely required for normal BR perception
and plant growth (Clouse et al. 1996; Kauschmann et al. 1996; Li and Chory
1997; Noguchi et al. 1999; Friedrichsen et al. 2000; Koka et al. 2000; Yamamuro
et al. 2000; Montoya et al. 2002; Nomura et al. 2003). Arabidopsis BRI (a mem-
ber of LRR RLK subfamily X) is an 1196 amino acid protein with a 791 amino
acid extracellular domain containing more than 20 LRR motifs, followed by
a predicted hydrophobic transmembrane domain spanning amino acids 792–
814 (Fig. 1). The cytoplasmic portion of BRI1 consists of a juxtamembrane
region (amino acids 815–882), followed by a Ser/Thr kinase domain (amino
acids 883-1155) with a final short sequence of 41 amino acids comprising the
carboxy-terminal domain. The large number of bri1 mutant alleles available
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Fig. 1 Structure of two LRR RLKs involved in BR signaling. BRI1 and BAK1 form a ligand-
dependent heterodimer in cell membranes and are both involved in BR signaling. All
segments of the protein N-terminal to the transmembrane domain are extracellular, while
those portions C-terminal of the transmembrane domain lie in the cytoplasm. Annota-
tion of BRI1 is based on Vert et al. 2005; and BAK1 on Nam and Li 2002, and Li et al.
2002
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clearly shows the biological significance of both the extracellular and kinase
domains. The original annotation of Arabidopsis BRI1 called for 25 tandem
LRRs with an average length of 24 amino acids, with a 70 amino acid “island
domain” embedded between LRR 21 and 22 (Li and Chory 1997). A recent
re-annotation suggests there are only 24 LRRs with the island domain lying
between LRR 20 and 21 (Vert et al. 2005). BRI1 has been cloned in several
crop species and the number of LRR motifs varies between 22 and 25 with
an island domain of 68–70 amino acids inserted four LRRs upstream of the
membrane-spanning region in all BRI1 sequences examined (Bishop 2003).

Direct biochemical approaches using radiolabeled BL and transgenic
plants overexpressing BRI1-GFP fusions demonstrated the role of BRI1 as at
least one component of the BR receptor. The BL-binding activity was precip-
itated by antibodies to GFP, was competitively inhibited by active, but not
by inactive, BRs, and was of an affinity (Kd = 7.4 ± 0.9 nM) consistent with
known physiological concentrations of BR required to regulate physiolog-
ical responses in planta (Wang et al. 2001). Subsequent experiments using
a photo-affinity labeled BR analog showed that BR binds directly to BRI1
without an intermediate accessory protein (Kinoshita et al. 2005). LRRs are
involved in protein–protein interaction and are generally not known for bind-
ing small molecules such as steroids, suggesting that BR binding to BRI1
might be through the island domain embedded in the LRR region. This was
experimentally confirmed by using radiolabeled BL and recombinant proteins
consisting of the island domain with various combinations of adjacent LRRs.
The 70 amino acid island domain in conjunction with the adjacent C-terminal
LRR (LRR 21 or 22, depending on annotation) was necessary and sufficient
for BL binding and thus defines a novel 94 amino acid steroid-binding mo-
tif distinctly different in structure to steroid-binding sequences in animals
(Kinoshita et al. 2005). The experiments described above clearly show that
BRI1 is a BR receptor. Interestingly, based on biochemical evidence tomato
BRI1 has been proposed to have a dual function, binding both BR and the
peptide hormone systemin, involved in wound response signaling (Montoya
et al. 2002; Szekeres 2003; Boller 2005). Systemin is not found in Arabidop-
sis, although several other Arabidopsis LRR RLKs are known to have small
peptides as ligands (Matsubayashi and Sakagami 2006).

Recent evidence suggests that BL may bind to a preformed ligand-
independent BRI1 homodimer in planta. Russinova et al. (2004) found that
BRI1-CFP and BRI1-YFP interacted in plant protoplasts using fluorescence
lifetime imaging microscopy (FLIM) and Forster resonance energy trans-
fer (FRET) analysis. Moreover, Wang et al. (2005a) found that BRI-CFP and
BRI-Flag co-immunoprecipitated in transgenic Arabidopsis plants both in the
presence and absence of BR. The addition of BR appeared to stabilize the
preformed BRI1 homodimer. Expression of a kinase-inactive BRI1 mutant
in either bri1-5 or wild-type plants leads to a dominant negative phenotype,
further suggesting BRI1–BRI1 interaction in vivo.
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In animal receptor kinases, activation of the cytoplasmic kinase domain
by phosphorylation of specific residues is a consequence of ligand binding
to the extracellular domain. The activation of many protein kinases occurs
by autophosphorylation of one to three residues within the activation loop of
subdomain VII/VIII, which is thought to allow substrate access to the cata-
lytic site in subdomain VIb (Johnson et al. 1996). Further phosphorylation
of multiple residues in the juxtamembrane and carboxy-terminal domains
generates docking sites for binding downstream kinase substrates in the spe-
cific signaling pathway. Immunoprecipitation of BRI-Flag from 11-day old
light-grown Arabidopsis plants treated with or without BL, followed by im-
munoblot analysis with anti-phosphoThr antibody, demonstrated that BRI1
phosphorylation (at least on Thr residues) was BL-dependent in planta (Wang
et al. 2005b). The use of a more general phosphorylation stain also suggested
that at least one Ser residue was constitutively phosphorylated. Using the
same experimental system, immunoprecipitation of BRI1-Flag followed by li-
quid chromatography tandem mass spectrometry (LC/MS/MS) showed that at
least 11 Ser or Thr residues were phosphorylated in vivo in BL-treated Ara-
bidopsis plants, including six sites in the juxtamembrane region, one in the
carboxy terminal domain and four in the kinase catalytic domain (Wang et al.
2005b). At least three residues in the subdomain VII/VIII activation loop were
phosphorylated in vivo. Most of the BRI1 in vivo phosphorylation sites had
been previously identified in vitro using recombinant BRI1 cytoplasmic do-
main expressed in bacteria (Oh et al. 2000). Therefore, at least in the case of
BRI1, the in vitro autophosphorylation sites were highly predictive of in vivo
phosphorylation.

The functional significance of each of the identified and predicted phos-
phorylation sites in Arabidopsis BRI1 was assessed by site-directed muta-
genesis of each specific Ser or Thr to Ala followed by biochemical analysis
in vitro and testing for the ability of the altered construct to rescue the
weak bri1-5 BR-insensitive mutant in planta. The mutations T-1049-A and
S-1044-A in the kinase domain activation loop nearly abolished kinase ac-
tivity, with respect to both autophosphorylation and peptide substrate phos-
phorylation. Moreover, these constructs failed to rescue bri1-5 and resulted
in a dominant negative effect (Fig. 2), similar to transformation with a ki-
nase inactive mutant (Wang et al. 2005b). Thus, BRI1 appears to share the
activation mechanism of many animal kinases by requiring phosphorylation
within the activation loop for kinase function. Autophosphorylation within
this region is also likely to occur in other plant RLKs. Sequence alignment
of RLKs reveals that the activation loop is highly conserved including sev-
eral Ser and Thr residues that are routinely present. In fact, the residue
corresponding to T-1049 in the BRI1 activation loop is nearly invariant, be-
ing either a Ser or Thr in 100 of the most closely related Arabidopsis LRR
RLKs. Juxtamembrane substitutions did not result in appreciable differences
in autophosphorylation compared with wild-type constructs, but resulted in
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Fig. 2 Effect of mutating BRI1 kinase domain activation loop residue Thr-1049 on res-
cue of the bri1-5 mutant. Transgenic constructs contained 1699 bp of 5′ upstream BRI1
sequence (covering the BRI1 promoter and 5′ UTR), the entire coding region, and an
in-frame C-terminal epitope tag (WT BRI1-Flag). Three independent transgenic lines for
each construct are shown. All lines were grown under the same conditions and are the
same age (65 days). Adapted with permission from Fig. 8 of Wang et al. 2005b

74–88% reduction in phosphorylation of a synthetic peptide substrate when
compared to the non-mutated kinase control (Wang et al. 2005b). These
findings are consistent with the model that autophosphorylation of the acti-
vation loop is required for general kinase activity, while autophosphorylation
of juxtamembrane and carboxy terminal residues either generates docking
sites for specific downstream substrates or affects catalytic activity towards
those substrates.

Besides generating docking sites, phosphorylation of juxtamembrane and
carboxy terminal domains may also lead to a general activation of the kinase
catalytic domain by a variety of mechanisms (Pawson 2002). An inhibitory
affect of the C-terminal domain on BRI1 kinase activity was demonstrated
both in vitro and in planta (Wang et al. 2005a). Deletion of the C-terminal do-
main in BRI1-Flag constructs in transgenic plants led to a hypersensitive BR
phenotype including elongated hypocotyls, expanded leaves, and elongated
petioles. Deletion of the C-terminus also enhanced BRI1 kinase activity in
vitro and in planta as did substitution of specific Ser and Thr residues in the
C-terminus with Asp, which can mimic constitutive phosphorylation. This
data suggests that BL binding to BRI1 results in phosphorylation of the C-
terminal region of the cytoplasmic domain, leading to a release of inhibition
and subsequent BRI1 kinase activation, most likely via phosphorylation in the
activation loop (Wang et al. 2005a). However, another study in which specific
Ser and Thr residues in the BRI1 C-terminal domain were substituted with
Ala, which prevents phosphorylation at those residues, showed very little ef-
fect on general kinase activity or in planta function (Wang et al. 2005b). Thus,
the precise mechanism by which the C-terminus regulates BRI1 function re-
quires further examination.
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BRI1 activity plays a critical role in plant development and the biochemical
mechanisms of its ligand-dependent activation are beginning to be clarified,
as described above. Several novel reports on the impact of BRI1 on overall
plant development and physiology also recently appeared. Limiting expres-
sion of BRI1 to the epidermal layer by transforming a bri1 null mutant in
Arabidopsis with a full-length construct driven by an L1-specific promoter,
resulted in nearly complete rescue of several developmental defects includ-
ing hypocotyl length and leaf and petiole size (Savaldi-Goldstein et al. 2007).
However, defects in vascular organization could only be fully rescued by ex-
pression of BRI1 in ground layers. Thus, the role of BRI1 in growth can be
uncoupled from vascular organization and differentiation. Several new mu-
tant alleles of the rice BRI1 ortholog, OsBRI1, were identified and functional
characterization suggested that OsBRI1 is critical for organ development by
controlling cell expansion and division, but that it is not essential for organ
initiation or pattern development in rice (Nakamura et al. 2006b). A second
study in rice revealed potential practical agricultural applications of regulat-
ing BRI1 expression. A partial suppression of OsBRI1 expression in trans-
genic rice gave plants with an erect-leaf phenotype that led to 30% increases
in yield compared to control when planted at high densities (Morinaka et al.
2006).

2.2
BAK1 Forms a Heterodimer with BRI1 and Enhances BR Signaling

BAK1 is a member of the LRRII RLK subfamily and was identified indepen-
dently by activation tagging for suppressors of bri1-5 (Li et al. 2002) and by
a yeast two-hybrid screen for BRI1 interacting proteins using the BRI1 cyto-
plasmic domain as bait (Nam and Li 2002). The extracellular domain of BAK1
lacks the embedded island domain and has only five LRR motifs, differing
markedly from BRI1 (Fig. 1). Therefore, it is highly unlikely that BAK1 binds
BL directly and it has also been shown that BRI1 can bind BL in a BAK1 mu-
tant background (Kinoshita et al. 2005). Genetic analysis has demonstrated
a role for BAK1 in BR signaling, and overexpression of a kinase-inactive mu-
tant form of BAK1 in bri1-5 led to a dominant-negative effect, most likely
arising by the disruption of a heterodimeric complex between BRI1 and
BAK1 (Li et al. 2002). Direct physical interaction between BRI1 and BAK1 has
been demonstrated repeatedly (Li et al. 2002, Nam and Li 2002, Russinova
et al. 2004), and co-immunoprecipitation experiments in transgenic plants
expressing both BRI1-Flag and BAK1-GFP showed that this association was
BR-dependent (Wang et al. 2005b). Using the same experimental system as
described above for BRI1, it was also demonstrated that the in vivo phospho-
rylation of BAK1 on Thr residues was BL-dependent (Fig. 3).

The finding that BRI1 forms a heterodimer with BAK1 in a ligand-
dependent manner supports the hypothesis that BR signaling shares some
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Fig. 3 BL-dependence of early events in BR signaling. Transgenic Arabidopsis plants ex-
pressing both BRI1-Flag and BAK1-GFP were grown in shaking liquid culture in the light
for 6 days. Half of the flasks were then treated with the BR biosynthesis inhibitor brassi-
nazole (+BRZ), for 5 additional days to reduce endogenous BR levels. Plants were then
treated with 100 nM brassinolide (+BL) or solvent (–BL) for 90 min. Total membrane pro-
tein was purified from each sample and BRI-Flag or BAK1-GFP were immunoprecipitated
from the solubilized membranes. Equal amounts of protein were separated by SDS-PAGE
and Western blot analysis was performed as indicated. A–D Approximately equal amounts
of protein were present in each treatment. E Association of BRI1 and BAK1 in vivo, as
determined by co-immunoprecipitation is BL-dependent. (F, G) Phosphorylation of Thr
residues in BRI1-FLAG and BAK1-GFP is BL-dependent. Adapted with permission from
Fig. 1 of Wang et al. 2005b

mechanistic similarities to mammalian receptor tyrosine kinase and TGF-β
receptor kinase signaling. In mammals, the TGF-β family of polypeptides reg-
ulate multiple aspects of development and are perceived at the cell surface by
a complex of Type I (RI) and Type II (RII) TGF-β receptor serine/threonine
kinases. TGF-β RII homodimerizes in a ligand-independent manner and ex-
hibits constitutive kinase activity. TGF-β binding by RII induces formation



188 S.D. Clouse

of the heterotetramer with RI and results in phosphorylation of RI by RII
on specific Thr and Ser resides. Phosphorylated RI then propagates the sig-
nal by phosphorylating substrates, termed Smads, which translocate to the
nucleus where they associate with transcription factors to regulate the ex-
pression of TGF-β-responsive genes (Massague 1998). The RII receptor also
phosphorylates specific cytoplasmic substrates, including TGF-β receptor in-
teracting protein 1 (TRIP-1), a WD-40 domain protein that has dual functions
as a modulator of TGF-β regulated gene expression and as an essential sub-
unit of the eukaryotic translation initiation factor, eIF3 (Chen et al. 1995;
Choy and Derynck 1998). The recent demonstration of several BR signal-
ing features, including BRI1 homodimerization (Russinova et al. 2004; Wang
et al. 2005a), the binding of BL directly to BRI1 but not BAK1, the ligand-
dependent in vivo association of BRI1 and BAK1 (Wang et al. 2005b), and, as
discussed below, the fact that the Arabidopsis ortholog of mammalian TRIP-1
is a putative in vivo substrate of BRI1 (Ehsan et al. 2005), suggest intrigu-
ing parallels between BR and TGF-β signaling. However, there are numerous
features that are not consistent, including phosphorylation of BRI1 by BAK1,
lack of Smad orthologs as BAK1 substrates, and significantly different lig-
and and extracellular domain structures. Thus, BR signaling shares some
of the signaling logic of the TGF-β pathway without a direct evolutionary
relationship.

2.3
SERK1 is Part of the BRI1 Signaling Complex

SERK1, like BAK1, is a member of the LRRII subfamily and shares 80%
amino acid sequence identity with BAK1. Immunoprecipitation of cyan fluor-
escent protein-tagged SERK1 from transgenic Arabidopsis plants, followed by
LC/MS analysis of the immunoprecipitate, revealed that both BRI1 and BAK1
co-immunoprecipitated with SERK1 (Karlova et al. 2006). The direct in vivo
physical association of these proteins was further confirmed by FLIM and
FRET analysis in protoplasts. Genetic evidence for a role of SERK1 in BR sig-
naling was demonstrated by crossing the serk1-1 mutant allele that results in
a kinase inactive SERK1 protein, with a weak allele of BRI1, bri1-119. The
serk1-1/bri1-119 double mutant had shorter petioles, reduced rosette size, and
shorter inflorescences compared to bri1-119. This suggests a role for SERK1
in BR signaling by modulating BRI1 action in a manner similar to, although
not quite as strong, as BAK1. To determine if SERK1, BAK1, and BRI1 all as-
sociated together at the same time, as opposed to multiple forms of SERK1
complexed to either BRI1 or BAK1 in the immunoprecipitate, blue native elec-
trophoresis was employed to demonstrate a core complex of SERK1, BAK1,
and BRI1 of approximately 350 kDa (Karlova et al. 2006). Three other LRRII
subfamily members share high sequence similarity to BAK1 and SERK1, and
it would be of interest to determine whether any of these can also interact
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with BRI1. Such variable multimeric complexes could work to fine-tune BRI1
function in different growth conditions.

3
BRI1 Substrates and Interacting Proteins

Studies addressing the number and nature of cytoplasmic binding partners of
the BRI1 and BAK1 kinase domains that propagate the signal downstream are
essential for a complete understanding of BR action. Yeast two-hybrid screens
were used to identify two probable in vivo substrates of BRI1 in Arabidopsis.
TRANSTHYRETIN-LIKE protein (TTL) has substantial sequence identity to
the vertebrate thyroid-binding protein transthyretin and interacts with BRI1
in yeast cells in a kinase-dependent manner (Nam and Li 2004). TTL is phos-
phorylated by recombinant BRI1 kinase domain in vitro and overexpression
of the TTL gene results in a semi-dwarf phenotype similar to weak bri1 and
null bak1 mutants, while null mutants of TTL enhance BR sensitivity and pro-
mote plant growth. Thus, genetic evidence suggests that TTL is a negative
regulator of BR signaling, while in vitro evidence supports a role for TTL as
a putative BRI1 substrate, although a direct interaction of the two proteins in
planta has not been demonstrated (Nam and Li 2004).

A second interactor from the yeast two-hybrid screen, BKI1 (BRI1 KINASE
INHIBITOR 1), is also a negative regulator of BR signaling. It is membrane-
associated in the absence of BR and binds to BRI1, presumably inactivating
some aspect of its function (Wang and Chory 2006). BR treatment causes dis-
sociation of BKI1 from the membrane, which releases repression of the BR
signaling pathway. Tethering BKI1 to the membrane by addition of a myris-
toylation site results in an enhanced BR dwarf phenotype. BRI1 and BKI1
interact directly in vitro and in planta and BKI1 is phosphorylated by re-
combinant BRI1 kinase domain in vitro and is a phosphoprotein in vivo.
The favored model for BKI1 action suggests that membrane-associated BKI1
binds directly to the kinase domain of BRI1, preventing its association with
BAK1. Binding of BL to the extracellular domain of BRI1 activates the kinase
domain, leading to dissociation of BKI1 from the membrane and allowing
BRI1 and BAK1 to heterodimerize to initiate BR signaling (Wang and Chory
2006).

The third putative cytoplasmic substrate of BRI1 is the plant ortholog
of mammalian TRIP-1. LC/MS/MS approaches show that recombinant Ara-
bidopsis TRIP-1 is strongly phosphorylated by the BRI kinase domain in
vitro, predominately on three specific residues (Thr-14, Thr-89, and either
Thr-197 or Ser-198). Moreover, BRI1 and TRIP-1 co-immunoprecipitate from
Arabidopsis plant extracts using native antibodies or various combinations of
tagged proteins, suggesting an in vivo interaction between the two proteins
(Ehsan et al. 2005). Some of the morphological characteristics of transgenic
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lines expressing antisense TRIP-1 RNA are also consistent with a possible role
for TRIP-1 in BR signaling, although this in itself is not definitive proof (Jiang
and Clouse 2001). Thus, TRIP-1 is a likely candidate for a BRI1 cytoplasmic
substrate, but its functional role in BR signaling remains unclear. TRIP-1 (also
known as eIF3i) is a dual function protein that has also been shown to be
an essential subunit of the eIF3 translation initiation complex in mammals,
yeast, and plants (Asano et al. 1997; Burks et al. 2001). This finding raises the
intriguing possibility that BR-dependent phosphorylation of TRIP-1 by BRI1
may affect eIF3 activity and/or assembly and thus impact the global cellu-
lar phenomenon of protein translation, providing a novel mechanism for BR
regulation of plant growth.

4
Downstream Components of BR Signaling

Four components of the downstream segment of BR signaling have been char-
acterized in some detail, including a kinase, a phosphatase and two novel
transcription factors (Vert et al. 2005; Li and Jin 2007). The brassinosteroid
insensitive 2 (bin2) mutant is a semi-dominant gain-of-function allele that
in the homozygous state closely resembles the dwarf bri1 phenotype (Li and
Nam 2002). BIN2 encodes a Ser/Thr kinase with sequence similarity to the
Drosophila shaggy kinase and mammalian glycogen synthase kinase 3 (GSK-
3), which often function as negative regulators of signaling pathways con-
trolling metabolism, cell fate determination, and pattern formation (Kim and
Kimmel 2000). Loss-of-function alleles of bin2 show no phenotype, but when
combined as a triple mutant with null alleles of the two most closely related
GSKs in Arabidopsis, a constitutive BR phenotype is observed similar to the
overexpression of BRI1 (Vert and Chory 2006). Thus, BIN2 is a negative reg-
ulator of BR signaling and considerable evidence suggests that it functions by
phosphorylating two transcription factors that are required for the expression
of BR-regulated genes.

The semidominant or dominant mutants, bri1-ems-suppressor1 (bes1-D)
and brassinazole-resistant1 (bzr1-D), show constitutive brassinosteroid re-
sponses and the BES1 and BZR1 proteins share 88% amino acid identity (He
et al. 2002; Wang et al. 2002; Yin et al. 2002). Recombinant BIN2 phosphory-
lates BES1 and BZR1 in vitro, and the in planta expression level of BIN2 is
correlated with BES1 and BZR1 phosphorylation levels in vivo. BR treatment
leads to rapid dephosphorylation of BES1 and BZR1, most likely by inacti-
vating BIN2, allowing the BRI1 SUPPRESSOR 1 (BSU1) phosphatase (Mora-
Garcia et al. 2004) to increase the levels of hypophosphorylated BES1 and
BZR1 in the nucleus. Recent studies have shown that BES1 and BZR1 are novel
transcription factors that bind to specific BR response elements in the pro-
moters of BR-regulated genes, either as homodimers or heterordimers with
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other transcription factors (He et al. 2005; Yin et al. 2005). Recent microarray
analyses have cataloged hundreds of BR-regulated genes in functional cate-
gories ranging from wall-modifying proteins to transcription factors (Goda
et al. 2002, 2004; Mussig et al. 2002; Nemhauser et al. 2004, 2006; Vert et al.
2005, Nakamura et al. 2006a).

GSK-3/shaggy kinases play an important negative regulatory role in the
animal Wingless/wnt signaling pathways by phosphorylating β-catenin, pro-
moting its proteasome-dependent degradation. Ligand binding to a trans-
membrane receptor leads to GSK-3/shaggy kinase inactivation resulting in
an accumulation of unphosphorylated β-catenin, which escapes degradation
by the proteasome and translocates to the nucleus. There, it interacts with
transcription factors to regulate the expression of genes essential for devel-
opmental pattern formation (Kim and Kimmel 2000). There is evidence that
the phosphorylated forms of BES1/BZR1 are subject to proteasome-mediated
degradation. A parallel mechanism for BR signaling was proposed in which
BR binding to BRI1 initiated a signaling cascade that inactivated BIN2 kinase
by an unknown mechanism (Wang et al. 2002; Yin et al. 2002; He et al. 2005).
This allowed the accumulation of hypophosphorylated BES1/BZR1, which
then translocated to the nucleus to activate BR-regulated gene transcription.

Recent studies, however, have suggested an alternative mechanism. In this
model, BES1 is constitutively nuclear-localized and is phosphorylated by
BIN2 and dephosphorylated by BSU1 in the nucleus. Proteasome-mediated
degradation of the hyperphosphorylated form is proposed to be important
for protein turnover but not for BR signaling. Instead, the hyperphosphory-
lated form of BES1 is inactive because of its inability to bind to BR response
elements in the promoters of BR-regulated genes. The rapid loss of phospho-
rylation on BES1/BZR1 after BR binding to BRI1, allows DNA binding and the
activation of BR-regulated gene expression (Vert and Chory 2006).

5
Concluding Remarks

The pace of recent discoveries in BR signaling has been rapid and informa-
tive, as summarized in Fig. 4. Only 3 years ago several unanswered but critical
questions regarding BR signaling could be posed, such as:

1. Do BRI and BAK1 form true co-receptors in vivo?
2. Are accessory steroid-binding proteins required for BR binding to BRI1

and/or BAK1?
3. What are the in vivo autophosphorylation sites of BRI1 and BAK1, and

what are their BR dependencies?
4. What are the number and nature of cytoplasmic binding partners of the

BRI1 and BAK1 kinase domains?
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5. What is the mechanism of BR-dependent inactivation of BIN2 kinase ac-
tivity?

6. How do BES and BZR1 participate in the regulation of specific genes?

Fig. 4 Summary of components and interactions in BR signaling. See text for discussion
of each step in the pathway. The nucleus is not shown due to some uncertainty in the
localization of some downstream components. BR-induced transport of hypophospho-
rylated BES1/BZR1 from the cytoplasm to the nucleus has been proposed as has, more
recently, constitutive localization of BES1/BZR1 in the nucleus where phosphorylation
and dephosphorylation occur through the action of BIN2 kinase and BSU1 phosphatase
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Biochemical approaches, such as immunoprecipitation, LC/MS/MS analy-
sis, FLIM and FRET localization studies, and photo-affinity labeling have
clearly shown that BL binds directly to the extracellular domain of BRI1, that
BRI1 and BAK1 interact in a ligand-dependent manner and are phosphory-
lated on specific Ser and Thr residues in response to BR. Detailed analysis of
BES and BZR1 action has shown that the hypophosphorylated forms of these
novel transcription factors bind to specific BR responses elements. Extensive
microarray studies have revealed hundreds of BR-regulated genes for further
study. Both genetic screens and biochemical approaches have been useful in
characterizing three initial substrates of the BRI1 kinase domain. However,
a major gap in our understanding of BR signal transduction lies in the events
that follow BRI1/BAK1 heterodimerization and phosphorylation and precede
inactivation of the BIN2 kinase. Targets of BRI1/BAK1 phosphorylation that
propagate the signal downstream need to be identified and approaches em-
ploying proteomic techniques, including LC/MS/MS analysis coupled with
isotope coded affinity tagging procedures, may be the most global approach
to identifying the full spectrum of BRI1 and BAK1 cytoplasmic substrates.
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Abstract Ethylene is a gaseous hormone which plays an essential role in a myriad of
plant developmental processes. It promotes root hair formation, flowering in a number of
species, fruit ripening and abscission and leaf and petal abscission. Ethylene can stimulate
growth in hypocotyls of light-grown plants, and shoot growth in shaded conditions. On
the other hand, it inhibits root growth, and hypocotyl elongation in the dark. In recent
years, compelling molecular evidence has been gathered to support intricate connections
between ethylene and other hormonal pathways that yield its well-known effects on plant
growth. In this chapter, we will discuss the role of ethylene in both growth-stimulating
and growth-inhibiting processes.

1
Ethylene Synthesis

Plant hormones, just like animal hormones, function in a dose-dependent
manner (Taiz and Zeiger 2006). The most direct way to regulate endogenous
ethylene concentrations is to change the rate at which it is synthesized. In this
paragraph we will briefly summarize the ethylene biosynthesis pathway and
discuss the different mechanisms that influence the rate of ethylene synthesis.

1.1
Biosynthesis Pathway

The precursor for ethylene synthesis is methionine. This amino acid is con-
verted to S-adenosyl methionine (SAM) from ATP and methionine. The re-
action is catalyzed by SAM synthetase (Ravanel et al. 1998). Arabidopsis has
two genes encoding this enzyme (Peleman et al. 1989). Analysis for subcel-
lular localization signals using Target P (Emanuelsson et al. 2000) did not
reveal potential subcellular targeting, suggesting cytosolic localization of the
enzyme.

The next step is the conversion of SAM to 1-aminocyclopropane-1-
carboxylic acid (ACC). This step is catalyzed by ACC synthase (ACS). This
is a cytosolic enzyme that requires PLP (pyridoxal-5′-phosphate) as a cofac-
tor (Adams and Yang 1979; Yang and Hoffman 1984). ACS isozymes function
as homodimers (Capitani et al. 1999; Yamagami et al. 2003). In Arabidopsis,



200 J. Dugardeyn · D. Van Der Straeten

ACS is encoded by a gene family containing 12 members (ACS1 and ACS2 of
Van Der Straeten et al. 1992 are named ACS2 and ACS4 respectively by Ya-
magami et al. 2003). Ten of the 12 family members encode ACS isozymes;
of these ACS1 and ACS3 are not biologically active, and ACS10 and ACS12
function as aminotransferases. It has been proven that ACS is encoded by
a multigene family in other plants too (for a review, see Vandenbussche et al.
2006). The catalytic activity of ACS results in not only ACC but also 5′-
methylthioadenosine (MTA). MTA is recycled to methionine in the Yang cycle
(Miyazaki and Yang 1987). ACS is the main enzyme that controls the synthe-
sis of ethylene and is, in turn, controlled by multiple signals. We will discuss
these signal interactions in the next paragraphs.

ACO (ACC oxidase) catalyzes the conversion of ACC to ethylene. During
this reaction ACC is oxidized and forms ethylene, CO2 and HCN (Yang and
Hoffman 1984). In Arabidopsis ACO is part of a multigene family, as is ACS
(Gomez-Lim et al. 1993). It was proposed that under particular conditions,
such as upon wounding or during ripening and senescence, ACO also plays
a role in regulating ethylene levels in plants (Kende 1993).

1.2
Regulation of Synthesis

ACS is the major factor regulating the rate of ethylene synthesis. This regula-
tion is in part dependent on the level of ACS. One of the mechanisms used by
plants to control the concentration of ACS is the transcriptional regulation of
ACS genes.

Using promoter-GUS fusions, Rodrigues-Pousada et al. (1993, 1999) and
Tsuchisaka and Theologis (2004b) showed that the different functional ACS
genes in Arabidopsis each have a unique pattern of expression. Although the
patterns are specific to each gene, they show overlapping regions of expres-
sion. The GUS expression also differs according to changes in environmental
conditions. For instance, the expression of ACS1/2, 2/4 (see remark concern-
ing ACS gene numbering above), 6, 7, 8 and 11 in five-day-old etiolated
seedlings is confined to the elongation zone of the hypocotyl, the embryonic
root region, the cotyledons and the root vascular tissue. In the light, however,
these genes are expressed in the cotyledons, the embryonic root, the roots,
and in primary leaves, while ACS1/2, 5, 8 and 11 are active in the shoot apex.

In addition, different stress-promoting factors (cold, wounding, heat) have
been shown to alter the transcriptions of ACS genes, with each factor al-
tering the transcription of each individual ACS gene in a specific manner
(Tsuchisaka and Theologis 2004b). Wounding (by cutting) the hypocotyls
of five-day-old light-grown seedlings inhibits the expression of the genes
that are constitutively expressed in the intact tissue, like ACS1 and ACS5,
and induces the expression of ACS1/2, 2/4, 6, 7 and 8, which were not ex-
pressed before wounding. Cold treatment inhibits the expression of ACS5
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and ACS11 and alters the pattern of ACS8 expression, whereas heat enhances
the expression of ACS4 and alters the pattern of ACS8 and ACS11. Moreover,
it was shown by RT-PCR that ACS1/2 and ACS7 are salt-inducible (Achard
et al. 2006), and that ACS 6, 8, 9, and 11 are induced in low-light conditions
(Vandenbussche et al. 2003b). Finally, ACS8 appears to be subject to strong
circadian control (Thain et al. 2004).

Hormonal induction of ACS genes has also been documented extensively.
First, it was demonstrated that auxins are inducers of ethylene production
(Yang and Hoffman 1984; Abeles et al. 1992). Abel et al. (1995) and Tsuchisaka
and Theologis (2004b) provided proof of auxin-enhanced transcription and
differential expression patterns of ACS 1/2, 2/4, 5, 6, 7, 8 and 11 in the root.
Furthermore, ACS1/2 also was proven to be up-regulated by cytokinins in the
root (Rodrigues-Pousada et al. 1999). In light-grown seedlings, ACS4, 5, and
7 are responsive to ABA (Wang et al. 2005), while ACS7 is also responsive to
GA (gibberellins). Finally, brassinosteroids can stimulate ACS2/4 expression
in dark-grown Arabidopsis seedlings (Joo et al. 2006).

As mentioned before, it was shown that ACS functions as a homod-
imer. This implies the possibility that functional heterodimers can also form.
Tsuchisaka and Theologis (2004a) have been able to prove that 17 functional
heterodimers can form in E. coli. As yet this finding has not been confirmed
in plants, but this may indicate why ACS is encoded by a multigene family.
The unique expression pattern of these genes (which often overlaps) could
therefore offer a combination of different isozymes, leading to a high number
of heterodimers, which in turn can have different biochemical properties. It
was hypothesized that ACC can be synthesized in different tissues and under
different conditions due to these different biochemical properties (Tsuchisaka
and Theologis 2004b).

Plants also control ACS levels post-transcriptionally. In Arabidopsis this
mechanism was revealed by the analysis of eto (ethylene overproduction)
mutants. There are three ETO genes in Arabidopsis, and mutants have been
characterized for each. eto2 is an allele of ACS5. A dominant mutation (in-
sertion in the C-terminus) in this gene causes an increase of ACS5 protein
accumulation (Vogel et al. 1998). Likewise, a recessive mutation in ETO1
causes an increase of ACS5. ETO1 is a BTB (broad complex – tramtrack –
brick-à-brack)-domain-containing protein that also possesses a TPR (tetra-
tricopeptide repeat) motif (known to interact with other proteins) and could
function as an adaptor connecting ACS to a CUL3 ubiquitin E3 ligase, thus
promoting ACS degradation (Wang et al. 2004). ETO1 exercises its function
through interaction with the C-terminus of ACS5, which also explains the
higher stability of ACS5 in the eto2 mutant (Wang et al. 2004). Much like eto2,
eto3 is modified in the C-terminal region of ACS9, an ACS closely related to
ACS5, rendering it more stable (Chae et al. 2003).

The levels of ethylene are also regulated by ACO. In Arabidopsis it was
proven that ACO is regulated by ethylene at the transcriptional level. This
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regulation is different for different isozymes (van Zhong and Burns 2003; De
Paepe et al. 2004b). ACO genes are also differentially regulated by light inten-
sity (Vandenbussche et al. 2003b).

2
Ethylene Signaling

In Arabidopsis, ethylene is perceived by five receptors, which are partially
redundant in function. They show homology to bacterial two-component his-
tidine kinases and are localized on the endoplasmatic reticulum membrane
(Chen et al. 2002; Gao et al. 2003). Ethylene binds to the aminoterminal end
of these proteins (Schaller and Bleecker 1995). To be functional, the recep-
tors need copper as a cofactor, which is delivered by RAN1 (responsive to
antagonist) (Hirayama et al. 1999; Woeste and Kieber 2000). The ethylene re-
ceptors can be divided into two groups. Subfamily 1 contains ETR1 (ethylene
resistant) and ERS1 (ethylene response sensor). They have four conserved
hydrophobic regions in the amino terminus and their C-terminus strongly re-
sembles the response regulator part of bacterial two-component systems. The
second subfamily comprises ETR2, ERS2, and EIN4 (ethylene insensitive).
These receptors have only three hydrophobic regions and a C-terminus that
may function as a Ser/Thr domain (Hua et al. 1998; Hall and Bleecker 2003).
The receptors act as negative regulators of ethylene signaling by activating
CTR1 (constitutive triple response) in the absence of the hormone (Hua and
Meyerowitz 1998; reviewed by De Paepe and Van Der Straeten (2005)).

CTR1 belongs to the Raf family of Ser/Thr protein kinases, but it is unclear
whether it functions as a MAPKKK (mitogen-activated protein kinase kinase
kinase). It is supposed to be part of, and a negative regulator of, a MAPK cas-
cade (Kieber et al. 1993). The MAPK cascade acts as a positive regulator of
ethylene signaling (Chang 2003; Ouaked et al. 2003), however a direct bio-
chemical connection between CTR1 and SIMKK (the next step in the MAPK
cascade) remains to be confirmed. Furthermore, a CTR1-independent path-
way is supposed to exist as well, since quadruple loss-of-function receptor
mutants show a more severe phenotype than ctr1-null mutants (Hua and
Meyerowitz 1998) and ctr1-null mutants still respond to ethylene (Larsen and
Chang 2001).

EIN2 is an essential positive regulator in the ethylene signaling pathway.
It functions downstream of CTR1 and upstream of EIN3. A loss of function
mutation in the gene encoding this protein causes a very severe ethylene insen-
sitivity (Hall and Bleecker 2003). EIN2 contains 12 trans-membrane domains
in its N-terminal part, which shows substantial similarity to Nramp (natural
resistance-associated macrophage protein) proteins. This region is necessary
for the regulation of the ethylene signal, possibly through the regulation of
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the activity of the C-terminus of EIN2, since constitutive expression of this
C-terminal part confers a phenotype similar to ctr1 (Alonso et al. 1999).

The next components in the ethylene signaling pathway are EIN3 and
the EILs (EIN3-like proteins). eil1ein3 double mutants are almost completely
ethylene-insensitive and almost indistinguishable from ein2–5 (Alonso et al.
2003). Over-expression of these genes confers a ctr1-like phenotype. This
raises questions about the function of the other EILs. The latter proteins were
suggested to be important for more specific ethylene responses at particular
stages of development (Chao et al. 1997). EIN3 is constitutively synthesized
and degraded in a ubiquitin-dependent way. EBF1 (EIN3-binding F-box pro-
tein) and EBF2 mediate this breakdown (Guo and Ecker 2003; Potuschak et al.
2003; Gagne et al. 2004). The stability of EIN3 is raised in the presence of
ethylene, while other signals (e.g. glucose) destabilize EIN3 (Yanagisawa et al.
2003). This might be caused by EIN5, an exoribonuclease. EIN5 expression is
up-regulated by ethylene and the corresponding protein is supposed to act in
ethylene signaling by breaking down EBF1/2 mRNA (Olmedo et al. 2006; Po-
tuschak et al. 2006). EIN3 dimers are able to bind the PERE (primary ethylene
response element) in the promoter of ERF1 (ethylene response factor; Solano
et al. 1998). ERF1 is part of the family of EREBP (ethylene response elem-
ent binding proteins). These proteins are able to bind the SERE (secondary
ethylene-response element), a GCC box in the promoter region of ethylene-
regulated genes (Fujimoto et al. 2000).

3
Growth Inhibition

The phenotype used to discover most ethylene signaling mutants is the triple
response. When dark-grown plants are treated with ethylene, the hypocotyl
becomes shorter and thicker, root growth is inhibited, and an exaggerated
apical hook is formed (Guzman and Ecker 1990). This phenotype indicates
a growth-inhibiting function of ethylene. We will discuss the mechanism be-
hind this growth inhibition and illustrate that growth inhibition by ethylene
is not limited to the triple response.

3.1
Ethylene Inhibits Root Growth

Exogenous ethylene inhibits root elongation in different plant species. This
was shown for Arabidopsis (reviewed by Bleecker et al. 1988; Smalle et al.
1997), cucumber (Pierik et al. 1999), and Rumex (Visser et al. 1997). This in-
hibition of elongation is at least partially dependent on an ethylene-induced
inhibition of cell elongation. In Arabidopsis, wild-type epidermal cells with
a visible root hair bulge (the first sign of root hair outgrowth) are shorter
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when treated with ACC or ethylene (Le et al. 2001). eto2 roots show this
phenotype too (De Cnodder et al. 2005). Wild-type epidermal cells from
plants treated with AVG (aminoethoxyvinylglycine, ACC synthase inhibitor)
are larger than those of untreated seedlings (Le et al. 2001). This inhibition
of elongation can be partly explained by a callose deposition in epidermis
and cortex cells in the elongation and differentiation zone under the influ-
ence of ACC (De Cnodder et al. 2005). Since callose is a structural component
of plasmodesmata (Roberts and Oparka 2003), it is possible that cell-to-cell
transport is also part of the control mechanism for cell elongation. ACC also
raises the hydrogen peroxide concentration (by NADPH oxidases), leading to
cross-linking of hydroxyproline-rich glycoproteins (HRPG) in the cell wall by
the oxidation of a tyrosine residue (De Cnodder et al. 2005), which presum-
ably restricts cell wall extensibility.

To achieve root-growth inhibition, both ethylene and auxin are required.
This is illustrated by the phenotype of wei-mutants (weak ethylene insen-
sitive). Root elongation of dark-grown wei2 (Alonso et al. 2003) and wei7
(Stepanova et al. 2005) seedlings is not inhibited upon the application of
ethylene. Nevertheless these mutants display a short hypocotyl and an ex-
aggerated hook upon ethylene treatment, indicating uncoupling of different
triple response phenotypes. Wei2 is an allele of ASA1 (anthranilate synthase
α), necessary for Trp synthesis. A previously identified mutant in this gene,
tir7 (transport inhibitor response), is resistant to auxin transport inhibitors
(Ljung et al. 2005). The effect of wei7 is caused by a mutation in ASB1 (an-
thranilate synthase β). Both genes are expressed in the columella of roots and
their expression is enhanced when ethylene is present. Applying ethylene to
wild-type plants increases the expression of DR5-GUS (synthetic auxin re-
porter) in the root cap (Stepanova et al. 2005). DR5-GUS activity has been
shown to correlate well with endogenous auxin levels in roots (Casimiro et al.
2001; Benkova et al. 2003). An ethylene-regulated increase in DR5-GUS ex-
pression is absent in ein2-5, wei2 and wei7, which is indicative of a lower
IAA (indole-3-acetic acid) content, resulting in a longer root (Stepanova et al.
2005). Further proof of the need for both auxin and ethylene in the inhibition
of root growth is delivered by wei1. This mutation is an allele of TIR1, lacking
21 carboxy terminal amino acids (Alonso et al. 2003). TIR1 normally interacts
with the AUX/IAA proteins AXR2/IAA7 (auxin resistant) and AXR3/IAA17,
labeling them for ubiquitin-dependent degradation and subsequent regula-
tion of auxin-regulated genes (Gray et al. 2001). In wei1, ubiquitin labeling
of AUX/IAA is abolished, blocking auxin response and hence conferring
a longer root than that of the wild type when treated with ethylene or auxin.

Furthermore, upon treatment with ethylene, ARF19 (auxin response fac-
tor) expression increases (Li et al. 2006). Loss-of-function mutants in this
gene have ethylene-insensitive roots. It is not yet clear whether this is a dir-
ect effect of ethylene on the expression of ARF19 or a consequence of the
ethylene-dependent rise in IAA concentration.
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It can be concluded that the addition of ethylene results in the inhibition
of root elongation, an effect that is largely mediated by a change in auxin
concentration and/or auxin signaling.

3.2
Ethylene Inhibits Hypocotyl Growth in the Dark

Another trait of the triple response is the shortening and thickening of the
hypocotyl (Guzman and Ecker 1990; Fig. 1). The hypocotyl of Arabidopsis
mainly grows by longitudinal cell expansion (Saibo et al. 2003). This elonga-
tion is not the same in all cells along the hypocotyl and differs in the light and
the dark (Gendreau et al. 1997). Applying ethylene to dark-grown Arabidopsis
seedlings inhibits hypocotyl cell elongation (Le et al. 2005). The decrease in
cell elongation is correlated with a change in microtubule orientation. In the
dark, the strongest elongation is seen in the top two-thirds of the hypocotyl,
from cell 8 upwards. This correlates with a transverse microtubule orientation
in the apical cells, whereas in the basal cells microtubules are longitudinally
oriented (Le et al. 2005). Under the influence of ACC, dark-grown seedlings
had a smaller zone at the top of the hypocotyl showing transverse micro-
tubule orientation (Le et al. 2005). The decrease in the hypocotyl growth rate
is already visible 15 minutes after ethylene addition and is reversible (Binder
et al. 2004). A partial ethylene oversensitive mutant, eer1 (enhanced ethy-
lene response), shows a thicker and shorter basal part of the hypocotyl as
compared to the wild type when grown in the dark over a broad range of
ACC concentrations (Larsen and Chang 2001). Since cell elongation in etio-
lated seedlings requires GA (Cowling and Harberd 1999), crosstalk between
ethylene and GA was suggested. The GA signaling pathway is negatively reg-
ulated by DELLA proteins. These proteins are destabilized by GA in a 26S
proteasome-dependent manner (Peng et al. 1997; Fu and Harberd 2003; Itoh
et al. 2003). In contrast, ethylene stabilizes DELLA proteins (Achard et al.
2003; Vriezen et al. 2004), repressing cell elongation and hence resulting in
shorter hypocotyls.

3.3
Ethylene Inhibits Stem Growth

Ethylene also causes an inhibition of stem elongation. Treatment of light-
grown Arabidopsis with ethylene results in a stunted and thick inflorescence
stem. The same can be seen in untreated ctr1 mutants (Kieber et al. 1993).
Furthermore, the internodes are shorter in an ethylene-overproducing trans-
genic tobacco line (Knoester et al. 1997).
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3.4
Ethylene Inhibits Leaf Expansion

The constitutive ethylene mutant ctr1 has a dwarfed phenotype in the light
with very limited leaf expansion. This is mainly caused by a reduction in
cell size (Kieber et al. 1993; Rodrigues-Pousada et al. 1993). The opposite
is seen in ethylene-insensitive mutants, with a slightly larger leaf surface
than the wild type. Although the extra leaf area is thought to result from
larger cells (Bleecker et al. 1988; Hua et al. 1995), no detailed measurements
of cell-elongation rates in leaves of ethylene-insensitive plants are available.
Therefore, it is possible that the greater leaf surface can be explained either
by an extended expansion phase or by a higher expansion rate (Pierik et al.
2006). Smalle et al. (1999) showed that in wild-type plants ACS1 mRNA lev-
els are lower during leaf surface expansion than during leaf emergence or
senescence. This is also reflected in a lower ethylene production. Although it
cannot be excluded that this pattern is an effect of leaf development rather
than being the causal factor, it does implement an inhibiting role of ethy-
lene in leaf cell expansion (Smalle et al. 1999). Lower ethylene concentrations
result in a relief of repression and consequent leaf expansion.

3.5
Ethylene Stimulates Exaggeration of the Apical Hook in Etiolated Seedlings

In darkness, Arabidopsis seedlings display an apical hook. The hook structure
protects the shoot apical meristem against mechanical stress during germina-
tion and early seedling growth (Vandenbussche and Van Der Straeten 2004).
Adding ethylene to etiolated seedlings causes an exaggeration of the curva-
ture of the hook. This is also one of the traits of the triple response (Guzman
and Ecker 1990). This exaggeration of curvature is accompanied by a longer
arc that can be explained by extra cell divisions and differential elongation of
the concave versus the convex side of the hook (Vriezen et al. 2004).

The formation of the hook results from the differential growth of cells in
the apical region. Cells at the outer side of the hook are larger than those at
the inner side (Vriezen et al. 2004). The phenotype of eto1, eto2, eto3 and ctr1
mutants proves that the formation of an exaggerated hook is at least partly de-
pendent on ethylene, since they show an exaggerated hook even when grown
in the absence of ethylene (Guzman and Ecker 1990; Kieber et al. 1993). Also,
ethylene is required for normal hook formation since ethylene-insensitive
mutants show a reduction in curvature (Roman et al. 1995). This difference
in cell elongation can result from differential ethylene production. However,
the literature does not appear fully consistent on this. While AtACO1 appears
to be more strongly expressed at the concave side of the hook in pea (Peck
et al. 1998), AtACO2 is expressed more at the convex side of the hook in Ara-
bidopsis (Raz and Ecker 1999). Furthermore, ACC is asymmetrically localized
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in cells of the apical hook in bean (Schwark and Bopp 1993). However, it was
proven that seedlings are only sensitive to exogenous ethylene 60–72 hours
after germination (Raz and Ecker 1999).

To exert its effects on apical hook formation, ethylene interacts with other
hormones (Fig. 1). There is compelling evidence for the involvement of aux-
ins, gibberellins, and brassinosteroids in this process. Differential auxin dis-
tribution is a prerequisite for hook formation in etiolated seedlings, since
blocking auxin transport results in a hookless phenotype (Lehman et al.
1996). The auxin efflux transporter PIN3 (pin formed) is required for hook
formation, since dark-grown pin3 mutants show a faster opening of the apical
hook (Friml et al. 2002). When ethylene is added to pin1 and pin3 an exagger-
ated hook is not formed, as evidenced by the smaller ratios of the length of
cells in the outer to the length of cells at the inner side of the arc in both ACC
and untreated seedlings (De Grauwe et al. 2005). Other auxin mutants like
axr1 (Lincoln et al. 1990; del Pozo et al. 1998; auxin resistant, positive regula-
tor of auxin response, as achieved by regulating activity of TIR1 SCF ubiquitin
ligase), hls1 (Lehman et al. 1996; Li et al. 2004; hookless, negative regulator
of auxin response, as achieved by degrading ARF2, auxin response factor),
hls3 (King et al. 1995; Gopalraj et al. 1996; Lehman et al. 1996; aminotrans-
ferase with higher levels of endogenous IAA, as achieved by stimulating the
synthesis thereof), and yuc (Zhao et al. 2001; yucca, flavin monooxygenase-
like enzyme, with elevated IAA biosynthesis) do not display a normal apical
hook.

HLS1 is a downstream target of ethylene-dependent transcriptional regu-
lators. It is equally expressed throughout the apical hook and its expression
is enhanced under the influence of ethylene. HLS1 over-expression results in
an exaggerated hook. In hls1 the cells where the apical hook is supposed to
arise, are elongated. Cells at the outer and inner sides of the “hook” elongate
two- and tenfold, respectively, compared to those in the wild type, resulting in
an equal size on both sides in the hls1 mutant, which explains why no hook is
formed (Lehman et al. 1996). HLS1 in turn lowers the concentration of ARF2
(Li et al. 2004). ARF2 (auxin response factor) is a negative regulator of differ-
ential growth responses (Li et al. 2004) that binds TGTCTC sequences in the
promoter of primary auxin response genes (Ulmasov et al. 1999). When ethy-
lene is applied to wild-type plants, the concentration of HLS1 is enhanced,
leading to a lower concentration of ARF2, ultimately resulting in the for-
mation of the apical hook. Adding auxin to the medium does not alter the
concentration of ARF2 (Li et al. 2004).

In dark-grown seedlings, DR5::GUS expression is localized at the inner
side of the apical hook. Ethylene exposure enhances this expression. The dif-
ferential localization is completely abolished in the hls1 mutant and partially
restored in the double mutant hls1arf2 (Li et al. 2004). These results lead to
a model where ethylene modifies auxin response genes through the modu-
lation of HLS1 and ARF2. Taking into account the equal expression of HLS1
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(Lehman et al. 1996), tissue-specific signals and different auxin concentra-
tions (Friml et al. 2002) are supposed to modify the effect of ARF2 on the
expression of auxin-dependent genes.

Ethylene also interacts with gibberellin signaling to maintain the apical
hook (Fig. 1). Gibberellin biosynthesis and signaling are required to form an
apical hook. ACC enhances the stimulating effect of GA on cell division in the
formation of an exaggerated apical hook of etiolated seedlings, and stabilizes
RGA (a negative GA regulator), leading to smaller cells. There seems to be no
significant difference in the stabilization of RGA between the outer and in-
ner sides of the hook. Despite this, a stronger up-regulation of GASA1::GUS
(a GA reporter line) was noticed at the outer side of the hook. This can be ex-
plained by changes in ethylene sensitivity or gibberellin sensitivity (Vriezen
et al. 2004).

Finally, brassinosteroids are also required to form the apical hook. Adding
ACC to BR biosynthesis mutants cbb1/dwf1 (Kauschmann et al. 1996; cab-
bage1/dwarf1) and det2 (Chory et al. 1991; de-etiolated2) does not induce an
exaggeration of the hook. Moreover, the expression of CPD::GUS (Fujioka and
Yokota 2003; CPD is involved in brassinolide synthesis) in the apical hook is
up-regulated by the addition of ACC. This expression is stronger in the con-
vex side of the hook than in the concave side. Auxin disrupts the differential
expression, whereas NPA (N-1-napthylphthalamic acid, polar auxin transport
inhibitor) limits the expression to the stele. These results indicate that ethy-
lene causes a stronger CPD promoter activity at the outer side of the hook (De
Grauwe et al. 2005).

4
Growth Stimulation

When studying the effect of ethylene on hook formation, it is clear that ethy-
lene cannot be strictly defined as a growth-inhibiting hormone. Although
the growth-inhibiting role of ethylene has been known since its discovery as
a plant growth regulator (Neljubov 1901), in the past decade evidence has
accumulated for a growth-stimulating function of ethylene. In the next few
sections we will discuss the physiological conditions at different stages in a
plant’s life where ethylene exercises a growth-promoting function.

4.1
Ethylene Stimulates Hypocotyl Growth in the Light

When plants are grown on LNM (low-nutrient medium) in the light,
hypocotyl elongation (up to twofold) is induced by concentrations of ACC
above 1 µM (Smalle et al. 1997). The response is saturated at 20 µM ACC.
When grown on MS/2, the addition of ACC results in an up to 30% longer
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hypocotyl. Adding AgNO3—a known blocker of ethylene action—to the
medium inhibits this response. This result correlates with ctr1 displaying
a longer hypocotyl than the wild type when grown in the light in the absence
of ACC, whereas etr1-3 does not elongate when treated with ACC. Adding
ethylene to the seedlings induces the same effect as ACC, and the response in
ethylene is abolished by combination with 1-MCP—another inhibitor of ethy-
lene perception (De Paepe and Van Der Straeten 2005). The elongation with
ethylene/ACC is a result of cell elongation. Several other hormonal signals
confer hypocotyl elongation on LNM. Plants grown on LNM supplied with
IAA also have longer hypocotyls (Smalle et al. 1997; Saibo et al. 2003). Van-
denbussche et al. (2003a) demonstrated that the ethylene-regulated hypocotyl
elongation depends on a functional auxin transport system. In addition, GA3
stimulates hypocotyl elongation (Cowling and Harberd 1999). Mutants that
are defective in GA synthesis (Sun et al. 1992) or auxin signaling (Timpte et al.
1992) were shown to have shorter hypocotyls, indicating the need for both
hormones for hypocotyl elongation. Saibo et al. (2003) presented a model
for a network of interactions between ethylene, GA3 and auxins regulating
hypocotyl growth. Growth primarily occurs within the first three days after
germination, but when ACC is applied to the medium, this fast growth phase
is prolonged by one day. In contrast, GA3 does not prolong the growth phase,
but enhances the growth rate between day 2 and day 3 after germination.
After inhibiting growth during the first two days, IAA prolongs the growth
period until the sixth day after germination. Nevertheless, ACC also works
independently of GA since the GA biosynthesis inhibitor paclobutrazol (PAC)
only reduced the effect of ACC, whereas IAA-treated plants show no elonga-
tion when PAC is added to the medium (Saibo et al. 2003).

The ethylene signal responsible for elongation is at least partially sepa-
rated from other ethylene-dependent effects. The over-expression of the EIN2
carboxyl terminus is sufficient to rescue the ethylene-dependent elongation
in ein2–5, but it does not rescue the triple response (Alonso et al. 1999). Fur-
thermore, ACC treatment also causes radial expansion of the hypocotyl which
is independent of GA (Saibo et al. 2003). This indicates that at least partially
different pathways control the effects of ethylene upon elongation and radial
expansion.

The three abovementioned hormones achieve their effects by stimulating
cell elongation. This is in part accompanied by endoreduplication. GA3 is re-
quired for endoreduplication (Gendreau et al. 1999). The effect of GA3 was
enhanced by adding ACC (Saibo et al. 2003).

Recent studies also implicate a role for brassinosteroids in ethylene-
regulated elongation. Wild-type seedlings treated with Brz2001 (brassinos-
teroid synthesis inhibitor), cbb1 and det2 (mutants in BR biosynthesis) do not
show an increase in hypocotyl length in the light when treated with ACC (De
Grauwe et al. 2005). The hypocotyl of hls1 is ethylene-insensitive in the light.
When both ethylene and EBR (epi-brassinolide, physiological active brassi-
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Fig. 1 Hypocotyl elongation in the light. Hypocotyl growth is determined by two ma-
jor factors: growth rate and duration of the growth period. Ethylene and auxin prolong
the duration of elongation growth, whereas GA and possibly brassinosteroids affect the
growth rate. If the latter is disturbed, prolonging the growth period will have no effect,
supporting the dominant role of GA in this process. The dotted arrow indicates the fact
that there also is a gibberellin-independent mechanism by which ethylene exerts its role

nosteroid) are applied to hls1, they show a synergistic effect. This indicates
that brassinosteroids function downstream or independent of the ethylene
signal (De Grauwe et al. 2005). The hypocotyl of sax1 (Ephritikhine et al.
1999; hyperSensitive to Abscisic acid and auXin, necessary for BR biosynthe-
sis) is insensitive to ACC and GA. When EBR is applied, the hypocotyl regains
its sensitivity to GA, but not to ACC (Ephritikhine et al. 1999). A schematic
overview of these interactions is presented in Fig. 1.

4.2
Ethylene Stimulates Shade Avoidance Responses

When shaded, plants receive lower doses of light, and the light actually
transmitted contains proportionally more far red light than light received by
unshaded plants (Fig. 2). Plants will try to move out of the shade in order
to maximize photosynthesis (Vandenbussche et al. 2005). Not only is ethy-
lene production enhanced under shaded conditions, optimal shade avoidance
responses also require ethylene (Vandenbussche et al. 2003b; Pierik et al.
2004a,b).

In tobacco, low R:FR (ratio of red to far red light) ratios induce hyponasty
independent of ethylene, but ethylene determines the rate of low R:FR-
induced stem and petiole elongation (Pierik et al. 2004a). Applying ethylene
to Arabidopsis plants causes an upward movement of leaves, although this
response varies depending on the conditions (Vandenbussche et al. 2003b;
Millenaar et al. 2005). This is caused by differential growth at the ends of
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Fig. 2 Shade avoidance. When plants face competition in dense canopies, different en-
vironmental signals change. The dose of transmitted light under the canopy decreases
and the ratio red/far red light decreases. Under low R : FR conditions, ethylene synthesis
is stimulated, leading to a higher ethylene concentration. Both a high ethylene concen-
tration and blue light need a fully functioning ethylene and GA signaling pathway in
order to affect hyponasty and stem elongation. Low R : FR ratios can stimulate hyponas-
tic movements independently of ethylene and GA. In contrast, stem elongation under low
R : FR conditions is dependent on a functioning GA pathway. Stem elongation is possible
without ethylene signaling, although it occurs more slowly in this case

both the petiole and the leaf blade. Combining ethylene treatment with low
light does not yield additive effects, except for a higher petiole angle after
20 hours of exposure (Millenaar et al. 2005). When the light dose is lowered
to a level comparable with that under a canopy, ethylene-resistant tobacco
plants showed no stem elongation and no hyponastic response, whereas wild-
type plants did show these responses (Pierik et al. 2004a). They are caused
by a lower dose of blue light. Changes in leaf angle and stem elongation of
competing plants occur faster in wild-type than in ethylene-resistant tobacco
plants. This delay causes a competitive disadvantage, resulting in a lower
biomass of ethylene-resistant plants, whereas they have the same biomass in
a noncompeting setup (Pierik et al. 2004a). When GA synthesis is blocked in
tobacco, ethylene-induced hyponastic movements and stem and petiole elon-
gation are prevented, indicating the essential role of GA in these responses.
However, when R:FR ratios are lowered in the presence of PAC, stem and
petiole elongation are inhibited but hyponastic movement is not. In the wild-
type and ethylene-resistant tobacco mutants, petiole elongation seems to be
equally sensitive to GA. In contrast, stem elongation is more sensitive to GA
in wild-type than in ethylene-resistant tobacco mutants. Both processes are
more pronounced for low R : FR ratios (Pierik et al. 2004b). An overview of the
process involvrd in shade avoidance is given in Fig. 2.
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4.3
Ethylene is Responsible for Submergence-Induced Shoot Elongation

When plants are flooded, the gas diffusion rate is impeded (Jackson 1985).
Hence flooding not only leads to lower internal O2 concentrations (hypoxic
conditions) but also higher CO2 and ethylene concentrations, as reviewed by
Vriezen et al. (2003).

In Rumex palustris, one of the responses to submergence is a hyponastic
movement of the leaves, caused by cell elongation at the abaxial side in the
basal region of the petiole (Cox et al. 2004). The effect can be mimicked by
adding ethylene to unsubmerged plants. Under submergence, ethylene con-
centrations in Rumex rise due to ethylene entrapment and not due to ethylene
synthesis (Voesenek et al. 1993). However, ethylene is not the only signal
that causes this response. Submerged plants treated with 1-MCP do show
a hyponastic movement, although it is not as pronounced as that seen in un-
treated plants. Auxins are also necessary for hyponastic movements. Auxin
deficiency cannot be rescued by ethylene or GA. GA promotes hyponastic
movements, while ABA has inhibitory effects (Cox et al. 2004).

Ethylene biosynthesis of rice seedlings is enhanced by hypoxic conditions
(Satler and Kende 1985; Van Der Straeten et al. 1992). As a result of the
entrapment of ethylene, a positive feedback mechanism further enhances
its synthesis (Chae et al. 2003). Growth upon submergence occurs in the
youngest internode. An intercalary meristem is located just above the second
node (Kende et al. 1998). Applying ethylene to rice plants that were older than
28 days stimulated the growth of internodes only in a deepwater rice variety
(Metraux and Kende 1983). When AVG is present, this growth is inhibited.

As reviewed above (Sect. 1.2 Regulation of Synthesis), ethylene concentra-
tion can be enhanced by modulating ACS and ACO expression. In air-grown
plants, OsACS5 is expressed at low levels in the shoot apex, meristems, leaves,
adventitious root primordia, and in vascular tissues of unelongated stems and
leaf sheaths. Upon submergence, OsACS5 expression is enhanced in vascular
bundles of young stems and leaf sheaths. Furthermore, under hypoxic con-
ditions, exogenously applied GA up-regulates OsACS5 expression, whereas
ABA has the opposite effect (Van Der Straeten et al. 2001). The transcript lev-
els of OsACO1 reached a maximum in the intercalary meristem, elongation
zone and differentiation zone of the internodes after 15 hours of submergence
(Mekhedov and Kende 1996).

In deepwater rice, submergence is accompanied by a decrease in ABA.
This effect can be mimicked by applying exogenous ethylene (Hoffmann-
Benning and Kende 1992; Azuma et al. 1995). The same effect was noted
for a submergence-tolerant Rumex species (Rumex palustris). When R. palus-
tris plants are flooded or treated with ethylene, a fast down-regulation of
NCED (neoxanthine cis-epoxycarotenoid dioxygenase) and an increase in
ABA breakdown is observed (Benschop et al. 2005). However, when 1-MCP
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and fluridone (ABA biosynthesis inhibitor) are applied simultaneously, no
elongation is observed. This indicates that a reduction in ABA must be ac-
companied by an increase in the ethylene concentration in order to induce
stem elongation. Submergence-intolerant Rumex acetosa plants do not show
a decrease in ABA levels (Benschop et al. 2005).

The submergence of deepwater rice enhances the concentrations of GA1
and GA20 (Hoffmann-Benning and Kende 1992; Van Der Straeten et al. 2001).
Applying ABA to air-grown deepwater rice inhibited cell elongation, an effect
that can be reversed by adding GA. It is thus reasonable to hypothesize that
ethylene exerts its effect on GA through ABA (Hoffmann-Benning and Kende
1992). Both submergence and ethylene treatment increase the level of bioac-
tive GA1 in R. palustris (Rijnders et al. 1997). Also, in submerged R. palustris
plants, ABA inhibits the increase in the level of GA seen in submerged plants
without exogenously applied ABA (Benschop et al. 2005).

Stem elongation in rice is an effect of both cell division and cell elongation
(Vriezen et al. 2003). Cell elongation can be partially caused by increased ex-
pression of expansins. In rice, both submergence and GA treatment enhanced
expansin A and B expression (Cho and Kende 1997). In Rumex, however,
out of 13 studied expansins, only RpEXPA1 is induced in petioles upon sub-
mergence or ethylene treatment. The addition of ABA or PAC to submerged
plants does not inhibit this induction. Also, when GA is applied to air-grown
plants, this effect can not be mimicked (Vreeburg et al. 2005). Submergence-
induced acidification of the cell wall of Rumex is inhibited when petiole tissue
is pretreated with 1-MCP. The addition of ABA to submerged plants had no
effect on cell wall acidification (Vreeburg et al. 2005). Thus, in Rumex peti-
oles, ethylene may be involved in two separate pathways. It is proposed to
cause a decrease in ABA (and a subsequent increase in GA) and to enhance
expansin expression and cell-wall acidification through a distinct mechanism
(Vreeburg et al. 2005).

5
The Balance Between Growth Stimulation and Growth Inhibition:
Concentration Dependent?

Pierik et al. (2006) present a biphasic model to explain the differential re-
sponses to ethylene. The authors suggest that internal signals, environmental
conditions and species-specific characteristics influence the response to ethy-
lene. The authors illustrate that a dose-dependent response to ethylene can
be found for different plants/tissues. These plant/tissue-specific ethylene re-
sponses can be placed in-between two extremes. One extreme consists of
(tissues of) plants showing growth stimulation over a large range of ethy-
lene concentrations (with a limited growth-inhibiting range); the other ex-
treme would be (tissues of) plants that show growth inhibition at most
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ethylene levels. However, it should be noted that none of the dose–response
curves shown in Pierik et al. (2006) have more than one data point be-
having differently (induction instead of inhibition, or vice versa) from the
other. Therefore more detailed analyses are essential to support this point
of view.

It is noteworthy that several genes respond differentially to low/high ethy-
lene concentrations (De Paepe et al. 2004a,b). Using a cDNA-AFLP experi-
ment, the authors isolated a group of 30 genes which were more strongly up-
regulated when treated with 10 µl/l ethylene than when treated with 0.1 µl/l
ethylene, whereas seven genes were more up-regulated by the lower concen-
tration.

Although a gene-specific response to ethylene can in part explain the dif-
ferent ethylene responses, further research is needed in order to discover the
factors that modulate these plant- and tissue-specific ethylene responses (in-
cluding ethylene-responsive tissue-specific promoters, interactions with other
hormones, and environmental signals). Finally, ethylene response may not
be placed in species-dependent two-dimensional graphs as suggested (Pierik
et al. 2006), but could be seen as an n-dimensional function that is depen-
dent on species, environmental conditions, and tissue- and cell-type-specific
factors.
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Abstract Light is the source of energy for plants, and as a result is a key environmen-
tal cue controlling their growth. The need to reach the appropriate light environment,
and then to maximise its capture, leads to different organs showing contrasting growth
regulation by light: generally negative in aerial elongating organs (hypocotyl, internodes,
petioles) and positive in photosynthetic ones (leaf blades), as well as in roots. The basis
of the growth repression of elongating organs by photoreceptors appears to involve the
suppression of hormone signalling pathways, particularly those of auxin and gibberellin,
although the mechanisms of control prior or subsequent to light exposure differ. Less
is known about growth promotion by light in cotyledons, shoot meristem and leaves,
but this promotion is closely associated both with the repression of elongation growth
in hypocotyls and with the differentiation of photosynthetic cells: molecular interfer-
ence with one process generally affects the others. The possible nature of these links
is discussed. Lastly, light fluence rate controls the internal anatomy of leaves, and this
highlights a role for chloroplasts themselves as sources of growth-regulatory signals.

1
Introduction

The responses of higher plants to light have an impact on almost all aspects
of growth. This is inevitable given the nature of plants as light-harvesting
devices, which satisfy their energy needs, and ultimately those of most of
the biosphere, from solar radiation. From germination, through seedling es-
tablishment, leaf development, elongation and flowering to seed maturation,
information on the light environment steers plant growth. That steering is
a combination of positive and negative growth stimuli. Induction of germin-
ation is a positive stimulus promoting growth of the embryo, causing first the
radicle, then the cotyledons, to break out of the seed coat. Seeds whose ger-
mination is light promoted are generally small with few reserves. Following
germination, if the seed is under soil the hypocotyl, epicotyl or mesocotyl
(depending on the architecture of the seedling) elongates rapidly pushing the
shoot apical meristem into the light. However, upon emergence, light simul-
taneously acts negatively to inhibit this elongation and positively to promote
expansion of the cotyledons and to stimulate the apical meristem to prod-
uce new leaves. Once the plant is established, light promotes expansion of
the new leaves, but also inhibits elongation of the leaf petiole and of inter-
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nodes formed between leaves. Overall this combination of responses serves
a fitness purpose: to promote photosynthetic development under the best
possible environment, or to otherwise invest in elongation growth to reach
such an environment (Whitelam and Halliday 2007) (Fig. 1).

The photosynthetic environment can, nevertheless, be a highly varied one,
with maximum light intensity (fluence rate or irradiance) levels that individ-
ual leaves find themselves under varying naturally over at least two orders
of magnitude, up to over 2000 µmol m–2 s–1 at noon under full sunlight in
temperate latitudes. As a result growth-related developmental decisions will
modulate the rate of leaf production, the surface area occupied by the avail-
able leaf biomass, and the internal anatomy and leaf absorption characteris-
tics of those leaves (Walters 2005).

One other aspect of growth is also affected by light: the promotion of
flowering is strongly influenced in many species. The transition to flowering
involves a dramatic promotion of growth involving the production and ex-
pansion of the floral organs, often accompanied by the rapid elongation of
a flowering stem. Depending on the species, light can serve to monitor the
growth environment or the season, and either act as a promoter or an in-
hibitor of flowering (Whitelam and Halliday 2007). However, an analysis of
this light control of flowering responses is beyond the scope of this chapter.

Fig. 1 Contrasting growth responses of different seedling organs to light. Light promotes
(+) root extrusion during seed germination, root elongation (at least in response to high
red to far-red ratio light) and leaf initiation and expansion during seedling growth, and
leaf palisade division and anticlinal elongation during acclimation to high fluence rate.
Light inhibits (–) hypocotyl and internode elongation during seedling growth and during
plant acclimation to sun versus shade
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Overall a consideration of photobiology is an indispensable component of
a dissection of plant growth responses. Photobiology can also serve as a tool
in this respect: light is a relatively easy-to-modulate environmental cue that
can place such developmental responses under the tight control of an envi-
ronmental switch. Although many years and a bewildering number of studies
have been devoted to this area of research, interest in it is bound to con-
tinue.

2
Biology of the Photoreceptors

Plants possess three main classes of photomorphogenic photoreceptors:
phytochromes, cryptochromes and phototropins (see Jiao et al. 2007). Those
first identified, the phytochromes, act “photochromically” in the red and far-
red region of the spectrum, being reversibly activated by red wavelengths
and inactivated by far-red. This “ancestral” type of phytochrome is also
termed type II or light stable, and it is encoded by four genes in Arabidop-
sis, PHYB–PHYE (Clack et al. 1994), or tomato, PHYB1, PHYB2, PHYE, PHYF
(Hauser et al. 1997), of which PHYB is most highly expressed. In angiosperms,
however, a further type of phytochrome, type I or light labile, is encoded
by PHYA, accumulates in the dark, absorbs a broad range of wavelengths,
notably far-red, is exquisitely light sensitive and is not photoreversible (Shi-
nomura et al. 1996). A second class of photoreceptors are the blue light-
absorbing cryptochromes, in Arabidopsis the products of CRY1 and CRY2.
The phototropins, in Arabidopsis the products of PHOT1 and PHOT2, also
absorb blue light. The phototropins harbour a flavin chromophore in a LOV
domain. Plant genomes also encode other LOV domain-containing proteins,
at least some of which have recently been found to be capable of photopercep-
tion (Kim et al. 2007).

During the initial transition from darkness to light, a dramatic modifi-
cation of plant growth programme takes place, from skoto-morphogenesis
(dark form) to photo-morphogenesis (light form), and this is accompanied
by a massive transcriptional reprogramming (Jiao et al. 2007). The vast ma-
jority of such gene expression changes are controlled by the phytochromes
and the cryptochromes (Ma et al. 2001). Phototropins, associated with plasma
membrane, primarily control short-term responses to light, often directional
light, for example tropisms, stomatal opening and chloroplast relocation. An
exception is leaf lamina expansion, seemingly a developmental response, but
strongly dependent on blade tropism towards the light (Takemiya et al. 2005).
At least in the first few hours after light exposure, cryptochromes medi-
ate the majority of gene expression changes initiated by blue light (Ohgishi
et al. 2004), while phototropins mediate their actions through cytoskeletal or
membrane-based responses.
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The transduction of phytochrome and cryptochrome signals, which often
interact, occurs through multiple pathways, many of them based in the nu-
cleus. A key theme is the proteolysis-mediated removal of repressors for
photomorphogenesis in the light that are otherwise active in the dark. Those
repressors include COP1, DET1 and its associated complex, and the COP9
signalosome (CSN). DET1 and its partner DDB1 can modify chromatin struc-
ture and also enhance ubiquitin conjugating enzymes (Yanagawa et al. 2004).
COP1 has ubiquitin ligase activity, and the CSN regulates the activity of
another type of ubiquitin ligases (SCF) by post-translational modification
(de-rubylation, Wei and Deng 2003). Among the positive regulators of photo-
morphogenesis targeted by these repressors, transcription factors of the bZIP
(HY5 and HYH) and bHLH (PIF3 and PIL1) classes are the best known.

3
Light Promotes Radicle Growth and Germination

A classic example of the light control of seed germination is seen in the
Grand Rapids cultivar of lettuce. Such control, and the demonstration of its
photoreversibility, was a key milestone in the identification of phytochromes
(Borthwick et al. 1952).

Germination has traditionally been considered the result of imbibition and
the initiation of cell expansion in the embryo, causing it to break through the
seed coat. A recent, elegant analysis (Masubelele et al. 2005), however, has un-
equivocally demonstrated that the activity of the root apical meristem (RAM)
is at the heart of the process. Radicle protrusion is preceded by cell cycle entry
in the RAM. Global transcriptome analysis revealed that the expression of
2000 genes changed prior to visible radicle protrusion, with regulators of cell
cycle re-entry (six D-type and two A-type cyclins) appearing among them;
up-regulation of the levels of one of the D-type cyclins successfully acceler-
ated germination.

Light and the plant hormones gibberellins (GAs) are very well documented
triggers of germination. Arabidopsis thaliana seed germination, like that of
lettuce, is promoted by light. The process is exquisitely light sensitive, being
initiated by fluences of light present in seconds of moonlight, and this is me-
diated by the phytochrome A (phyA) photoreceptor (Shinomura et al. 1996).
The action of this and other phytochromes is mediated by GA, as shown by
the inability of GA-deficient plants to germinate in the dark or light. Indeed,
phytochrome rapidly up-regulates the transcription of GA3ox1, a gene that
converts the last inactive GA into GA4, the active GA in Arabidopsis. This
up-regulation is defective in the phyB mutant (Yamaguchi et al. 1998).

The control of GA biosynthesis takes place through a short signalling
cascade, using established phytochrome-interacting transcriptional regula-
tors. PIF1/PIL5, one such protein, is directly destabilised upon interaction
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with active phytochrome, and is itself a negative regulator of the GA biosyn-
thetic genes (Oh et al. 2006). In turn, the action of GAs, which directly or
indirectly leads to the cell cycle re-entry in the RAM, occurs through the
destabilisation of the growth-repressive DELLA proteins. This is shown by the
light-independent, constitutive germination of DELLA multiple mutants (Cao
et al. 2005).

4
Light Inhibits Hypocotyl, Internode and Leaf Petiole Extension Growth

4.1
Photobiology of Extension Growth

Plants show a tremendous plasticity in their response to light. Negative re-
sponses essentially serve the purpose of preventing unnecessary investment
of resources, but can also be conceptualised as positive growth responses to
the absence of light, or to light conditions sub-optimal for photosynthesis.
The default state in a germinated seedling in the absence of any light stimulus
is elongation growth. The need for photosynthesis in order to obtain energy
requires that all available energy is invested in reaching the light. Once in
the light such investment is no longer advantageous and resources can be
allocated more efficiently in promotion of photosynthetic development.

The inhibition of hypocotyl elongation was the basis of the first screen for
mutants deficient in aspects of photoperception. Koornneef and collabora-
tors (1980) grew mutagenised seed of Arabidopsis in white light and identified
a number of mutants showing a long hypocotyl. In doing so they identified
mutants in the two major photoreceptors responsible for this light-induced
inhibition of elongation growth: the red/far-red light photoreceptor, phyB,
and the blue light photoreceptor, cry1.

In fact, all of the phytochromes and cryptochromes act in the inhibition
of elongation growth. The combined action of this battery of photoreceptors
gives plants the ability to respond appropriately to a wide range of conditions.
Although the majority of these photoreceptors have little effect on a wild-
type seedling in white light, their contribution can be observed under specific
conditions. In etiolated seedlings high levels of phyA accumulate making the
seedlings very sensitive to small amounts of light. Any wavelength of light is
capable of producing the small amount of phyA active phytochrome (Pfr) re-
quired to initiate a very low fluence response (VLFR). The VLFR triggers an
early inhibition of hypocotyl elongation, but this response accounts for only
a minor effect and is quickly saturated. In red or white light phyA is then
rapidly degraded as the majority of the phyA pool will be converted to the la-
bile Pfr form. PhyA appears to play an “antenna” role in de-etiolation under
these conditions. The light-stable phytochromes play a major role in inhibit-
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ing hypocotyl elongation in red or white light, with phyB the major player
and lesser roles for phyC, D and E being revealed in the absence of phyB. By
contrast, in far-red light phyA plays a major role. The maintenance of a large
pool of phyA in the stable Pr form prevents degradation and allows a phe-
nomenon known as the FR high irradiance response (HIR), a response to
prolonged irradiation that causes a dramatic inhibition of elongation growth.
PhyA is the only phytochrome capable of inhibiting elongation growth in
far-red light.

The needs of the established plant remain the same as those seen dur-
ing de-etiolation, the priority being to gain maximum advantage from the
light environment. The shade avoidance response is a response to competi-
tion from neighbouring plants. Plants are able to detect light that has been
reflected from a neighbouring plant by perceiving the change in light qual-
ity. Plants absorb strongly in the red and blue wavelengths due to absorption
by chlorophyll, but they reflect far-red wavelengths. Plants are able to monitor
the red/far-red (R : FR) ratio of incident light and can interpret a reduction in
the ratio as evidence of a neighbour growing closely alongside that may over-
top it in future. A low R : FR ratio triggers a pronounced elongation growth
response, reduction in branching and reduction in leaf area. Prolonged shade
eventually triggers a flowering response as the plant ensures production of
offspring as a last resort. This system of using far-red as a reference wave-
length against which to compare a reduction in red wavelengths is vastly
superior to a simple response triggered by a reduction in photosynthetically
active radiation (PAR). An inanimate object alongside a plant may slightly re-
duce the intensity of incident PAR to the same extent as a neighbouring plant,
but would not pose a future threat of severe shading.

The reversible, photochromic nature of the phytochromes makes them
ideal to detect this change in R : FR ratio. As in the control of de-etiolation
via the LFR, the Pr conformation is inactive and the Pfr conformation is ac-
tive, suppressing elongation growth and flowering. A low R : FR ratio results
in a loss of Pfr triggering the shade-avoiding phenotype. PhyB, the major
phytochrome responsible for the LFR in de-etiolation, is the main player
in shade avoidance affecting all aspects of the response. phyB mutants in
a range of species display a constitutively shade-avoiding phenotype, due
to the constitutive absence of phyB Pfr and a greatly reduced response to
shade. The majority of work characterising the phytochromes involved in
the shade-avoidance response has been carried out in the model plant, Ara-
bidopsis. Here phyD and phyE also play more minor roles which are most
apparent when looked for in the absence of phyB. PhyD is involved in the
control of petiole elongation and flowering, while phyE is involved in the
regulation of internode elongation and flowering. PhyA also plays a key role,
but here it acts as a moderator of shade avoidance. Remarkably, in a mul-
tiple phytochrome phyA phyB phyE mutant of the normally rosette-forming
plant Arabidopsis, internodes are constitutively formed, implying that even
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the rosette growth habit, resulting from constitutive inhibition of internode
elongation, can be reversed by environmental sensory pathways.

4.2
Cellular Basis and Signalling Processes in the Control of Extension Growth

How does the repression of elongation growth by light take place? It is im-
portant to note that although the photoreceptors acting in shade avoidance
are the same as those acting in de-etiolation, recent work has also shown
that signalling elements, and probably elementary processes, unique to each
process also exist (Roig-Villanova et al. 2007). An elegant study (Gendreau
et al. 1998) analysed the cellular basis of the differential growth response of
the hypocotyl in darkness and light, and identified a number of key differ-
ences. The dramatically accelerated hypocotyl elongation in the dark was due
to increased cellular expansion. However, the extra growth took place almost
exclusively at the top of the hypocotyl, i.e. a clear gradient of extensibility
was seen longitudinally in the dark. Furthermore, although no new cells were
formed, cells endoreduplicated more frequently under those conditions, with
16C (16 times the haploid genome content) nuclei being detected only in the
dark. A general correlation between cell size and degree of endoreduplication
is well known (Melaragno et al. 1993; Sugimoto-Shirasu et al. 2002). Recently
a protein, IPD1, which is actively involved in promoting endoreduplication
in hypocotyls in the dark (exclusively) and whose expression is suppressed
by light, has been identified (Tsumoto et al. 2006). The study of Gendreau
and collaborators also observed differentiation of epidermal hypocotyl cells
in the light: endoreduplication became less prominent, with nuclei never ex-
ceeding 8C, and all epidermal cells, sampled longitudinally, elongated equally.
In other words, a coordinated change of elongation programme along the
complete organ took place in the light.

Such an organ-wide change in programme again suggests the possibility
of involvement of hormonal growth regulators. Auxins and GAs are the best
known hormones in the control of elongation growth. Intercellular transport
is central to auxin biology. Interestingly, auxin transport inhibitors have no
effect on the ability of etiolated seedlings to elongate, while they reduce the
height of hypocotyls in the light (Jensen et al. 1998; Shinkle et al. 1998). This
indicates that dark growth has little sensitivity to changes in auxin concen-
tration, either because it is auxin-independent, or because it is supersaturated
for auxin levels, while upon transition to light, auxin transport becomes cen-
tral to growth control. Classical auxin transporters belong to the PIN family,
but members of the ATP-binding cassette (ABC) family of transmembrane
proteins are also involved in auxin transport (Lin and Wang 2005). Loss of
function mutations in the AtPGP1 and AtMDR1 ABC transporters results
in enhanced growth inhibition in the light, or what could be described as
an enhanced light-sensitivity phenotype (Lin and Wang 2005). This suggests
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that de-etiolation may be accompanied by a broad loss of auxin flow, pre-
sumably from the site of highest auxin concentration, around the seedling
apex. Possible support for this notion is the recent observation that shoot
phytochrome can control the growth of lateral roots, and that the DR5:GUS
reporter, a well-established auxin biosensor, is expressed in phytochrome-
deficient phyB seedlings closer to the base of the hypocotyl than it is in
the wild type (Salisbury et al. 2007). Shade (FR-rich) light, i.e. loss of ac-
tive phytochrome, promotes a rapid and large auxin response, as revealed in
a global transcriptome analysis of whole seedlings by the dramatic elevation
of HAT2 and HAT4 (Devlin et al. 2003). HAT2 and HAT4 are homeodomain-
Leu zipper transcription factors which are strongly induced by auxin. The site
of this elevation in seedlings is not known, but is likely to be the hypocotyl,
given the later expression of these genes in shoot internodes (Carabelli et al.
1993). Shade also rapidly stimulates the expression of two atypical beta helix–
loop–helix transcriptional regulators, PAR1 and PAR2, in a negative feedback
loop in which they repress specific auxin responsive genes (Roig-Villanova
et al. 2007).

Further evidence for a negative role of light in the control of auxin re-
sponses is provided by SHY2, also known as IAA3. This protein acts as
a repressor of auxin responses. A mutant with constitutively active SHY2 was
identified as a suppressor of the phyB mutant, causing suppression of the long
etiolated hypocotyl of phyB (Tian et al. 2002). Auxin responses are mediated
by the targeted proteolysis of AUX/IAA proteins, including SHY2/IAA3, and
phytochrome interacts with SHY2 and the ubiquitin ligase that specifically
targets it for degradation (although no light control of the degradation was
observed, Tian et al. 2002).

The sensitivity of tissues to auxin is regulated in other ways. One notable,
potentially important observation is that two related transcription factors,
HY5 and HYH, desensitise auxin responses (Sibout et al. 2006). HY5-deficient
plants appear partially etiolated in the light, and the level of HY5 pro-
tein closely correlates with the extent of light response, specifically in the
hypocotyl, HY5 levels being minimal in the dark and maximal under the
highest fluence rate of light tested (Osterlund et al. 2000). The role of HY5 in
auxin responses provides an explanation for the surprising fact that its mu-
tant was re-identified, and the mutated gene cloned, due to its altered root
architecture (Oyama et al. 1997).

GA is a second hormone whose role in the suppression of elongation in
the light has been extensively tested. Importantly, a study that examined the
phenomenon in both Arabidopsis and pea observed that chemical or genetic
removal of active GA was sufficient to cause a de-etiolated-like phenotype
(Alabadi et al. 2004). Could GAs fully account for such a process? This is
unlikely to be the case, GA action being more likely one of several growth-
triggering pathways under light control. This was serendipitously observed
in a study (Lopez-Juez et al. 1995) using the first plant identified to be de-
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fective in the phyB protein, the cucumber long hypocotyl (lh) mutant. Grown
under a moderately low fluence rate light, mutant hypocotyls grew to just over
twice the length of wild-type ones, with a very small increase in DNA con-
tent (quantified from all hypocotyl cells) and with no increase (in fact with
a reduction) in active GA levels. Clearly the increased elongation in the phyB-
deficient mutant was not mediated by increased GA levels. However, under
a higher light fluence a second growth component emerged: elongation was
sustained over a longer period, epidermal cells increased in number and total
hypocotyl DNA content increased in the mutant. Under those conditions ac-
tive GA levels were two- to threefold higher in the mutant than in the wild
type. This suggested the possibility of GA acting as a mitogen or as a cell pro-
liferation signal, and as an “optional” component of the response to reduced
phytochrome activity (Lopez-Juez et al. 1995).

Figure 2 shows the same phenomena in internodes of wild-type and phyB-
deficient cucumber. At this time, active GA levels are fourfold greater in
apices (where the second internode is developing). Meanwhile the preceding,
first internode is already threefold longer, but actually shows smaller epi-
dermal cells in which new transverse cell walls, the result of recent mitosis,
are easy to observe (Fig. 2a). As a consequence of this greater cell pool, this
internode is capable of much greater additional growth when entering the
phase of cell expansion (Fig. 2b; López-Juez, Kobayashi and Kamiya, unpub-
lished observations). This phenomenon strongly resembles the role of active
GA in the response to flooding of internodes of deep water rice. In such in-
ternodes, when they undergo extraordinarily rapid elongation, GA promotes
both cell cycle activation and cell expansion, activating the expression of
genes like Replication Protein A1—for DNA synthesis—or expansins—for
cell wall expansion (van der Knaap et al. 1997). Growth responsive factor 1, or
GRF1, is the prototype of a novel class of plant transcription factors and was
identified in rice through its role in this response (van der Knaap et al. 2000).
Members of the GRF family in Arabidopsis also control growth, and distinct
GRFs play roles either during cell proliferation, involving both cell growth
and division (Horiguchi et al. 2005), or during cell wall expansion (Kim et al.
2003; Doerner, this volume. Indeed, at least two GRF genes appear to be light-
regulated in Arabidopsis (Dillon, Bögre and López-Juez, unpublished results).

GA activity could also be modulated by regulation of GA signalling. Phyto-
chrome action has been shown to limit the response to externally applied GAs
(Lopez-Juez et al. 1995; Reed et al. 1996). GAs target growth-repressive DELLA
proteins for degradation (see Sect. 3). DELLAs have recently been shown to
constrain growth in shade, and their degradation, shown to take place in
response to far-red light supplementation, is necessary but not sufficient to
account for the accelerated growth response (Djakovic-Petrovic et al. 2007).

Unravelling the roles of plant hormones is complicated by their mutual
interdependence. This brings about a bewildering array of light effects on
hormonal growth responses, including brassinosteroids and ethylene, some
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Fig. 2 Elevated active gibberellin (GA) levels precede an increased cell proliferation in ex-
tremely elongated internodes of a phytochrome-deficient mutant. A Seedlings of wild type
(left) or phytochrome B-deficient long hypocotyl (lh) cucumber mutant (right) are shown,
after dissecting the first internode, the second leaf and the remainder of the shoot apex
(including the third leaf, the second internode and the shoot meristem). The first inter-
node of lh is already at least threefold longer that that of the wild type, yet its epidermal
cells are equal or smaller in size, and in far greater numbers, this pointing to increased
cell proliferation. This is preceded, in the shoot apex, by enhanced levels of active GA, in
this species GA4. B The increased cell proliferation in the lh internode allows for much
greater final size after the phase of cell expansion. Tracking of marks placed before this
phase started indicates that the entire organ is capable of growth. C The lh mutant shows
increased biomass allocation into hypocotyl and petioles, and reduced into leaf blades
and roots (arrows)
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of which may be indirect (Halliday and Fankhauser 2003; Nemhauser and
Chory 2002). A detailed discussion of these is beyond the scope of this
chapter. The hormone ethylene may also be one primary mediator of light-
dependent growth responses, as shown by the fact that phytochrome defects
cause ethylene overproduction in pea, and that restricting ethylene biosyn-
thesis rescues many of the phytochrome deficiency phenotypes and mimics
a full light response (Foo et al. 2006). In this case ethylene appears to act, at
least in part, by suppressing GA production. Relationships between light and
ethylene, and its interactions with GAs and auxin, are discussed in detail by
Dugardeyn and Van Der Straeten elsewhere in this volume.

5
Light Promotes Leaf Initiation and Cotyledon and Leaf Blade Expansion

One of the most remarkable aspects of the growth control by light is that
it can simultaneously operate in opposite directions in adjacent organs. The
transition from skotomorphogenesis to photomorphogenesis, in particular,
brings about the expansion of the embryonic cotyledons and the reactivation
of the shoot apical meristem (SAM). For example, a combined deficiency in
the two major phytochromes, phyA and phyB, and both cryptochromes leads
to extraordinarily long hypocotyls in the light, but also to a dramatic delay
in leaf initiation (Mazzella et al. 2001). In spite of their importance, among
the many light responses, we know little about how photoreceptors control
cotyledon expansion and particularly the activity of the SAM.

From the little data available, we do know that the light signal involves, be-
sides the COP/DET group of repressors, the HY5 transcription factor, since
its mutant phenotype affects both hypocotyls and cotyledons in same the way
that light does. In contrast, the majority of other genes identified as poten-
tial primary light targets, through their rapidly regulated expression, appear
to have unidirectional effects, i.e. their deletion either causes no phenotype
or leads to increased or decreased size of both hypocotyls and cotyledons
(Khanna et al. 2006).

An unexpected, interesting observation is the fact that making sucrose
directly available to the shoot apex, either by growth in liquid medium or
by contact on vertical tissue-culture plates, causes reactivation of the SAM
(Araki and Komeda 1993; Roldan et al. 1999). The meristem then gives rise
to fully formed leaves, albeit with a very exaggerated petiole and extremely
reduced leaf blade. How this sugar response relates to the “natural” light re-
sponse is unknown, but it is known that loss of a sugar sensor, a specific
hexokinase, leads to diminished, rather than enhanced, leaf blade expansion
at increased light intensities (Moore et al. 2003). Clearly the potential role of
sugar sensing in controlling light responses deserves further attention.
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Other information on how light promotes leaf initiation is extremely
limited. GAs are potential players in the response, since both GAs and GRFs
play roles in leaf blade expansion and in conferring determinacy to the ex-
panding tissue (Hay et al. 2002; Kim et al. 2003). Genetic interference with
auxin and brassinosteroid responses also causes some (Tian et al. 2002) or
much (Li et al. 1996) reactivation of the shoot apex, but a clear picture is far
from emerging. In contrast, downstream agents of the growth response are
starting to emerge from transcriptomics data. Earlier gene expression studies
analysing responses to light used whole seedlings, this complicating the inter-
pretation of any result from the growth perspective (see Jiao et al. 2007). One
study (Ma et al. 2005) for the first time used a spotted oligo microarray to es-
tablish the responses to light of dissected cotyledons, hypocotyls and roots.
While no key regulators emerged immediately, it was evident that a number
of cell wall expansion proteins, including members of the expansin and the
xyloglucan endotransglucosylase families, were differentially, sometimes op-
positely, regulated by light in cotyledons and hypocotyls. We have recently
embarked on a similar analysis of light responses in specific seedling organs,
concentrating on the shoot apex and the cotyledons (López-Juez, Dillon, Bög-
re and Shanahan, unpublished data). Our observations suggest that, while
many previously known light-responsive genes follow similar regulation in
both organs, changes specific to the shoot apex can also be observed, in-
cluding rapid down-regulation of RING-finger ubiquitin ligases, and a rapid,
transient loss of auxin and ethylene and a gain of cytokinin and GA responses
in shoot meristems, preceding or accompanying the time of leaf primor-
dia initiation. Our data also show a large, coordinated promotion of cellular
cytoplasmic growth and of cell cycle genes under the control of this environ-
mental cue.

6
A Conflict Between Positive and Negative Responses?

Understanding the opposite growth outcome of photoreceptor action in dif-
ferent organs poses a real challenge, but its ultimate explanation may not be
as complex as it seems at first. There are precedents in other light-related
responses. For example, the time of flowering is under strict photo-period
control in many species, with long days being promotive in some and repres-
sive in others. Within a single species, tobacco, it is indeed possible to find
cultivars which are long day, short day and day neutral, implying that a small
number of genetic differences can account for the disparity. Although we do
not know about the molecular basis of such differences among tobacco cul-
tivars, comparisons between Arabidopsis (a long day plant) and rice (a short
day one) have been informative (Yanovsky and Kay 2003). In both species
the day length is detected through the extent of overlap between the physical
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presence of light, determined by photoreceptor action, and the timing of the
subjective night, during which the CO protein is synthesised. In both the flow-
ering trigger is encoded by the FT gene. The difference lies in the regulation
of FT by CO: in Arabidopsis coincident light and CO promote FT expression,
while in rice they inhibit it (Yanovsky and Kay 2003).

This example could help conceptualise some growth paradoxes. For ex-
ample, for both radicle and hypocotyl extension GAs act as growth factors.
However, during germination phytochrome activity leads to active GA pro-
duction, through the transcriptional regulation of the corresponding biosyn-
thetic genes, while for hypocotyl extension in the light it is the inactivation
of phytochrome (brought about by shade light or by mutations) that brings
about the production of the hormone.

Explaining the contrasting, but simultaneous, growth response of differ-
ent organs might require more complex explanations, and indeed may re-
quire organ-specific signal transduction changes. In a few cases, however, the
contrasting responses may be explained by a combination of resource allo-
cation and flow of growth regulators between organs. One good example is
the reduction in root growth when shade or loss-of-phyB promote longer
hypocotyls or shoots (Salisbury et al. 2007). Altered auxin flow from shoot to
root has been shown to be associated with this phenomenon. The extent to
which loss of phyB in cucumber leads to biomass redistribution, away from
leaf blades and roots and into elongating hypocotyl and leaf petioles, is illus-
trated in Fig. 2c.

7
Is There a Central, Light-Dependent Control of Differentiation?

One fascinating observation is the coordination that is often observed be-
tween the responses of different organs. This can lead to unexpected out-
comes in one aspect of photomorphogenesis when a separate aspect is
altered. Specifically, signals that suppress the elongation of the etiolated
hypocotyl often also cause the unfolding of cotyledons, a degree of leaf de-
velopment and even expression of photosynthetic genes. For example, the
loss of brassinosteroids, hormones which also primarily affect cell expansion
responses, in Arabidopsis det2 causes a short hypocotyl and unfolded cotyle-
dons in the dark, but is also accompanied by a degree of leaf development,
including the expression of photosynthesis-related genes (Li et al. 1996). The
same is true following the chemical or genetic suppression of GA production
in pea and Arabidopsis (Alabadi et al. 2004), and, to some extent, also follow-
ing the inhibition of auxin signalling through SHY2 (Tian et al. 2002). A direct
screen for mutants, which showed de-repression of photosynthesis-related
genes in the dark, yielded the Dark overexpressor of Cab 1 (doc1) mutant. The
doc1 mutation, showing minimal morphological phenotypes at the seedling
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stage, in darkness or light, nevertheless turned out to be caused by a defect in
the BIG gene, encoding a callosin-like protein with a role in auxin transport
(Gil et al. 2001). Again this indicates a link between a hormone involved in
the control of (hypocotyl) organ growth and a response that is part of the dif-
ferentiation programme of cotyledon photosynthetic cells. The nature of this
link is one of the most central, standing questions in the understanding of the
control of growth responses by light.

At present it is only possible to speculate about the link above. However, it
may be useful to conceptualise the phenomenon as part of the fundamental
decision that takes place near meristems, a decision between cellular pro-
liferation (and possibly expansion) on the one hand, and differentiation of
mature cells on the other. Cell cycle progression is ultimately driven by genes
under the control of transcription factors of the E2F family. E2Fs are post-
translationally regulated by the repressive binding of the retinoblastoma-
related (RBR1) protein, with the activity of RBR1 being, in turn, controlled
by phosphorylation by cyclin-dependent kinases, the primary cell cycle regu-
lators (De Veylder et al. 2007). From deregulated expression studies a picture
is gradually emerging in which different E2F factors can have different, even
opposite, functions, with E2FA being associated with entry into DNA syn-
thesis (S) phase and E2FB being associated with S phase and with entry
into mitosis, while E2FC represses cell cycle activity and initiates differenti-
ation responses (De Veylder et al. 2007). In fact these transcription factors
could, themselves, be direct targets of light signalling pathways. For example,
expression of E2FC can be observed in dark-grown hypocotyls, and is desta-
bilised in the light (del Pozo et al. 2002). We have directly observed the control
of E2FC and E2FB protein levels by light and by photomorphogenesis reg-
ulators, COP1, DET1 and CSN subunit 5 (Magyar, López-Juez and Bögre,
unpublished observations). This is not completely surprising, given the fact
that de-etiolation involves the removal of the repression of the normal growth
programme, and that the ancestral function of COP1 and the CSN in other or-
ganisms is related to the control of cell cycle and differentiation (Doronkin
et al. 2003; Wei and Deng 2003). It is also worth noting that the ectopic
expression of RBR in shoot meristems has been shown to result in cellu-
lar vacuolation, a phenomenon normally associated with differentiation, and
with the increased expression of photosynthesis-related genes (Wyrzykowska
et al. 2006). Therefore, photomorphogenic regulators could be at the heart of
the decisions involving basic cell growth and differentiation in the proximity
of the meristem.

Regulation of cell proliferation or differentiation through RBR1 and E2Fs
adds another layer, possibly a basal one, to our understanding of photomor-
phogenesis. RB, specifically, affects gene regulation by recruiting chromatin
remodelling enzymes in animal cells (Du and Pogoriler 2006). Although it is
at present unclear whether this is related to RB-dependent gene regulation, it
is known that modification of chromatin plays a role in de-etiolation growth
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responses. For example, DET1 is capable of association with histones and of
causing their post-translational modification (Benvenuto et al. 2002), while
loss of HAF2, a transcription cofactor, causes reduced acetylation of histone
H3 in light-responsive promoters and reduced ability to de-etiolate (Bertrand
et al. 2005). Clearly unravelling the growth/differentiation link will be an im-
portant milestone in our understanding of the control of growth and of its
response to light in plants.

8
Increased Light Quantity Promotes and Adjusts the Growth of Leaves

One final aspect worth considering, the control of the final morphology and
internal anatomy of the light-capturing organ, the leaf, by light itself, is being
discussed separately (Ferjani et al., this volume). However, we would like to
consider here the multiplicity of light sensors in relation to separate aspects
of growth control.

Under high fluence rate light, it is well known that the leaf cellular anatomy
adapts by forming a thick palisade, made of multiple cell layers, with cells
which are anticlinally elongated (perpendicular to the leaf surface). This,
therefore, involves both the control of cell divisions and of cell expansion. The
ultimate outcome is the generation of a leaf anatomy in which internal shad-
ing is high, in which many chloroplasts can position themselves parallel to
the direction of the light (minimising its absorption), and in which a number
of chloroplasts are exposed to light of a non-photodamaging intensity (Wal-
ters 2005). In contrast, under low light, the existing biomass is organised as
a thin leaf blade so as to maximise its efficiency in capturing the available
irradiance.

These palisade cell responses are under the control of the irradiance of
light itself. Interestingly, it has been known for some time that the establish-
ment of a palisade cell morphology has two prerequisites: the presence of blue
light (Schuerger et al. 1997, see Fig. 3a) and the presence of functional chloro-
plasts (Chatterjee et al. 1996, see Fig. 3b). The specificity for blue wavelengths
argues for a photomorphogenic light sensor. The nature of that sensor re-
mains, however, elusive, as neither cryptochromes (Weston et al. 2000) nor
phototropins alone (Lopez-Juez et al. 2007) appear to be essential. Mean-
while the examination of adjacent green and albino sectors of a variegated
mutant has revealed that, while palisade cell elongation was still observable,
albeit reduced, in albino sectors, palisade cellular proliferation absolutely re-
quires the presence of green chloroplasts (Tan et al. 2007, see Fig. 3b). In other
words, plastids themselves are the photoreceptors for the cell proliferation
response of the palisade. Interestingly, the signal for such behaviour is sys-
temic (Yano and Terashima 2001). A candidate signal is photosynthate itself,
in the form of mobile sugars. Sophisticated sugar sensory mechanisms are be-
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Fig. 3 Multiple light signals control palisade cell division and expansion. A Top row: Ara-
bidopsis wild-type plants grown under elevated irradiance of blue or red light. Middle
row: sections through leaves from plants corresponding to those shown on the top row (at
a fluence rate of 200 µmol m–2 s–1). Bottom row: sections through leaves grown as shown
above, but at a reduced fluence rate (15 µmol m–2 s–1). Reproduced from López-Juez
et al. (2007), with permission. B Top: Arabidopsis chm1 variegated mutant plant grown
under elevated (600 µmol m–2 s–1) fluence rate of white light. Middle: section through leaf
from a plant identical to the one above. A green sector is on the right and a white sec-
tor on the left. Bottom: section through a chm1 leaf grown under reduced fluence rate
(60 µmol m–2 s–1) of white light. Green sectors are on the left, white sectors on the right.
Note the increased cell number under high light only in the green sector. Reproduced
from Tan et al. (2007), with permission. Scale bar: 100 µm

ing unravelled (Moore et al. 2003) and, as discussed above (see also Ferjani
et al., this volume), they could mediate important aspects of light-regulated
growth.
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Abstract Plant development is strikingly plastic. Totipotent cell lines called meristems
give rise to all post-embryonic organs—leaves, roots, flowers, for example—throughout
the life of the plant. Unlike most multicellular eukaryotes, plants can change their final
body plans dramatically in response to environmental and nutrient cues. Understanding
how plants respond to their environment may shed light on how plants make devel-
opmental decisions that determine their final form. TOR is a conserved eukaryotic cell
growth regulator. Recent work suggests that the TOR protein kinase plays a critical role
in nutrient-responsive growth in a broad range of eukaryotes. After a brief survey of TOR
signaling in yeast and mammals TOR signaling in plants will be surveyed.

1
Introduction—Plants and TOR

Target of rapamycin (TOR) proteins are large, highly conserved protein ki-
nases encoded in almost every eukaryotic genome. All TOR proteins identi-
fied, from the basal eukaryote Giardia lamblia (Morrison et al. 2002) to yeast
(Heitman et al. 1991) and metazoans (Chen et al. 1995), share the same set
of structural motifs (Schmelzle and Hall 2000). The first ∼1800 residues in-
clude a set of ∼14 N-terminal HEAT repeats (Kunz et al. 2000), a DNA binding
domain, a nuclear export signal, and a nuclear import signal (Li et al. 2006).
The final 600 residues contain the rapamycin-binding domain (Chen et al.
1995), the kinase domain, and both halves of the split FAT domain (Bosotti
et al. 2000). TOR proteins show sequence similarity to Phoshpatidyl-inositol
3-like kinases (PI3K) but are Ser/Thr protein kinases. HEAT repeats and FAT
domains mediate protein–protein interactions, suggesting that TOR has the
potential to interact with multiple binding partners.

2
TORC1 and TORC2—the Central Themes of TOR Signaling

2.1
Rapamycin and Genetic Evidence for Distinct TOR Activities

In budding yeast and metazoans, TOR proteins control cell growth. This
is accomplished through two distinct activities: temporal growth regulation
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through upregulation of ribosomal processivity, and spatial growth regula-
tion through modulation of cytoskeletal structure—reviewed in (Arsham and
Neufeld 2006; Wullschleger et al. 2006).

The original identification of these distinct functions was facilitated by
the antiproliferative drug rapamycin. Rapamycin is a cyclic macrolide iso-
lated from the soil eubacterium Streptomyces hygroscopicus collected on the
island of Rapa Nui, or Easter Island (Thomas et al. 2004). Treatment of yeast
cells with rapamycin blocks cell growth immediately after cell division (Kunz
et al. 1993). Mutations suppressing this effect mapped to three loci: null mu-
tations mapped to the FKBP12 locus FKB, and missense mutations mapped
to similar regions of two distinct TOR loci, Tor1 and Tor2, that were later
shown to be rapamycin binding sites (Heitman et al. 1991). Rapamycin in
the cytosol binds the immunophilin FPBP12. Rapamycin-FKBP12 complexes
disrupt cell growth; in FKBP12 mutants, rapamycin binds TOR but has no
inhibitory effect on TOR signaling (Koltin et al. 1991; Koser et al. 1993).
Tor1 null mutants show only mild rapamycin hypersensitivity, indicating that
TOR1 is functionally redundant with TOR2 (Cafferkey et al. 1993). Tor2 null
mutants show lethality after a few rounds of cell division (Schmidt et al. 1996);
cells show aberrant bud formation implying a defect in cytoskeletal organiza-
tion distinct from rapamycin treatment. Tor1 Tor2 double mutants phenocopy
rapamycin treatment: like rapamycin-treated cells, double-mutants divide but
fail to grow (Helliwell et al. 1994, 1998). This genetic work led to the con-
clusion that there are two TOR activities: a rapamycin-sensitive activity pro-
moting cell growth shared by TOR1 and TOR2, and a rapamycin-insensitive
activity regulating cytoskeletal organization in cell division unique to TOR2.

2.2
TOR Complexes

These two TOR activities have been linked to two distinct protein complexes,
TORC1 and TORC2 (Loewith et al. 2002). Each has a sister complex in mam-
malian cells (Hara et al. 2002; Kim et al. 2002; Nojima et al. 2003; Sarbassov
et al. 2004). TORC1 is comprised of yeast TOR1 or TOR2, LST8, and KOG1;
the mammalian orthologues comprising mTORC1 are mTOR, Gβl/mLST8,
and Raptor. Raptor/KOG1 functions in TORC1 to recruit substrates for phos-
phorylation by TOR (Hara et al. 2002; Kim et al. 2002; Nojima et al. 2003).
Rapamycin-FKBP12 complexes specifically disrupt TORC1 activity, perhaps
by dislodging Raptor from TOR (Oshiro et al. 2004). Nutrient stress may
reduce TORC1 activity by increasing the strength of the Raptor-TOR interac-
tion, thus inhibiting Raptor’s ability to recruit substrates for phosphorylation
by TOR (Hara et al. 2002).

TORC2 is comprised of TOR2, LST8, AVO1, AVO3 (Loewith et al. 2002;
Wullschleger et al. 2005), and a few yeast-specific proteins (Reinke et al. 2004);
the mammalian orthologues in mTORC2 are mTOR, mLST8, hSin1 and Ric-
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tor (Sarbassov et al. 2004; Yang et al. 2006). TORC2 regulates the cytoskeleton
in both yeast and mammals (Helliwell et al. 1998; Jacinto et al. 2004; Kamada
et al. 2005; Wullschleger et al. 2005).

2.3
Up and Downstream of TOR

There is little conservation among TOR effectors. In budding yeast, TORC1
triggers growth by promoting ribosomal assembly and inhibiting autophagy,
largely by mediating the phosphorylation-sensitive subcellular localization
of transcription factors—reviewed in Inoki and Guan (2006). Many of these
transcription factors govern ribosomal components or autophagy promoting
proteins. Active TORC1 simultaneously triggers the nuclear accumulation of
transcription factors governing ribosomal components while inhibiting nu-
clear localization of transcription factors for autophagy-promoting genes. In
the absence of nutrients or upon rapamycin treatment, TORC1 is inactive, ri-
bosomal component transcription factors are retained in the cytoplasm, and
autophagy-promoting transcription is localized to the nucleus.

Mammalian mTORC1 similarly promotes protein synthesis, but through
very different effectors. TORC1 phosphorylates S6K and 4E-BP (Hara et al.
1998). S6K (ribosomal protein rpS6 kinase) phosphorylates the ribosomal
regulatory component rpS6; S6K activity requires activating phosphoryla-
tion by TORC1. Phosphorylated rpS6 increases ribosomal processivity. 4E-BP
(eukaryotic initiation factor 4E binding protein) inhibits mRNA recruitment
to the ribosome. TORC1 phosphorylated 4E-BP is inactive, thus increasing
mRNA translation.

TORC2 defects can be suppressed by overexpression of the AGC kinase
Ypk2 (Kamada et al. 2005), implicating this kinase as a major budding yeast
TORC2 effector. mTORC2 is known to phosphorylate the Ser/Thr kinase
Akt/PKB (Sarbassov et al. 2005). Akt is also an AGC kinase but not the mam-
malian homologue of yeast Ypk2.

Like TOR effectors, regulatory elements upstream of TOR are not well con-
served. mTORC1 is regulated by amino acid levels, hormonal signals, and
cellular AMP levels (Schmelzle and Hall 2000). Budding yeast TORC1 is sim-
ilarly regulated by amino acid levels and AMP levels, but the specific amino
acids sensed are different and the mechanism of sensing is unclear (Crespo
and Hall 2002; Wullschleger et al. 2006). AMP concentration, as a measure of
cellular energy levels, is sensed by AMPK in yeast and mammals, and perhaps
in all eukaryotes (Hardie 2005); however, intermediates that transfer signals
from AMPK to TORC1 are not conserved.
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2.4
Summary

The central theme of TOR signaling is that there are two TOR activities:
(1) a nutrient- and rapamycin-sensitive regulation of protein synthesis lo-
cated in TORC1, and (2) a nutrient- and rapamycin-insensitive regulation of
the cytoskeleton located in TORC2. Although the TORC protein complexes are
well known and their global effects on cell growth are quite similar, there is
much variation in their effectors and upstream regulators. It should also be
pointed out that many effectors of each of these TORCs remain to be identi-
fied.

3
TOR Signaling in Plants—Introduction

Plant growth, far more than metazoan growth, is intricately linked to nutrient
sensing. In plants, nutrients and stress affect not only the growth rate but also
the number of organs produced and the timing of developmental transitions.
Given the considerable information about TOR in yeast and mammalian sys-
tems, the obvious question for the plant researcher becomes, “how much of
this is relevant to plant growth regulation”? Put another way, “how has this
ancestral eukaryotic nutrient-sensing mechanism adapted, if at all, to mediate
plants’ meristem-driven growth”?

To address this question, plant biologists have relied on four tools: bioin-
formatics, rapamycin, biochemistry, and genetics. For the remainder of this
work I will survey the progress made toward understanding TOR signaling in
plants using each of these tools.

4
Bioinformatics as a Tool

The complete genomes of a handful of plant and plant-like algal species—
Arabidopsis thaliana (AGI 2000), Oryza sativa (Goff et al. 2002; Yu et al. 2002),
Populus trichocarpa (Tuskan et al. 2006), Ostreococcus tauri and lucimarinus
(Derelle et al. 2006), and Cyanidioschyzon merolae (Matsuzaki et al. 2004)—
have been published; the genomes of Medicago truncatula (a relative of al-
falfa), the moss Physcomitrella patens, the club-moss Selaginella moellendorf-
fii, the algae Chlamydomonas reinhardtii, Volvox carteri, Galdieria sulphu-
raria and others are well on their way. Keeping in mind that genes can diverge
considerably without losing function and that some conserved proteins have
very different functions across species, we can nonetheless ask what TOR sig-
naling components are present in plant genomes. To do this, one need only
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to blast (Altschul et al. 1997) the Arabidopsis or other plant genome with
the protein of interest, and then verify the plant hit by blasting it against the
genome of the organism encoding the probe protein; if the strongest hit is
to the original probe protein, one can safely conclude that the hit is indeed
a homologue.

4.1
TOR Complex Homologues

A clear TOR homologue, AtTOR (At1g50030), has been identified in Ara-
bidopsis (Menand et al. 2002). TOR homologues are easily recognized in all
plants with sufficient sequence information. All share the TOR motifs de-
scribed above.

Arabidopsis encodes two LST8/Gβl homologues (At3g18140, At2g22040).
Like LST8 and mammalian Gβl, both Arabidopsis LST8 proteins are com-
prised of seven WD-40 repeats. WD-40 repeats, like the HEAT repeats and the
split FAT domain in TOR, mediate protein–protein interactions.

The TORC1-specific protein Raptor/KOG1 is encoded in two copies in Ara-
bidopsis, AtRaptor1A (At5g01770) and AtRaptor1B (At3g08850)—also called
Raptor2 and Raptor1, respectively (Anderson et al. 2005; Deprost et al. 2005).
Both AtRaptor loci encode proteins comprised of an RNC (Raptor N-terminal
Conserved) domain, three HEAT repeats and seven WD-40 repeats, as is com-
mon for all Raptor proteins (Shinozaki-Yabana et al. 2000). The RNC domain
shows some similarity to a protease domain (Ginalski et al. 2004) but has not
been shown to harbor catalytic activity.

The TORC2-specific proteins Rictor/AVO3 and hSin1/AVO1 are not found
in any available plant sequence. Indeed, Rictor and hSin1 homologues are
found only in the genomes of fungi, metazoans, slime molds, and ciliates.

4.2
Up and Downstream of TOR in Plants

AMPK is a conserved TORC1 regulator in yeast and mammals. AMPK has
a readily identifiable homologue in Arabidopsis, At3g01090, and in other
plants (Bhalerao et al. 1999; Sugden et al. 1999; Thelander et al. 2004). How-
ever, it is unclear how this energy-sensing pathway signals to TORC1.

The best-characterized mammalian TOR effectors are S6K and 4e-BP.
There are two clear S6K homologues in Arabidopsis (Turck et al. 1998, 2004),
raising the possibility that TOR signaling through this effector is conserved.
Biochemical evidence supporting this hypothesis is discussed below. 4E-BP is
not identified in the Arabidopsis genome.

Another putative TOR effector in plants is the meiosis regulator Mei2.
Though not present in budding yeast or mammals, evidence from fis-
sion yeast suggests that Mei2 is intimately connected to TOR signaling.
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Mei2 triggers premeiotic DNA synthesis and meiosis in conjugated diploid
zygotes under low nutrient conditions (Watanabe et al. 1988; Watanabe
and Yamamoto 1994). Mei2 binds fission yeast Mip1/Raptor, marking it as
a likely TORC1 substrate (Shinozaki-Yabana et al. 2000). Mei2 transcrip-
tion is disrupted in Ste20/Rictor mutants, implicating it in TORC2 signaling
(Hilti et al. 1999). Mei2 activity is regulated by phosphorylation (Watanabe
et al. 1997).

There is a small family of Mei2-like proteins in plants (Anderson et al.
2004). All members share with Mei2 a pair of weakly conserved RRM-type
N-terminal RNA recognition motifs and a single highly conserved C-terminal
RRM. One member, AML1 (Arabidopsis Mei2-like), suppresses Mei2 signal-
ing defects when overexpressed in fission yeast meiosis-deficient mutants
(Hirayama et al. 1997).

4.3
Summary

Plant genomes encode TOR and the core TORC1 components, but no TORC2-
specific components are identified. Additionally, some putative TOR effectors
and a regulator are conserved. These results argue strongly for the presence
of TOR signaling in plants through TORC1.

5
Rapamycin as a Tool

No plant species tested is sensitive to rapamycin (Menand et al. 2002). The
soil dwelling nematode C. elegans, among others, is also rapamycin insen-
sitive (Jia et al. 2004). Rapamycin sensitivity may be generally weak among
organisms associated with soil.

In yeast three-hybrid assays and in vitro, AtTOR and rapamycin form
a complex with human FKBP12 but not with AtFKBP12 (Menand et al. 2002;
Robaglia et al. 2004; Mahfouz et al. 2006). This result indicates that Ara-
bidopsis insensitivity to rapamycin is due to the failure of AtFKBP12 to form
a TORC1-inhibiting complex with rapamycin rather than an insensitivity of
AtTOR to rapamycin-FKBP12 complexes.

Unlike land plants, the unicellular green alga Chlamydomonas shows ra-
pamycin sensitivity (Menand et al. 2002; Crespo et al. 2005). Growth is
slowed but not arrested completely as in budding yeast. Disruption of the
Chlamydomonas FKBP12 locus suppresses rapamycin sensitivity. Sophis-
ticated analysis of Chlamydomonas FKBP12 revealed that the rapamycin-
binding pocket in this protein makes fewer hydrogen bonds with rapamycin
than human or yeast FKBP12. Complementing rapamycin-insensitive mu-
tants with FKBP alleles engineered to increase the number of bonds with
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rapamycin yields lines that are more sensitive to rapamycin than are wild-
type cells (Crespo et al. 2005).

From the work above one can conclude the following. Rapamycin re-
quires FKBP to exert its effect on cell growth in the single-celled algal model
Chlamydomonas as it does in yeast and mammals. Arabidopsis TOR binds ra-
pamycin; its insensitivity to rapamycin treatment may be due to the failure
of AtFKBP12 to form a TOR-inhibitory complex with rapamycin (the failure
of plants to take up rapamycin has not been excluded). Thus, transgenic Ara-
bidopsis lines expressing mutant FKBP alleles engineered to bind rapamycin,
as was done in Chlamydomonas, may provide a means of hypersensitizing
Arabidopsis to rapamycin, opening up an avenue to studying TOR signaling
which has been so productive in other systems.

6
Biochemistry as a Tool: TOR and TORC Protein Interactions

Biochemical analysis of TOR binding partners is hindered by the fact that
AtTOR accumulates in only a limited set of plant tissues. This set includes
embryos, endosperm, shoot and root meristems, and cells recently emergent
from the meristem (Menand et al. 2002). None of these cell types are con-
ducive to biochemical analysis. AtTOR transcripts accumulate in a broader
range of tissues (Robaglia et al. 2004). The discrepancy in TOR transcript
accumulation and protein accumulation may be due to a small regulatory
ORF in the TOR mRNA 5′ untranslated region (Menand et al. 2004; Robaglia
et al. 2004). Alternately, a TOR-specific microRNA, mi34, conserved from
Arabidopsis to rice (Bonnet et al. 2004) may regulate TOR translational reg-
ulation.

To overcome this obstacle, researchers (Mahfouz et al. 2006) have em-
ployed a tobacco transfection system (Voinnet et al. 2003) to test for interac-
tions among TOR complex proteins. In this system, AtRaptor1B was shown to
interact with the AtTOR N-terminal HEAT repeats (Mahfouz et al. 2006). This
interaction is consistent with TOR-Raptor interactions in other systems, and
is the only direct biochemical evidence to date for a plant TORC1 complex.

AtS6K1, one of two Arabidopsis ribosomal protein S6 kinases, interacts
with AtRaptor1B in vivo in transfected tobacco (Mahfouz et al. 2006). In this
system, AtS6K1 kinase activity was inhibited by osmotic stress. Cotransfec-
tion with AtRaptor1B restored AtS6K1 kinase activity under osmotic stress
(Mahfouz et al. 2006).

The only other known binding partner of AtRaptor1B, identified thor-
ough a targeted yeast two-hybrid assay, is AML1 (Anderson and Hanson
2005). As mentioned above, Mei2p interacts with fission yeast Mip1p/Raptor
(Shinozaki-Yabana et al. 2000), suggesting that AML1 and Mei2p are con-
served TOR substrates, and AML1 overexpression suppresses some fission
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yeast meiosis signaling defects, suggesting a conserved function (Hirayama
et al. 1997).

In summary, work using a tobacco transfection system indicates that
a Raptor-TOR interaction mediated by the TOR HEAT repeats is conserved
in plants. This TOR-Raptor interaction is the hallmark of the nutrient- and
rapamycin-sensitive complex TORC1. Two proteins, AtS6K1 and AML1, have
been shown to interact with AtRaptor1B, marking them as conserved TOR
effectors.

7
Genetic Analysis of TOR Signaling in Plants

7.1
Forward Genetics

Land plant insensitivity to rapamycin precludes its use in screens. Some
progress has been made using the single-celled alga Chlamydomonas (Crespo
et al. 2005), identifying FKBP12 as a critical locus for rapamycin sensitivity
(see above). There is, however, the potential that a screen for rapamycin-
insensitive Chlamydomonas mutants will uncover rapamycin-resistant al-
leles of CrTOR, some of which may shed light on TOR activity in this
model.

7.2
Reverse Genetics

In the absence of a good forward genetic screen, researchers have relied on
reverse genetics of AtTOR, its known binding partner AtRaptor1B and pre-
sumed binding partner AtRaptor1A, and on putative downstream effectors
and an upstream regulator. This work was done using the insertionally muta-
genized, insertion end-mapped Arabidopsis collections (Sussman et al. 2000;
Alonso et al. 2003), and elsewhere, and using homologous recombination me-
diated gene targeting, a promising technique in Physcomitrella (Kamisugi
et al. 2006).

7.2.1
Disruption of AtTOR

Insertions tagging the single AtTOR locus have been identified. Two of these
insertions harboring alleles tor1-1 and tor1-2 were used to study the effects of
AtTOR disruption on plant development (Menand et al. 2002). Both insertions
disrupt the AtTOR coding region upstream of the kinase domain and likely
represent null alleles. Consistent with this hypothesis, tor1-1 and tor1-2 are re-
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cessive to AtTOR in heterozygotes, and both mutant homozygotes showed the
same phenotype.

AtTOR null mutant homozygotes are embryo lethal (Menand et al. 2002).
AtTOR-/- zygotes divide to form a suspensor and embryo proper. The suspen-
sor develops normally. Embryonic cell division occurs, but there is no pattern
of cell division, daughter cells fail to gain any volume, and the embryo fails
to establish an axis of polarity. Development arrests at this stage. AtTOR-/-/-
endosperms (found in seeds of AtTOR-/- embryos) show severe developmen-
tal defects. Wild-type endosperm develops as a syncytium (a multinucleate
cell) that contains up to 200 nuclei before undergoing cellularization. AtTOR
mutant endosperm arrest with about 50 nuclei and fail to cellularize.

7.2.2
Disruption of AtRaptor1A and AtRaptor1B

Insertion alleles disrupting each AtRaptor locus have been described (An-
derson et al. 2005; Deprost et al. 2005). Expression analysis of the two genes
indicates that they show a similar pattern of expression but different relative
levels. AtRaptor1B accounts for 80% of total AtRaptor transcript accumula-
tion in most tissues. Given the high degree of similarity in their encoded
proteins, single mutant homozygotes likely represent partial loss of Raptor
function.

AtRaptor1A-/- insertion allele homozygotes show no phenotype (Anderson
et al. 2005; Deprost et al. 2005). This phenotype is consistent with the similar
pattern but low level of expression of this locus relative to AtRaptor1B.

AtRaptor1B-/- mutants described by Anderson et al. (2005) show a range
of mild developmental phenotypes. Plants undergo leaf initiation more slowly
than wild type and bolt later. AtRaptor1B-/- root development is mildly
disrupted. Finally, AtRaptor1B-/- shoot architecture is altered. The primary
shoot is shorter than wild type. Branches off of this primary shoot, as well
as secondary shoots emerging from the rosette, are more abundant than wild
type but do not differ from wild type in length. This phenotype points to
a defect specifically in the maintenance of the primary shoot apex; the in-
creased branching is consistent with a loss of repression of axial meristem
activity upon the exhaustion of the primary apical meristem. There does not
appear to be any defect in the maintenance of secondary, axial meristems in
the AtRaptor1B-/- mutant.

AtRaptor1A-/- 1B-/- double mutants arrest development as seedlings with
minimal post-embryonic growth on soil and on agar plates (Anderson et al.
2005). Seeds germinate slowly and yield seedlings that are smaller than wild
type but otherwise fully formed. Roots show minimal growth on plates.
Dark-germinated seedlings show a significant lengthening of the hyopcotyl,
indicating that these plants are able to undergo vacuolar-expansion driven
growth. The root apical meristem is easily recognized and fully formed in
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these mutants, although it is smaller than wild type and there is a reduc-
tion in the number of files of cells in the root elongation zone. Primordia for
leaves one and two, formed embryonically, are present but do not grow. This
indicates that the shoot apical meristem has formed but is unable to initi-
ate the post-embryonic growth that characterizes vascular plants. Both the
AtRaptor1B-/- and the AtRaptor1A-/- 1B-/- phenotypes described above have
been confirmed by other researchers working with progeny or sibling progeny
of the plants described above.

AtRaptor1B-/- single mutants as described by Deprost et al. (2005) show
a much more severe phenotype than that described above. Single mutant
AtRaptor1B-/- homozygotes (called AtRaptor1) show arrest at or immediately
after fertilization. The authors did not detect even the first zygotic cell divi-
sion that distinguishes the suspensor precursor cell from the precursor cell
of the embryo proper. This phenotype, the authors note, is much more severe
than that seen with AtTOR-/- disruption (Menand et al. 2002), and it is seen
in a genetic background where the AtRaptor1A locus is intact and expressed.
Significantly, this early embryonic arrest phenotype is also seen in a small
fraction (7%) of wild-type embryos grown under similar conditions. The phe-
notype reported by Deprost et al. may indicate that AtRaptor1B-/- embryos
are hypersensitive to a stress specific to their lab’s growth conditions, consis-
tent with a role for TOR in stress as well as nutrient signaling.

7.2.3
AtLST8 Mutants have not been Reported

Insertion alleles are available for both AtLST8 loci. No disruption mutants for
either of these loci have been described.

7.2.4
Disruption of Putative TORC1 Regulators and Effectors

No Arabidopsis AMPK mutant has been reported. In the moss Physcomitrella,
disruption of both AMPK genes via homologous recombination-mediated
gene targeting yields plants which grow normally in continuous light but
starve when grown on a light-dark cycle (Thelander et al. 2004). This phe-
notype is consistent with a failure to negatively regulate growth under low
nutrient conditions.

There is biochemical evidence implicating AtS6K1 (Mahfouz et al. 2006)
and AML1 (Anderson and Hanson 2005) as TOR effectors in Arabidopsis.
Seeds of transgenic Arabidopsis plants expressing AtS6K1 driven by the viral
35S promoter germinate as wild-type under normal conditions but fail to ger-
minate under osmotic stress. This result implicates TOR signaling via AtS6K1
in the response to osmotic stress. Combined with the biochemical work de-
scribed above, the work on AtS6K suggests that TOR activation of AtS6K1
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mediated by AtRaptor1B is sensitive to osmotic stress, and that an excess of
inactive AtS6K1 inhibits germination under osmotic stress.

Genetic analysis of AML1 in Arabidopsis (Anderson and Hanson 2005) is
complicated by the fact that it is one of five members of a gene family whose
constituents show a high degree of similarity both in sequence and expression
patterns (Anderson et al. 2004). Lines misexpressing AML1 have not been re-
covered. However, the accumulation of AML transcripts in the shoot and root
meristem embryonic precursors speaks to their importance in plant develop-
ment. Insertion alleles are available for all AML gene family members. Single
and higher order insertion homozygotes grow at the same rate as wild-type but
bolt earlier. More significantly, at a lower degree of penetrance, AML mutants
show meiotic defects, sterility, defects in gametophyte development, and in
some allele combinations, developmental arrest as seedlings (Kaur et al. 2006).
The AML mutant meiotic defects argue strongly for a conserved role of Mei2-
like proteins in meiosis regulation across a broad range of organisms. The AML
seedling developmental arrest is strongly reminiscent of AtRaptor1A-/- 1B-/-
double mutants, although unlike AtRaptor double mutants the AML seedling
arrest is sometimes accompanied by an absence of root growth.

The larger family of Mei2-like genes in plants also includes the TELs, which
share the conserved Mei2-like RRM and overall protein structure with the
AMLs but are restricted to expression in the shoot and root meristems. Dis-
ruption of TE-1 in maize causes defects in leaf phylotaxy resulting in the
terminal maize tassel being enclosed in an ear-like sheath of leaves (Veit et al.
1998).

8
Implications for TOR Signaling in Plants

From the work discussed above, one can make a few conclusions about TOR
signaling in plants. All land plants tested are rapamycin insensitive (Menand
et al. 2002); in Arabidopsis, this is likely due to the failure of FKBP12 to bind
rapamycin and not a refection of a fundamental difference in plant TOR pro-
teins (Menand et al. 2002; Mahfouz et al. 2006). Plants engineered to express
rapamycin-binding FKBP proteins may be a valuable means of restoring the
usefulness of rapamycin in dissecting plant TOR signaling. Such an approach
has been used successfully in the green alga Chlamydomonas (Crespo et al.
2005) to increase the mild rapamycin sensitivity that this organism shows.

TOR is essential for organized cell growth early in embryonic development
(Menand et al. 2002). In contrast, Raptor proteins are not essential for embry-
onic development in the absence of stress. AtRaptor1A-/- 1B-/- mutants show
slow but otherwise near wild-type embryogenesis (Anderson et al. 2005). This
phenotype contrasts with that of AtTOR-/- embryos, and indicates that TOR
activity in embryogenesis is Raptor-independent.
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The presence of Raptor-independent TOR activity in the embryo suggests
that in plants as in animals, fungi, and slime molds TOR may function in
a Raptor-independent complex. AtTOR-/- mutants do not show cell cycle ar-
rest as one sees in rapamycin-treated yeast or in yeast Tor1- Tor2- double
mutants, both of which lack TORC1 activity. Instead, AtTOR-/- embryos pro-
ceed through multiple rounds of unordered cell division with little or no cell
growth (Menand et al. 2002), much like TORC2 disrupted yeast Tor2- mutants.
There are no genes encoding TORC2-specific components Rictor/AVO3/Ste20
or hSin1/AVO1/Sin1 in any plant genome. These proteins may not be essential
for plant Raptor-independent TOR activity; alternatively, plant homologues
of these genes may have diverged so that they are no longer recognizable by
sequence similarity searches.

Biochemical work indicates that a core TORC1 interaction between TOR
and Raptor is conserved in plants (Mahfouz et al. 2006). The failure of
AtRaptor1A-/- 1B-/- mutants to make the transition to meristem-driven
growth after near normal embryonic development indicates that Raptor is
not essential for all cell growth, but that it is essential for post-embryonic,
meristem-driven growth. Notably, plant embryonic growth is largely deter-
minate, while meristem-driven growth is remarkably plastic in response to
environmental cues, nutrient cues, and stress. Collectively, these results sug-
gest that a nutrient-sensitive TORC1 activity essential for all cell growth in
yeast and mammals has been co-opted in land plants to drive cell growth spe-
cifically in the meristem, thus playing a major role in directing the plastic,
nutrient-sensitive development of land plants rather than (or in addition to)
cell-level responses to nutrient and environmental stimuli.

Biochemical work has identified two putative effectors of TORC1 signaling
(Anderson and Hanson 2005; Mahfouz et al. 2006). The first of these, AtS6K1,
interacts with AtRaptor1B physically, marking it as a putative TORC1 sub-
strate. AtS6K1 is the homologue of a well-characterized TORC1 effector in
mammals known to regulate ribosomal processivity. Work in plants indicates
that a Raptor protein regulates AtS6K1 activity, and that AtS6K1 may play
a role in growth in response to osmotic stress.

The second putative effector, AML1, interacts with AtRaptor1B in a yeast
two-hybrid assay. Mei2-like proteins in plants have a conserved role in meio-
sis (Kaur et al. 2006) and in the transition to flowering (Anderson and Hanson
2005). A more divergent plant Mei2-like protein, TE1, is an important regula-
tor of leaf initiation in maize (Veit et al. 1998). Mei2 in fission yeast acts by
binding a noncoding, polyadenylated mRNA-like molecule that tethers it to
a specific locus in the fission yeast nucleus (Watanabe and Yamamoto 1994;
Yamashita et al. 1998; Shimada et al. 2003). Interestingly, a bioinformatics ap-
proach has identified a significant number of similar mRNA-like molecules in
plants (MacIntosh et al. 2001), suggesting that much of this intriguing signal-
ing pathway may be conserved from fission yeast to plants.
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These interpretations present quite a few hypotheses that labs will no
doubt address in the near future. The presence of distinct TORC complexes,
suggested by the Raptor-independent TOR activity observed in the embryo,
remains to be tested biochemically. The limited TOR expression pattern
complicates biochemical analysis; however, work discussed above (Crespo
et al. 2005; Mahfouz et al. 2006) suggests that tobacco transfection or al-
gal models may prove useful tools in the biochemical dissection of TOR
signaling.

Further resolution of the relative roles of Raptor-dependent vs. Raptor-
independent TOR activity in plant development is also an important topic in
TOR signaling. Rapamycin has thus far been of little use in the dissection
of plant TOR signaling. Generation of a sensitized transgenic Arabidopsis
line expressing rapamycin-binding FKBP could change this dramatically, al-
lowing the observation of the effect of TORC1 disruption at specific stages
of development. By comparing any rapamycin-induced effects with the in-
ducible RNAi-mediated depletion of TOR, TOR binding partners or TOR
effectors, much may be learned about how TOR has been adapted to mediate
land plant growth.
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Abstract Mitogen-activated protein (MAP) kinase cascades are conserved among all eu-
karyotes. Plant genomes encode many components of the MAP kinase cascade, suggesting
divergent roles in mediating various external and internal signals. In this chapter, we
summarize the roles for MAP kinase cascades involved in plant cell division and develop-
ment. Recently, a MAP kinase pathway, called the NACK–PQR pathway, has been shown
to directly control the expansion of the phragmoplast by phosphorylating MAP65-1. In
addition, there has been an advance in the understanding of the roles of MAP kinase
pathways in embryogenesis, development of stomata and root hairs, and transmission of
signals generated by ethylene and auxin.

1
Introduction

The mitogen-activated protein (MAP) kinase cascade is a signal transmis-
sion pathway conserved among eukaryotes. The cascade mediates external
and internal signals for cellular responses. A typical cascade is composed
of three classes of kinases, MAP kinase (MAPK), MAPK kinase (MAPKK)
and MAPKK kinase (MAPKKK). MAPKKK phosphorylates MAPKK to acti-
vate the latter. MAPKK in turn phosphorylates MAPK to activate the latter.
In the course of this signal transmission, the first, subtle signal is ampli-
fied sufficiently to induce various cellular responses including transcription,
cytoskeleton dynamics and cell division. The MAP kinase cascade exists in
higher plants and contributes to the mediation of a variety of signals, in-
cluding those involving hormones, the environment, pathogenic attacks and
internal signals generated during the cell cycle. While the MAP kinase path-
ways in plants have been studied intensively in research on cellular responses
to environmental and pathogenic stimuli, understanding of the roles of MAP
kinase pathways in cell division and plant growth and development is still
very limited. In this section, the roles of MAP kinase pathways in these latter
events are summarized.
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2
The Plant Genome Encodes a Variety of MAPKs, MAPKKs and MAPKKKs

Members of each of the MAPK, MAPKK and MAPKKK families have been
identified by genome projects using various model plants. In the Arabidop-
sis genome, 20 MAPKs, ten MAPKKs and 60 MAPKKKs were found (MAPK
Group, 2002). In addition to the Arabidopsis genome, the rice (Oryza sativa)
and poplar (Populus trichocarpa) genomes have been sequenced and shown
to encode 15 and 21 MAPKs, and eight and 11 MAPKKs, respectively (Hamel
et al. 2006). Thus, plants possess more MAPKs and MAPKKs than yeast
(six for each) and the human (ten MAPKs and seven MAPKKs), indicating
the complexity of the MAP kinase pathways in plants. Since the genomes of
the three model plants described above encode fewer MAPKKs than MAPKs,
a single MAPKK might activate multiple MAPKs. However, very few rela-
tionships between combinations of plant MAPKKs and MAPKs have been
established.

Although more than 60 genes in the Arabidopsis genome are predicted to
encode MAPKKKs, some of them may not function as MAPKKKs, such as
MAP3Kε1, whose homolog, CDC7 in Schizosaccharomyces pombe and CDC15
in Saccharomyces cerevisiae, have been classified into a different family of
protein kinases (Jouannic et al. 2001; Champion et al. 2004). Based on the
conserved similarity of the kinase domain, more than 60 predicted proteins
in Arabidopsis are classified as members of the MAPKKK family, but the com-
plete primary structures of some members are far from the typical MAPKKK
structure, which makes it difficult to classify all defined MAPKKK candi-
dates in a single protein family (MAPK Group 2002). It seems necessary to
reclassify these divergent members into suitable protein families. Although
the precise number of MAPKKKs in Arabidopsis is still to be established, this
plant apparently possesses a number of protein kinases that are structurally
similar to MAPKKK.

3
The MAP Kinase Pathway as a Regulator of Plant Cytokinesis

3.1
Overview of Plant Cytokinesis

Cell division is a process that distributes the duplicated genome evenly to
two prospective daughter cells and splits one mother cell into two daugh-
ter cells. Cell division is divided into two stages, namely karyokinesis and
cytokinesis. Although the processes observed during karyokinesis (break-
down of the nuclear envelope, condensation of the chromosomes, alignment
of the chromosomes on the equatorial plane, formation of the spindle and
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the movements of the chromosomes) are conserved in almost all eukaryotes,
those of cytokinesis vary among different groups of organisms. Cytokinesis
in animals and fungi is achieved by constriction of the cell membrane from
the outside to the inside (Field et al. 1999); however, in plants it is achieved
by the creation of cell walls from the inside to the outside during anaphase.
The newly synthesized cell wall is called the cell plate.

The formation and development of the cell plates occurs in a plant-specific
apparatus called the phragmoplast (Jürgens 2005). The phragmoplast is com-
posed mainly of microtubules, whose plus ends are arranged head-to-head on
the equatorial plane and the minus ends are directed towards each of the two
daughter nuclei. The cell plate components are considered to be transported
along the microtubules by vesicles derived from the Golgi body. However, it
has recently been reported that endocytic delivery of cell surface material
contributes significantly to the formation of the cell plate (Dhonukshe et al.
2006). Vesicles containing materials for the construction of new plasma mem-
branes and cell walls accumulate at the cell plate and fuse to the pre-existing
immature cell plate, resulting in expansion of the cell plate.

As the cell plate expands, vesicles are initially fused to each other to gen-
erate a fusion tube-generated network (FTN) at the edge of the cell plate
(Samuels et al. 1995). The structure of the FTN gradually changes from that of
a tubulovesicular network, through a tubular network and a fenestrated sheet,
to the mature cell plate as the fusion of vesicles progresses. Finally, the cell
plate reaches the parental plasma membrane and fuses with it. These changes
in vesicular and tubular structures proceed from the edge to the center of the
cell plate, coupled with the centrifugal expansion of microtubules from the
center to the periphery.

The centrifugal expansion of the phragmoplast depends on the dynamic
reconstitution of microtubules. In the early stage of phragmoplast develop-
ment, microtubules form a cylinder-like structure between the two daughter
nuclei. Upon expansion of the phragmoplast, this cylinder of microtubules
becomes wider, eventually becoming a barrel-like structure. Such structural
alteration of the phragmoplast is achieved by the depolymerization of micro-
tubules and polymerization of tubulins in the inner and peripheral regions
of the phragmoplast, respectively. The exponentially increasing turnover of
microtubules has to support the transport of a vast number of vesicles to
the mid-zone at the leading edge of the phragmoplast in order to provide
sufficient material to supply the areas of the cell plate that are growing expo-
nentially.

3.2
Regulation of Cytokinesis by a MAP Kinase Pathway

The involvement of a MAP kinase pathway in the cytokinesis of plant cells has
been studied intensively. In this section, we describe the MAP kinase path-
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way that regulates cytokinesis in plant cells called the NACK–PQR pathway
(Fig. 1).

NPK1 cDNA has been cloned from tobacco cells and has been shown
to encode a member of the MAPKKK family (Banno et al. 1993). The pro-
moter of the gene for NPK1 is active mainly in shoot and root apices in
the tobacco plant, suggesting a role in cell proliferation (Nakashima et al.
1998). The NPK1 protein is localized to the nucleus during interphase; when
the cells enter M-phase and the phragmoplast is formed from anaphase to
cytokinesis, it is localized to the equatorial region of the phragmoplast (Nishi-
hama et al. 2001; Ishikawa et al. 2002). The activity of the protein kinase
is cell cycle-dependent and increases from anaphase to cytokinesis (Nishi-
hama et al. 2001). The amount of protein and the activity of NPK1 decline
markedly at the end of cytokinesis (Nishihama et al. 2001). Overexpression
of the kinase-negative version of NPK1 in tobacco cells and plants results in
multinucleate cells that contain stubs of cell walls but does not affect karyoki-
nesis, suggesting that NPK1 plays an important role in the formation of cell
walls (Nishihama et al. 2001).

Genetic studies of Arabidopsis homologs of NPK1 have provided direct evi-
dence for a role of this MAPKKK in cytokinesis. Arabidopsis genome contains
three genes for NPK1 homologs; ANP1, ANP2 and ANP3, (Nishihama et al.

Fig. 1 MAP kinase pathways regulating cytokinesis in plants. All components of the MAP
kinase pathways regulating phragmoplast expansion in tobacco and Arabidopsis are in-
dicated. Each line indicates protein–protein binding between two components and each
arrow indicates phosphorylation by the upper kinase. Pathways confirmed in biochemi-
cal experiments are shown as solid lines and arrows; unconfirmed pathways are shown as
dashed lines and arrows
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1997). Arabidopsis plants that have mutations in both ANP2 and ANP3 exhibit
dwarfism of the plant body and weak defects in cytokinesis, and the pres-
ence of a mutation in all three genes, ANP1, ANP2 and ANP3, is gametophytic
lethal (Krysan et al. 2002). These observations support the idea proposed by
the study with tobacco cells (Nishihama et al. 2001).

To identify a downstream factor(s) of NPK1, a tobacco cDNA library was
screened using mutant yeast cells that expressed NACK1 and NPK1 and
lacked the intrinsic MAPKK, PBS2, which is involved in the osmosensing sig-
nal transduction pathway (Soyano et al. 2003). Using functional screening,
a cDNA for a MAPKK was obtained and this type of MAPKK was designated
NQK1. NPK1 binds and phosphorylates NQK1. Overexpression of the kinase-
negative NQK1 in tobacco cells results in cytokinesis defects similar to those
produced by the kinase-negative NPK1, the cells become larger than wild-
type cells and contain multinuclei and cell wall stubs.

AtMKK6, one of the Arabidopsis MAPKKs, is most similar to NQK1 of
tobacco, and mutants of the AtMKK6 gene also show multinucleation and
stubs of cell walls resembling those found in atnack1 mutants (described
below) and double mutants for ANPs (Soyano et al. 2003). These results sug-
gest a role of NQK1 in the formation of the cell plates. However, unlike the
anp1/anp2/anp3 triple mutant, the disruptions of AtMKK6 (AtMKK6-1 and
AtMKK6-2) are not gametophytic lethal, suggesting the existence of another
redundant gene (or genes) or that the currently studied disruptant is not
a null mutant.

MAP kinase NRK1, which is located downstream of the NQK1 MAPKK,
was identified using the yeast two-hybrid screening method (Soyano et al.
2003). NQK1 binds and phosphorylates NRK1 to activate the latter protein
kinase in vitro. Both NQK1 and NRK1 are activated between anaphase and
telophase, although the amounts of these proteins do not change throughout
the cell cycle. NQK1 is very similar (only two amino acids are different) from
the previously identified NtMEK1, which activates p43Ntf6 MAPK (Calderini
et al. 2001). NQK1 and NRK1 are located in the equatorial region of the phrag-
moplast (Calderini et al. 1998; Takahashi et al., unpublished data; Sasabe
et al., unpublished data), implying that NPK1, NQK1 and NRK1 are phospho-
rylated and activated in the equatorial plane of the phragmoplast. However,
overexpression of kinase-negative NRK1 does not result in an abnormality of
cytokinesis.

A MAP kinase that might function downstream of NQK1/AtMKK6 has
been identified by the use of Arabidopsis mutants. Although the Arabidop-
sis genome encodes 20 homologs of MAP kinase, only those belonging to
the group B MAP kinases exhibit great structural similarity to NRK1. Our
data show that recombinant NQK1 and AtMKK6 proteins phosphorylate
only AtMPK4 (Takahashi et al., unpublished data). In addition, the mutant
atmpk4-2 contains multinucleated cells with immature cell walls (Soyano
et al., unpublished data). These results suggest that AtMPK4 is involved in cy-
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tokinesis in Arabidopsis cells. Other MAP kinases in group B might also be
involved in this cell cycle process.

3.3
Factors Upstream of NPK1 MAPKKK

Activation of the MAP kinase pathway consisting of NPK1, NQK1 and NRK1
is observed only during the late M-phase of the cell division cycle, although
the amounts of these protein kinases do not change during the M-phase. Two
proteins, designated NACK1 and NACK2, have been identified as proteins ac-
tivating NPK1 in yeast and have been shown to interact with NPK1 in vitro
and vivo (Nishihama et al. 2002). Both proteins bind NPK1 to activate it. They
are members of the kinesin-like protein family, which are motor proteins dir-
ected towards the plus end of microtubules. Overexpression of the truncated
NACK1 protein, which lacks the motor domain, resulted in multinucleation
and failure to complete cell plate development. In cells where this occurs,
the localization of NPK1 to the phragmoplast equator is also disrupted, sug-
gesting that NACK1 is required for the proper localization of NPK1 and that
the activation of NPK1 in a limited region is important for phragmoplast-
mediated cytokinesis.

The levels of mRNAs of NACK1 and NACK2 increase at the beginning
of M-phase and decrease on exit from cytokinesis (Nishihama et al. 2002).
The accumulation profile of NACK1 protein is similar to that of its tran-
scripts. This cell cycle-dependent expression of NACK1 and NACK2 seems to
be crucial in the regulation of the NPK1 activity that is required for phrag-
moplast expansion. Transcription of both NACK1 and NACK2 is regulated
by a cis-element, designated the MSA element on its promoter, which me-
diates activation by a specific class of MYB proteins (Ito et al. 2001). These
MYB proteins have three imperfect repeats in the DNA binding domain, as
in animal c-MYB proteins, whereas the vast majority of plant MYB proteins
have two repeats. At least one member of the MYB protein family, called
NtMYBA2, is activated through phosphorylated by cyclin-dependent protein
kinase (CDK; Araki et al. 2004). Since NPK1 and NACK1 (and NACK2) have
potential sites of phosphorylation by CDKs (Nishihama et al. 1997, 2002),
activation of NPK1 by protein–protein interaction with NACK1 might be con-
trolled through phosphorylation by CDKs during anaphase.

Arabidopsis homologs of NACK1 and NACK2 have been identified by con-
ventional molecular cloning and have been designated AtNACK1 and At-
NACK2, respectively (Nishihama et al. 2002). These genes have also been
identified by formal genetic studies and named HINKEL and TETRASPORE/
STUD, respectively (Hulskamp et al. 1997; Spielman et al. 1997; Strompen
et al. 2002; Yang et al. 2003). The mutation in AtNACK1/HINKEL, tran-
scripts of which can be detected in a number of somatic cells of Arabidopsis
plants, causes defects in cell division with multinucleation and the forma-
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tion of cell wall stubs at various developmental stages from embryogenesis
to postembryonic development. The mutation in AtNACK2/TETRASPORE/
STUD, transcripts of which are detected mainly in male gametes (Tanaka
et al. 2004), however, causes only the generation of abnormal pollen. Double
mutations in AtNACK1 and AtNACK2 cause both male and female gameto-
phytic lethality, suggesting partial redundancy of AtNACK1 and AtNACK2 in
cytokinesis during gamete formation (Tanaka et al. 2004). In contrast to the
genomes of tobacco and Arabidopsis, the rice genome contains only one gene
homologous to NACK1, designated DBS1 (Sazuka et al. 2005). The dbs1 mu-
tant also shows defective cytokinesis, suggesting the conserved function of
NACK-related genes among higher plants. The mutation observed in dbs1
is a single-nucleotide substitution at the splicing donor site, decreasing the
amount of mature spliced mRNA for DBS1, which produces a leaky pheno-
type.

3.4
Targets of the NACK–PQR Pathway

The MAP kinase pathway consisting of NPK1, NQK1 and NRK1, which is
activated by NACK1, is designated the NACK–PQR pathway (Soyano et al.
2003). The NACK–PQR pathway identified in tobacco seems to be highly con-
served in Arabidopsis. Since the MAP kinase pathway itself is a mediator
that transmits and propagates the various signals to downstream factors, it is
important to identify the targets whose activities are regulated by phospho-
rylation by the MAP kinase pathway. In the NACK–PQR pathway, one of the
targets of MAPK has been identified as MAP65, a member of the microtubule-
associated protein (MAP) family, a gene family that is conserved in eukary-
otes, including humans, yeasts and plants in the bundling of microtubules
(MTs; Sasabe and Machida 2006). In tobacco cells, NtMAP65-1 is phospho-
rylated during mitosis by CDK and NRK1. The phosphorylated NtMAP65-1
is located on the equatorial plane of the phragmoplast whereas unphospho-
rylated NtMAP65-1 is more broadly distributed (Sasabe et al. 2006). The
overexpression of mutant MAP65-1 with a substitution of the amino acid
residue that is phosphorylated by NRK1 results in a delay in cytokinesis.
Bundling activity of NtMAP65-1 in vitro is inhibited by phosphorylation by
NRK1, and the expression of a non-phosphorylatable form of NtMAP65-1
stabilizes MTs. These results suggest that one of the molecular processes con-
trolled by NRK1 MAP kinase is the regulation of the stability of MTs, and
that phosphorylation of NtMAP65-1 by NRK1 MAP kinase contributes to the
destabilization of MTs, which might increase the dynamic instability of MTs
(depolymerization of MTs and polymerization of tubulins).

The importance of phosphorylation of the MAP65 family protein is also
becoming clear from studies with Arabidopsis. The Arabidopsis genome en-
codes nine members of the MAP65 protein family (Hussey et al. 2002).
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AtMAP65-1 has been studied intensively and has been shown to be able to
bundle MTs but not to polymerize tubulin (Smertenko et al. 2004, 2006).
It is suggested that the bundling activity of AtMAP65-1 is also regulated
by phosphorylation, although the responsible kinase has not been identified
(Smertenko et al. 2006). This observation is consistent with the results of
studies on NtMAP65-1 obtained by Sasabe et al. (2006).

Another member of the Arabidopsis MAP65 family, called AtMAP65-3/
PLEIADE, also has an important role in maintaining the structure of the
phragmoplast (Müller et al. 2004). The ple mutant was originally identified as
the mutant causing short roots and disorganized cell division (Müller et al.
2002). In the ple mutant root, multinucleated cells and stubs of cell walls were
observed, phenotypes resembling those of other cytokinesis mutants. In con-
trast with other cytokinesis mutants including atnack1 and mkk6, the ple
mutant showed abnormal morphology in the roots but not the shoots, sug-
gesting the existence of a homologous gene expressed in the shoots. The lack
of biochemical analysis of AtMAP65-3 and mutant analysis of other members
of this family prevents us from understanding the roles of this family in plant
cell division and development.

4
YODA is a MAPKKK that is Part
of a MAPK Signaling Pathway Regulating Cell Differentiation

The roles of MAPKKKs other than NPK1 in cell differentiation are becoming
established (Table 1). The yoda mutants show distinctive changes in the pat-
tern of cell division during embryogenesis, and the responsible gene encodes
a MAPKKK. (Lukowitz et al. 2004). The cell division patterns of Arabidop-
sis embryos are well documented and stereotyped (Jürgens and Mayer 1994).
After fertilization, a zygote elongates longitudinally and divides asymmet-
rically to produce apical and basal cells. The zygotes of yoda mutants are
defective in this longitudinal elongation and divide into two cells of nearly
the same sizes (Lukowitz et al. 2004). Furthermore, some basal cells of yoda
mutants show longitudinal division planes, which are never observed in the
wild-type Arabidopsis embryo. These defects in the cell division pattern are
related to the lack in most yoda mutants of a suspensor, which is derived from
basal cells and is not incorporated in the embryo, suggesting the importance
of YODA in determining the fate of extra-embryonic cells.

The yoda mutation also affects the development of stomata. Since stomata
are required for gas exchange and transpiration, which are essential for the
survival of land plants, the number and distribution of stomata are regulated
genetically. In the yoda mutant, the number of stomata increases and their
distribution is affected (Bergmann et al. 2004). Although stomata are sepa-
rated from each other by more than one pavement cell in wild-type plants,
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Table 1 MAP kinase pathways in plant development

MAPKKK MAPKK MAPK

Zygote development YODA1

Stomatal development YODA2 MKK4/53 MPK3/63

Root hair elongation SIMK4

Ethylene signaling CTR15 SIMKK6 SIMK, MKK36

Auxin signaling NPK17 MKK78

1 Lukowitz et al. 2004
2 Bergmann et al. 2004
3 Wang et al. 2007
4 Samaj et al. 2002
5 Kieber et al. 1993
6 Ouaked et al. 2003
7 Kovtun et al. 1998
8 Dai et al. 2006

clustered stomata are observed in yoda mutants. These phenotypes are ex-
plained by the loss of proper differentiation of the meristemoids into guard
mother cells. Considering the abnormal cell divisions of zygotes of the yoda
mutant, YODA may be an essential component of asymmetrical cell division
in plant development.

In the context of stomatal development, two MAPKs and MAPKKs down-
stream of YODA have been identified recently. Mutations in both Arabidopsis
MAPKs, namely MPK3 and MPK6, result in numerous stomata and no pave-
ment cells in the epidermis of the cotyledons (Wang et al. 2007). Repression
of both MKK4 and MKK5 MAPKKs also increases the number of stomata, as
in mpk3/mpk6 double mutants (Wang et al. 2007). These results demonstrate
that the activation of the MAPKK upstream of MPK3 and MPK6 inhibits
stomata development and represses the phenotypes caused by the yoda mu-
tation. Thus, the MAP kinase pathway, consisting of YODA, MKK4/5 and
MPK3/6, regulates the differentiation of stomata. Since clustered stomata are
also found in cytokinetic mutants (Nishihama et al. 2001, 2002; Soyano et al.
2003), it might be intriguing to examine whether there is a direct relation-
ship between the components responsible for cytokinesis and asymmetrical
cell division.

5
MAP Kinase Signaling in Root Hair Development

A plant root has hairs that originate from a specific file of epidermal cells,
called the trichoblast, by tip growth. In the growing tip of root hairs, actin
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filaments are abundant and are involved in polar growth (Hepler et al. 2001;
Sieberer et al. 2005). The actin cytoskeleton is speculated to serve as a guide
rail for the polar transport of vesicles. SIMK, a MAPK of alfalfa (lucerne), has
been found to localize to the root tip and peripheral spots, suggesting a role
in root hair outgrowth (Samaj et al. 2002). This localization is strengthened
by the pharmacological stabilization of an actin mesh network by jasplaki-
nolide and weakened by the inhibition of MAPKK by UO126. Expression of
a gain-of-function version of SIMK overcomes the inhibition of tip growth by
pharmacological inactivation of MAPKK. Regulation of the actin cytoskele-
ton by a MAP kinase pathway is also observed in animal cells. It is interesting
that MAP kinase pathways regulate the cytoskeleton in both cytokinesis and
tip growth, although the targets differ – microtubules for the former and actin
filaments for the latter.

6
MAP Kinase Pathways in Phytohormone Signaling

The MAP kinase pathways are suggested to be involved in the intracellular
transmission of the signals that are generated by various phytohormones,
which play various roles in physiological and developmental processes in
plants. Ethylene is a gas that regulates fruit ripening, leaf senescence and
abscission, flowering and cell elongation (Chen et al. 2005). The CTR1 gene
encodes a protein kinase that is similar in amino acid sequence to an animal
MAPKKK, Raf. The ctr1 mutant shows a constitutive triple response, includ-
ing short hypocotyls and roots, a thickened hypocotyl and an exaggerated
apical hook; these are observed in wild-type plants only when grown in the
dark in the presence of ethylene (Kieber et al. 1993). Thus, it was suggested
that CTR1 is a negative regulator of the transduction pathway for ethylene
signaling.

Although the direct downstream components of CTR1 have not been com-
pletely established, some MAPKKs and MAPKs have recently been reported
to transduce the ethylene signal. In alfalfa, SIMK and MKK3 are MAPKs that
were found to be activated upon ethylene treatment (Ouaked et al. 2003).
The transgenic Arabidopsis plants expressing SIMKK, a MAPKK of SIMK and
MKK3, could activate these downstream MAPKs and phenocopy ethylene
treatment. Although this MAPK and MAPKK are genetically located down-
stream of CTR1 MAPKKK (Ouaked et al. 2003), CTR1 components have not
been proven to phosphorylate SIMKK and to act as its negative regulators.

A role of MAP kinase pathways in the response to auxin has also been
suggested. For example, it has been shown that tobacco NPK1 suppresses
the activity of the auxin-responsive promoter in maize protoplasts (Kovtun
et al. 1998). Some MAPKs from Arabidopsis are reported to be activated when
auxin is applied to plants (Mizoguchi et al. 1994; Mockaitis and Howell 2000).
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The AtMKK7, one of the MAPKKs of Arabidopsis, is suggested to be a nega-
tive regulator in the polar transport of auxin (Dai et al. 2005). However, these
components have not been placed in the context of the respective signal cas-
cades and the targets of the pathway have not been identified.

7
Multiple Roles of a MAP Kinase Pathway in Response to Various Signals

Several components described above have also been identified in other MAP
kinase cascades, some of which are involved in responses against pathogen
attacks and environmental stresses.

In alfalfa, SIMK appears in a variety of physiological processes. As men-
tioned above, SIMK is involved in the tip growth of root hairs and in response
to ethylene. Since ethylene is known to stimulate the elongation of root hairs,
the role of SIMK in the tip growth of root hairs might indicate its importance
in the signal transduction pathway for ethylene. In addition, it is reported that
SIMK is activated in response to osmotic stress (Munnik et al. 1999). It is in-
teresting that two different signals – ethylene and hyper-osmotic stress – use
the same MAP kinase cascade. It is an open question whether similar basic
adaptations occur in response to different environmental changes or whether
one signal represses or increases the response to another. It is also possible
that the different responses depend on the types of cell expressing the genes
that could be targets of a MAP kinase cascade.

NPK1 also appears in various biological processes. As described above, the
NPK1 regulates phragmoplast expansion and is activated during the period
from anaphase to telophase of mitosis. In addition, reduction in the expres-
sion of NPK1 by virus-induced gene silencing makes tobacco sensitive to
a pathogen (Jin et al. 2002). Since the silenced plant exhibited reduced cell
size and multinucleated cells, the authors report that the MAP kinase path-
way regulating phragmoplast development was also impaired. However, it is
uncertain whether the same MAPKKs and MAPKs are involved in both the
defense response to pathogens and phragmoplast development.

A role of NPK1 in the stress response has also been suggested. Trans-
genic maize expressing the catalytic domain of NPK1 has superior freezing
and drought tolerance, although in these studies it was not clear which MAP
kinase cascade could be activated (Shou et al. 2004a,b). Since in these experi-
ments, the regulatory domain was removed from NPK1 and its expression
was ectopic, enhanced tolerance might have been induced by the activation of
MAPKs and/or MAPKKs other than the intrinsic targets of NPK1.

ANP1 of Arabidopsis, which is orthologous to NPK1 of tobacco, is sug-
gested to be involved in the response to oxidative stress (Kovtun et al. 2000).
In mesophyll protoplast cells, ANP1 without the regulatory domain activates
MPK3 and MPK6, which can be activated by H2O2, suggesting that ANP1
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might invoke the response to H2O2. Since H2O2 is produced on pathogenic
infection of plant cells, the signal transduction pathway that includes ANP1
is expected to have a similar effect to that of NPK1 in the defense system of
plants against pathogen attack.

Although multiple roles have been suggested for NPK1 and its ortholog
ANP1, whether NPK1 and its orthologs have roles in responses to stresses
and pathogens other than cytokinesis is not clear. It is critical for our under-
standing of the functions of these proteins that we should know the sites of
expression of the genes for NPK1 and its orthologs in plants. It is worth not-
ing that NPK1 is expressed only in division-competent cells in plants, such as
those in which CDK genes are expressed (Nakashima et al. 1998). However,
responses to environmental stresses or pathogenic attacks may occur in de-
velopmentally mature tissues in plants. In addition, to understand the physi-
ological roles of NPK1 MAPKKK it may also be crucial to identify molecules
that are involved in the activation of NPK1 and those that are regulated down-
stream of NPK1. This may also be true for our understanding of physiological
functions of the other MAP kinase cascades. The fact that there are many
more MAPKKK and MAPKs than MAPKKs indicates that, rather than linear
pathways, MAPK signaling presumably forms interacting networks. Although
cross-talk mechanisms must therefore be operating among the several MAP
kinase pathways in plants, they have yet to be demonstrated.
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Abstract Intracellular signalling systems communicate the inputs perceived at the cell
membranes to the nucleus to regulate cellular functions in developmental and stress
responses. Pivotal to these transmissions are the reversible protein phosphorylations
performed by opposing actions of protein kinases and protein phosphatases. Phospho-
rylation by protein kinases is an essential posttranslational modification mechanism for
the majority of cellular proteins and can influence protein activity, localization and sta-
bility. The significance of protein phosphorylation by kinases is already established in
Arabidopsis; but the importance of de-phosphorylation by phosphatases has not been
studied equally intensively. Nevertheless, recent characterization of Arabidopsis protein
phosphatase mutants and identification of interacting proteins/substrates highlights the
important role of protein phosphatases in the pathways regulating stress, hormonal sig-
nalling, metabolism, cell cycle and plant growth. In this review we will focus principally
on the involvement of plant protein phosphatases of PTP and PP2C-types in these pro-
cesses.

1
Plant Protein Phosphatase Families

The importance of protein phosphorylation by protein kinases to regulate
signalling responses is well recognized in plants; and it is becoming more
and more evident that also the inverse, de-phosphorylation by protein phos-
phatases, is indispensable in these processes. The key phosphorylation targets
in eukaryotic proteins, including plants, are serine, threonine, and tyro-
sine residues. Accordingly, protein phosphatases are organized into different
groups dependent on the phosphor-amino acid residues that are targeted
for dephosphorylation. Consequently, serine/threonine phosphatases, tyro-
sine phosphatases and dual specificity phosphatases (targeting both tyrosine
and serine/threonine) are found in plants. Eukaryotic serine/threonine pro-
tein phosphatases are classified into the superfamily PPP (phospho protein
phosphatases), the PPM (protein phosphatases magnesium- or manganese-
dependent) family and the FCP family, according to the amino acid sequences
of their catalytic subunits (Cohen 2004; Ingebritsen and Cohen 1983) (see
Fig. 1). The PPP family of plant phosphatases includes the type 1 protein
phosphatases (PP1), type 2A protein phosphatases (PP2A), protein phos-
phatases with Kelch-repeat domain (a conserved tertiary structure forming
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beta propellers) and protein phosphatases PP4, PP5, PP6, PP7. PP2B type
phosphatases that are represented by calcineurin in other eukaryotes have
not been detected in plants so far. The PPM superfamily consists of pro-
tein phosphatases 2C (PP2C). The new FCP family was recognized recently
through CTD phosphatase-like (CPL) members with homology to the FCP1
(TFIIF-associating C-terminal domain of RNAP II phosphatase) protein ser-
ine phosphatase, which regulates transcription by dephosphorylating the
carboxyl-terminal domain of the large subunit of RNA polymerase Pol II
(Bang et al. 2006; Cohen 2004). Plant protein tyrosine phosphatases (PTP) are
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Fig. 1� Classification and characterization of serine/threonine protein phosphatases. First
classifications of S/T protein phosphatases were based on their different capabilities to
dephosphorylate specific substrates and their responses to heat-stable inhibitor proteins
(Cohen 1989; Ingebritsen and Cohen 1983). Thus, PP1 preferentially dephosphorylated
the β-subunit of phosphorylase kinase, whereas type 2 phosphatases dephosphorylated
the α-subunit of phosphorylase kinase. PP1 was inhibited by the heat-stable inhibitor-
1 (I1) and inhibitor-2 (I2), whereas type 2 phosphatases (PP2A, PP2B and PP2C) were
not. PP2Cs are Mg2+/Mn2+-dependent for their activity, while PP2As are active in the ab-
sence of bivalent cations. Although this classification remains true, the information about
protein primary structure has led towards more comprehensive classification according
to sequence similarity of the catalytic subunit. Thereby, PP2C belongs to a distinct PPM
(protein phosphatases Mg2+/Mn2+-dependent) gene family, whereas the remaining type 1
and type 2 phosphatases belong to the same (PPP) family. In comparison with the PPP
gene family, the PPM members are overrepresented in plants

structurally and catalytically distinct from the serine/threonine phosphatases.
PTP superfamily consists of classical protein tyrosine phosphatases and dual-
specificity protein phosphatases (DSPs) (see Fig. 2). The receptor-like PTPs
that are abundant in animals have not been identified in plants so far.

Several reviews have been written on plant phosphatases (DeLong 2006;
Farkas et al. 2007; Luan 1998; Smith and Walker 1996) and two reviews are
available about Arabidopsis PP2C members (Rodriguez 1998; Schweighofer

Fig. 2 Classification and characterization of tyrosine protein phosphatases
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et al. 2004). Here we will update the information about plant PTP/DSP and
PP2C members with the recent data, for the most part on Arabidopsis.

2
Protein Tyrosine Superfamily (PTP)

Currently 127 protein phosphatase candidates are predicted in the Ara-
bidopsis genome (Kerk 2006; Kerk et al. 2002; Kerk, personal communi-
cation). Among them only one classical PTP, one low molecular weight
LMW PTP and 23 DSP members were identified. The hallmark that defines
the PTPs is a cysteine-containing signature motif HC(X)5R(S/T), which is
the active site in the catalytic domain that hydrolyzes phosphor-tyrosine
via a thiol phosphate intermediate (Farooq and Zhou 2004; Tonks 2005).
A new group of dual-specificity tyrosine phosphatases that do not have
the cysteine-containing signature but use an aspartate as a nucleophile in
a metal-dependent reaction (Alonso et al. 2004), has also been recently de-
scribed in plants by the Arabidopsis homologue of the Drosophila Eyes
Absent (EYA) (Rayapureddi et al. 2005). Low numbers of plant PTPs com-
pared to 107 PTPs encoded in the human genome (Alonso et al. 2004) may
imply that tyrosine phosphorylation in higher plants is less common than
in mammals; however, studies with anti-phosphotyrosine antibodies and
tyrosyl-phosphorylation inhibitors suggested that plant proteins are phos-
phorylated on tyrosine residues at levels comparable to those seen in animals
(Barizza et al. 1999). Tyrosine phosphorylation is necessary for activity of
mitogen-activated protein kinases (MAPKs), as shown by phosphorylation
of essential TEY motif and phosphor-amino acid analysis of phosphorylated
MAPKs (Gupta and Luan 2003; Huang et al. 2000; Kiegerl et al. 2000). Both ty-
rosine and threonine must be phosphorylated to get the kinase into an active
conformation (Canagarajah et al. 1997). Conversely, MAPKs are completely
inactivated by dephosphorylation of either phosphor-amino acid residue.
Thus, tyrosine-specific, dual-specificity and threonine-specific phosphatases
are capable of inactivating the MAPKs (Camps et al. 2000; Cohen 2004; Fa-
rooq and Zhou 2004; Martin et al. 2005).

2.1
PTPs

In plants, salt activates MAPK signalling (Droillard et al. 2002; Munnik et al.
1999). Hence, it is not surprising that in Arabidopsis the only member of
classical PTP, AtPTP1 is a stress-responsive gene (Fordham-Skelton et al.
1999; Xu et al. 1998) up-regulated by salt, and down-regulated by cold treat-
ment. Similar PTP genes are also found in other plants. Dephosphorylation
of phosphor-tyrosine in Arabidopsis MPK4 by AtPTP1 in vitro suggests that
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AtPTP1 phosphatase may function as a switch-off mechanism for salt-stress
activated MAPKs (Huang et al. 2000); however, data in planta has to support
this premise. Highly conserved cysteine and aspartate residues are essential
for the AtPTP1 activity underlining the common catalytic mechanism be-
tween plant and other eukaryotic PTPs (Xu et al. 1998). A catalytic cysteine
has to be in a reduced form for phosphatase activity. Thus, reactive oxy-
gen species (ROS) produced during various stress conditions regulate mam-
malian PTPs by reversible oxidation of the active site cysteine and abrogation
of its nucleophilic properties, thereby inhibiting PTP activity (Barford 2004;
Tonks 2005). Similarly, the recombinant AtPTP1 protein can be reversibly in-
activated by H2O2, suggesting that plant PTPs may also be regulated by the
redox state of the cysteine, thereby serving as molecular targets during oxida-
tive stress (Gupta and Luan 2003).

2.2
DSPs

In Arabidopsis, several dual-specificity phosphatases (DSPs) were described
to control plant growth under stress conditions. A gene disruption of
mitogen-activated protein kinase phosphatase MKP1 in Arabidopsis (mkp1)
results in plant hypersensitivity to stress by UV-C and methyl methanesul-
fonate (Ulm et al. 2001). These factors activate repair mechanisms of DNA
damage and cell recovery. UV-C activates the Arabidopsis MAPK, MPK6 but
not MPK4. Though MPK6, MPK3 and MPK4 were all found to interact with
MKP1 in yeast two hybrid assays, only the activity of MPK6 was effected in
the mkp1 mutant plants, suggesting that only MPK6 is a substrate for MKP1
in plants. The role of MKP1 in salt stress responses was demonstrated by ex-
pression profiling of wild-type vs. mkp1 mutant lines and increased resistance
to salinity of mkp1 plants, both implicating functions for MKP1 in regulation
of plant responses to environmental challenges (Ulm et al. 2002).

MKP1 contains the conserved catalytic part and a long carboxy-terminal
extension with a domain similar to the actin-binding protein gelsolin, sug-
gesting an association with the regulation of the cytoskeleton. Calmodulin
(CaM) binding domain and interaction with CaM was identified in the or-
thologue of Arabidopsis MKP1 from tobacco NtMKP1 (Yamakawa et al.
2004). Its expression is regulated in response to cell death, pathogen in-
fection and wounding. Wound-activation of the MAP kinase SIPK and cell
death is compromised by NtMKP1 overexpression in tobacco. NtMKP1 binds
SIPK through the N-terminal non-catalytic region. This binding strongly
increases phosphatase activity and is partially dependent on the putative
MAPK common docking domain of SIPK (Katou et al. 2005). Another Ara-
bidopsis dual-specificity phosphatase DsPTP1 hydrolyzes both phosphor-
threonine and phosphor-tyrosine and dephosphorylates/inactivates MPK4 in
vitro. Phosphatase activity of DsPTP1 depends on the conserved catalytic cys-



282 A. Schweighofer · I. Meskiene

teine (Gupta et al. 1998). DsPTP1 contains two Ca2+-dependent CaM-binding
domains, and binding to CaM inhibits its activity to dephosphorylate tyrosine
on myelin basic protein (MBP) (Yoo et al. 2004).

Another DSP from Arabidopsis, PHS1 (propyzamide hypersensitive)
controls microtubule organization and embryonic development (Naoi and
Hashimoto 2004), as well as plant growth under stress conditions and reg-
ulation of ABA signalling (Quettier et al. 2006). The semidominant phs1-1
mutation, which has a substitution of Arg to Cys amino acid in a putative
MAPK interaction motif (KIM) in the N-terminal part of the protein, dis-
rupts microtubule organization in roots. Similar KIM is present in MKPs from
mammals and mediates binding to MAPKs (Farooq and Zhou 2004; Martin
et al. 2005; Pulido et al. 1998). Whether putative KIM indeed mediates phos-
phatase binding to plant MAPKs and whether phs1-1 mutation influences this
binding has still to be tested.

T-DNA null plants phs1-2 are recessive lethal embryonic mutants (Naoi
and Hashimoto 2004). phs1-3 mutant plants with T-DNA insertion in the pro-
moter region, resulting in abridged gene expression, show inhibited seed ger-
mination in the presence of ABA and stronger inhibition of the light-induced
opening of stomata by ABA, thereby suggesting PHS1 as a negative regu-
lator of ABA signalling (Quettier et al. 2006). These examples demonstrate
that plant dual-specificity phosphatases counteract the activity of MAPKs and
control plant responses during stress and in development.

The DSP phosphatase IBR5 was identified as an Arabidopsis indole-3-
butyric acid (IBA)-response mutant ibr5 (Monroe-Augustus et al. 2003). The
phenotype of this mutant is similar to other auxin-response mutants: a long
root and a short hypocotyl when grown in the light, aberrant vascular pat-
terning, increased leaf serration, and reduced accumulation of an auxin-
inducible reporter. However, overexpression of IBR5 did not dramatically
alter the auxin sensitivity of plants. No phosphatase activity in vitro was
shown for IBR5, which could be due to the requirement of substrate binding
to activate this enzyme (like for NtMKP1 or certain mammalian DSPs). The
substrates of IBR5 remain to be identified.

AtPTEN1 encodes a dual-specificity phosphatase closely related to PTEN,
a tumor suppressor in animals. The recombinant AtPTEN1 demonstrates
phosphatase activity to dephosphorylate phosphotyrosine and phosphatidyli-
nositol substrates, like its homologues in animals. AtPTEN1 is expressed
exclusively in pollen and is essential for pollen development, as shown by sup-
pression of AtPTEN1 expression by RNA interference that causes pollen cell
death after mitosis (Gupta et al. 2002).

Another Arabidopsis DSP phosphatase is PTPKIS1/SEX4/DSP4, previously
nominated PTPKIS1 (protein-tyrosine phosphatase kinase interaction se-
quence) due to the presence of a kinase interaction sequence (KIS), which
mediates interaction with the plant SNF1-related kinase (SnRK), AKIN11
(Fordham-Skelton et al. 2002) and encodes a carbohydrate-binding domain,
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allowing it to bind starch granules (Kerk et al. 2006; Niittyla et al. 2006;
Sokolov et al. 2006). In addition, SEX4/DSP4 protein has a plastid tar-
geting sequence and is localized to chloroplasts, where it controls starch
metabolism, primarily by regulation of starch breakdown. It associates with
starch granules in a light-dependent manner and represents a major starch
granule-bound phosphatase activity during the day. Phosphatase activity and
the starch-binding capacity of SEX4/DSP4 are controlled by redox and pH.
SEX4/DSP4 has close orthologues in other plant species and resembles the
animal DSP laforin (Alonso et al. 2004) that regulates glycogen accumula-
tion, indicating striking parallels in the regulation of starch metabolism in
plants and glycogen metabolism in mammals. A future task will be to inves-
tigate whether the downstream targets of SEX4/DSP4 are glucans or proteins
in plants (Kerk et al. 2006; Niittyla et al. 2006; Sokolov et al. 2006).

The animal Eyes Absent proteins (Eya) represent a novel family of dual-
function enzymes with transcription factor and phosphatase activities (Jemc
and Rebay 2007). Eya proteins are transcription factors with intrinsic phos-
phatase activity capable of modulating transcriptional complexes and are
responsible for organ formation (Li et al. 2003). They also represent a mecha-
nistically new class of tyrosine phosphatases (PTPs), which does not contain
the cysteine-containing signature motif and includes an aspartate as a nu-
cleophile in a metal-dependent reaction similar to the phosphoserine phos-
phatases of the haloacid dehalogenase (HAD) family (Lunn 2002). Eyes Ab-
sent homologues have been identified in rice, alfalfa and Arabidopsis (Takeda
et al. 1999). Although the Arabidopsis homologue of animal Eya, AtEYA is
a tyrosine-specific phosphatase, as demonstrated in vitro, the role of AtEYA-
mediated dephosphorylation in plant biology remains to be elucidated (Raya-
pureddi et al. 2005).

2.3
Pseudo-phosphatase PTPL

PASTICCINO2 (PAS2) is a protein Tyr phosphatase-like member (PTPL) that
is highly conserved in eukaryotes and is characterized by an inactive cata-
lytic site of the phosphatase. PAS2 interacts directly with a cyclin-dependent
kinase (CDK) in the CDK-Tyr-15 phosphorylation-dependent manner. Loss
of the PAS2 function in Arabidopsis leads to dephosphorylation and en-
hancement of CDKA;1 activity, suggesting that PAS2, similar to other PTPL
proteins, functions as an anti-phosphatase by binding the kinase and prevent-
ing its dephosphorylation by other activating phosphatases. PAS2 slows down
cell division at the G2-to-M transition and holds cells in a differentiated state
when overexpressed in plants. This suggests that the balance between cell di-
vision and differentiation is regulated through control of the CDKA;1 activity
entailed by the PAS2 anti-phosphatase (Da Costa et al. 2006). No functional
CDC25 phosphatases were found in plants so far to inactivate CDKs, and the
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association between PAS2 and Tyr-phosphorylated CDKs may be one of the
mechanisms to regulate CDK temporal activation (Boudolf et al. 2006).

3
PP2C Family of Plant Protein Phosphatases

The PP2C family comprises a group of serine threonine phosphatases
that are dependent on Mg2+ or Mn2+ for their activity, are active as
monomers, insensitive to known phosphatase inhibitors and share no ap-
parent amino acid sequence homology to the other types of phosphatases
(Cohen 1989, 2004). However, similarities in protein architecture sug-
gest a similar catalytic mechanism of these enzymes to other PPP pro-
teins, whereby a metal-bound water molecule acts as a nucleophile to di-
rectly transfer phosphate from a specific amino acid of the substrate in
an acid–base catalytic reaction (Barford et al. 1998). Arabidopsis PP2Cs
represent the largest known protein phosphatase family in plants with
76 discrete members (Kerk 2006; Kerk et al. 2002; Schweighofer et al.
2004) (http://www.arabidopsis.org/browse/genefamily/PP2C.jsp). Bioinfor-
matics aligned this family in clusters, where cluster A contains genes pre-
dominantly associated with ABA signal transduction, such as ABI1, ABI2,
AtPP2CA, HAB1, HAB2 (Schweighofer et al. 2004) and Fagus sylvatica
FsPP2C1 (Gonzalez-Garcia et al. 2003). Cluster B is characterized by the
phosphatases containing MAPK interaction motif (KIM) in the N-terminal
extensions. KIM [(K/R)3–4X1–6(L/I)X(L/I)] is similar to the ones found in an-
imal MAPK-interacting proteins, such as MAPK phosphatases, MAPK kinases
(Farooq and Zhou 2004; Martin et al. 2005; Pulido et al. 1998) or transcrip-
tion factors (Biondi and Nebreda 2003; Ho et al. 2003). Interestingly, plant
PP2Cs have evolved similar MAPK interaction motifs, which otherwise are
found in evolutionally unrelated animal or yeast PTP/DSP phosphatases. Ara-
bidopsis AP2C1 and alfalfa MP2C regulate stress MAPK signalling. Cluster C
includes the POLTERGEIST-type phosphatases (POL) that are involved in
development. The most phylogenetically distant kinase-associated protein
phosphatase (KAPP) represents a singleton in the PP2C family and it regu-
lates receptor-like kinases (RLK).

One of the PP2C roles in eukaryotes is to reverse stress-induced protein ki-
nase cascades. Below we will discuss the signalling pathways that plant PP2Cs
participate in.

3.1
Regulation of MAPKs by PP2Cs

By interference of yeast pheromone-induced MAPK pathway (which leads
to growth arrest in yeast) with an alfalfa cDNA library the MP2C gene
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was isolated (Meskiene et al. 1998). MP2C inactivates the MAPK SIMK
through threonine dephosphorylation of the pTEpY motif. MP2C and its Ara-
bidopsis orthologue AP2C1 dephosphorylate and inactivate stress-responsive
MAPKs SIMK from alfalfa and MPK6 or MPK4 from Arabidopsis, respec-
tively. Affinity towards MAPK is mediated through functional KIM domain
at the N-terminal non-catalytic part in MP2C/AP2C1. Alfalfa SIMK and Ara-
bidopsis MPK6 or MPK4 interact with MP2C and AP2C1, respectively, and
form protein complexes (Meskiene et al. 2003; Schweighofer et al. 2007). The
catalytic activity of the phosphatases or MAPK is not imperative for their
interaction in yeast, but the N-terminal part and intact KIM are prerequi-
sites. AP2C1 regulates ethylene and modulates plant innate immunity against
a fungal necrotrophic pathogen. AP2C1 also negatively regulates wound jas-
monates, which correlates with enhanced resistance to herbivores in its ab-
sence. MP2C/AP2C1 is expressed in roots, flowers, young leaves and cultured
suspension cells, but not in adult leaves. However, upon wounding gene ex-
pression is rapidly induced and correlates with the timing of MAPK inacti-
vation, suggesting that MP2C/AP2C1 may be a part of a negative feedback
responsible for resetting the MAPK signalling pathway (Bogre et al. 1997;
Meskiene et al. 2003).

3.2
Regulation of ABA Signalling

The vast majority of research on PP2C functions is related to ABA signalling
and is attributed to cluster A-type phosphatases. Several genes were described
in this cluster, such as ABI1, ABI2, AtPP2CA, HAB1, HAB2 and FsPP2C1 from
beech (Fagus sylvatica) that are up-regulated by ABA and involved in negative
regulation of ABA signalling pathways.

3.2.1
ABI1 and ABI2

3.2.1.1
Studies of Mutations and Involved Pathways

The closely related related phosphatases ABI1 and ABI2 are negative regu-
lators of ABA signalling according to genetic studies of several mutations
and T-DNA insertion lines (Gosti et al. 1999; Merlot et al. 2001; Yoshida
et al. 2006). (Semi)-dominant abi1-1 and abi2-1 mutations carry the same Gly
to Asp amino acid substitution, which is located near to the Mg2+ binding
site and reduces the phosphatase activity. These mutations cause an ABA-
insensitivity, reduced seed dormancy, abnormal stomata regulation, defects
in drought responses (Bertauche et al. 1996; Leung et al. 1994, 1997; Meyer
et al. 1994; Rodriguez et al. 1998) and lead to salt tolerance (Ohta et al.
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2003). Both ABI1 and abi1-1 proteins inhibit ABA signal transduction to ABA-
responsive gene promoters HVA1 and RBCS in isolated protoplasts (Sheen
1998) as well as KIN2 and Rd29A promoters in cells microinjected with re-
combinant proteins (Wu et al. 2003). The N-terminal part of ABI1 contains
a putative Ca2+-binding domain (Leung et al. 1994; Meyer et al. 1994;), and
ABI1 action was placed downstream of Ca2+ in the ABA pathway (Wu et al.
2003).

3.2.1.2
ABI1 and ABI2 Interacting Proteins and Compounds

Several protein kinases were found to interact with ABI1 and ABI2 in yeast
two-hybrid screens. SOS2 (salt overly sensitive protein kinase, also known as
Ca2+ sensor-interacting protein kinase, a member of the SNF1-related pro-
tein kinase SnRK3 group) and several SOS2-like protein kinases interact with
ABI1 and ABI2 through a protein kinase interaction motif (PKI) identified
within the catalytic part of the phosphatases. Interestingly, the abi2-1 mu-
tation located in the PKI domain disrupts this interaction and at the same
time enhances plant tolerance to salt stress (Ohta et al. 2003). ABI2 and to
a lesser extent ABI1 interact with PKS3 (SOS2-like protein kinase 3), a nega-
tive regulator of the ABA pathway. The abi1-1 and abi2-1 mutants are able to
suppress the pks3 ABA hypersensitive phenotype. Thereby, ABI2, ABI1 and
PKS3 form a calcium-responsive negative regulatory loop together with the
calcium binding protein CaBP5 in fine-tuning the plant sensitivity to ABA
(Guo et al. 2002). Another ABA- and osmotic stress-activated protein kinase
SnRK2E/OST1/SnRK2.6 (Mustilli et al. 2002; Yoshida et al. 2002) interacts
with ABI1 possibly through PKI, as the abi1-1 mutation reduces this bind-
ing (Yoshida et al. 2006). Distinct roles of ABI1 and ABI2 were demonstrated
by suppression of the ABA-dependent activation of SRK2E/OST1 that was
observed in abi1-1 but not in abi2-1 mutant. Similar wilty phenotypes of
srk2e/ost1 and abi1-1 plants suggest that ABI1 positively regulates the acti-
vation of this kinase (Yoshida et al. 2002, 2006). A further ABI1-interacting
protein is the ABA- and drought-inducible transcription factor ATHB6. This
interaction depends on the catalytic activity of the phosphatase. ATHB6 nega-
tively regulates ABA signalling. ABI1 acts upstream of ATHB6, as ABA induc-
tion of the ATHB6 promoter-reporter is abolished in abi1-1 plants (Himmel-
bach et al. 2002). The interaction of ABI2 and, to a lesser extent, of ABI1 with
AtGPX3, a glutathione peroxidase, provides a link between ABA and H2O2
signalling in stomatal closure. AtGPX3 is involved in ABA-mediated produc-
tion of H2O2, which affects the redox states of ABI1, ABI2 and AtGPX3 (Miao
et al. 2006). H2O2 reversible inactivation of ABI1 and ABI2 proteins and their
susceptibility to phenylarsine oxide already suggested the oxidation of critical
cysteine residue(s) in the phosphatase (Meinhard and Grill 2001; Meinhard
et al. 2002). The ability of oxidized AtGPX3 to reduce the phosphatase activi-
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ties of ABI1 and ABI2 and enhanced insensitivity of the atgpx3 abi2-1 double
mutants to ABA suggested that AtGPX3 may modulate the activities of ABI2
under oxidative stress in plants (Miao et al. 2006).

ABI1 interacts with phosphatidic acid (PA), which is produced in response
to ABA application through phospholipase Dα1. PA binding decreases the
PP2C activity and affects its membrane association. The Arg-73 is essential
for the ABI1–PA interaction (Zhang et al. 2004). ABI1-R73A mutant plants are
insensitive to ABA-induced stomatal closure, emphasizing the requirement
for PA binding to ABI1 in this process, but not in the ABA-induced inhibition
of stomatal opening, which is regulated by interaction of PA and PLDα1 with
the Gα subunit of heterotrimeric G protein (Mishra et al. 2006). Involvement
of other PP2Cs in the regulation of ABA pathway is indicated by the ABA-
induced PP2C activity measurement, where ABI1 and ABI2 contributed by
approx. 50% to total PP2C-related activity (Merlot et al. 2001) and is further
supported by additional studies of other A-type PP2C members.

3.2.2
HAB1 and HAB2

HAB1 and HAB2 are closely related to ABI1 and ABI2 and also negatively
regulate the ABA signalling pathway (Rodriguez et al. 1998; Saez et al. 2004).
This was shown by studying the T-DNA insertion mutants hab1-1 and hab2ds
(Leonhardt et al. 2004; Saez et al. 2004; Yoshida et al. 2006). Double mu-
tants abi1-2/hab1-1 and abi1-3/hab1-1 display enhanced responsiveness to
ABA and sensitivity to NaCl or mannitol. The enhancement in ABA-mediated
stomatal closure, leading to reduced water loss in these lines, indicates over-
lapping functions of ABI1 and HAB1 (Saez et al. 2006). Conversely, consti-
tutive overexpression of HAB1 leads to ABA insensitivity, impaired stomatal
closure, ABA-resistant root growth, and reduction of ABA-induced gene ex-
pression. These support a negative role in the ABA pathway. Seeds of HAB1
overexpressing plants germinate on inhibitory concentrations of ABA, man-
nitol and paclobutrazol, indicating that HAB1 may promote seed germination
by negatively regulating ABA responses in seeds (Saez et al. 2004). Intro-
duction of abi1-1-like mutation into HAB1 (hab1G246D) led to reduced phos-
phatase activity and to a strong ABA insensitivity of seeds in hab1G246D

overexpressing plants. The strong ABI phenotype of hab1G246D, which is simi-
lar to ahg3G145D (Robert et al. 2006) and opposite to the ABA hypersensitivity
of the HAB1 T-DNA insertion mutant, indicates a dominant mutation.

3.2.3
PP2CA/AHG3 and FsPP2C1

PP2CA/AHG3 phosphatase is able to rescue the pde1 S. pombe mutant,
which is defective in cAMP phosphodiesterase that results in elevated cAMP
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amounts and activated cAMP-dependent protein kinase. Possibly, it counter-
acts the protein kinase A (PKA) in yeast (Kuromori and Yamamoto 1994).
However, in plants PP2CA is a strong negative regulator of ABA signal trans-
duction, controlling seed germination and stomatal aperture. This was re-
vealed by studies of PP2CA overexpressing plants, ahg3-1 point mutant (caus-
ing the loss of PP2C activity) and T-DNA insertion lines pp2ca-1/ahg3-2 and
pp2ca-2 (Kuhn et al. 2006; Yoshida et al. 2006). PP2CA/AHG3 plays a major
role among PP2Cs in the ABA response in seeds (Yoshida et al. 2006). PP2CA
inhibits ABA signal transduction when transiently expressed in isolated pro-
toplasts (Sheen 1998) and its overexpression confers ABA insensitivity in
plants (Kuhn et al. 2006). Cold, drought, salt and ABA induce PP2CA expres-
sion. Cold- and drought-induced expressions are ABA-dependent as PP2CA
expression is reduced in ABA-deficient aba1-1 mutant. Drought-induced ex-
pression is ABI1-dependent. Down-regulation of PP2CA accelerates plant
development and induces tolerance to cold, suggesting a negative control
of the ABA pathway during cold acclimation (Tahtiharju and Palva 2001).
PP2CA interacts with AKT2/AKT3 inward rectifying potassium channel pro-
tein (Cherel et al. 2002; Vranova et al. 2001) and the highest expression levels
of both genes in the phloem vasculature suggests possible interaction in
plants (Cherel et al. 2002). An orthologue of PP2CA/AHG3, FsPP2C1 from
beech (Fagus sylvatica) (Lorenzo et al. 2001), indicates similarly negative reg-
ulation of ABA signalling, as its overexpression in Arabidopsis led to ABA
insensitivity, reduced seed dormancy and resistance towards salt and osmotic
stresses (Gonzalez-Garcia et al. 2003).

3.2.4
FsPP2C2

Another gene from beech, FsPP2C2, which is related to cluster D of Arabidop-
sis PP2Cs (Schweighofer et al. 2004) enhances sensitivity to ABA and abiotic
stress according to overexpression studies (Reyes et al. 2006), suggesting an
opposite trend of cluster D to cluster A phosphatases. The phenotypes could
be reversed by gibberellic acid (GA), indicating that FsPP2C2 is a positive
regulator of ABA signalling that may affect GA levels in transgenic plants
and pointing towards a possible cross-talk between ABA signalling and GA
biosynthesis.

It is established that ABI1, ABI2, PP2CA, HAB1, HAB2 from Arabidopsis
and FsPP2C1 from beech negatively regulate ABA signal transduction and
that the functions of these PP2Cs overlap, but their specific tissue- or develop-
mental expressions confer distinct and indispensable physiological functions
in the ABA response (Yoshida et al. 2006). Yet, challenging tasks for the fu-
ture remain in order to uncover their biological substrates and to identify
cross-talks with other signalling pathways.
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3.3
Regulation of Receptor-Like Kinase Signalling

3.3.1
KAPP

Arabidopsis kinase-associated protein phosphatase, KAPP was identified
through interaction with the receptor-like protein kinase HAESA/RLK5
(Stone et al. 1994). Beside a catalytic PP2C part, KAPP protein con-
tains the N-terminal membrane anchor and a kinase-interacting forkhead-
associated domain (KI-FHA). The FHA domain is a phosphorylation-
dependent protein–protein interaction domain with specificity for phosphor-
threonine and possibly phosphor-serine. Solution dynamics and phospho-
peptide binding effects have illustrated the KAPP KI-FHA structure (Ding
et al. 2005, 2007; Lee et al. 2003). Through this domain, KAPP inter-
acts with several phosphorylated RLKs, such as RLK4 (Braun et al. 1997),
embryogenesis-specific AtSERK1 (Rienties et al. 2005; Shah et al. 2001, 2002)
and the cell wall kinase WAK1 (Park et al. 2001). The components of the
brassinosteroid receptor (BR), brassinosteroid-insensitive kinase 1 (BRI1),
and BRI1-associated kinase 1 (BAK1) also interact with KAPP (Ding et al.
2007). KAPP interacts with and negatively regulates transmembrane receptor
kinases CLAVATA1 (CLV1), which controls meristem development (Li et al.
1999; Stone et al. 1998; Williams et al. 1997), and FLAGELLIN SENSITIVE2
(FLS2), which is essential for flagellin perception in pathogen-associated in-
nate immune response signalling (Gomez-Gomez et al. 2001). Interactions
with diverse receptors imply KAPP control of multiple signalling pathways;
however, no growth and developmental phenotypes were observed in T-DNA
kapp-3 mutant (Ding et al. 2007). This is really surprising as KAPP has no
close homologues, and at the same time suggests that there should be other
phosphatases that act redundantly. A future task is to identify these proteins.

3.3.2
POLTERGEIST (POL) and Related PP2Cs

POLTERGEIST (POL) functions in CLAVATA1 (CLV1) and CLV1-related path-
ways regulating stem cell identity (Yu et al. 2000, 2003). pol mutations sup-
press meristem defects in clv1 and clv3 mutants, though all pol mutants are
nearly indistinguishable from wild-type plants (Yu et al. 2000). POL in par-
allel with PLL1 regulates meristem and organ development. POL and PLL1
act downstream of the CLV signalling pathway through WUS to promote
stem cell identity. This was demonstrated by pol/pll1 tissue phenocopying
wus (WUSCHEL) in grafted plants (grafting allowed to overcome the embryo
lethality of pol/pll1). The ectopic expression of WUS in pol/pll1 lines restored
meristem activity, signifying that POL and PLL1 control maintenance of WUS
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expression. Analysis of POL/PLL1/CLV3 triple mutants revealed pol/pll1 epis-
tasis to clv3 (Song et al. 2006). PLL4 and PLL5 are involved in regulation of
leaf development (Song and Clark 2005).

3.4
Regulation of Transcription by PP2C

Tobacco DNA-binding protein phosphatase (DBP1) was isolated by interac-
tion with the promoter region of tomato citrus exocortis viroid (CEVI1)
gene, which is induced during the course of compatible plant–virus interac-
tions. The C-terminal part of DBP1 shows homology to the PP2C catalytic
domain, whereas the N-terminal region contains DNA binding sequences
(Carrasco et al. 2003). Correspondingly, DBP1 shows Mg2+-dependent phos-
phatase activity and contains a functional nuclear localization signal. DBP1
negatively controls transcription of CEVI1 as demonstrated by constitutive
up-regulation of the CEVI1 gene in DBP1-antisense transgenic tobacco plants.
DBP1 and its distantly related Arabidopsis AtDBP1 possess in vitro DNA
binding activity, mediated by the N-terminal region via the conserved DNC
(DBP N-terminal core) motif (Carrasco et al. 2005). Interestingly, the 14-3-3
isoform G from tobacco and the 14-3-3 λ/GRF6 from Arabidopsis were iden-
tified by screenings in yeast using DBP1 and AtDBP1 as baits, respectively
(Carrasco et al. 2006). The N-terminal region of DBP1 is necessary and suf-
ficient for 14-3-3 G binding and confers nucleocytoplasmic shuttling in vivo.
It is proposed that 14-3-3 isoform G positively regulates CEVI1 expression
through interaction with DBP1 followed by nuclear export of the complex,
thereby relieving repression of CEVI1 promoter (Carrasco et al. 2006).

Recently, important findings in the functional characterization of plant
members of the PTP and PPM families have provided new perspectives on
the regulation of signal transduction in stress and developmental pathways.
It will be important to investigate the regulation of PTP and PP2C phos-
phatases by oxidation-related signalling in planta. Of particular significance
would be to define the links between the disruption of PTP and/or PP2C func-
tion and the MAPK activities. Genetic analyses of knockout mutants, plant
tilling lines and application of additional tools (such as the split ubiquitine
system for protein interactions and protein complex analysis by proteomics)
will certainly facilitate identification of new pathways and characterization of
substrates that are targeted by these phosphatases in vivo. The united efforts
of different groups in this respect will accelerate uncovering the roles of plant
protein phosphatases in signalling.
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Abstract Proteins containing tandem copies of the Armadillo repeat motif are evolution-
arily ancient and have diverse cellular roles. Genome sequencing has revealed a plethora
of Armadillo repeat-containing proteins in plants. Studies in Arabidopsis, Brassica, to-
bacco, potato and rice confirm that plant Armadillo repeat proteins have a wide range
of biological functions. A large number of plant Armadillo proteins appear to regulate
targeted protein degradation, which is a fundamental part of many plant developmen-
tal processes. This chapter will review the current knowledge of plant Armadillo protein
functions during growth and development.

1
Introduction

Hundreds of eukaryotic proteins possess tandem structural units called Ar-
madillo (Arm) repeats. The name “Armadillo” reflects the mutant phenotype
of the Drosophila segment polarity gene armadillo, the first member of the
gene family to be characterised in detail (Riggleman et al. 1989). Armadillo
and its mammalian homologue β-catenin are critical for multicellular devel-
opment, regulating both gene expression and cell–cell adhesion (Conacci-
Sorrell et al. 2002). Arm-repeat proteins share a conserved three-dimensional
structure: tandem Arm-repeats form a right-handed superhelix of α-helices
(Huber et al. 1997; Conti et al. 1998). In animals, protists and fungi, Arm
repeats provide a versatile protein–protein interaction surface used to bind
diverse target proteins during growth and development, recruiting molecules
such as transcription factors and cytoskeletal regulators.

Arm repeats are structurally related to HEAT repeats, with which they
have a common phylogenetic origin (Andrade et al. 2001). Both repeats
are evolutionarily ancient, present in unicellular eukaryotes, animals, plants
and prokaryotes (Sanger Institute 2007)). Arm family proteins fall into sub-
families that have characteristic sequences outside the Arm domain. Some
subfamilies are found throughout eukaryotes, while others are specific to
a particular taxonomic group (Coates 2003). Plants possess over a hundred
Arm-repeat proteins (Mudgil et al. 2004; Samuel et al. 2006) and most have
novel functions, which are reflected in their plant-specific domain architec-
tures (Fig. 1). Unlike their animal counterparts, many plant Arm proteins
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Fig. 1 Plant Armadillo repeat-containing protein families. Arm repeats are shown as
light grey boxes. Other domains are labelled with their name/abbreviation and shown in
other shades of grey. U U-box (Pfam04564); UND U-box N-terminal-associated (Mudgil
et al. 2004); BTB BTB/POZ domain (PF00651); HECT homologous to E6AP C-terminus
(PF00632); F F-box (PF00646); S/T kinase: serine/threonine kinase (PF00069); C2 C2 do-
main (PF00168); LRR leucine-rich repeat (PF00560); PATATIN patatin domain (PF01734);
W WD40 repeat (PF00400) IBB importin beta binding (PF01749); H HEAT repeat
(PF02985); CH calponin homology domain (PF00307); IQ IQ calmodulin binding mo-
tif (PF00612); L Lis homology domain (PF08513). HEAT repeats and IBB domains are
structurally related to Arm repeats. Protein families marked with an asterisk have plant-
specific domain architecture. Proteins surrounded by the pale grey box are likely to be
E3 ubiquitin ligases

appear to function as components of the ubiquitin–proteasome system, which
targets proteins for regulated degradation.

Timely degradation of proteins is crucial for numerous physiological pro-
cesses, including growth and development. Regulated protein degradation
by the proteasome is a mechanism that has been conserved throughout eu-
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karyotic evolution. Addition of polyubiquitin to a protein labels it for de-
struction by the constitutively active 26S proteasome. The process requires
an E1 ubiquitin activating enzyme, an E2 ubiquitin conjugating enzyme, and
an E3 ubiquitin–protein ligase, which transfers ubiquitin from the E2 to the
target (reviewed in Vierstra 2003). A large subset (∼ 40 proteins) of Arabidop-
sis Arm proteins contain a U-box, and are part of the PUB (plant U-Box)
family (Mudgil et al. 2004; Samuel et al. 2006; and Fig. 1). Plants also pos-
sess Arm-HECT (Homology to E6-AP C-terminus) domain proteins, as do
animals and fungi (El Refy et al. 2003). U-box and HECT proteins are single-
subunit E3 ubiquitin ligases, contacting both the E2 ubiquitin conjugating
enzyme and the target protein directly (Vierstra 2003).

In addition to these single-subunit E3 ligases, animals, plants and fungi
also possess multiprotein E3 ubiquitin ligases (Petroski and Deshaies 2005).
F-box proteins are subunits of SKP1-CULLIN1-F-box (SCF) E3 ligases. Ara-
bidopsis possesses two F-box/Arm-repeat proteins, a domain combination
also found in the protist Dictyostelium, but not in animals or fungi (Coates
2003). In addition, there is a class of two Arabidopsis proteins that contain
a BTB/POZ (BR-C, tramtrack, bric-a-brac/Pox virus associated zinc finger)
domain and Arm repeats (Fig. 1), which may act as specificity factors for
CULLIN3-containing E3 ligases (Gingerich et al. 2005).

In this chapter, I will review current knowledge of the functions of plant
Arm-repeat proteins in signal transduction and development, including their
role in hormone signalling, morphogenesis, defence and cell death.

2
Arm-Repeat Proteins
in Plant Growth, Development and Hormone Signalling

Arm-repeat proteins function during diverse aspects of plant development
and morphogenesis, processes controlled by multiple intracellular signalling
pathways. Plant Arm proteins function in gibberellin (GA) and abscisic acid
(ABA) signalling, in addition to signalling through receptor kinases with as-
yet unknown ligands. Interestingly, all plant Arm proteins so far implicated in
developmental signal transduction are putative ubiquitin ligases, highlighting
the key importance of regulated protein degradation during development. It is
tempting to speculate that many hormones use plant Arm proteins for aspects
of their signal transduction, to allow diverse cell type-specific responses.

2.1
NtPUB4 and Plant Development

Tobacco NtPUB4 is a U-box/Arm protein discovered by its binding to
a receptor-like kinase, CHRK1 (Kim et al. 2003). Tobacco seedlings with re-
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duced levels of CHRK1 have widespread developmental defects relating to cell
proliferation, such as elevated cytokinin levels, callus formation, shoot over-
production, reduced apical dominance and abnormal flower development
(Lee et al. 2003).

Like CHRK1, NtPUB4 localises to the plasma membrane. NtPUB4 is ex-
pressed in all tissues, but most highly in flowers (Kim et al. 2003). Loss-
of-function of NtPUB4 has not been characterised, so its in vivo function
is not clear. However, CHRK1 and NtPUB4 potentially represent players in
a novel developmental signalling pathway, as plants with reduced CHRK1
function respond normally to exogenous cytokinins and auxin (Lee et al.
2003). Discovering ligands and interactors will be an exciting area of future
research.

2.2
PHOR1 in Gibberellin and Light Signalling

The potato PHOTOPERIOD RESPONSIVE 1 (PHOR1) protein was the first
plant Arm protein to be associated with hormone signalling and plant growth
regulation, and is a U-box/Arm protein (Fig. 1). PHOR1 is a positive regulator
of gibberellin (GA) signalling. GA is a key regulator of plant growth and de-
velopment, including of cell elongation both in shoots and roots. Activation
of an intracellular GA receptor causes the proteasomal degradation of DELLA
proteins via an SCF–E3 ubiquitin ligase, and thus derepression of cellular GA
responses (Hartweck and Olszewski 2006).

GA induces stem elongation in wild-type potato plants; PHOR1 antisense
plants have shorter stems than wild-type and are less sensitive to exogenous
GA. Conversely, PHOR1 overexpressing plants have elongated stems and show
an overactive GA response (Amador et al. 2001). Interestingly, GA changes
the subcellular distribution of a PHOR1–GFP (green fluorescent protein) fu-
sion protein. PHOR1–GFP is present in both the nucleus and the cytosol,
but moves transiently to the nucleus in response to GA. Nuclear localisation
of PHOR1 requires the Arm repeats, whilst the U-box drives cytosolic lo-
calisation (Amador et al. 2001). Given the recent discovery of a soluble GA
receptor (Hartweck and Olszewski 2006), it is intriguing to speculate whether
PHOR1 (like NtPUB4 (Sect. 2.1) and ARC1 (Sect. 4.1)) binds to as-yet un-
characterised membrane-associated GA receptor(s), for which physiological
evidence exists (Hartweck and Olszewski 2006). It is not yet known whether
PHOR1 functions as an E3 ubiquitin ligase in vivo. Discovery of PHOR1 inter-
action partners will determine whether PHOR1 can degrade DELLA proteins
or novel targets.

Potato tuberisation requires short day conditions, which also enhance
PHOR1 mRNA levels. Paradoxically, plants with reduced PHOR1 activity
show earlier tuberisation and increased tuber yield in short days, suggest-
ing that PHOR1 inhibits short day-induced tuberisation (Amador et al. 2001).
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Thus, tuberisation is likely to be a complex process in which PHOR1 plays
a regulatory role, integrating environmental and hormonal signals.

2.3
KAKTUS/UPL3 Regulates Trichome Development and Gibberellin Signalling

Trichomes are singled-celled hairs on the epidermis of leaves, stems and
sepals that are thought to protect plants from damage by pathogens, light
and drought. Wild-type Arabidopsis leaf trichomes have three branches, while
stem trichomes are unbranched. Trichome branch number depends on GA
signalling, nuclear DNA content (ploidy) and microtubules (Hulskamp et al.
1999). Plants with elevated GA levels or increased ploidy have overbranched
trichomes, while plants with reduced GA signalling develop trichomes with
fewer branches.

KAKTUS/UPL3 is an Arabidopsis HECT–Arm protein (Fig. 1; Downes et al.
2003; El Refy et al. 2003). The kaktus/upl3 mutants produce overbranched tri-
chomes with increased ploidy (Perazza et al. 1999). The kaktus/upl3 mutants
are also hypersensitive to GA-dependent hypocotyl cell elongation, and have
many cells with elevated ploidy (Downes et al. 2003; El Refy et al. 2003). This
suggests that, in contrast to PHOR1, KAKTUS/UPL3 is a negative regulator
of GA signalling. KAKTUS/UPL3 also negatively regulates DNA content in
a variety of cell types.

However, some GA responses are normal in kaktus/upl3 mutants, sug-
gesting that KAKTUS/UPL3 is involved only in specific aspects of GA sig-
nalling or that another protein can substitute for KAKTUS/UPL3 function
in certain circumstances. Arabidopsis KLI5/UPL4 is 54% similar to KAK-
TUS/UPL3 (Downes et al. 2003; El Refy et al. 2003); however, the two genes
are not entirely redundant given that upl4 mutants have no trichome phe-
notype (Downes et al. 2003). As yet, KAKTUS/UPL3 has not been shown to
function as a bona fide ubiquitin ligase, but the current hypothesis is that
KAKTUS/UPL3 degrades protein(s) that are positive regulators of trichome
branching, DNA replication and/or GA signalling.

2.4
ARIA and Abscisic Acid Signalling

Abscisic acid (ABA) signalling is involved in several abiotic stress responses,
germination and seedling development. ABF2 is a transcription factor that
binds to ABA-responsive promoter elements. ABF2 interacts with ARIA
(Arm-repeat protein interacting with ABF2), which has a BTB/POZ domain
(Kim et al. 2004a,b; Fig. 1).

Aria mutant seedlings show reduced sensitivity to ABA during germina-
tion and root growth. This suggests that ARIA functions as a positive regu-
lator of ABA signalling, and accordingly ARIA mRNA is upregulated by ABA
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Fig. 2 �Functions and mechanisms of plant Arm-repeat protein signalling. A U-box/Arm
proteins function as E3 ubiquitin ligases during a variety of physiological and develop-
mental processes; interacting transmembrane receptors are known for NtPUB4 and ARC1
only. B UPL3/KAKTUS may respond to gibberellin to degrade inhibitors of trichome
branching, DNA replication and cell expansion. C ARIA binds to ABF transcription fac-
tors that regulate stress- and glucose-responses in early development; they may also be
part of CULLIN3-containing ubiquitin ligase complexes. D ARABIDILLO-1 and -2 are
postulated to act as part of an SCF ubiquitin ligase complex to promote lateral root de-
velopment. E MRH2 contains a kinesin domain and regulates microtubule-mediated root
hair morphogenesis. TIO is required for cytokinesis and may interact with microtubules,
possibly via phosphorylation

(Kim et al. 2004a). However, abf2 mutants are not ABA-insensitive (Kim et al.
2004b). Both abf2 and aria mutants show reduced sensitivity to glucose (Kim
et al. 2004a). Moreover, mutants in ABF2-related transcription factors, ABF3
and ABF4, are ABA-insensitive, suggesting that ARIA may regulate all three
ABFs (Kim et al. 2004b; Fig. 2).

ARIA-overexpressing plants are hypersensitive to ABA, as would be pre-
dicted from the knockout phenotype. However, they also show hypersensitiv-
ity to osmotic stress during germination and salt-tolerance in later life (Kim
et al. 2004a); both of these phenotypes could arise from ARIA interacting with
ABF3 and ABF4 (Kim et al. 2004b).

Unlike ABF2, which is exclusively nuclear, an ARIA–GFP fusion is found
both in the nucleus and at the cell periphery (Kim et al. 2004a), suggesting
that ARIA could have non-nuclear functions. There is no evidence as yet that
ARIA protein activity or localisation is regulated directly by ABA. In addition,
ARIA affects only a subset of ABA-dependent processes (Kim et al. 2004a).
Arabidopsis possesses one ARIA-related gene, and thus the relatively mild
phenotypes seen in the aria mutant may be due to redundancy.

Although the BTB/POZ domain was originally characterised in transcrip-
tion factors, it is also present in ubiquitin ligases (Gingerich et al. 2005). Thus,
ARIA could degrade target proteins in addition to directly regulating ABF-
mediated transcription (Fig. 2). In general, aria and abf mutants have similar
phenotypes, suggesting ARIA does not degrade ABFs themselves. Interest-
ingly, other Arm proteins may be involved in degradation responses to stress:
in mangrove, bg55 mRNA (encoding a U-box/Arm protein) is upregulated by
salt stress (Banzai and Karube 2002).

2.5
ARABIDILLO Proteins Promote Root Branching

ARABIDILLO-1 and -2 are the Arabidopsis proteins most similar to animal
and Dictyostelium β-catenins (Coates 2003). Loss-of-function arabidillo-1/-2
mutants form fewer lateral roots than wild-type seedlings. Conversely, ARABI-
DILLO-1 overexpression promotes lateral root formation (Coates et al. 2006).
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Lateral roots initiate from coordinated cell divisions of selected pericycle
cells in the centre of the primary root of the plant. This generates a lateral root
primordium, and subsequently a new root meristem. This in turn generates
a fully-formed root that emerges through the outer cell layers of the pri-
mary root (Casimiro et al. 2003). Arabidillo-1/-2 mutants are defective in early
stages of lateral root formation, when lateral roots first initiate (Coates et al.
2006). The hormone auxin is critical for lateral root development (Casimiro
et al. 2003); however, arabidillo-1 and -2 appear to regulate lateral root for-
mation in an auxin-independent manner (Coates et al. 2006), suggesting the
existence of a novel lateral root regulatory pathway.

ARABIDILLO proteins localise to the nucleus, and this is dependent in part
on the Arm repeats. Certain ARABIDILLO protein fragments, including the
F-box region, are cytosolic (Coates et al. 2006). It is not yet known how ARA-
BIDILLO subcellular localisation is regulated in vivo. ARABIDILLO-1 and -2
are F-box proteins but it is unclear whether ARABIDILLOs function as ubiq-
uitin ligases. Preliminary data suggest that ARABIDILLO-1 can interact with
Arabidopsis SKP1-related proteins, which are components of SCF ubiquitin
ligases (DJ Gibbs and JC Coates, unpublished).

The current hypothesis is that ARABIDILLO proteins target an inhibitor of
lateral root development (for example, an inhibitor of cell division) for degra-
dation. Studies are currently underway to identify ARABIDILLO-interacting
proteins.

3
Arm-Repeat Proteins Regulate Plant Cell Architecture

Many animal Arm-repeat proteins perform structural functions in the cell.
For example, β-catenin was originally discovered in actin-containing cell–
cell (adherens) junctions (Ozawa et al. 1989). β-Catenin also interacts indi-
rectly with microtubules (Ligon et al. 2001). Other Arm-repeat proteins regu-
late actin, microtubule and intermediate filament organisation (e.g. Hatzfeld
2005). Arabidopsis Arm family proteins also regulate the cytoskeleton both
during cell elongation and cell division.

3.1
MRH2 Regulates Root Hair Morphogenesis

Root hairs, like trichomes, are epidermal cell extensions, but root hairs are
unbranched. Once initiated, root hairs grow to about 100 µm long by po-
larised tip growth, which requires vesicle trafficking of new cell membrane
and cell wall components to the root hair tip, and involves both actin and
microtubules (Bibikova et al. 1999; Baluska et al. 2000).
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To date, about 40 genes required for root hair development have been iden-
tified by forward genetics. A complementary approach compared global gene
expression in the root hair differentiation zone of wild-type roots with a root
hair-defective mutant, rhd2, and defined the “root hair morphogenesis tran-
scriptome” (Jones et al. 2006). Using these data, six new root hair mutants
were isolated, including mrh2. Unlike wild-type root hairs, which are straight
and unbranched, mrh2 mutant root hairs are wavy and branched, and con-
stantly reorient their direction of growth (Jones et al. 2006). Thus, MRH2 is
not required for growth itself, but is required to maintain a steady direction
of tip growth and a single growing tip.

The mrh2 root hairs resemble those with microtubule dynamics disrupted
by chemical or genetic means (Bibikova et al. 1999; Bao et al. 2001; Whitting-
ton et al. 2001). MRH2 protein contains Arm repeats and a kinesin domain
(Fig. 1). Kinesins are ATP-dependent microtubule motors that can generate
force. The Arm repeats of MRH2 may bind to a specific cargo whose trans-
port along microtubules is required for directed root hair tip growth (Fig. 2).
MRH2 is one of three closely related kinesin–Arm proteins in Arabidopsis
(Reddy and Day 2001). MRH2 and its relatives could have tissue-specific roles
in plant development and morphogenesis, although functional redundancy is
also possible.

Interestingly, a screen for mutants in another tip-growing cell type, pollen
tubes, identified the seth4 mutant. SETH4 has six Arm repeats and may affect
pollen tube growth or guidance (Lalanne et al. 2004). However, the mechan-
ism of SETH4 function is not yet clear.

3.2
An Arabidopsis Arm-Repeat Protein Regulates Cytokinesis

Another Arm-repeat protein identified in pollen, TIO, affects the cell di-
vision process. Formation of the male gametes (pollen) requires two con-
secutive mitotic divisions of haploid meiocyte cells. The first (asymmetric)
division forms a small generative cell and a large vegetative cell. A second,
symmetrical division of the generative cell makes two sperm cells that mi-
grate inside the vegetative cell, forming a tricellular pollen grain (McCormick
2004). A screen for pollen cell division mutants identified the two-in-one
(tio) mutant, which has aberrant cytokinesis (daughter cell separation) at
the end of the first cell division. The cell plate (new cell membrane and cell
wall) deposited between the vegetative and generative cell is incomplete, and
the second mitotic division does not occur (Oh et al. 2005). TIO functions
throughout the plant, as seedlings with reduced TIO function have a severe
growth defect: the meristems cannot complete cell division and large, multi-
nucleate cells form, indicating incomplete cytokinesis.

The TIO protein is a kinase related to human and Drosophila FUSED,
which transduces developmental signals. Arabidopsis TIO contains four Arm
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repeats (Fig. 1), as do its orthologues in rice and the protozoan Leishma-
nia. Human FUSED contains HEAT repeats, while Drosophila FUSED has
no Arm/HEAT domain (Oh et al. 2005). TIO protein localises specifically to
the midline of the phragmoplast, an actin- and microtubule-containing ring
that determines the deposition of new cell plates during cytokinesis, allow-
ing the formation of two independent daughter cells. These data combined
with the incomplete cell plate phenotype of the tio mutant suggest that TIO
is involved in the expansion of the phragmoplast as cytokinesis progresses.
Interestingly, Drosophila FUSED associates with the microtubule cytoskeleton
via a kinesin (Stegman et al. 2000), and the same may be true of TIO in Ara-
bidopsis, despite its divergent function in a plant-specific cell division process
(Fig. 2).

4
Arm-Repeat Proteins in Plant Cell Death

Cell death plays a crucial role in a number of responses during the life of
a plant and it appears that in most cases Arm-repeat proteins play a key role
in its activation or regulation.

4.1
ARC1 Signalling During Self-Incompatibility Promotes Pollen Cell Death

In many plant species, when pollen grains (containing the male gametes) land
on the pistil (female reproductive organ) of flowers from the same plant or
genetically identical plants, the self-incompatibility (SI) response is triggered
and growth of “self” pollen is prevented, resulting in death of germinating
pollen tubes before fertilisation can occur (Newbigin and Vierstra 2003). This
mechanism maintains genetic diversity in plant populations by preventing
inbreeding.

The first plant Arm protein to be discovered, Brassica Arm-repeat contain-
ing 1 (ARC1), a U-box/Arm protein, interacts with S-locus receptor kinases
(SRKs) (Gu et al. 1998). Activation of transmembrane SRKs by pollen pro-
teins triggers the stigmatic SI response in Brassica (Newbigin and Vierstra
2003) and ARC1 is expressed specifically in the stigma. Antisense inhibition
of ARC1 reduces SI, allowing “self” pollen to grow, suggesting that ARC1 posi-
tively regulates SI (Stone et al. 1999). Interestingly, ARC1 is phosphorylated by
SRKs; this phosphorylation is required for ARC1 binding to SRKs in vitro (Gu
et al. 1998). ARC1 functions as an E3 ubiquitin ligase in vitro, and probably
also in vivo, as ARC1 protein co-localises with the proteasome in a U-box-
dependent manner when SRK is active (Stone et al. 2003). Interestingly, “self”
pollen is able to germinate and grow on pistils treated with proteasome in-
hibitors. Together these data suggest that ARC1-mediated SI requires active
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proteasomal degradation in the stigma (Stone et al. 2003). Thus, during SI,
active SRK activates ARC1, possibly by phosphorylation. ARC1 then probably
interacts both with E2 ubiquitin ligases (via its U-box) and with target pro-
teins (via the Arm repeats) that become ubiquitinated and degraded by the
proteasome (Fig. 2). This allows the rejection and death of non-compatible
“self” pollen.

Interestingly, a novel Arabidopsis U-box/Arm protein, AtPUB8, modifies
the SI response in self-incompatible Arabidopsis species (Liu et al. 2007). At-
PUB8 is not the closest Arabidopsis relative of ARC1 (see Sect. 4.2), suggesting
that more than one U-box/Arm protein may regulate cell death during self-
incompatibility in the Brassicaceae. Liu et al. (2007) also propose additional,
non-SI functions for AtPUB8.

4.2
U-Box/Arm Proteins Mediate the Hypersensitive Response

Plants also activate cell death during pathogen infection. Cell death is in-
duced during disease-causing pathogen infection (a “basal” pathogen re-
sponse), and also during the hypersensitive response (HR), an immune re-
sponse where localised cell death occurs at the infection site to prevent spread
of the pathogen through the plant. Thus, plants are resistant to pathogens
that they can mount the HR against. Regulated protein degradation is im-
portant for pathogen responses. Studies in several plants have identified
U-box/Arm genes rapidly induced during pathogen infection, which are es-
sential for the HR and disease resistance. These genes are the tobacco and
tomato ACRE276 (for Avr9/Cf-9 rapidly elicited), which is homologous to
Arabidopsis AtPUB17; and also tobacco/tomato ACRE74 (Arabidopsis coun-
terparts AtPUB20 and AtPUB21, parsley counterpart CMPG1) (Kirsch et al.
2001; Heise et al. 2002; Gonzalez-Lamothe et al. 2006; Yang et al. 2006). Re-
duction of ACRE276 or ACRE74 function abolishes tobacco and tomato HR,
generating plants no longer resistant to leaf mould fungus. Correspondingly,
Arabidopsis atpub17 mutants have compromised resistance to bacterial infec-
tion. Thus, like ARC1, these Arm-repeat proteins are positive regulators of cell
death (Gonzalez-Lamothe et al. 2006; Yang et al. 2006).

Both ACRE276/AtPUB17 and ACRE74 function as ubiquitin ligases in vitro
(Gonzalez-Lamothe et al. 2006; Yang et al. 2006). In addition, U-box mutant
forms of AtPUB17 cannot promote HR showing that E3 ligase activity is re-
quired in vivo (Yang et al. 2006). Interestingly, overexpression of ACRE74
increases the HR, and ACRE74 may be a limiting factor for HR-induced cell
death. However, overexpression of U-box mutant ACRE74 acts in a dominant
negative fashion, reducing the HR (Gonzalez-Lamothe et al. 2006). ACRE74 is
required for resistance to Pseudomonas and Phytophthora elicitor proteins in
tobacco and is thus likely to be involved in a widespread range of immunity
responses (Gonzalez-Lamothe et al. 2006).
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Interestingly, AtPUB17 is the closest Arabidopsis homologue of ARC1
(Azevedo et al. 2001), suggesting that the same U-box/Arm protein has been
co-opted to function in more than one plant cell death pathway, as may be the
case for AtPUB8 (see Sect. 4.1).

4.3
SPL11 as a Negative Regulator of Cell Death During Pathogen Attack

SPOTTED LEAF 11 (SPL11) is a rice U-box/Arm protein identified by its
loss-of-function phenotype (Zeng et al. 2004). The spl11 mutants display le-
sions resembling pathogen-induced cell death in the absence of pathogen
attack. The spl11 mutants show enhanced resistance to fungal and bacterial
pathogens, suggesting that, in contrast to the ACRE proteins, SPL11 is a nega-
tive regulator of cell death in the defence against pathogens (Zeng et al. 2004).
Importantly, SPL11 can act as an E3 ubiquitin ligase in vitro (Zeng et al. 2004).

The data described show that targeted protein degradation by plant
U-box/Arm proteins is key to regulating cell death programmes in different
contexts. In particular, U-box/Arm proteins provide a balance between dis-
ease resistance and activation of cell death pathways in the plant, and act at
multiple levels within plant disease signalling networks. Discovering the tar-
get proteins of ACRE/PUB/SPL11 ubiquitin ligases is critical to understanding
how they regulate cell death.

Other Arm-repeat and related proteins also function in pathogen sig-
nalling: Arabidopsis SNI1, a negative regulator of pathogen responses, is re-
lated in structure to Arm proteins (Mosher et al. 2006), while MOS6 is an
importin-α required for disease resistance (Palma et al. 2005). In addition,
Arabidopsis AtPLA1, an acyl hydrolase with Arm repeats, promotes resistance
to a necrotrophic fungus (Yang et al. 2007). Discovering the mechanisms of
action of these diverse Arm proteins will enhance our understanding of how
plants respond to pathogens and biotic stress.

5
Conclusions

To date, only a small percentage of plant Arm family proteins have been func-
tionally characterised. Those studied so far are functionally diverse, having
signalling, transcriptional and structural roles as in animals. They are re-
quired for many aspects of plant development, including cell growth, cell
division, cell polarity and cell death (Fig. 2).

Almost half of Arabidopsis Arm proteins may exert their function through
regulation of proteolysis, a process key to plant development and environ-
mental responses. Although the Arm–E3 ligases exist as protein families,
the phenotypes and binding specificities discovered so far suggest that only
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limited functional redundancy occurs. The emerging picture is that these
proteins provide fine-tuning and cell type-specificity to developmental sig-
nalling pathways. The challenge for the coming years is to find regula-
tory proteins and downstream targets to understand the mechanisms by
which this intriguing family of proteins performs its roles in plant growth
regulation.
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Abstract This chapter focuses on the emerging technology of protein mass spectrom-
etry and how it can be applied to the analysis of signaling pathways. Since proteins
undergo posttranslational modifications, the analysis of the regulatory function of pro-
tein modification, especially phosphorylation, will be crucial for our view of plant signal
transduction pathways. In addition, proteins are part of protein complexes and binary
protein–protein interactions which need to be characterized in order to understand sig-
nal specificity and cross-talk. This chapter provides outlines of experiments involving
(1) screening of interactions specific to protein modifications, (2) isolation of protein
complexes, and (3) the analysis of kinases and their substrates. Finally, as signaling events
are dynamic processes, the time component needs to be considered. Strategies implying
quantitative proteomic methods are presented.

1
Introduction

Proteomics is the science of large-scale analysis of proteins. As proteins are
the basis of structural, enzymatic, and many regulatory components of a cell,
the direct study of proteins involved in signaling pathways is of great inter-
est. Mass spectrometry has increasingly become the method of choice for the
analysis of complex protein samples (Aebersold and Mann 2003; de Hoog
and Mann 2004), especially in those cases in which the protein function is
not yet fully understood. The success of protein mass spectrometry has been
made possible by the development of soft protein ionization methods, such as
electrospray ionization (ESI) or matrix-assisted laser desorption/ionization
(MALDI), an achievement that has been acknowledged with the Nobel prize
in chemistry 2002 to John Fenn and Koichi Tanaka. However, without the
information derived from various full genome sequencing projects, and with-
out efficient algorithms for peptide sequence determination from fragmen-
tation spectra (Eng et al. 1994; Pevzner et al. 2001), proteomic experiments
would be a great deal more difficult today.

The recent success of mass spectrometry based approaches in the elucida-
tion of protein–protein interactions indicates that the technology has evolved
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to a crucial tool in signaling biology (Blagoev et al. 2003, 2004; Schulze et al.
2005). The field of mass spectrometry based proteomics is still under fast
development; new and better instrumentation is being developed on almost
a yearly basis. Thus, each technical breakthrough either allows new kinds
of applications or improves the quality or throughput of traditional meas-
urements. However, no method or instrument is capable of identifying and
quantifying all the components in a complex protein extract in a single step.
Therefore, careful experimental design involving the steps of protein separa-
tion, enrichment, and purification is essential for successful interpretation of
proteomic datasets.

Among the variety of different technological aspects of mass spectrometry
based proteomics, two major workflows have emerged, one involving sepa-
ration of proteins on two-dimensional gels and subsequent identification of
protein spots by mass spectrometry, and the other involving in-solution di-
gestion of a complex protein mixture, subsequent separation of the peptides
by one-dimensional or multidimensional liquid chromatography, and online
analysis by mass spectrometry. Depending on the nature of the biological
question, mixtures of the two major strategies are employed.

Protein mixtures today can routinely be characterized in terms of proteins
present in a given sample. However, in order to allow biological interpreta-
tion, quantitative analyses are necessary. Peak integration, spectrum counts,
or derived indices (Ishihama et al. 2005; Washburn et al. 2001) have been es-
tablished as a basis for quantitative comparison of protein extracts derived
from organisms under different conditions, or in defining a sub-proteome of
interest (Andersen et al. 2003). Alternatively, stable isotope labeling strategies,
such as metabolic labeling, H2

18O digest, iTRAQ or ICAT, are used. These
techniques allow direct relative comparison of two or more samples in the
same LC/MS/MS analysis (Dunkley et al. 2004; Engelsberger et al. 2006; Jones
et al. 2006; Nelson et al. 2006). This chapter will give an overview of how
quantitative proteomic strategies can be applied to the analysis of signaling
pathways, with special respect to protein–protein interactions and protein
phosphorylation.

2
Domains, Motifs, and Modification

2.1
Proteins Function with Partners

Most proteins do not function alone, but rather display their activity in
protein complexes. Thus, each protein at some point or another undergoes
protein–protein interactions with one or more other proteins. For example,
membrane receptors undergo interactions with downstream signaling pro-
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teins. This has been especially well studied in the plant sensor histidine
kinase receptors, for which the specificity and cross-talk between signal-
ing pathways is defined through interaction specificity and generality. For
example, the sensor histidine kinase CRE1 can interact with the phospho-
transfer proteins AHP1 and AHP2, while the histidine kinase CKI1 specif-
ically interacts only with AHP2, and the ethylene receptor ETR1 again can
interact with AHP1 and AHP2 (Grefen and Harter 2004). Similarly, other re-
ceptor kinases, such as the LRR-receptor kinase BRI1, are starting to move
into our focus as a model system for protein–protein interactions and phos-
phorylation in a plant signaling pathway (Ehsan et al. 2005; Wang et al.
2005).

2.2
The Role of Protein Modifications

While glycosylation is the most abundant protein modification, phosphory-
lation is the most important posttranslational modification with regulatory
function. Over 50% of all proteins are thought to be able to undergo phos-
phorylation, but at a given time point, only 2% of all proteins are estimated to
be phosphorylated (Reinders and Sickmann 2005). Knowledge about protein
phosphorylation sites and the conditions under which these sites are being
used is crucial for our understanding of signaling networks and their dynam-
ics. In mammalian tissue, acid hydrolysis and autoradiography has revealed
that about 2 to 4% of the acid-stable phosphate is present in the form of phos-
photyrosine; the remaining majority is in serine and threonine (Galski et al.
1983). Several tools and techniques for robust identification of phosphoryla-
tion sites by mass spectrometry have been published recently, which also are
readily applicable for proteins extracted from plant tissues (Beausoleil et al.
2004; Nühse et al. 2003; Olsen and Mann 2004; Peck 2006).

Sulfatation is a rather common modification of tyrosine residues that has
not been well studied to date. In mammalian tissue it has been estimated that
about 1% of all tyrosine residues are sulfated (Bäuerle and Hüttner 1985).
The discovery of tyrosylprotein sulfotransferase activities in plant microso-
mal membrane fractions indicates that protein sulfatation also plays a role
in a variety of plants (Hanai et al. 2000). However, the role of this modifica-
tion for signaling processes needs to be further elucidated. Methylation and
acetylation are known to have a regulatory function in the cell nucleus dur-
ing growth, development, and under certain stress conditions (Butterbrodt
et al. 2006; Tai et al. 2005; Tsuji et al. 2006; Xu et al. 2005). Other modifi-
cations, such as carboxylation and hydroxylation, are only now starting to
move into our view. Their role in signaling processes is far less well under-
stood, and is likely to yield plenty of novel and exciting discoveries in the near
future.
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2.3
Protein Domains

Regulation of cellular events requires temporal and spatial assembly and dis-
assembly of protein–protein interactions. Control of these complex processes
is often achieved through modification-dependent binding and activation. In
particular, phosphorylation and sulfatation are considered to be involved.
Proteins are not just linear amino acid sequences but rather consist of charac-
teristic globular domains that also exert specific functions in protein–protein
interaction. These modular domains are regions of proteins that are stable
and foldable on their own, and they are characterized by a specific struc-
ture, amino acid sequence, or both. There are now up to 733 distinct domains
described in the SMART database (smart.embl-heidelberg.de) for a variety
of organisms ranging from prokaryotes to eukaryotes. Similarly, the Pfam
database (www.sanger.ac.uk/Software/Pfam/) lists at least one characteristic
domain associated with 75% of all proteins in Arabidopsis.

Before the so-called SH2 domain was discovered as the first phosphotyro-
sine binding domain, phosphorylation was thought to directly regulate pro-
tein activity through allosteric changes in protein structure and activity. Since
then, the perception has changed to a view where important protein–protein
interactions in cell signaling are frequently mediated by short, unstructured
sequences, which specifically interact with peptide motif binding domains
(Pawson and Scott 1997). Thus, phosphorylation also functions as a direct
regulatory switch for protein–protein interactions.

Typical well-known examples from the mammalian field are the binding
of tyrosyl-phosphorylated peptides to proteins containing Src homology do-
main 2 (SH2) or phosphotyrosyl binding (PTB) domain (Pawson and Gish
1992). Since the discovery of interactions of 14-3-3 proteins with character-
istic peptide motifs around phosphoserine and phosphothreonine residues,
the concept of phosphorylation-dependent protein–protein interactions is
no longer only considered valid for phosphotyrosine, but also for phospho-
rylation in general. Regulatory binding of 14-3-3 proteins to characteristic
phosphorylation sites in plant proteins has been well described for nitrate re-
ductase (Atwal et al. 1998), sucrose phosphate synthase (Huber and Huber
1996), and the plasma membrane ATPases (Fuglsang et al. 1999; Toroser et al.
1998). Additional phosphoserine and phosphothreonine binding domains
have since been discovered: WW domains, FHA domains, WD40 repeats, the
Polo box domain, and BRCT repeats. These domains have also been charac-
terized in plant proteins.
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3
Strategies for Interaction Screening

Detection of protein–protein interactions is usually a balance between speci-
ficity (background reduction) and affinity (detection of weak interactions).
Recently, the introduction of stable isotope labeling in mass spectromet-
ric approaches allows one to distinguish specific from unspecific interaction
partners in an immunoprecipitate or pull-down experiment. This principle
has enabled detection of weak binders in the presence of background pro-
teins, and it has led to a decrease in false positive detections (Blagoev et al.
2003; Gruhler et al. 2005).

However, there are still some problems associated with large-scale experi-
mental interaction mapping: in most large-scale experimental datasets, false
negative rates range up to 90% and false positive rates are still predicted to
be higher than 50%, even in highly filtered datasets (von Mering et al. 2002).
Bioinformatic methods will increasingly be necessary to contribute to the val-
idation and prediction of protein interactions.

3.1
Interaction Partners to Short Modified Motifs

One of the main interests in signaling biology is to gain insight into how cells
process information. In many signaling pathways, signaling molecules bind to
receptor proteins and this information is passed on to ultimately induce tran-
scriptional changes, often involving a series of protein phosphorylation events.
A significant subset of these signal-dependent phosphorylation events creates
new protein–protein interaction interfaces, which serve to recruit adaptor or
effector molecules. Mechanistically, signal transduction pathways in all organ-
isms are composed of modification-dependent protein–protein interactions
between domains and extended peptide motifs. Consensus peptide sequences
recognized by different protein domains have been studied in the past using
oriented peptide libraries, peptide arrays, or phage display (Elia et al. 2003; Es-
pejo et al. 2002; Kay et al. 2001). However, most of these methods lack specificity
for modification-dependent interactions and few of them are unbiased or can
be performed without already having candidate target proteins.

The use of synthetic modified and unmodified peptides as a bait in pull-
down experiments to find peptide motif-based interaction partners appears
to be a powerful method to dissect the role of certain peptide motifs in
signaling events (Fig. 1). In this approach, synthetic peptide pairs compris-
ing a motif of interest in modified (e.g., phosphorylated) and unmodified
(e.g., unphosphorylated) form are used as bait in pull-down experiments.
Eluted proteins are identified by mass spectrometry, and specific interaction
partners are defined as being identified exclusively in pull-downs with the
modified bait peptide and not the unmodified control bait peptide. This al-
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Fig. 1 Principle of modification-dependent interaction screening. Two protein populations
are obtained by metabolic labeling (Engelsberger et al. 2006) and subjected to pull-down
experiment using modified (indicated by P) and unmodified synthetic peptides as a bait.
The bait peptides are chosen around a specific site of phosphorylation in a protein of
interest. After incubation of protein extracts with the bait peptide of interest, eluted pro-
teins are combined and digested with trypsin. Tryptic peptides are then detected by mass
spectrometry. Those tryptic peptides from proteins specifically binding the phosphory-
lated bait will have a larger peak intensity of the 15N-labeled form. Nonspecific binders
will have a 1 : 1 ratio of both isotopic forms
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lows identification of specific binding partners to the modified bait peptides,
even in the presence of a large excess of background binders. Background
proteins are characterized by also being present in the pull-down with the
control peptide (Schulze and Mann 2004).

This peptide–protein interaction screen is specific and reproducible, as
shown by a medium-scale analysis of the complete phosphotyrosine interac-
tome of the ErbB-receptor tyrosine kinase family (Schulze et al. 2005), and
in a proof-of-principle study using protein extracts from plant cell cultures,
a 14-3-3 protein was identified as interaction partner to a bait peptide com-
prising the 14-3-3 binding site of nitrate reductase (Gruhler et al. 2005).

Compared with two-hybrid and array-based approaches, this peptide pull-
down strategy has the advantages that fully processed and modified se-
quences can serve as baits, and that the interaction takes place in the native
environment of the cell extract. However, it has to be kept in mind that mass
spectrometry based affinity methods will only be able to detect a subset of the
protein interactions that actually occurs in vivo.

3.2
Interaction Screening by Immunoprecipitation

Immunoprecipitation of tagged or untagged proteins and subsequent analy-
sis of interacting proteins by mass spectrometry has led to the construction of
organism-wide protein–protein interaction maps, for example in yeast (Gavin
et al. 2002, 2006; Ho et al. 2002), and to the identification of novel players even
in the well-studied EGF signaling pathway in mammals (Blagoev et al. 2003;
Schulze et al. 2005).

The so-called tandem affinity purification tag (TAP-tag) has been de-
veloped to obtain highly purified protein complexes (Fig. 2). It consists of
a protein A domain that can bind to IgG-agarose followed by a tobacco etch
virus (TEV) protease recognition site, which allows the fusion protein to be
cleaved from the IgG-agarose. The remaining protein complex is then purified
again in a calcium-dependent manner over calmodulin-agarose, making use
of the calmodulin binding protein domain (CBP domain). Proteins interact-
ing with the bait protein can be identified by mass spectrometry after elution
(Rigaut et al. 1999). For the efficient use of the TAP-tag principle in plants,
a synthetic gene has been constructed with optimal codon usage and dele-
tion of a cryptic nuclear localization signal (Rohila et al. 2004). This system
was successfully applied to screen for interaction partners of 41 TAP-tagged
protein kinases in rice (Rohila et al. 2006). However, full interpretation of this
dataset suffers from poor annotation of the rice proteome.

Immunoprecipitation of epitope-tagged BRI1 and BAK1 (tagged either
with FLAG tag or GFP) was used in a thorough analysis of receptor phos-
phorylation under different ligand concentrations (Wang et al. 2005). In these
experiments the analysis of phosphorylation sites of the tagged bait proteins
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Fig. 2 Principle of TAP-tag purification. Overview of the experimental workflow using
TAP-tagged proteins. The tagged protein is expressed in plants or cells and subsequently
purified using IgG-agarose, TEV-protease cleavage, and calmodulin-agarose. Eluted pro-
teins are separated on a one-dimensional SDS gel and individual bands are analyzed by
mass spectrometry. C: chloroplast; N: nucleus; V: vacuole

themselves was the primary aim and not the identification of interaction part-
ners; thus, tandem purification was not applied. This work on brassinosteroid
signaling is one of the first clear examples in plants in which a receptor kinase
was shown to be (auto)phosphorylated in a ligand-dependent manner.

3.3
Characterization of Macromolecular Complexes

Oligomerization of proteins in the plasma membrane has been postulated
as a regulatory principle following the well-known example of oligomeriza-
tion of mammalian receptor tyrosine kinases depending on tissue or ligand
(Olayioye et al. 2000). In plants, oligomerization of transporters has been sug-
gested to be a key process during regulation of sucrose transport (Barker
et al. 2000; Reinders et al. 2002), and oligomerization of receptor kinases is
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discussed today as a general principle in plant signaling ranging from hor-
mone signaling pathways to pathogen signaling. The oligomeric interaction
between the receptor kinase BRI1 and the receptor kinase BAK1, as well as the
endocytotic recycling of this signaling complex, is one of the first examples of
a regulatory role of membrane protein oligomerization in plants (Russinova
et al. 2004).

For the analysis of the oligomeric nature of protein complexes, blue na-
tive gel electrophoresis is very powerful (Eubel et al. 2005). Especially in
the plant field, it has successfully been used to characterize the composi-
tion of the plant mitochondrial respiratory chain (Eubel et al. 2004) and, in
combination with protein mass spectrometry, the composition of the plant
photosystem was elucidated (Heinemeyer et al. 2004). In a systematic large-
scale approach the oligomeric state of all stromal chloroplast proteins was
characterized using blue native gel and subsequent protein identification by
mass spectrometry (Peltier et al. 2006).

In future, and in combination with powerful stable isotope labeling tech-
niques (Engelsberger et al. 2006), blue native gels and LC/MS/MS analysis will
have high potential for the analysis of changes in oligomerization state upon
external or internal stimulation. The analysis of signaling cascades may then
become even more complex.

4
Search for Kinases

Kinases and their substrates are central components of signaling pathways.
Most of the time, it is either known that a specific kinase is involved in a cer-
tain signaling pathway, or it is known that a certain protein of interest is being
phosphorylated under a given condition. Thus, either the substrates of the
kinase or the kinase itself remains to be identified. Candidates for kinase sub-
strates have in the past been successfully identified by genetic screens and
epistasis analyses or laborious biochemical purifications and in vitro assays
(Manning and Cantley 2002).

Recently, an elegant method has been developed, which makes use of a se-
ries of synthetic peptides comprising the phosphorylation site of a protein of
interest and the detection of changes in phosphorylation status of these stan-
dard peptides by mass spectrometry. In this approach, the standard peptides
are incubated with fractions of cell extract and the phosphorylation status of
the standard peptides is analyzed by multiple reaction monitoring in a triple-
quadrupole mass spectrometer (Glinski et al. 2003; Glinski and Weckwerth
2005). This strategy was applied in a study to identify kinases involved in
phosphorylation of trehalose-6-phosphate synthase (Glinski and Weckwerth
2005), and in addition it allowed testing for various parameters required for
the kinase activity, such as calcium dependence. By carrying out the kinase
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Fig. 3 Principle of kinase assay. Protein extract from plants is fractionated, e.g., by size ex-
clusion chromatography. Each fraction is incubated with one or multiple target peptides
of interest. The target peptides are chosen around potential phosphorylation sites and
they are used in the assay in their unphosphorylated form. After incubation of protein ex-
tract fractions with the target peptide, phosphorylation of the target peptide is analyzed
by mass spectrometry. The full analysis of proteins present in the fraction showing kinase
activity will identify potential candidates for that kinase activity
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assays on fractionated cell extract, the mass spectrometric analysis of the re-
spective fractions exhibiting kinase activity can be used to narrow down the
protein candidates for this kinase activity (Fig. 3).

The reverse approach, in which the kinase is known and the substrate
is unknown, can be tackled by the use of peptide arrays. Synthetic pep-
tides comprising a set of known and predicted phosphorylation sites from
a variety of proteins are spotted on nylon membranes or glass slides. Upon
incubation with the purified kinase of interest and the incorporation of ra-
dioactive or fluorescent phosphate analogs, the substrate specificity of the
kinase can be determined. This approach is especially suitable for identifying
the motif specificity of several kinases (Houseman et al. 2002). In plants, this
method will gain more importance in the future, as the library of experimen-
tal phosphorylation sites is growing continuously, and may provide a basis for
targeted array analysis.

An elegant method of finding specific kinase–substrate pairs in vivo in-
volves genetic manipulation of the kinase pocket and the use of the respective
synthetic ATP analogs (Shah et al. 1997). In that way, the genetically manipu-
lated kinase can only use the synthetic ATP analog in its reactions, and the
substrate proteins modified with the ATP analog can be affinity purified and
identified by mass spectrometry. This strategy has been applied to a large-
scale screen for specific substrates to the Pho85-Pcl1 cyclin-dependent kinase
in yeast (Dephoure et al. 2005). Given the vast collections of knockout mu-
tants, such a screen would certainly also be feasible in Arabidopsis.

5
Dynamics in Signaling Events

Signaling processes are dynamic. This inherent property has not yet been
fully taken into account when linear signal transduction pathways are es-
tablished and interaction networks are being interpreted. Taking dynamic
aspects of protein–protein interactions and modifications into account is a big
challenge to the biologist, as experiments need to be planned carefully and
good controls need to be considered.

The first proteomic approach to address the temporal aspects of pro-
tein phosphorylation cascades came from the field of EGF signaling. Using
metabolically labeled cell cultures, phosphorylated proteins were immuno-
precipitated and quantified by mass spectrometry at different times after EGF
stimulation (Blagoev et al. 2004; Olsen et al. 2006). The results indicate a clear
hierarchy of phosphorylation events, starting with autophosphorylation of
the EGF receptor and progressing to the MAP kinase signaling pathways
within 10 min. In addition, at least in mammalian cells, early phosphoryla-
tion events are tyrosine phosphorylations, while later ones are in serine and
threonine phosphorylation.
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In similar experiments using liquid cultures of Arabidopsis seedlings, the
phosphorylation status of membrane proteins was analyzed at different time
points of sucrose resupply after a 2-day starvation period (Niittyla et al. 2007).
The results reveal novel protein phosphorylation sites involved in sucrose
response as well as changes in phosphorylation level of well-characterized
proteins, such as the plasma membrane ATPase or phosphoenol-pyruvate
carboxylase. These initial experiments will provide a broad basis for the iden-
tification of candidate proteins that may be involved in a particular signaling
pathway.

6
Conclusion

Proteomics provides an ideal methodological supplement to existing genetic
and physiological strategies for the analysis of signaling pathways in plants.
The power of the proteomic tools lies in the potential to identify as yet
unknown proteins to which no antibodies are available. In addition, the pro-
teomic approaches have the potential for relative quantitation between two
or more treatments. However, the success of proteomic experiments will to
a great extent be dependent on good experimental design in combination
with the analysis of specific plant mutants.
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Abstract Plants ability to adapt to developmental phase transitions as well as changing
environmental conditions is inherent to the existence of complex signalling networks that
are activated by different types of exogenous and endogenous signals. Ultimately, the acti-
vation of signalling pathways leads to extensive transcriptional, proteomic and metabolic
re-programming determining a specific plant response to the initial signalling input(s).
This chapter presents the general basic concepts of signalling pathways and crosstalk as
well as the high-throughput and bioinformatics methods which have been used for both
inferring and modelling Arabidopsis thaliana signalling networks from gene expression
data. Due to the large amount of data available, the discussion will focus on the latest
published work in the field with particular emphasis to stress and defence related re-
sponses where excellent studies in this direction have been performed in recent times.
The information provided will complement that from other chapters of this book where
plant growth responses to environmental changes are considered (in particular see chap-
ters from: Anderson GH, TOR signalling in plants; Doerner P, Signals and mechanisms
in the control of plant growth; Durgardeyn J and Van Der Straeten D, Ethylene: inhibitor
and stimulator of plant growth)

The authors will also discuss recent approaches that have been developed for inferring
and modelling protein networks in other model organisms, with the aim of highlighting
how integrating this information with gene expression data may lead to better inference
of signalling networks. It is reasonable to think that, once large scale protein interaction
data will be available, similar methods will be applicable to infer and model signalling
networks in Arabidopsis.

1
Introduction – Signalling Networks and Signalling Pathways

Signalling networks allow cells to integrate external and/or internal signals
perceived during changes in their environment and to respond to them by al-
tering transcriptional activity, metabolism, or other regulatory mechanisms.
The accurate functioning of these networks is vital for adaptation and con-
tinued existence under unstable conditions, as well as for differentiation and
cell fate. The concept of signalling networks has evolved from that of path-
ways. A signalling pathway could be defined as a cascade of events connecting
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input elements (in this review: the environmental stimuli, biotic and abi-
otic) to output elements (in this review: the responses). Until recently, such
cascade was viewed in isolation as a simple chain of consecutive steps. How-
ever, recent research has focused on the divergence that is observed at several
steps in a pathway and on the crosstalk, feedback, pleiotropy and redundancy
between signalling pathways (Schwartz and Baron 1999; Klipp and Lieber-
meister 2006). It has been shown that signalling pathways interact with each
other, forming a network and a full understanding of cell signalling can only
be achieved by considering such signalling networks rather than the isolated
pathways. In order to understand the multifaceted behavior of signalling net-
works, researchers have implemented computational modelling approaches,
ranging from abstract models that emphasize some key features of signalling
pathways to detailed models that describe the dynamics of specific pathways
in specific organisms.

2
The Use of High-Throughput Transcriptomics Data
to Infer Signalling Networks Activated During Stress

To achieve understanding of complex biological systems it is necessary to in-
tegrate high-throughput biological studies. In plant research, systems biology
is still in its dawn and very much at the stage of accumulating vast quan-
tities of data, especially from high-throughput transcriptional profiling. An
important problem is that of reconstruction of signalling networks from gene
expression data.

Gene expression data convey information about pathways, as it is reason-
able to presume that highly co-expressed genes work in the same pathway
(Eisen et al. 1998; Marcotte et al. 1999). The standard way to select genes
that belong to the same pathway is therefore to group them according to
the correlation of their expression profiles over different conditions—this is
sometimes referred to as “guilt by association” (Walker et al. 1999). Clearly,
although helpful in identifying the components of a certain pathway, this
methodology is still largely deficient in providing information on the hier-
archical connection between these components.

Once some candidate genes have been identified using these in-silico
methods, a necessary step is then to verify these predictions through reverse
genetics and mutant analysis. In recent times, a number of excellent studies
has been performed in the direction of constructing signalling networks ac-
tivated during plant responses to stress and during defence. Plants respond
to stimuli such as pathogen and pest attack, wounding, changes in light,
temperature and availability of nutrients (see also chapters from Doerner P
Signals and mechanisms in the control of plant growth; Durgardeyn J and Van
Der Straeten D, Ethylene: inhibitor and stimulator of plant growth). A transi-
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tion during development is also perceived by the plant as a change generating
a signal. Activated responses generally lead to extensive transcriptional re-
programming of gene expression. In this review we will consider mainly
responses at transcriptional level. Pathways historically involved in the per-
ception and transduction of stress are those regulated by jasmonates (JAs),
salicylic acid (SA), ethylene (ET) and abscisic acid (ABA). These molecules
are involved in the local and/or systemic response of the plant (for relevant
recent reviews see Fujita et al. (2006), Gfeller et al. (2006), Grant and Lamb
(2006), Halim et al. (2006), Dreher and Callis (2007), Devoto and Turner
(2005), Lorenzo and Solano (2005).

Particularly, in Arabidopsis, the availability of tools such as mutants and
pathosystems as well as high-throughput technology such as transcription
profiling by microarrays has greatly facilitated information gathering on the
existence of components of signalling pathways as well as of crucial nodes
facilitating communication within signalling networks. This approach has
been used for example to identify regulatory nodes in the transcriptional
network of systemic acquired resistance (SAR) in Arabidopsis. SAR is an in-
ducible plant defence response involving a cascade of transcriptional events
caused by SA through the transcription cofactor NPR1 (non-expressor of PR;
(Kinkema et al. 2000). To identify novel regulatory nodes in the SAR network
(Wang et al. 2006), performed microarray analysis in a stepwise approach
on Arabidopsis plants expressing the NPR1-GR (Glucocorticoid Receptor)
fusion protein. Since nuclear translocation of NPR1-GR requires dexametha-
sone (Wang et al. 2005), the authors were able to control NPR1-dependent
transcription and to identify direct transcriptional targets of NPR1 acting
as crucial regulatory nodes during SAR. Disrupting these regulatory nodes
compromised various functions assigned to NPR1. Specifically it was found
that NPR1 directly upregulates the expression of five WRKY transcription
factor genes that had never been placed before in the SAR network. Among
these WRKY factors, both positive (WRKY18 and 53) and negative regulators
(WRKY58) of SAR were found. In addition, fine tuning of SAR occurs when
SA levels are high: signalling through positive WRKY factors were found
to overcome the negative effect of WRKY58 to activate downstream gene
transcription and the action of WRKY70 and WRKY54 prevent excessive SA
accumulation.

The nature of the mobile signal as well as of the remotely activated net-
works responsible for establishing SAR, remains unclear (Grant and Lamb
2006). In a recent study (Truman et al. 2007) have shown that in Arabidop-
sis, despite the absence of pathogen-associated molecular pattern (PAMPS,
Nurnberger et al. 2004) contact, systemically responding leaves rapidly ac-
tivate a SAR transcriptional signature with strong similarity to local basal
defence responses to herbivory and wounding. The signature shares sec-
ondary metabolism components with late basal defence responses. The RPM1
(Resistance to P. syringae pv. Maculicola 1) pathosystem (Grant et al. 1995)
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has been used here to dissect both timing and nature of early transcrip-
tional events in tissues associated with the establishment of systemic immu-
nity after RPM1 recognition. A role as initiating signal for SAR has been
attributed here to JAs which are suggested to act ahead of SA-dependent
responses in systemic leaves. JAs, including the JA precursor oxophyto-
dienoic acid (OPDA) and conjugated derivatives, such as methyl-JA (MeJA)
or isoleucine-JA have been previously demonstrated to possess roles in
defence signalling (Stintzi et al. 2001; Staswick and Tiryaki 2004; Sasaki-
Sekimoto et al. 2005). These conclusions were reached by carrying out an
extensive comparison of in-house microarray analysis with experiments rep-
resenting host responses to biotic and abiotic stresses or hormone treat-
ments from the ArrayExpress (www.ebi.ac.uk/arrayexpress/) and NASCAr-
rays (affymetrix.arabidopsis.info) database repositories. The novel work from
M. Grant’s laboratory has shown that SAR can be mimicked by foliar JA appli-
cation and was found to be abrogated in mutants impaired in JA synthesis or
response. De novo JA biosynthesis was found to be associated with the induc-
tion of jasmonate-responsive genes in systemic tissues. Therefore, although
JAs have been generally regarded as antagonizing SA-dependent responses,
the plant can benefit from the advantages of both signalling pathways when
their activation is separated during time or space.

The systematic comparison of the expression profiles between wild-type
and mutants still represents one of the most exhaustive ways to elucidate crit-
ical steps in host responses, at least at the transcriptional level. A recent ex-
ample of expression profiling and mutant analysis aimed at further dissecting
Arabidopsis defence response to the necrotrophic pathogen Botrytis cinerea
infection was provided by the laboratory of T. Mengiste (AbuQamar et al.
2006). In this study, mutants exhibiting enhanced susceptibility to Botrytis
were used to correlate changes in mRNA profiles with impaired disease resist-
ance responses of whole plants. Arabidopsis wild-type plants were compared
to coi1 (coronatine insensitive 1) and ein2 (ethylene insensitive 1) mutants
and to plants carrying the nahG (salicylate hydroxylase) gene. In wild-type
plants, the expression of 621 genes representing approximately 0.48% of the
Arabidopsis transcriptome was induced.

The expression of 181 Botrytis induced genes (BIGs) was dependent on
a functional COI1 gene, a well-known component of JA signalling (Feys
et al. 1994; Xie et al. 1998), whereas the expression of 63 and 80 BIGs
were dependent on ET signalling or SA accumulation, respectively. Thirty
BIGs encode putative DNA-binding proteins previously found to be regu-
lating ET responses such as zinc-finger, MYB, WRKY, and HD-ZIP fam-
ily transcription-factor proteins. Importantly, T-DNA insertion mutants in
two BIGs, encoding putative DNA-binding proteins ZFAR1 (At2g40140) and
WRKY70 (At3g56400), showed increased susceptibility to Botrytis infection.
ZFAR1 is also required for germination on ABA, and encodes a putative
transcription-factor protein containing zinc-finger and ankyrin-repeat do-
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mains. The transcriptional activation of genes involved in plant hormone
signalling and synthesis, removal of reactive oxygen species, and defence and
abiotic-stress responses, coupled with the susceptibility of the wrky70 and
zfar1 mutants, highlights the complex genetic network underlying defence
responses to Botrytis in Arabidopsis. The above study by (AbuQamar et al.
2006) represents probably one of the latest examples about the previously
demonstrated interconnection between signalling pathways such as JA, ET
and SA (Devoto and Turner 2005; Devoto et al. 2005; Lorenzo and Solano
2005; Gfeller et al. 2006; Liechti et al. 2006).

Indeed, hormones rule every aspect of the biology of plants. Stress and
development are regulated in comparable ways by multiple hormones and
as also highlighted above by recent key studies, the existence of widespread
crosstalk among different hormonal signalling pathways has been revealed
(Finkelstein et al. 2002; Guo and Ecker 2004; Sun and Gubler 2004; Vert
et al. 2005; Woodward and Bartel 2005). Crosstalk refers to the case that two
inputs (in this review: stresses of biotic and abiotic origin) work through
different signalling pathways but combine forces to regulate outputs and ul-
timately development. Intensive experimental work has revealed numerous
potential paths for crosstalk. Despite the apparent integration of inputs from
multiple hormones in regulating development, it has been recently shown
that the level of convergence, defined by co-expression, on a common set
of transcriptional targets is reduced only to a few genes (e.g., only seven
genes were changed in the same direction by GA (gibberellic acid 3), IAA
(auxin, indole acetic acid), and BL (brassinosteroids) treatments, none with
known function) and that therefore there is not a core transcriptional growth-
regulatory module in young Arabidopsis seedlings (Nemhauser et al. 2006). In
this work, data produced by the AtGen- Express Consortium (http://web.uni-
frankfurt.de/fb15/botanik/mcb/AFGN/atgenex.htm) in which the effects of
seven plant hormones at three time points were surveyed with Affymetrix
ATH1 GeneChips representing nearly all protein-coding transcripts of Ara-
bidopsis were compared. The compounds assayed included ABA, GA, IAA,
1-amino-cyclopropane-1-carboxylic acid (ACC; ethylene precursor), zeatin
(CK; cytokinin), BL and MeJA. These studies revealed that a major part of early
hormone response in plants is specific and independent of the effects of other
hormones. It has to be highlighted however that despite the low numbers of
shared transcriptional targets, an ample evidence of one hormone-regulating
genes involved in the metabolism of another hormone was observed. It is pos-
sible that this could be due to a knock-on effect from one hormone re-setting
many systems within the plant. Caution is therefore needed in drawing con-
clusions regarding the existence of crosstalk from a limited number of genes
that appear to be similarly regulated by different hormones. Despite that such
a comparison has not been carried out yet in a similar manner for plants
“under attack”, it is possible that similar conclusions might be applicable. In-
terestingly, the work carried out by (Wang et al. 2006) highlights that even
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different members of the same gene family of transcription factors may have
very specific functions within the same pathway.

3
The Next Phase of Microarray Analysis is to Add Structure to the Data:
Novel Available Bioinformatics Tools for Database-Hopping Biologists

Given a set of transcriptomics data, different tools are available for inferring
gene regulatory networks using the aforementioned correlative methodology.
Several of these tools and databases have been developed for the analysis
of Arabidopsis microarray data. A number of web-based services host gene
expression data from Arabidopsis microarray experiments and provide infor-
mation for individual genes or gene sets such as ArrayExpress (Parkinson
et al. 2007), Botany Array Resource (Toufighi et al. 2005), Gene Expression
Omnibus (GEO, Edgar et al. 2002), NASCArrays tools (Craigon et al. 2004),
Stanford Microarray Database (Gollub et al. 2006; Demeter et al. 2007), TAIR
(Rhee et al. 2003). In this review we will focus on those databases and tools
that were most recently released or allowing a more comprehensive appli-
cation of correlative methodology to retrieve gene-to-gene relationships. We
regret that we are not able to report a series of surely useful minor databases
due to space limitations.

The Comprehensive Systems Biology Database (CSB.DB; http://csbdb.
mpimp-golm.mpg.de/csbdb/dbcor/ath/ath_tsgq.html; (Steinhauser et al.
2004)) presents the results of bio-statistical analyses on gene expression data
in association with additional biochemical and physiological knowledge. It
can be used to retrieve genes associated by co-response. Sets of co-response
databases currently focus on the three key model organisms, Escherichia coli,
Saccharomyces cerevisiae and Arabidopsis thaliana. By scanning for the best co-
responses among changing transcript levels, CSB.DB allows to infer hypotheses
on the functional interaction of genes. The database enables the search for pairs
of genes and larger units of genes, which are under common transcriptional
control making a regulon. Moreover, this database allows filtering according to
the functional categories, which are reported together with the visualization
tool MapMan (Thimm et al. 2004). The single gene query sGQ output includes
the rank, the gene identifier of the co-responding gene, the correlation meas-
ure, the gene description, the number of pairs (n), the probability (P-value).
The multiple gene query option (mGQ) allows predefinition of up to 15 genes
of interest and returns the complete set of available correlations among these
genes. This option may be used to discover interdependences of genes, which
are known to contribute to a common function or pathway.

Genevestigator (https://www.genevestigator.ethz.ch/; Zimmermann et al.
2004) is a database and web-browser data mining interface for Affymetrix
GeneChip data. Users can query the database to retrieve the expression
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patterns of individual genes throughout chosen environmental conditions,
growth stages, or organs. In addition, mining tools allow users to identify
genes specifically expressed during selected stresses, growth stages, or in
particular organs. A useful feature is represented by Meta-Analyzer: this util-
ity has been designed to study the gene expression profiles of several genes
simultaneously in the context of environmental stresses, organs, and growth
stages. It also represents a tool to verify correspondence between correlated
and co-regulated genes identified through other tools. Genevestigator prob-
ably currently represents the most widely used tool of this kind used by the
Arabidopsis community and has been subjected to continuous update since
first published.

To facilitate the interpretation of the publicly available array data (Jen
et al. 2006), have developed two new bioinformatic tools, the Arabidopsis
Co-Expression Tool (ACT), which reports gene co-expression patterns across
user-selected single or multiple arrays obtained from the Nottingham Ara-
bidopsis Stock Centre and CLIQUE FINDER, a tool to determine the sets of
genes most likely to be regulated in a similar manner, which provides a quan-
titative method for determination of correlation cut-offs to generate exclusive
groups of genes which may share a common purpose.

In combination, these tools offer three levels of analysis: creation of cor-
relation lists of co-expressed genes, refinement of these lists using two-
dimensional scatter plots, and dissection into groups of co-regulated genes.
Both tools are available at http://www.arabidopsis.leeds.ac.uk/ACT/.

To demonstrate the software, the authors analyzed genes encoding func-
tionally related ribosomal proteins, followed by an analysis of heat-shock and
cold-responsive genes to predict the involvement of uncharacterized genes
in well-defined responses. Computational methods aimed at defining asso-
ciations between gene expression levels and putative regulatory sequences
in upstream regions of genes are increasingly used to consolidate genome-
scale transcriptional regulatory networks (Jen et al. 2006) also demonstrates
the integration of their analyses with promoter element detection software
to identify conserved cis-regulatory elements potentially involved in the co-
regulated expression of clustered genes. The analyses were applied to predict
aspects of regulation and differential function within a group of genes in-
volved in cell wall biosynthesis.

PathoPlant (http/www.pathoplant.de; Bulow et al. 2004, 2007) is the first
platform for microarray expression data to analyze co-regulated genes in-
volved in plant defence responses. The PathoPlant database was initially
developed to display signal perception and signal transduction pathways
on a molecular level during plant pathogenesis as well as the correspond-
ing interactions between plants and pathogens on the organism level. Be-
cause only experimentally proven direct molecular interactions have been
annotated, only a limited number of regulated genes were covered in Patho-
Plant. Therefore, the new version of PathoPlant has now been complemented
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by A. thaliana microarray gene expression data. The datasets chosen are
plant pathogenesis related and represent not only endogenous plant signal
molecules, such as SA and JA, but also include treatments with elicitors and
infections with different pathogens to enable comparative studies. The Patho-
Plant gene expression function allows starting with combinations of up to
three different stimuli to determine all overlapping genes being up-, down-
or not regulated by these stimuli. An additional feature of PathoPlant is the
integration of AthaMap (Steffens et al. 2005; Galuschka et al. 2007) for subse-
quent cis-regulatory element identification. AthaMap allows identification of
putative functional cis-regulatory elements based on binding site specificities
of transcription factors.

Another tool recently developed is the Arabidopsis trans-factor and cis-
element prediction database (ATTED-II; http://www.atted.bio.titech.ac.jp;
Obayashi et al. 2007), which can be used for retrieving gene-to-gene rela-
tionships similar to the other databases for co-expressed genes. ATTED-II
contains in addition stored pre-calculated results for cis-element prediction
linked to every gene At the time of publication ATTED-II contained co-
expressed gene networks for 22 263 loci and for 1102 functional categories as
well as predicted cis-elements represented by 304 heptamers.

At present discussion is still ongoing on the existence of the “most ap-
propriate” statistical methods for co-expression analysis. It is clear however,
that combinations of different tools offering different functions and provid-
ing visual representation of outputs are most needed to enable biologists to
generate and test hypotheses.

4
The Modelling of Large Complex Networks

Novel important discoveries in the field of complex networks are providing
the grounds for building new tools for the analysis of large networks, which
could also prove to be very useful in the near future for the study of Ara-
bidopsis responses during stress. Large complex networks are ubiquitous in
many disciplines, such as biology, computer science, and social sciences, to
name a few. In recent years, topological data about large complex networks
has become increasingly available, and as a consequence we have witnessed
great advances towards understanding the organizing principles of such net-
works. Strikingly, we are finding that many of the architectural features of
large complex networks are shared by systems as different as the World Wide
Web, social networks, and many types of biological networks.

Until recently, such networks were modelled by the Random Graph Theory,
an elegant mathematical theory developed by Erdos and Renyi starting from
the 1960s (Erdos and Renyi 1960). According to this theory, a complex network
was identified as a random graph, i.e., a graph built starting from a set of nodes
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and then randomly adding edges with a certain probability. However, with the
availability of large amounts of data describing the topology of real networks
it has become clear that the theory of random graph does not explain many
of their topological properties. Probably the most noticeable of them is consti-
tuted by the distribution of the degrees of the nodes (the degree of a node is the
number of edges connected to it): while the distribution predicted by the ran-
dom graph theory follows a Poisson distribution, the degree distribution found
for real networks follows a power law distribution of the type P(k) = a–k, where
P(k) indicates the probability of having a node of degree k, and a is a real value
which for many complex networks has been found to be close to 2 (Barabasi and
Albert 1999). An important consequence of this is that while for a random graph
the probability of a node having high degree is virtually zero, the power law
distribution indicates that there is a large probability to have a few nodes with
a very high degree; and these few nodes will therefore dominate the connectiv-
ity in the network. Such highly connected nodes are commonly called “hubs”,
and networks with a power law degree distribution were named “scale-free”
(Barabasi and Albert 1999).

Most networks within the cell have been found to be scale-free. For ex-
ample, metabolic networks (in which the nodes are metabolites and the links
are biochemical reactions), protein–protein interaction networks (in which
the nodes correspond to proteins and the links represent a physical interac-
tion between them), co-expression networks (where nodes are the genes and
the links represent the amount of co-expression between them, as measured
by correlations computed from microarray experiments), have all been shown
to be scale-free (Barabasi and Oltvai 2004). Currently, there is no reason to
doubt that these results hold true for transcriptomic networks in Arabidopsis.

An important consequence of the power law distribution of the degree
is that scale-free networks are extremely robust to random noise. In other
words, no significant decrease in performance can be seen even when a high
number of nodes, chosen at random, is deleted from the network. This is due
to the fact that there is a relatively low probability to knock-out simultan-
eously many of the network’s hubs, which are its crucial functional elements.
Interestingly, it has been shown that proteins that are hubs in protein–protein
interaction networks in yeast (S. cerevisiae) have a tendency to be essential
genes (Jeong et al. 2001). In Arabidopsis the robustness of the ABA net-
work against perturbation was tested through simulating gene disruption and
pharmacological intervention (Li et al. 2006).

5
Computational Frameworks to Model Signalling Networks in Arabidopsis

Another fundamental area of research is the development of mathematical
models of signalling networks. These models are important as they allow sim-
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ulating the transmission of signals in such networks, from the environmental
stimuli to the cell responses.

Several approaches have been proposed for the inference of large reg-
ulatory networks from gene expression data. For example, several authors
have used discrete models of Boolean networks (Rangel et al. 2004); Bayesian
networks (Friedman 2003; Husmeier 2003); continuous models of neural net-
works (van Someren et al. 2002); differential equations (Kobayashi et al.
2002). An in-depth discussion of these methods goes beyond the scope of
this review. We will instead focus on those approaches used to model gene
networks in Arabidopsis. Strikingly, the models are still very limited, high-
lighting the need for further developments.

Several authors have started adapting Boolean language to represent and
analyze interactions between pathways (Genoud and Metraux 1999; Genoud
et al. 2001, 2002; Devoto et al. 2005). With this language the quantitative fea-
tures of a molecular interaction may be described discontinuously by several
qualitative steps. Using Boolean gates, signalling processes may be repre-
sented more accurately as network-like structures than with linear sequences
of events in intuitive formalism. Interfering input signals reach a Boolean gate
through switches with a molecular identity, generating an output signal that
results from the combination of all inputs going through the gate (Arkin and
Ross 1994). By using digital simulation programs, as described by Genoud
et al. (2001), it is possible to predict the outputs of the logical gates by activat-
ing or inactivating input signals. Devoto and Turner (2005) represented using
Boolean gates, the integration of the JA pathway with the SA, ET and light
signalling pathways inferring the existence of multiple interferences and in-
tersections from genetic and transcription profiling information. In addition,
they have used simple Boolean language (one logical operator per molecule,
or per complex of molecules) to identify groups of genes whose expression is
differentially regulated by MeJA and/or wounding (Devoto et al. 2005). Fur-
ther implementation on the digital simulation has been described by Trevino
Santa Cruz et al. (2005) where it has been suggested in order to overcome the
simplifications of digital networks by integrating noise and clock signals on
a digital simulator in order account for the existence of signalling background
and circadian rhythms in biological systems. In the first case a digital signal
could be added to a source of random signal in order to simulate biological
noise. The activation of an oscillating clock-like signal could be placed under
the control of a simple ON/OFF switch through an AND operator.

One of the most studied abiotic stresses is water deprivation. During
drought, the plant hormone ABA inhibits stomatal opening and promotes
stomatal closure, thereby promoting water conservation. Abscisic acid signal
transduction in guard cells is therefore one of the best characterized sig-
nalling systems in plants. Li et al. (2006) have formalized the large amount
of information that has been gathered on ABA induction of stomatal clo-
sure from individual experiments and used this information to reconstruct
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the ABA signalling network. An advantage of the method used here over
other methods such as those used in Science’s Signal Transduction Know-
ledge Environment (STKE) connection maps (Assmann 2004) is the inclusion
of intermediate nodes when direct physical interactions between two com-
ponents have not been demonstrated. In this model, the dynamics of state
changes are governed by Boolean rules providing the state transition of each
node given the state of its regulators (upstream nodes). The model obtained
sums up the regulation of more than 40 identified network components, and
it is in agreement with previous experimental results. By simulating gene dis-
ruptions and pharmacological interventions, the robustness of the network
against perturbations was also assessed. Simulations of stomatal response as
derived from the proposed model provide an efficient tool for the identifi-
cation of candidate manipulations that have the best chance of conferring
increased drought stress tolerance and for the prioritization of future experi-
mental analyses.

Recently Wang et al. (2006) have inferred a network in Arabidopsis based
on 35 links generated from stress response datasets in shoots. GNR (Gene
Network Reconstruction tool; http://zhangorup.aporc.org/bioinfo/grninfer/,
http://digbio.missouri.edu/grninfer/ and http://intelligent.eic.osaka-sandai.
ac.jp) is based on linear programming and differential equations aimed to
reconstruct gene network using multiple datasets from different sources
without normalization among the datasets. One of the main limitations of
gene expression datasets consists of relatively few time points with respect
to a large number of genes (generally in thousands). In addition to the di-
mensionality problem of the data, another problem is that the derived gene
networks often have heavily connected gene regulatory associations among
nodes. This method provides a general scaffold to analyze microarray data
by fully exploiting all available microarray data for a given species, so as to
improve the problem of dimensionality or data scarceness. An assumption
for the proposed method is that the structure of the regulatory network is
stationary, and does not “rewire” under the environmental conditions for
those different datasets. Nine whole-genome Affymetrix chips microarray
datasets related to the stress responses, each with six or more time points
and each for root and shoot experiments (ATGenExpress database, TAIR,
http://www.arabidopsis.org/) were used to test this method.

Despite that the main focus of this review is to examine latest progresses
in modelling stress regulatory networks, it is worth highlighting the impact
that spatial structures have on gene expression dynamics and the advance-
ments made in growth modelling. Artificial life simulations provide a basis
for evaluating methods to reconstruct regulatory networks based on gene ex-
pression measurements. The effects of spatial growth on gene expression have
to be expected to be significant for network reconstruction. Jan Kim (2005)
proposed to use “transsys” simulations (Kim 2001) to explore the impact of
morphogenesis and of other parameters on network reconstruction using the
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algorithm by Rung et al. (2002). This approach simulates reconstruction of
a target network that does not organize morphogenesis, but may be informed
by it. In this approach, it was chosen to enable attribution of differences to in-
dividual morphological structures, rather than to collections of mutant struc-
tures with complex and unfavorable statistical properties. This algorithm
assumes that significant changes in expression levels resulting from a gene
knockout indicate a direct target gene. Generation of knockout mutants and
collection of gene expression measurements was implemented in Python
(http://www.python.org/), based on the transsys framework (Kim 2001). The
“R” language (Ihaka and Gentleman 1996) was used for programming data
analysis and visualization. The code underlying the results presented is avail-
able on the transsys website (http://www2.cmp.uea.ac.uk/∼jtk/transsys/).

Another approach that has been used to model gene regulation and inter-
action has been provided by fuzzy logic (Du et al. 2005). This work models
interactions (also referred to as edges or links) in the network as fuzzy func-
tions depending on the detail known about the network.

6
Protein Interaction Networks

Inferring signalling networks solely from transcriptomics data has several
limitations. For example, the discrete nature of the data could limit the com-
plexity of the networks that can be inferred. Moreover, transcriptomics data
can provide only a limited picture of the actual physiological changes under-
lying a living organism.

This has been clearly shown very recently, through proteomic analysis
of Arabidopsis suffering biotic stress. Jones et al. (2006) have analyzed the
alterations in the proteome of Arabidopsis leaves during responses to chal-
lenge by Pseudomonas syringae pv tomato DC3000 using two-dimensional
gel electrophoresis. The abundance of each protein identified was compared
with that of selected transcripts obtained from comparable GeneChip ex-
periments (Truman et al. 2006). Changes were reported in total soluble
protein, chloroplast-enriched, and mitochondria-enriched over four time
points (1.5–6 h after inoculation). In total, 73 differential spots represent-
ing 52 unique proteins were successfully identified. Significantly, many of the
changes in protein spot density occurred before transcriptional reprogram-
ming. The high proportion of proteins represented by more than one spot
indicated that many of the changes to the proteome can be attributed to post-
transcriptional modifications. One further strength of this proteomic analysis
was the ability to separate components of basal defence (by inclusion of the
hrpA mutant; de Torres et al. 2003) from disease and resistance responses,
DC3000, and DC3000 (avrRpm1) inoculations.
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In recent years, large-scale protein–protein interaction data have become
available for some model organisms, and such data have proven extremely
useful for inferring gene regulatory networks. The effective integration of
data from different sources appears to be one of the most important ap-
proaches for unravelling the cell dynamics. Unfortunately, protein–protein
interaction data are still very limited for Arabidopsis.

A promising approach for expanding a given dataset of protein–protein
interaction is that of the “in silico” prediction of interactions from a set of
genomic features using machine learning techniques.

For example, Bayesian Networks (Jensen 1997) have been used to predict
genome-wide protein–protein interactions in yeast by integrating informa-
tion from different genomic features, ranging from co-expression relation-
ships to similar phylogenetic profiles (Jansen et al. 2003; Lu et al. 2005). These
results were particularly important because it was possible to show that at
a certain level of sensitivity the predictions were more accurate than the ex-
isting high-throughput experimental dataset.

On the other hand, when experimental data for a given organism are avail-
able, it is often necessary to combine experimental results in order to create
an interaction network. In fact, when different techniques are used to iden-
tify protein interactions, the process of creating a unique protein–protein
interaction network involves combining the results of separate experiments.
Moreover, the problem can be complicated by the fact that the data may
not to be directly comparable and is likely to have different amounts of
noise.

A technique that has been successfully applied to solve this problem in-
volves using a machine learning algorithm to learn the parameters of a model
that combines the different experimental results. In general, using a small
set of well-known protein–protein interactions (a.k.a. gold standard), the sys-
tem is trained to output a probability of a protein–protein interaction given
the different experimental data. Recently, this method has been used for in-
tegrating the results of two (possibly repeated) purifications (matrix-assisted
laser desorption/ionization-time of flight mass spectrometry (MALDI) and
liquid chromatography tandem mass spectrometry (LCMS)) of 4,562 differ-
ent tagged proteins of the yeast S. cerevisiae (Krogan et al. 2006). Using the
hand-curated protein complexes in the MIPS (Munich Information Center
for Protein Sequences) reference database (Mewes et al. 2006), a machine
learning system was trained to assign a probability that each pairwise inter-
action is true based on experimental reproducibility and mass spectrometry
scores from the relevant purifications. In this way, from the two “incomplete”
graphs obtained using the LC-MS and MALDI technique it was possible to
generate a single combined protein–protein interaction network for S. cere-
visiae. Notice that the edges of this network are labelled with a number that
is the probability of interaction between the two proteins they connect. In
other words, the network is an undirected weighted graph in which individ-
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ual proteins are nodes and the weight of the edge connecting two nodes is the
probability that the interaction is correct.

Interaction data are noisy, and therefore the protein–protein interaction
networks obtained from them will contain many errors in the form of links
which can be either missing or incorrect (von Mering et al. 2002). A very in-
teresting question is whether it is possible to use the network topology to
reduce the amount of noise in the experimental data that is, to “correct” some
of the experimental errors.

A positive answer to this question for PPI networks has been given recently
by Paccanaro et al. (Paccanaro et al. 2005; Yu et al. 2006). The basic idea of the
method derives from the way in which large-scale PPI experiments are car-
ried out and particularly from the matrix model interpretation of their results
(Bader and Hogue 2002). In these experiments, one protein (the bait), is used
to pull out the set of proteins interacting with it (the preys) in the form of
a list. When such lists differ only in a few elements, it is reasonable to assume
that this is because of experimental errors, and the missing elements should
therefore be added. Each list can be represented as a fully connected graph in
which proteins occupy the nodes. Then the problem of identifying lists that
differ in only a few elements is equivalent to finding a clique (a completely
connected subgraph) in a graph with a few missing edges, which was named
a “defective clique”. Therefore the algorithm searches the network for defec-
tive cliques (i.e., nearly complete complexes of pairwise interacting proteins)
and predicts the interactions that complete them. This method was shown
to have a very good predictive performance, thus allowing the correction of
many errors present in large-scale experiments.

Once a network has been obtained, it can be used as a model to answer
important biological questions. For example, it is well known that proteins
carry out their function by interacting with other proteins and that they tend
to act in complexes. Identifying these complexes is therefore a crucial step
in understanding the cell dynamics and can give important clues to protein
function.

One way to identify such complexes is by identifying tight clusters in PPI
networks. This approach has been recently used in (Krogan et al. 2006) to
identify protein complexes in S. cerevisiae. Particularly, the Markov cluster al-
gorithm (van Dongen 2000) (which simulates random walks within graphs)
was used to identify highly connected modules within the global protein–
protein interaction network. The algorithm identified 547 protein complexes,
about half of which were previously unknown.

Finally, we would point out to a recent work which builds a slightly dif-
ferent type of network that has been used for function prediction. Some
biological problems or data do not have a natural representation as networks.
However, sometimes they can be remapped onto a network formalism and
this representation can offer an efficient solution.
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An interesting case is represented by the problem of clustering protein
sequences. Clustering protein sequences based on their evolutionary rela-
tionship is important for sequence annotation as structural and functional
relationships can be potentially inferred. This problem can be easily mapped
into that of clustering the nodes of a weighted undirected graph in which each
node corresponds to a protein sequence and the weights on the edges corres-
pond to a measure of distance between two sequences. The goal is to partition
such a graph into a set of discrete clusters whose members are homologs.

Recently, a method has been introduced for solving this problem that is
based on spectral graph theory. Such method partitions the graph into clus-
ters by considering the random walk formulation on the graph, and analyzing
the perturbations to the stationary distribution of a Markov relaxation pro-
cess. This is done by looking at the eigenvectors of the Markov transition
matrix. A detailed explanation of the technique is beyond the scope of this re-
view, and we refer the interested reader to the work of Paccanaro et al. (2003,
2006). When this algorithm was tested on difficult sets of proteins whose re-
lationships were known from the SCOP database (Structural Classification of
Proteins, http://scop.mrc-lmb.cam.ac.uk/scop/) the method correctly identi-
fied many of the family/superfamily relationships. Results obtained using this
approach were much better than those obtained using other methods on the
same datasets. On average, when quantifying the quality of the clusters using
a measure that combines sensitivity and specificity, this approach showed
improvements of 84% over hierarchical clustering (Everitt 1993), 34% over
Connected Component Analysis (CCA) (similar to GeneRAGE; Enright and
Ouzounis 2000) and 72% over another global method, TribeMCL (Enright
et al. 2002).

7
Conclusions

The increased complexity of a biological system is achieved through multi-
ple regulatory input points. Plant responses to stress are orchestrated through
a network that integrates signalling pathways characterized primarily by the
production of JA, SA and ET. The identified regulatory steps in the network
highlight the intricacy of the signalling networks involving various levels of
control ranging from transcriptional to post-translational.

In this chapter, we have looked mainly at stress related signalling pathways
in Arabidopsis thaliana and at the way in which they are combined into large
signalling networks. Particularly, we have shown examples of how bioinfor-
matics techniques combining microarray data offer a novel way to identify
genes in such networks. Experimental techniques, using reverse genetic and
mutant analysis have been used to verify “in silico” predictions. An important
goal of current research has also been that of defining mathematical models
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that can be used for simulating the transmission of signals in such networks,
from the environmental stimuli to the cell responses.

However, it is becoming evident that inference of signalling networks
solely from transcriptomics data has several limitations. It has been shown
in some model organisms that the integration of transcriptomics data to-
gether with protein–protein interaction data is extremely useful for inferring
signalling networks. Unfortunately this type of data is still very limited for
Arabidopsis. We believe that when this data will become available it will lead
to a better mechanistic explanation and identification of crucial nodes in sig-
nalling pathways.
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Abstract Algae provide a useful set of model organisms. The most versatile of them is
Chlamydomonas reinhardtii, a powerful genetic model with a genome sequence available.
This chapter discusses the regulation of cell growth and the cell cycle in the green algae
Chlamydomonas reinhardtii, Scenedesmus quadricauda, and Ostreococcus tauri, and the
red alga Cyanidioschyzon merolae.

1
Introduction

Algae form a diverse polyphyletic group of uni- and multicellular organ-
isms. Traditional taxonomy divides algae into red, brown, and green lineages
based on their plastid pigment composition. More recently algae have been
divided into two main groups based on the origin of their plastids: primary
and secondary algae. The primary algae, or archaeplastida, are comprised
of three monophyletic groups: green algae (including land plants), red al-
gae, and glaucophytes, all of which arose from a single endosymbiotic event
between a cyanobacterium and a flagellate protist. Secondary algae result
from the engulfment of a primary alga by another protist; they include
seven groups of single-celled organisms, two having arisen from symbio-
sis with a green archaeplastid alga (Euglenozoans, Chlorarachniophytes) and
the other five having arisen from one or more endosymbiotic events be-
tween a red alga and another protist (Cryptophytes, Haptophytes, Dinoflagel-
lates, Heterokonts, Apicomplexans) (for reviews see Bhattacharya et al. 2003;
Palmer 2003). While primary algal plastids are surrounded by only two mem-
branes (the outer membrane of the cyanobacterium and a host endosomal
membrane), secondary algal plastids are surrounded by three or four mem-
branes and sometimes even contain nucleomorph, a relict of the primary alga
nucleus (Chlorarachniophytes, Cryptophytes). Each endosymbiosis is fol-
lowed by massive gene transfer from the endosymbiont plastid/nucleomorph
genome into the host nuclear genome and an introduction of signal peptides
(or composite signal peptides) allowing trafficking of plastid proteins from
cytoplasm back to the plastids.

Some algal species have been model organisms for decades (Chlamy-
domonas reinhardtii, Euglena gracilis, Scenedesmus quadricauda, Volvox car-
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teri). Others have more recently drawn scientists’ attention (Cyanidioschyzon
merolae, Ostreococcus tauri, Thalassiosira pseudonana). Here, I will discuss
the merits of a handful of algal species as models for the study of the
cell cycle. I will focus on Chlamydomonas reinhardtii, the most popular al-
gal model organism used mainly for studies of photosynthesis and flagellar
movement but also cell growth and cell cycle regulation. I will also point out
the merits of other algal models for the study of the cell cycle.

Scenedesmus quadricauda and Ostreococcus tauri, like Chlamydomonas
reinhardtii, belong to the green algae and Cyanidioschyzon merolae is a pri-
mary red alga; all therefore represent archaeplastid algae. Chlamydomonas
reinhardtii and Scenedesmus quadricauda are closely related to one another
and are also the closest relatives to land plants among the foursome; Ostreo-
coccus tauri is evolutionarily placed at the base of the green algae (see below).
Cyanidioschyzon merolae is a primary red alga that therefore diverged from
the other three models earlier in archaeplastidian evolution. While the older
models Chlamydomonas reinhardtii and Scenedesmus quadricauda were cho-
sen based on their abundance in nature, the two recent models Ostreococcus
tauri and Cyanidioschyzon merolae were chosen due to their evolutionary
position and their small genomes that could be easily sequenced.

2
The Basic Cell Cycle

The eukaryotic cell cycle has been divided into two “active” phases, DNA
replication (S phase) and mitosis (M phase), and two gap phases, G1 and G2
(Howard and Pelc 1953). The G1 phase delimits the previous mitosis from
entry into the next S phase, whereas the G2 phase separates the S phase from
the subsequent M phase. The progression into each of the active phases is
permitted only upon completion of the previous active phase; the major reg-
ulatory points in the cell cycle operate at the G1/S and G2/M boundaries.
These regulatory points are governed by a class of serine–threonine protein
kinases, which require binding of regulatory protein, cyclin, and are therefore
designated cyclin-dependent kinases (CDKs).

CDKs are homologs of proteins encoded in fission yeast by the cdc2 locus
and in budding yeast by CDC28. In both yeasts only one CDK, possessing
a canonical PSTAIRE motif in its cyclin-binding domain, is sufficient to drive
the cell cycle (Mendenhall and Hodge 1998; Moser and Russell 2000). How-
ever, cell cycle regulation in more complex models requires activity of several
CDKs. In humans, there are three PSTAIRE CDKs (CDK1/cdc2, CDK2, and
CDK3) and a variant CDK4/6 subfamily with a P(I/L)ST(V/I)RE motif, all
of which function in cell cycle regulation (Meyerson et al. 1992; Pines 1995;
Reed 1997; Lee and Yang 2003). Higher plants encode two subclasses of CDK
involved in the cell cycle regulation, CDKA and CDKB. CDKA, the better
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characterized of the two, possesses a PSTAIRE motif. CDKA is ubiquitously
expressed in dividing tissues (Fobert et al. 1996; Segers et al. 1996) and in sus-
pension cells (Martinez et al. 1992; Hemerly et al. 1993; Magyar et al. 1997;
Richard et al. 2001; Sorrell et al. 2001; Menges et al. 2002, 2003; Menges and
Murray 2002) and can functionally substitute for its ortholog cdc2/CDC28 in
both budding and fission yeast (Ferreira et al. 1991; Hirt et al. 1991). B-type
CDKs are unique to plants and algae (Mironov et al. 1999); they are expressed
exclusively during G2 and M phase (Fobert et al. 1996; Segers et al. 1996; Mag-
yar et al. 1997; Porceddu et al. 2001; Sorrell et al. 2001; Menges and Murray
2002; Lee et al. 2003; Boudolf et al. 2004). This expression pattern is unique
to plant CDKBs and has not been observed for any type of CDKs in other
eukaryotes (Dewitte and Murray 2003).

CDKs are activated by binding to the cyclins (Sherr 1994). As the name
implies, the cyclins’ accumulation levels oscillate during the cell cycle; cyclin
accumulation levels are regulated both transcriptionally and posttranslation-
ally. There are three main classes of cyclins: G1, S, and M phase-specific
cyclins. G1-specific D-type cyclins are not conserved between animals and
plants while S-phase-specific A-type and M-phase-specific B-type cyclins are
orthologous in animals and plants (for review see Renaudin et al. 1996;
Mironov et al. 1999; Murray 2004).

The activity of the CDK–cyclin complexes is further regulated by binding
of the complex by inhibitor proteins and phosphorylation of CDKs themselves
(Morgan 1995). The phosphorylation of CDK is mediated by two groups
of proteins: cyclin-dependent activating kinases (CAKs) and Wee1 kinases.
CAKs are responsible for the activating phosphorylation within the T-loop of
the CDKs (Ducommun et al. 1991; Gould et al. 1991). On the contrary, Wee1
kinase executes the inhibitory phosphorylation within the ATP-binding site
of CDK (Gould and Nurse 1989; Jin et al. 1996). Phosphorylation by Wee1
enables the inactivation of CDKs until the G2/M transition, when they are
abruptly dephosphorylated by Cdc25 phosphatase leading to the activation
of CDK–cyclin complexes and triggering of mitosis (Russell and Nurse 1986,
1987; Kumagai and Dunphy 1991).

3
Multiple Fission: A Variation on the Theme

The cells of Chlamydomonas reinhardtii and Scenedesmus quadricauda di-
vide by a variant of the common cell cycle, multiple fission. C. reinhardtii,
S. quadricauda, and their relatives grown in light undergo a prolonged
G1 phase during which they may grow to many (2n) times their original size.
The n is determined by a combination of the growth rate and the species limi-
tations (in most algae n can range from 3 to 5; in some species it can reach 10).
With each doubling of size cells attain a size-governed control point, called
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commitment. Commitment is the formal equivalent of start in budding yeast
and the restriction point in mammalian cells (Donnan and John 1983, 1984),
which will lead to one round of DNA replication, nuclear and cellular division
(Fig. 1).

The multiple fission cell cycle is shared with other algae (Pickett-Heaps
1975) and exists in two different patterns: clustered (C. reinhardtii and most
of the order Volvocales) and consecutive (S. quadricauda and most of the genus
Hydrodictyon) (Šetlík and Zachleder 1984; Zachleder et al. 2002) (Fig. 2).

Green algae are excellent model organisms for cell cycle studies. They are
usually unicellular, grow fast, and can be easily synchronized by alternating
light/dark periods. The synchrony reached this way is very high, especially
for the species dividing by multiple fission. While synchronized plant cell sus-
pension cultures reach only about 60% synchrony, that is, 60% of cells in
mitosis occur over an interval of 5–6 h (Nagata et al. 1992; Samuels et al. 1998;

Fig. 1 Schematic illustration of attaining/determination of commitment points to cellu-
lar division in synchronous populations of C. reinhardtii. The idealized curve represents
the growth of cells in continuous light during the cell cycle; at times marked by arrows,
the subcultures were put into the dark (indicated by black stripes). The microphotographs
above the curve show typical cells from the synchronized culture at the time of trans-
fer of subcultures into the dark; the vertical lane of microphotographs illustrates the
microcolonies of daughter cells released from the mother cell during the correspond-
ing dark interval on agar plates. The moments of transfer into the dark correspond to
the attainment of the first (5 h of light), second (10 h of light), and third (15 h of light)
commitment points; two, four, and eight cells were released during the dark period,
respectively. Reprinted from Vítová and Zachleder (2005) with the permission of the
authors and publisher, modified



Cell Growth Control in an Algal Model 355

Fig. 2 Schematic illustration of the Chlamydomonas (clustered) and Scenedesmus (con-
secutive) patterns of the multiple fission cell cycle. The graphs show the fraction of cells
that passed commitment point (dashed lines), finished nuclear division (thick solid black
lines) or protoplast division (dotted lines), and released daughter cells/coenobia (solid
lines with crosses). In the case of Chlamydomonas the curves representing the protoplast
division were omitted because the nuclear and protoplast divisions overlap. Notice accu-
mulation of nuclear divisions in the Chlamydomonas clustered cell cycle as opposed to
the spreading of the nuclear divisions during the Scenedesmus consecutive cell cycle. The
stripes under the graphs represent individual sequences of the common cell cycle running
simultaneously within one multiple fission cell cycle. C.P.: commitment point; G1, S, G2,
M: phases of the common cell cycle; “G1”: G1-like phase after the cells passed commit-
ment; G3: gap phase separating nuclear and protoplast divisions in Scenedesmus cell cycle
(Zachleder et al. 1997); C: cytokinesis

Menges and Murray 2002), C. reinhardtii cell culture can be synchronized so
that > 95% of cells proceed through three rounds of mitosis within 4–5 h. The
inhibitors routinely used for synchronization of plant cells provide an addi-
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tional means to manipulate the outcome of the cell cycle (see below). Of the
species described below, C. reinhardtii is the best established model system
for genetics with an improving molecular toolkit (Harris 2001). Work thus far
indicates that regulators of the cell cycle seem to be conserved between algae
and land plants but much simpler. Algae can serve not only as a model for
higher plant cell cycle regulation, they can also be useful in other fields like
the study of the relationship between cell and organellar cycles/division or the
study of organellar division.

4
Chlamydomonas

4.1
Chlamydomonas Basics

C. reinhardtii is a unicellular freshwater green alga with two flagella, one
haploid nucleus, and one cup-shaped chloroplast containing one or more
pyrenoids. The cell is enclosed within a cell wall consisting mainly of
hydroxyproline-rich glycoproteins (Harris 2001). The C. reinhardtii genome
is available (Merchant et al. 2007). At an estimated 125 Mb it is comparable in
size to the genome of Arabidopsis thaliana, but possesses significantly fewer
gene families, facilitating forward genetic analysis. Both the chloroplast (Maul
et al. 2002) and mitochondrial (GenBank accession U03843) genomes have
been sequenced.

Wild-type C. reinhardtii cells grow phototrophically in minimal media
without any carbon supplement. Additionally, they are able to take up acetate
as a carbon source for heterotrophic or mixotrophic growth. This has allowed
isolation of mutants blocked in photosynthesis, making C. reinhardtii an
excellent model for the genetic analysis of this fundamental process. C. rein-
hardtii cells are of two mating types, mt+ or mt–. When the cells are starved
of nitrogen and exposed to blue light they differentiate into morphologic-
ally identical gametes and enter the sexual cycle. Gametes of opposite mating
types recognize each other by sex-specific agglutinin proteins on their fla-
gella. Mating pairs adhere to one another’s flagella followed by morphological
change in the flagellar tips and dissolution of the cell wall by a gamete-specific
lytic enzyme. The mating partners then fuse to form a diploid zygote (Har-
ris 2001). In favorable conditions, the mature zygote goes through meiosis
and germinates, yielding four haploid progeny. Separation and analysis of the
meiotic progeny (tetrad analysis) is the basis of traditional C. reinhardtii ge-
netics. Indeed, tetrad analysis was first used in C. reinhardtii. The nucleus
can be easily transformed using glass beads (Kindle 1990) or electroporation
(Shimogawara et al. 1998); chloroplasts (Boynton et al. 1988) and mitochon-
dria (Randolph-Anderson et al. 1993; Remacle et al. 2006) can be specifically
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transformed by biolistic bombardment. Tetrad analysis, together with the
ease and speed of forward genetic screens in haploids and the availability
of stable DNA transformation of all three genomes, forms the foundation of
C. reinhardtii as a genetic model organism.

4.2
The Chlamydomonas reinhardtii Cell Cycle

Vegetative C. reinhardtii cells grow in a long G1 phase followed by n alternat-
ing rounds of S and M phases terminated by cell division into 2n daughter
cells. The alternating rounds of S/M phases occur very rapidly, without G1
or G2 phases, and are punctuated by cell divisions preventing any multin-
uclear division intermediates (Lien and Knutsen 1976, 1979; Coleman 1982;
Craigie and Cavalier-Smith 1982; Donnan and John 1983). Under physiologic-
al conditions of alternating light and dark periods the cell cycle becomes
synchronized so that growth occurs during the light phase and cell division
occurs during the dark phase (Lien and Knutsen 1976, 1979).

It was proposed that the C. reinhardtii cell cycle is governed by a combi-
nation of a “sizer” and “timer” (Donnan and John 1983, 1984), which was
recently confirmed by observation of a single cell (Matsumura et al. 2003).
The sizer measures attainment of a commitment size (Spudich and Sager
1980; Donnan and John 1983, 1984; Umen and Goodenough 2001) (Fig. 2),
which is followed by a postcommitment period of more or less fixed duration
(measured by a timer) preceding the beginning of the S/M cycles (Donnan
and John 1983, 1984; Umen and Goodenough 2001; Matsumura et al. 2003).
The sizer determines not only when the cells commit but also how many
times they will divide. Cells that have passed commitment will complete one
round of S phase and mitosis even in the absence of nutrients and exoge-
nous energy (Donnan and John 1983, 1984). On the contrary, cells that have
not passed commitment when growth is stopped by withdrawal of light or
nutrients do not divide and stay in G1 phase until resupplied. If the light
supply continues after the attaining of the first commitment point, cells can
attain additional commitment points, each of them allowing one round of
DNA replication and mitosis (Fig. 2).

After passing commitment, cells remain in a G1-like phase, the post-
commitment period, which lasts for another ∼5–8 h and precedes the ini-
tiation of the first S/M phase. There is no obvious difference between the
pre- and postcommitment period and both of them are therefore usually
designated as G1. However, committed cells require neither growth nor en-
ergy to divide so the two periods strictly differ physiologically. The postcom-
mitment period is an equivalent of late G1 phase; late G1 phase is the period
when the origins of replication become licensed for replication and S phase
CDKs become activated (Nasmyth 1996). It has been proposed to call this
phase pre-S (pre-synthetic) in algal cell cycles (Zachleder et al. 1997).
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Attaining commitment is regulated by growth conditions: higher amounts
of light or a longer light period allow more commitment points to be attained
(Zachleder et al. 1997). Interestingly, attainment of commitment can also be
modulated by light properties. Blue light delays the attainment of commit-
ment leading to a larger cell size at commitment followed by a delay in the
cell division and division into more cells (Munzner and Voigt 1992; Olden-
hof et al. 2004a,b, 2006), while under red light cells attain commitment faster
and divide sooner into fewer cells (Oldenhof et al. 2004a,b, 2006). The attain-
ment of commitment point/s and cell division probably involves active CDKs
because CDK activity is correlated with the increase in the amount of p34 pro-
tein and its phosphorylation (John et al. 1989) and also with the increase in
CDK-like histone H1 kinase activity (Zachleder et al. 1997).

4.3
Cell Cycle Genes

The C. reinhardtii genome project has allowed the comprehensive analysis
and expression profiling of its core cell cycle genes (Bisova et al. 2005). This
work identified clear homologs of cyclins A, B, and D, CDKA, and the plant-
specific CDKB. There are also a few highly divergent CDKs and cyclins that
are specific to C. reinhardtii. In contrast to Ostreococcus tauri (see below),
no clear homolog of Cdc25 phosphatase was identified. The expression pro-
filing unraveled two different profiles among cell cycle genes: a constitutive
profile that was seen for CDKA and CYCD; and a regulated profile with peaks
of mRNA amounts at commitment point and cell division, typical for CDKB,
CYCA, and CYCB. The overall organization of C. reinhardtii cell cycle genes
was more plant-like and metazoan-like than are yeasts’ cell cycle genes. Con-
veniently, most cell cycle genes are present in only one copy.

4.4
Cell Cycle Mutants

C. reinhardtii is a powerful genetic model and during the past few decades
a number of cell cycle mutants have been recovered (for review see Harper
1999). Only a small portion of these mutations have been mapped; this
number will undoubtedly increase with the completion of the C. reinhardtii
genome sequence.

Recently, two groups of mutants in cell cycle related genes have been
mapped. Both show an alteration in daughter cell size. The founding member
of the first group is the mat3–4 mutant described by Umen and Goodenough
(2001); mat3–4 cells are tiny compared to wild-type cells. This size phenotype
is due to defects in cell size perception and/or regulation; mat3–4 cells attain
commitment at a smaller cell size, and for a given mother cell size, mat3–4
cells undergo more rounds of cell division than would wild-type cells (that is,
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their division number n is larger). The mat3–4 phenotype is caused by a dele-
tion in the C. reinhardtii homolog of the retinoblastoma protein. Mutations in
E2F and DP protein, downstream of the retinoblastoma protein in other sys-
tems, were isolated as suppressors of the mat3–4 phenotype. Both DP and E2F
mutants showed cell size alterations; DP1 null mutants show bigger commit-
ment cell size than wild type (Fang et al. 2006).

The second group of size mutants arose from two members of the NIMA
kinase family, FA2 and CNK2 (Mahjoub et al. 2002; Bradley and Quarmby
2005; Quarmby and Parker 2005). The fa2 mutant was isolated in a genetic
screen for mutants defective in deflagellation; fa2 cells are bigger than wild-
type cells. The commitment size is the same as that of wild type; the cells
divide into more cells (the division number is higher) but that is in line with
bigger mother cells (Mahjoub et al. 2002). Therefore, it seems that the length
of the postcommitment period, rather than cell size perception, leads to cell
division later at bigger cell size. CNK2, another member of the NIMA kinase
family, is probably involved in the regulation of both the cell size and flagellar
length. An increase in the amount of Cnk2p results in small cells and short
flagella. Cells with less Cnk2p are larger and have longer flagella than wild
type (Bradley and Quarmby 2005).

C. reinhardtii is powerful genetic model. It is also a remarkable model for
the study of cell size because it allows one to discriminate between cell size
change due to growth and/or alteration of cell cycle progression and changes
due to alterations of the sizing mechanism (Umen 2005). Its set of cell cycle
genes is complete yet without unnecessary duplications providing for a simple
cell cycle model. However, its cell cycle organization differs from the classical
G1–S–G2–M pattern. It would therefore be useful to have an organism with
cell cycle organization in between the common cell cycle pattern and that of
C. reinhardtii. Also, C. reinhardtii is a very close relative of land plants and it
would be interesting to see which of the cell cycle regulators have been con-
served in more distant algal species. The other model organisms described
below therefore complement C. reinhardtii as a model organism.

5
Other Models

5.1
Scenedesmus quadricauda

Scenedesmus is a genus of common nonmotile chlorophyte green freshwater
alga that has been used for decades as a model organism for the regulation
of the cell cycle, photosynthesis, and a variety of toxicity studies. The daugh-
ter cells coming from a division of a single mother cell stay connected by
a common cell wall in structured clusters called coenobia; in S. quadricauda
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coenobia could be either four- or eight-celled with the terminal cells hav-
ing two spines. Individual cells contain a nucleus and a single chloroplast.
The chloroplast and mitochondrial genomes of another member of the genus
Scenedesmus, S. obliquus, have been sequenced (Kuck et al. 2000; Nedelcu
et al. 2000; de Cambiaire et al. 2006).

5.1.1
Cell Cycle

Similarly to C. reinhardtii, S. quadricauda divides by a multiple fission. How-
ever, the mechanism is slightly different (Fig. 2). While C. reinhardtii divides
by so-called clustered multiple fission, S. quadricauda divides by a consecu-
tive multiple fission pattern (see above, Fig. 2) (Šetlík and Zachleder 1984;
Zachleder et al. 2002). The S. quadricauda cells grow during a G1 phase and
attain consecutive commitment points, each of which allows one round of
DNA replication and nuclear division to occur. Individual commitment points
are with only a short delay followed by DNA replication and nuclear division
but not by cell division (Fig. 2). S. quadricauda cells are routinely multinu-
clear during the cell cycle (Fig. 3) with the cell division occurring in several
rounds only after all the nuclear divisions have finished.

The S. quadricauda cell cycle has been characterized in detail in the work
of Zachleder and colleagues (Šetlík and Zachleder 1984; Zachleder et al. 2002;
Zachleder and Šetlík 1990). When put in light to allow photosynthetic growth
the cells attain a commitment (for a description of commitment see above)
at a critical cell size implying the involvement of a sizer. At commitment the
processes start which will eventually lead to DNA replication, mitosis, and
cell division. The period immediately following commitment could therefore

Fig. 3 Fluorescent microphotographs of S. quadricauda cells at different stages of the
cell cycle. DNA stained with SYBR Green I dye; a uninuclear cells of daughter coeno-
bium at the beginning of the cell cycle (0 h of light); b binuclear cells of the coeno-
bium after 9 h of light; c quadrinuclear cells of the coenobium after 11 h of light;
d quadri- and octonuclear cells of the coenobium after 13 h of light. The terminal cells
are usually smaller and their cell cycle progression is delayed compared to the central
cells, here, still with only four nuclei. Arrows show where the chloroplasts have already di-
vided; the chloroplast fission will be shortly followed by protoplast division. Photographs
are courtesy of M. Vítová
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be called the pre-S (pre-synthetic) phase (Zachleder et al. 1997). Depending
on the growth rate (e.g., amount of light and length of the light period) the
cells can attain additional consecutive commitment point/s before DNA repli-
cation and mitosis take place; under optimal conditions the S. quadricauda
cells can attain four commitment points which will all lead to DNA replication
and mitosis. It is an intrinsic property of overlapping reproductive events that
the time period from each following commitment point to its corresponding
DNA replication and mitosis (S/G2 phases) is shorter than that of the previous
one, probably due to the intervening of growth with the division processes in
the earlier reproductive events.

A more detailed analysis of commitment point in S. quadricauda has
shown that it is possible to separate commitment point for DNA replica-
tion (S phase) from a commitment point for nuclear division (M phase and
S phase), with the former being related to a threshold in the accumulation
of total RNA and the latter to a similar threshold in the accumulation of
total protein. The two processes can be separated by timely withdrawal of
light during which the cells will either only replicate their DNA or replicate
DNA and divide their nuclei/cells (Zachleder and Šetlík 1988). Similar com-
mitment/restriction points for G2 phase progression were also described in
Euglena gracilis (Hagiwara et al. 2001) and in mouse embryonic fibroblasts
(Foijer and te Riele 2006).

Alternating light/dark regimes are a way to synchronize algal cultures.
However, different light/dark regimes could also be used to manipulate the
outcome of the cell cycle in order to get cell cycle patterns differing in the
number of attained commitment points and/or length of postcommitment
period. Combined with the use of inhibitors of protein synthesis and/or DNA
replication, synchronization is a tool providing for a wide range of cell cycle
patterns (Bǐsová et al. 2000; Zachleder et al. 2002; Zachleder and Šetlík 1990).
This has been used to modify the number of attained commitment points and
mitosis/es and also to alter the timing of nuclear division in relation to the
attainment of commitment point. Analysis of histone H1 kinase activity in
S. quadricauda under these conditions clearly uncovered the presence of at
least two different histone H1 (CDK-like) kinase complexes. The activity of
one of them correlates with growth and reaches its maximum just before at-
tainment of the commitment point; the activity of the other one is related to
mitosis/es (Bǐsová et al. 2000).

5.1.2
Coordination of Cell and Chloroplast Division Cycles

S. quadricauda has also been extensively used to study the relationship be-
tween cell and chloroplast division. The division of a cell and its organelles
is coordinated; in plants there are two types of organelles, the division of
which has to be coordinated: chloroplasts and mitochondria. Algae with
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a single chloroplast provide a nice model to uncover the basis of this co-
ordination. Very early in the study of green algae it was observed that
there is a very tight correlation between the division of chloroplasts and
of cells; the chloroplast divides first, and is followed by cell division. In
S. quadricauda the numbers of chloroplast and nuclear replications/divisions
are also usually equal. However, a detailed analysis has shown that chloro-
plast DNA replication and the number of nucleoids (chloroplast nuclei) de-
pends on growth rate. Depending on the growth rate there could be both
increase or decrease in the number of nucleoids per daughter cell com-
pared to the mother cell (Zachleder and Cepák 1987a,b; Zachleder et al.
1995). More importantly, the processes of chloroplast DNA replication and
nucleoid division can be uncoupled from nuclear DNA replication and di-
vision by application of 5-fluorodeoxyuridine (Zachleder et al. 1996), an
inhibitor of thymidylate synthase that in S. quadricauda specifically inhibits
nuclear DNA replication and does not affect the chloroplast DNA replica-
tion (Zachleder 1994). In the presence of 5-fluorodeoxyuridine replication of
nuclear DNA is stopped immediately, while chloroplast DNA replicates, the
nucleoids divide, and ultimately the chloroplasts are also able to divide in
a giant cell with uninuclear genomic content of DNA. This implies that there
is no checkpoint control that interconnects chloroplast and nuclear DNA
replication/division. The same phenomenon was also observed in C. rein-
hardtii (Harper and John 1986) and C. merolae (Itoh et al. 1996). Therefore, it
seems that despite a strikingly tight correlation between chloroplast and nu-
clear division cycles there is no regulatory checkpoint interconnecting both
processes.

I propose the following hypothetical model to explain the correlation be-
tween chloroplast and nuclear cycles. In phototrophically growing green algae
photosynthesis leads primarily to the growth of chloroplast which may trig-
ger chloroplast DNA replication/division. Since chloroplast occupies the ma-
jority of the cell volume, its growth directly affects the cell size which in turn
leads to attaining of the commitment point and to nuclear DNA replication
and division.

S. quadricauda has proven to be a useful model for unraveling the rela-
tionship between different events of the multiple fission cell cycle and also
between cell and chloroplast division cycles. Unfortunately, no efforts have
been made so far to establish genetic tools and/or stable DNA transform-
ation techniques or to sequence its nuclear genome. Since C. reinhardtii and
S. quadricauda are close relatives, one could assume that methods used in
C. reinhardtii should work for S. quadricauda. S. quadricauda is definitely
a potent biochemical model for cell cycle studies. Since its cell cycle organi-
zation is slightly different from that of C. reinhardtii, it would be interesting
to see how the cell cycle is regulated genetically.
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5.2
Ostreococcus tauri

The marine green alga Ostreococcus tauri was isolated only recently (in 1994);
with a diameter of about 1 µm it is the smallest free-living eukaryote known
(Courties et al. 1994). It is a member of an ancient group of green algae,
Prasinophyceae, that dominated the Paleozoic oceans but are now only minor
contributors to marine productivity. Phylogenetically, the Prasinophyceae are
positioned at the base of the primary green algal clade. O. tauri cells lack
cell walls, are nonflagellated, and contain only a single mitochondrion and
chloroplast (Chrétiennot-Dinet et al. 1995). These properties together with
its evolutionary position attracted an interest which yielded the completion
of sequencing of O. tauri’s strikingly small (approx. 13 Mb) genome (Derelle
et al. 2006).

Since O. tauri is a promising new algal model, efforts have been made
to establish/improve both the cultivation conditions and conditions for syn-
chronizing the cultures (Courties et al. 1998; Farinas et al. 2006). O. tauri
divides by binary fission (in contrast to the multiple fission of C. reinhardtii
and S. quadricauda) with chloroplast dividing first during S phase, followed
by division of the mitochondrion and nucleus (Farinas et al. 2006). Like
C. reinhardtii and S. quadricauda, O. tauri can be synchronized by alternat-
ing light/dark regimes. Due to its binary fission cell cycle, synchronization
is far more difficult (maximum of 35% of cells in S phase). However, an in-
crease in the cell synchrony can be achieved by application of hydroxyurea,
aphidicolin, or propyzamide (Farinas et al. 2006).

5.2.1
Cell Cycle Genes

The sequencing of the O. tauri genome has allowed the analysis of core
cell cycle genes. This analysis revealed that, like C. reinhardtii, the O. tauri
genome encodes one homolog of each group of CDKs and cyclins including
a plant-specific CDK of B-type (Robbens et al. 2005). The expression analysis
of some cell cycle genes showed that CDKA, CYCA, and CYCD are transcribed
ubiquitously during the cell cycle while mRNA for CDKB and CYCB accumu-
late only during S and M phases (Corellou et al. 2005; Farinas et al. 2006).
The expression pattern therefore mimics that of the corresponding homologs
in Arabidopsis thaliana and C. reinhardtii (Segers et al. 1996; Mironov et al.
1999; Bisova et al. 2005). O. tauri CDKB has been characterized in more de-
tail (Corellou et al. 2005). This study has shown that CDKB protein is present
only during S and M phases and CDKB (and not CDKA) is also regulated by
tyrosine phosphorylation. In line with the nature of tyrosine phosphorylation
in other systems, this modification has an inhibitory effect and is removed
prior to mitosis leading to the activation of CDKB/cyclin complex. CDKB his-
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tone H1 kinase activity is about tenfold higher than that of CDKA; also CDKB
is responsible for the main peak of mitotic activity, while CDKA has a more
steady-state activity that probably accounts for the regulation of S phase.
Therefore it seems that in O. tauri, CDKB is the main mitotic kinase while in
higher plants this type of kinase has evolved to fill in more specialized func-
tions outside the cell cycle (Boudolf et al. 2004). It would be interesting to see
what is the function of CDKB in C. reinhardtii to discriminate which of these
two scenarios represents the ancestral state.

O. tauri is interesting in another aspect of the cell cycle regulation be-
cause it is the first member of the green lineage to encode a functional Cdc25
phosphatase (Khadaroo et al. 2004). While CDKs, cyclins, and Wee1 kinases
are present in all eukaryotes, there is no distinguishable homolog of Cdc25
phosphatase in higher plants, a fact that has been puzzling researchers in the
field for years. The O. tauri genome encodes a protein whose sequence shows
clear similarity to Cdc25 phosphatases from yeast and animals. Moreover,
this protein complements a cdc25 mutation in Schizosaccharomyces pombe
and activates CDK1/cyclin B complexed from starfish oocytes both in vitro
and in vivo (Khadaroo et al. 2004). The sequence of O. tauri Cdc25 phos-
phatase shares Cdc25 features in its C terminus but diverges from yeast and
animal homologs in its N terminus. Using O. tauri’s Cdc25 a putative Cdc25-
like protein can be found in C. reinhardtii (Khadaroo et al. 2004; Bisova et al.
2005) and also in Arabidopsis (Landrieu et al. 2004a,b); however, it will re-
quire a functional verification to prove that any of these putative candidates
have Cdc25 phosphatase activity.

As mentioned above, O. tauri is a promising new model for cell cycle stud-
ies. The main advantage of this system is its evolutionary position at the
base of green lineage. O. tauri has already proven its usefulness as an inter-
mediate model between plants and fungi/animals. Although no stable DNA
transformation has been reported, one can assume that, as in the case of
S. quadricauda, techniques used for C. reinhardtii or C. merolae (see below)
may be successful.

5.3
Cyanidioschyzon merolae

Another new rising model among algal species is the primary red alga Cyani-
dioschyzon merolae. C. merolae is another small unicellular organism (diam-
eter 1.5 µm). It lives in sulfate-rich hot springs (pH 1.5, 45 ◦C) (De Luca et al.
1978, as cited in Misumi et al. 2005). Similarly to O. tauri, C. merolae is wall-
less and contains single mitochondrion, chloroplast, and nucleus. At 17 Mb,
its nuclear genome is slightly bigger than that of O. tauri but still very small;
a completed genomic sequence is available (Matsuzaki et al. 2004), and the
chloroplast and mitochondrial genomes are also completed (Ohta et al. 1998,
2003).
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C. merolae divides by binary fission with chloroplast dividing first, fol-
lowed by mitochondrion and nucleus. The cell cycle can be synchronized by
light/dark cycles to a degree similar to O. tauri cells (approx. 40% dividing
cell at one time point). Synchrony can be increased by the use of aphidicolin
which blocks nuclear and cellular division (but not chloroplast division) (Itoh
et al. 1996). On the contrary, propyzamide and nocodazole have no effect on
the cell cycle progression (Terui et al. 1995). Recently, a protocol for nuclear
DNA transformation by homologous recombination has been reported (Min-
oda et al. 2004). It is the first case of a DNA transformation by homologous
recombination of the nuclear genome being reported in a unicellular alga.
This technique will undoubtedly speed up the reverse genetics of this model
(Minoda et al. 2004).

5.3.1
Cell Cycle Genes

The C. merolae genome encodes homologs of both A- and B-type CDKs,
G1 and G2/M phase cyclins, Wee1 kinase, and retinoblastoma protein
(http://merolae.biol.s.u-tokyo.ac.jp/). The set of cell cycle regulators therefore
resembles that of C. reinhardtii and O. tauri. The presence of a B-type CDK
implies that this plant-specific family of CDKs was present in the common
ancestor of the primary algae.

5.3.2
Organellar Division

C. merolae has been largely used as a model for the study of division of both
mitochondrion and chloroplast (Kuroiwa et al. 1995, 1998; Miyagishima et al.
1999, 2001a,b,c, 2004; Takahara et al. 2000; Nishida et al. 2003, 2004; Yoshida
et al. 2006). Mitochondria in higher plants and animals divide by the com-
bined action of mitochondrion division and dynamin rings. On the contrary,
chloroplasts in higher plants divide by the combined action of protoplast di-
vision and FtsZ rings. It has therefore been proposed that during evolution
dynamin replaced FtsZ in the mitochondrial division (Erickson 2000; Mar-
golin 2000). However, the C. merolae mitochondrion divides by a combined
action of mitochondrion division, dynamin, and FtsZ rings (Beech et al. 2000;
Takahara et al. 2000; Nishida et al. 2003). Similarly, the C. merolae chloroplast
divides by a combined action of protoplast division, FtsZ, and dynamin rings
(Miyagishima et al. 2003, 2004; Misumi et al. 2005) implying that the organi-
zation is ancestral and C. merolae is the only model organism that retains the
ancestral set of organellar division proteins.

With a completed, compact genome sequence and nuclear transformation
by homologous recombination available, C. merolae is a promising model
organism. It has already proven its usefulness for the study of organellar di-
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vision. It will be interesting to see whether it can also become a model for the
study of the cell cycle, which would no doubt be attractive due to its unique
evolutionary position right after the split of primary red and green lineages
(including land plants). As discussed above, algae offer quite a few model
organisms for the study of different aspects of cell growth and cell cycle reg-
ulation. In the three models with sufficient genomic information, the sets of
cell cycle genes are very similar. The genomes encode for a complete set of
cell cycle genes including plant-specific B-type CDK. Conveniently, most of
these genes are present in single copy. This implies that (1) B-type CDKs were
present in the ancestor of primary algae very early after the acquisition of
chloroplast or even before it, (2) the cell cycle regulation of these unicellu-
lar organisms is more complicated than that of yeasts, and (3) the complex
cell cycle regulation by gene families seen in land plants is not necessary for
coordination of cell and chloroplast divisions.

All of the discussed models would be valuable in the characterization of
plant cell cycle regulation and more specifically in unraveling why plant-
specific B-type CDK evolved. We can also expect some more insight into the
coordination of the cell cycle with the division cycles of mitochondria and
chloroplast.
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