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Preface

Liberalization and privatization in the electricity industry have lead to
increased competition among utilities. At the same time, utilities are now
exposed more than ever to risk and uncertainties, which they cannot pass on
to their customers through price increases as in a regulated environment.
Especially electricity generating companies have to face volatile wholesale
prices, fuel price uncertainty, limited long-term hedging possibilities and
huge, to a large extent sunk investments. In this context, the present book
aims at an integrative view on the decision problems that power companies
have to tackle.

The central challenge is thereby the optimization of generation and
trading portfolios under uncertainty - and by purpose this is also a central
chapter in the book. But this optimization is not possible without a profound
understanding and detailed models of market and price developments as well
as of competitors’ behavior. For market and price modeling the focus is
thereby on an innovative integrative approach, which combines fundamental
and finance-type models.

The optimization of the portfolios has furthermore to go along with an
adequate management of the corresponding risks. Here the concept of
Integral-Earnings-at-Risk is worked out, which takes into account market
structure and market liquidity. It provides a theoretically justified alternative
going beyond a simplistic combination of Value-at-Risk and Profit-at-Risk
measures.

After more than one decade of liberalization efforts, also the longer-term
investment decisions are becoming more pressing for the -electricity
generation companies. These require both an assessment of future
technology trends and of long-term price and capacity developments.
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Especially fuel cells are a key challenge to the power industry and therefore
adequate methods for technology assessment are developed and applied to
this example. Another key issue is the development of optimal investment
strategies under fuel price uncertainty. This requires models of investment
under uncertainty, which combine the real options approach with models of
endogenous market price equilibria as developed within peak-load pricing
theory.

The primary intention of this book is not to provide an in-depth
discussion of the regulatory challenges at hand after more than one decade of
electricity market deregulation around the world — but analyzing the key
decision problems of players in the industry certainly is a useful and
necessary first step when aiming at the design of efficient and robust electric
power markets. And by bringing together material and approaches from
different disciplines, the volume at hand hopefully helps both practitioners
and academics to identify the adequate models for the challenges they have
to cope with.

Stuttgart, July 2004 Christoph Weber
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Chapter 1

INTRODUCTION

Starting in Chile, the UK and Norway, liberalization and privatization
have been a major theme in the electricity industry during the last decade.
Through the introduction of competition and economic considerations,
governments around the world have attempted to obtain more reliable and
cheaper services for the electricity customers. A major step in Europe has
been the directive of the European Commission in the end of 1996 (EU
1997), requiring the stepwise opening of electricity markets in the European
Union, ending with a fully competitive market at the latest in 2010. Also in
the US, many federal states have taken steps towards competitive and
liberalized markets, with California and several East coast states being
among the first movers. But California is nowadays often cited as the pre-
eminent example for the risks and difficulties associated with liberalization.
Adding to this the Enron collapse at the end of 2001, the strive for
liberalization has considerably been slowed down and the uncertainties and
risks inherent in liberalized electricity markets are much more in view.

In order to avoid throwing away the baby with the bath, one has to look
carefully at the decision situation faced by the different actors in liberalized
electricity markets. Special attention has thereby to be devoted to the
generation companies, since they are exposed to the risks of competition and
at the same time have to afford huge and to a large extent irreversible
investments. The uncertainties, which these companies are facing in the new
electricity market, include notably the future development of:
product prices for electricity,
world market prices for primary energy carriers (coal, gas and oil),
technology (e.g. distributed generation),
regulation and political context (including environmental policy),
behavior of competitors,
availability of plants,
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e demand growth.

These factors have to be accounted for both in operative decision making
and in strategic planning and require an increased use of mathematical
models for decision support.

In this context, the present study aims to develop models for supporting
the energy management in the electricity industry. Thereby various methods
developed in operations research are employed and combined to provide
models of practical relevance and applicability. A particular focus is on the
concepts of stochastic processes and stochastic optimization, but also game
and control theory approaches and finance concepts like value-at-risk or
profit-at-risk are employed. At the same time, the analysis emphasizes the
need to include sufficient technical detail to account for the specificities of
the electricity industry, notably the non-storability of electricity and the grid
dependency.

In the following, the basis for the subsequent analyses is first laid through
areview of the current situation in various countries and the relevant market
structures in chapter 2 and a brief recapitulation of the basics from decision
sciences and mathematics in chapter 3. Then models to cope with the key
uncertainty of price developments are discussed in chapter 4. Chapter 5 is
devoted to modeling the interactions between the different players on the
market. The operative decisions of unit commitment, dispatch and (short and
medium term) portfolio choice are discussed in chapter 6. The controlling
and management of the associated risks is then covered in chapter 7. Longer-
term aspects are analyzed in chapter 8 and 9. Thereby, chapter 8 focuses on
the role of uncertain technology developments and chapter 9 analyses the
optimal investment decisions in this context.
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DEREGULATION AND MARKETS IN THE
ELECTRICITY INDUSTRY

Traditionally the electricity business used to be organized along the
physical energy flow from electricity generation through the transmission
and distribution grid to the final customer (cf. Figure 2-1). Often the whole
chain was vertically integrated into one company (e.g. EDF in France) or at
least the generation and transmission business was integrated (e.g. former
Preussenelektra in Germany). Many of these utilities were also fully or

partly state-owned.
Distribution -

Figure 2-1. Structure of the regulated electricity industry

Primary ¥ Electricity
nergy generation P T
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Deregulation, which has been a major theme world-wide in the electricity
industry during the last decade, has brought competition and privatization
for many parts of the formerly heavily regulated electricity industry.
Regulation had especially been justified by the natural monopolies which
arise due to the network dependency of electricity production and
consumption. And deregulation has taken as its starting point the observation
that certainly the transmission and distribution of electricity give rise to
natural monopolies (in formal terms: subadditive cost functions, cf. Baumol
et al. 1982) but that this is not necessarily true for the generation and retail
sales businesses in the industry (cf. e.g. Gilsdorf 1995, Pineau 2002).
Competition has therefore been introduced at the wholesale and the retail
level. In parallel to the physical load flow, market places and actors acting
on these market places have emerged as indicated in Figure 2-2. But this
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figure gives only the general lines. To what extent the different elements are
in place in the different OECD countries is discussed in the following
section. Then, a closer look is taken at the market structures put in place at
the wholesale level, focusing on the situation in continental Europe and
notably in Germany.

Transmission (Dim'ibuﬁon grid
system operator operator
(T50)

Electricity
generation

Retail
market

Retail companies

Tr issi Distribution
J o

Generation
companies
(GenCo)

‘Wholesale
market

Trading companies

Figure 2-2. Structure of the deregulated electricity industry

1. STATUS OF DEREGULATION

Many countries have so far focused on the establishment of wholesale
competition (cf. Table 3-1). This requires notably the unbundling of
transmission and generation activities and a non-discriminatory access to the
transmission infrastructure for all generation companies. Since generation is
viewed as a competitive market, there are at first sight few reasons for public
ownership and deregulation may be accompanied by privatization." The
benefits and drawbacks of alternative ownership and operation models

' The arguments in favor of privatization stemming from various theories are reviewed by

Pollitt (1997). Privatization has notably been an important part of the restructuring policies
in the UK and Chile, two of the early movers in the field of electricity industry
deregulation. On the other hand, Norway still mostly has state and municipally owned
generators. And Bergman et al. (2000) make the point that it is less the ownership
character which matters but the concentration of ownership.
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Table 2-1. Wholesale market and transmission system structures in OECD countries in 2003

W&olcsa}c market Transmission system operatog. (‘1;1?0) .
ear o Unbundling wit
Country intro- Type Mlarket number owl?er- gencratﬁm
duction PRAD e companies
EU
Austria 2002 Volunt. EXAA 3 Mixed Legal separation
Belgium Only bilateral trade 1 (Elia) Mixed Legal separation
Denmark 1999/2000 Volunt. Nordpool 2 Public Legal separation
Finland 1997 Volunt. Nordpool/ 1 (Fingrid) Public Ownership sep.
EL_EX
France 2001 Volunt. Powernext 1 Public Accounting sep.
Germany 2000 Volunt. EEX 4 Mixed Accounting sep.
Greece 2002 Volunt. HTSO 1 (HTSO) Mixed Accounting sep.
Ireland Planned  Volunt. ESBNat.Grid 1 (ESB Nat.  Public Legal separation
/EIRGRID  Grid)
Italy Planned  Volunt. GME 1 (GRTN) Public Operational sep.
Luxembourg Only bilateral trade 1 (CEGEDEL) Mixed Legal separation
Netherlands 1999 Volunt. APX 1 (Tennet) Public Legal separation
Portugal 2001 Volunt. REN 1 (REN) Public Legal separation
Spain 1998 Volunt. OMEL 1 (REE) Private Ownership sep.
Sweden 1996 Volunt. Nordpool 1 (Svenska Public Ownership sep.
Kraftnit)
United King- Differences between regions 3 Public Ownership sep.
dom incl.:
England & 1990 Volunt. UKPXand 1 Public Ownership sep.
Wales APX UK
Rest of Europe
Norway 1993 Volunt. Nordpool 1 (StatNet) Public Ownership sep.
Switzerland  Open (popular vote against 1 (ETRANS) Mixed No separation
liberalization in 2003)) required
Turkey Planned 1(TEIAS) Public Legal separation
North America
Canada Differences between regions: Ontario and Alberta have Depending on
introduced full competition, the other 8 provinces only SovinEe
partly at wholesale level P
US, incl.: Differences between states, 23 > 140 control  Mixed Depending on state
states have deregulated areas
California 1998 Volunt CalPX 1 Public Ownership sep.
(until 2000)
Pennsylvania, 1997 Volunt. PIM 1 Mixed Operation
ﬂ%{:ﬁf}” separation
Asia and Oceania
Japan Planned 10 Mixed Planned
South Korea 2001 Volunt. Korea Power 1 Public Legal sep., owner-
Exchange ship sep. planned
Australia 1998 Mandat. NEM 9 Mixed Operation sep.
New Zealand 1996 Volunt. NZEM 1 (Transpower) Public Ownership sep.

Sources: IEA (2001), Madlener, Kaufmann (2002), Prospex (2003), EIA (2003), Internet sites
of TSOs and market places
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for the transmission grid are on the other hand more controversially
discussed®. In practice, mostly solutions have been chosen which did not
require forced divestiture, since there are often strong legislative and
political barriers to such steps (e.g. in Germany and California). But as
Bergman et al. (2000) emphasize, accounting and even legal separation
between transmission and generation entities may not be sufficient to ensure
discrimination free network access’.

Competition at the retail level has been introduced in most countries
much later than wholesale competition and even today does often not cover
all customer segments (cf. Table 2-2). This is at first sight surprising given
that the overall aim of deregulation is to increase public welfare not the last
through lower consumer prices. But several practicalities are put forward
against extending the competition to the retail level. Major points which
arise in the debate include the following:

Efforts needed for unbundling distribution and retail services (sometimes
also called supply services) are higher than for unbundling generation and
transmission, given that often many local and regional distribution
companies exist, compared to a few transmission operators (cf. Table 2-2).

Efforts necessary for metering, data transmission and billing are
considerably higher in competitive retail markets. Ideally, all customers
should be equipped with quarter-hourly or hourly meters — the use of
profiling for determining approximate load shapes is an alternative used for
small customers in many countries, but this leads also to considerable
problems”.

The two preceding points may lead to the conclusion that additional
transaction costs through unbundled distribution and retail could be higher
than the value added created in the pure retail business and thus overall costs
for consumers are possibly higher in competitive retail markets than in
monopolistic ones.

Electricity is nowadays such a basic good in industrialized countries that
there is (or seems to be) a public service obligation for electricity supply.

The different business models currently envisaged in the U.S. are discussed by Oren et al.
(2002), Sharma (2002).

Brunekreeft (2002) provides a detailed analysis of the German situation and emphasizes
that the principle of a level playing field is violated under the current regulation. Yet he
points at the possibility that the current procedures of the Bundeskartellamt under the
general anti-trust law may be sufficient to prevent competition distortion.

The current on-going debate in the U.S. is summarized in HEPG(2002)

Cf. notably the debate in Germany on the use of analytical vs. synthetic load profiles (e.g.
Pohlmann, Pospischill 1999). Also the price signals to consumers (and distributed
generators) are necessarily inadequate, ifno actual metering is done.
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Table 2-2. Retail market and distribution grid structures in OECD countries in 2003
Retail competition _ Distribution grid operator Unbundling of

Country Year of Degreeof Number ownership Unbundling with generation and
intro- 2’“{';‘: retail companies retail
duction Feb. 2003
EU
Austria 1999 100 % ;i;] i Mixed Accounting sep. Accounting sep.
Belgium 2000 52% = 60 Mixed Accounting sep. Accounting sep.
Denmark 1998 100 % =50 Mixed Legal separation Legal separation
Finland 1995 100 % =100 Mixed Accounting sep. Accounting sep.
France 2000 37% 1 +’ﬁ 170 Public Accounting sep. Accounting sep.
sma
Germany 1998 100 % = 600 Mixed Accounting sep. Accounting sep.
Greece 2001 34 % 1 Public Accounting sep. Accounting sep.
Ireland 2000 56% 1 Public Accounting sep. Accounting sep.
Italy 2000 70% 1 Public Operational sep. Operational sep.
Luxemburg 1999 57 % 10 Mixed Accounting sep. Accounting sep.
Netherlands 1999 63 % =20 Mixed Legal separation Legal separation
Portugal 1995  45% 4+ =30 Public Legal separation Legal separation
small
Spain 1998 100 % ~120  Public, to be Legal separation Legal separation
privatized
Sweden 1996 100 % 8 +~ 250 Mostly Legal separation Legal separation
small public
UK 1996  100% 15 Public Legal separation Legal separation
Rest of Europe
Norway 1991 100 % =~ 200 Mostly Legal separation Legal separation
public
Switzerland Not yet =900  Mixed Not required Not required
Turkey 2003 23 % 1 Public Not required Not required
North America
Canada Differences between regions: Ontario and Alberta have Depending on
introduced retail competition, not the other 8 provinces province
US, incl.:  Differences between states, 12 states have implemented far Depending on
reaching deregulation including retail competition shate
California 1998 100 % 3+=54 Mixed Accounting sep. Partly divestiture
(suspended in 2001) small required
Pennsylvania 1999 100 % =10 Mixed Accounting sep. Accounting sep.
Asia and Oceania
Japan 1999  30% 10 Mixed Not required Not required
South Korea Planned - Public, to be Planned Planned
privatized
Australia 1998 [:etrfﬂds on 10 Mixed Accounting sep. Ownership sep.
sta
New 1994 100 % 29 Public Accounting sep. Ownership sep.
Zealand

Sources: IEA (2001), CEC (2003), CEC (2001), EIA (2003), Joskow (2002), Internet sites of
grid operators and regulatory bodies
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Actual percentages of customers switching to other suppliers are rather
low in most markets where retail competition has already been introduced.

The last argument may well be countered by reminding that even if
actually no supplier switch occurs, competition may be beneficial by
obliging the former monopolist to offer more competitive prices’. The public
service obligation may also be solved at least partly in competitive markets
by transforming it into a connection obligation for the distribution grid
company (which anyhow remains regulated) and by imposing principles of
non-discrimination for grid charges and energy prices’.

So the most pertinent arguments against introduction of competition at
the retail level are in the view of the author those invoking the potential
transaction costs arising with retail competition. An empirical analysis of
these costs is certainly a valuable albeit tedious task, but is clearly beyond
the scope of this book. The famous statement by Adam Smith “Consumption
is the sole end and purpose of all production” (Smith 1962) may be invoked
as a rather general, philosophical argument in favor of retail competition for
all customer groups. More practical arguments will show up in the analysis
of competition equilibria in chapter 5 and in chapter 7 on risk management.

2. POWER AND RELATED MARKETS IN
CONTINENTAL EUROPE

The key market for power deliveries in most countries is the day-ahead
spot market. This trading is done in continental Europe mostly on an hourly
basis (cf. Figure 2-3). In these countries, there is so far hardly any trading
after the closure of the day-ahead market, albeit some tentatives for
establishing an intraday market exist.

In the German Verbédndevereinbarung (BDI et al. 2001) notably the
possibility of resubmitting transmission schedules (which is a prerequisite of
intraday trading) is foreseen in the case of power plant outages. But most
deviations between scheduled and actual production and consumption are
handled so far through the reserve power markets. According to the UCTE
(Union of European Transmission Grid Operators) standards, reserve is
divided into primary, secondary and tertiary (minute) reserve. The first two
correspond to spinning reserves which can be activated within seconds

6

This is the concept of contestable markets going back to Hayek (1937) and Machlup
(1942), emphasized by Baumol et al. (1982) and applied e.g. to the gas industries by
Knieps (2002)

However a critical point is then who will provide the generation capacity used by the
provider of last resort.

7
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respectively within minutes, whereas the minute reserve may also include
non-spinning reserve which can be brought on-line within a maximum delay
of 15 minutes (notably gas turbines). For these reserves, specific markets
have also been established - at least in Germany (cf. Swider, Weber 2003).
There bids for primary and secondary reserve are submitted to each
transmission grid operator on a bi-annual basis, whereas the bids for minute
reserve are submitted on a day-to-day basis. The bids comprise usually a
capacity and an energy price, with the capacity price describing the option
value paid by the grid operator for the right to exercise the plant operation
option. The energy price is on the contrary only paid if the option is
exercised.

g g N -]
8 g 28
Forward & Futures Market | & g 28
1] 4
=]
B g iy P
55 E
gy 1 8¢ g £
75E &0 B2
i i i "
Year Month Day Real
ahead ahead ahead Time

Figure 2-3. Trading structure in continental European markets

On the longer term derivative market, the market is also far from being
fully developed. The shortest term liquid product is usually the month ahead
forward (or future) contract and also the year-ahead product is traded rather
frequently. All other products are much less liquid and even though quotes
exist, it might be difficult to sell or buy larger quantities of these products
without affecting the prices. So the principle of one continuous market with
one uniform price, as put forward for example by Shuttleworth and Lieb-
Doczy (2000), is far from being achieved in the continental European
context. Besides historical and circumstantial reasons, two fundamental
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factors may explain, why no complete market structure with uniform prices

emerges:

e The first is the persistent vertical integration of utilities, which leads, as
discussed in chapter 5, to a limited liquidity on the power exchange
markets

e The second is the dominance of thermal power plants in the generation
park, for which the marginal generation cost is dependent on the time lag
between unit commitment decision and operation and also on the
operation mode in preceding and subsequent hours. So for the individual
units no uniform marginal price exists and this makes notably a reserve
market with combined capacity and energy bids more convenient.

Of course, this market structure has to be accounted for when developing
practically relevant decision support models for the industry.
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DECISION MAKING AND UNCERTAINTIES IN
THE ELECTRICITY INDUSTRY

In this chapter, the basis for the subsequent analyses is laid by first
summarizing which are the key decision problems in the electricity industry
(section 1). Then, the major uncertainties are discussed in section 2 and the
formal framework used in the subsequent chapters is described in section 3.

1. DECISION PROBLEMS IN THE ELECTRICITY
INDUSTRY

Decision problems in the electricity industry may be categorized along
different lines. A first useful distinction is to look at the part of the value
chain, where the decisions are taking place. Accordingly (cf. Figure 2-2), we
may distinguish decisions taken by:

e Players in competitive segments

e  Generation companies
Trading companies
Retail companies
Holdings of vertically integrated companies
Electricity customers
e Players in regulated segments

e  Transmission companies and transmission system operators

o  Distribution companies and distribution system operators
e Regulators

Another division is according to the impact of the decisions. Here the
common distinction between
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e Operational decisions: having a short-term impact and affecting only
specific functional areas and

e Strategic decisions: having a long-term impact and/or affecting all
functional areas within a firm

is useful.

Furthermore, decisions should also be distinguished according to the type
of resources which they affect: human, financial and/or physical resources
(material and production equipment). Of course, most decisions in a firm
will affect in some way or another human and financial resources. But not all
may directly have an effect on physical resources. For example, the selection
of a candidate for a job opening has often no impact on the material and
production equipment he or she will use. Also merger & acquisition
decisions have not by themselves an impact on the physical production
processes, albeit of course subsequent decisions may profoundly affect
material flows and production equipment used.

These few categorizations — many more are possible of course — clearly
illustrate the broad variety of decisions taken within the industry we are
studying. And obviously any attempt to treat all of them in depth is
condemned to fail. The focus of the following analyses is therefore on those
decisions, which are at least to some extent specific to the electricity
industry - i.e. those linked to the physical production processes and
resources used. Furthermore, a restriction to those decisions which have to
be rethought in the new, deregulated environment seems advisable.

Consequently, the following analyses will look in detail at those
operative and strategic decisions in the generation and trading businesses
which affect electricity generation. Transmission and distribution are not
scrutinized, since these still remain monopolies. Nor decisions in electricity
retailing are looked at, albeit those are now radically different from former
times. But in that branch, methods and models already in use in other retail
markets can be fruitfully applied®. Consequently, the focus is on models for
production scheduling, portfolio management and investment decisions in
the electricity industry.” Thereby not only models for optimal decision
making will be derived, but also models to cope with the key uncertain
factors affecting these decisions. The key interconnections between
uncertain factors and decisions are illustrated in Figure 3-1.

Examples of quantitative models and analyses in this field include Weber et al. (2001)
Decisions on maintenance and retrofit are a further topic of considerable interest for
electricity generation companies in liberalized markets. But here again, by and large
similar methods to those in use in other sectors (e. g. chemical industry) may be applied.
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Figure 3-1. Uncertainties and key decisions in competitive electricity markets

The key uncertain factors will be scrutinized in the following section.

2. UNCERTAINTIES IN THE ELECTRICITY
INDUSTRY

In order to develop good'® models for decision making, it is essential to
have a good understanding of the issues at stake. Therefore stylized facts
about the key uncertainties mentioned in Figure 3-1 are presented in this
section.

2.1 Market prices for primary energy carriers

Most of the electricity generated worldwide is produced from one of the
following primary energy carriers (cf. e.g. EC 2002): coal, oil, gas, hydro
and nuclear. For nuclear and hydro no public markets or trading platforms
exist. In the case of nuclear fuels, this is certainly due both to concerns on
proliferation of uranium for nuclear weapons and to the technological

“Good” may for our purposes be provisionally defined as: fitting closely the observed
reality while being at the same time as easy as possible to understand and to implement.
Of course, more rigorous measures of model quality can be developed based on the formal
concepts introduced in section 3.
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complexity of the nuclear fuel chain, which requires long-term contracts to
secure investments. Hydro energy (and energy from other renewables such
as solar and wind) is not transportable and is therefore transformed on-site
into electricity. Consequently, no national or even world-wide market place
exists. A similar argument holds for lignite (brown coal), which is of
considerable importance for the electricity generation in some countries,
notably in Germany, where it contributes about 25 % to total generation.
Lignite has a low specific calorific value compared to hard coal; therefore
the transport of lignite would be comparatively very expensive.
Consequently lignite is almost exclusively burnt in on-site power stations
and hardly any national or international market exists.

For coal, oil and gas, selected market prices are shown in Figure 3-2.
Market prices in other locations worldwide should normally not differ by
more than the transportation costs from the prices shown here.

Figure 3-2 clearly shows that prices for oil are subject to considerable
variations in the longer run. For example, crude oil prices have risen by a
factor of three between the beginning of 1999 and the middle of 2000. But
also other periods with rather low price variations exist. The average day to
day variations (volatility) has been 2.3 % for the IPE products during the
period described here.

= Crude oil brent IPE

= = Natural Gas IPE

Index (Jan. 1999 = 100)

Steam Coal MCIS

0,_
=]

@%*I%"“..'é"@@@ d
I N I

Time

Figure 3-2. Market price indices for primary energy carriers
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The price of coal has been more stable in comparison; it has hardly
varied by more than a factor of 1.5 for the price index considered here. It is
worth noting that coal is still mostly delivered to power plants based on
long-term contracts and therefore for a long time period only monthly price
quotes have been established. A major reason for the use of long-term
contracts is that coal from different production sites can not be burnt in the
same power plant without substantial technical modifications in the plants to
adapt for variations in coal quality (e.g. sulfur and ash content, calorific
value).

Natural gas has only become more recently a commodity traded on a
day-to-day basis and even in many regions in the world (including
continental Europe) it is not traded extensively so far. For a long time, the
gas price used to be closely tied to the oil price through price formulas
containing smoothing and lagging components. And even the recent British
gas price developments shown in Figure 3-2 exhibit a clear lagged
correlation of the prices. Another point worth noting is that natural gas
prices exhibit considerable seasonal cycles. This is due to the limited
storability of gas and the clear seasonal variations in gas demand, related to
its use as heating fuel.

2.2 Product prices for electricity

In most electricity markets world-wide, spot market prices for electricity
are characterized by (cf. also Johnson, Barz 1999):

o daily, weekly and seasonal cycles,
* high volatility,
e mean reversion and
» spikes.

This is illustrated for the case of the German market in Figure 3-3.
Thereby daily price averages for peak and base products in the day-ahead
market are shown, the hourly prices even exhibit higher volatility and spikes.
Several analyses have highlighted that among all traded commodities,
electricity exhibits the highest volatilities (e.g. Pilipovic 1998). A major
reason for these strong fluctuations is the non-storability of electricity. It
implies that at each moment in time supply has to match demand and in peak
demand hours, prices may increase drastically, especially if some unforeseen
plant outages lead to capacity shortages. It is worth mentioning that in
hydro-dominated systems, such as notably the Nordic power market,
electricity prices are much less subject to short-term fluctuations (cf. Figure
3-4). Even if electricity itself remains non-storable, the storability of water
has as a consequence that electricity prices behave much more like those of a
storable commodity.
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Figure 3-4. Electricity spot market prices in the Nordpool area year 2002

Given the extreme price volatility of spot market prices, the

establishment of electricity trading in the short term (such as on spot
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markets) has been in most markets soon followed by possibilities to sign up
electricity contracts in advance. Although considerable differences exist
between the products established in different markets, one may retain that in
general future and forward prices for electricity contrarily to spot prices
exhibit:

® no cycles,

¢ lower volatility,

¢ little mean reversion.

Figure 3-5 illustrates this for the case of the German market. The absence
of cycles is of course due to the fact that the price developments of forwards
or futures for one given expiry date are considered here. The forward curve,
which includes forward prices for different monthly or quarterly delivery
dates at a given moment in time, shows on the contrary seasonal patterns.
The lower volatility of the future prices is related to the fact that the futures
themselves are storable equities, since they may be purchased today and sold
tomorrow or next month. This explains also why little mean-reversion in
these prices is observed. As for any storable equity, arbitrage opportunities
would arise if the (discounted and risk-adjusted) product price would not
follow a martingale process, i.e. a stochastic process where the observed

value today corresponds to the risk adjusted expected value for tomorrow
(cf. e.g. Hull 2000).
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Figure 3-5. Electricity future prices
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action will not be dealt with in depth here, but the market equilibria which
may arise from the interaction of different profit maximizing actors will be
at the heart of chapter 5.

2.5 Demand growth

Over the past years, electricity demand has grown only slowly in most
OECD countries (cf. Figure 3-6). Yet this growth has been far from certain
and subject to stochastic fluctuations as indicated in Figure 3-7. Especially in
the longer run, uncertainty on electricity demand growth has therefore also
to be taken into consideration.

2.6 Technology development

In the longer run, uncertainties on technology development are also of
considerable relevance. An example are the future prospects of fuel cells or
other distributed generation technologies One possibility for assessing the
development trends is the use of learning or experience curves (e. g. Wene et
al. 2000) to identify the likely development. But it is obvious that major
uncertainties remain even when using learning curves — as illustrated in
Figure 3-8 the learning rates observed in practice scatter around a wide range
and as a consequence necessary cumulative production quantities for
reaching a pre-specified target cost level may vary by more than a factor
two. One might even argue philosophically (or more precisely
epistemologically) that there must be a fundamental uncertainty when one
human mind (the modeler) aims at assessing ex ante what will be the final
outcome of the work of a multitude of other human minds (the fuel cell
engineers). Ways of dealing with this type of uncertainty are discussed in
chapter 8.
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Figure 3-8. Cost degression rates observed for various technologies
2.7 Regulatory and political uncertainties

Finally regulatory and political uncertainties are last type of uncertainty,
which is of preeminent importance for the electricity industries. The last
decade has shown that the changes in the regulatory framework are not
finished once competition is introduced. On the contrary, the regulatory
framework has continuously evolved in all competitive electricity markets in
order to cope with perceived imperfections of the market design. Recent
examples include the new trading arrangements (NETA) finally introduced
in England and Wales after long discussions in 2001 (OFGEM 2002), the
standard electricity market design (SMD) developed by the Federal
Electricity Regulatory Commission (FERC 2002) in the U.S. after the
California power crisis, or the different versions of the
‘Verbdndevereinbarung’ (BDI et al. 1998, BDI et al. 1999, BDI et al. 2001)
developed in Germany. To this, political interference has to be added which
aims at promoting other policy goals, notably emission reduction and
climate change mitigation through various instruments such as tradable
emission certificates or renewables feed-in tariffs. This changeable political
environment has had a huge impact on decisions in the electricity industry in
the past and is expected to be also of considerable importance for future
choices, e. g. through political decisions on the (non-)use of nuclear energy
or on the promotion of renewables.
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From the perspective of a single utility, the political uncertainties are in a
certain sense more difficult to cope with than e.g. price uncertainties, since
hardly any objective probabilities can be assigned to possible outcomes of
the political process. In the subsequent chapters nevertheless some elements
how to deal with such uncertainties will be discussed.

3. FORMAL FRAMEWORK

A first step to cope with the decision problems and the uncertainties
described in the previous sections is to define some notation to handle such
problems. This will be done in the following sections, starting with a
categorization of decision support models in section 3.1, followed by the
notation for describing uncertain parameters in section 3.2. Section 3.3 then
uses this framework to formulate one basic decision problem in the
electricity generation business: the unit commitment and load dispatch
problem.

3.1 Formulating decision problems under uncertainty

In a static view'”, decision problems are essentially composed of the
following elements:

e a set of decision alternatives A = {Ak}

o a set of possible states of the world 8§ ={S,}
e aresults function V(4,,S,)

o autility function or functional J(V'(4,,S,))

e adecision criterion (objective function)

The following remarks have to be added to these basic definitions:

The set of decision alternatives A may have a finite number of elements
(e.g. the two elements: to run or not a given plant) or an (almost) infinite
number of elements (e.g. the possible bidding prices in a power auction).

The set of decision alternatives may be described by a vector y of
decision variables. Without much loss of generality we can assume that y

” A dynamic view on decision problems, which emphasizes the stages of problem
identification, problem analysis, decision taking, implementation etc. is certainly also very
useful for reaching good decisions in the practice of the electric industry. However, such a
perspective on decision problems is largely outside the scope of this book, which focuses
on providing methods for the stages of problem analysis and decision taking.
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has a number dy, of integer elements and a number dy, of real-valued
. dy pim dyre .
elements, ie. ye B xR with B, = {1, ..., n}.
y may have a temporal structure, in this case a partition

v=[y,y,.y,. .y, ] exiss.

The set of possible states of the world may also have a finite or an
infinite number of elements and may be described by a vector x of state
variables. For x it is assumed that x has a number dy,;, of integer elements

. d d .
and a number d,,, of real-valued elements, that is X € Bn b e M with

B, = {1, ..., n}. Furthermore, x may also have a temporal structure.

x can be described as a (vector of) random variable(s) (cf. below).

However, the description of x as random variable is not useful in all
decision settings. In traditional decision theory, the distinction is made
between decisions under uncertainty (in a narrow sense) and decisions under
risk (cf. Bamberg, Coenenberg 1994). Decisions under risk cover those
cases where objective probabilities can be assigned to the different possible
states of the world (values of x). In that case X can be described as random
variables. Decisions under uncertainty (in a narrow sense) cover conversely
the cases where no assignment of objective probabilities is possible'’.

Courtney et al. (1997) distinguish between four different types of
uncertainty (in the narrow sense):

Level 1 — a clear enough future describes the case were despite some
uncertainty decision makers can develop one single forecast as basis for
decision development.

Level 2 — alternate futures corresponds to circumstances where the future
can be described through a set of discrete scenarios. This can correspond to
different policy regulations or to different strategies by competitors

Level 3 — a range of futures is characterized by the fact that there are no
obvious discrete alternatives but rather a range of possible outcomes, e.g. in
an emerging market the achievable customer-penetration may vary between
5 % and 40 %.

Level 4 — true ambiguity occurs if multiple dimensions of uncertainty
interact to create an environment that is virtually impossible to predict. Such
situations are according to Courtney et al. (1997) rather rare but they do
exist.

' The subjective expected utility (SEU) theory first developed by Savage (1954) argues that
subjective probabilities are sufficient to treat a decision problem using known
probabilities. In the context of an electric utility, where most decisions are taken not by
single individuals but by groups, the existence of consistent collective subjective
probabilities can however not be taken for granted.
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These different types of uncertainty will arise in the electricity industry
especially in the longer term and we will therefore come back to appropriate
methods for decision support when analyzing the longer term problems of
technology development and investment strategies. In the next section we
will turn towards decision settings where the unknown parameters may be
described through probabilities.

3.2 Describing uncertain parameters

In mathematics, probability measures are introduced within the rather
general framework of measure theory. A probability space is in that context
a triple (Q,0,0), where Q describes the set of possible values. ® is a o=
algebra of Q,i.e. a set of possible subsets of Q and @ is a probability
measure, i.e. a mapping from £2 on the interval [0,1] with the following
properties:

®(2)=0
o(Q)=1 (3-1)
oz, |- S0t

Thereby (E.jneN) is any sequence of pair-wise disjoint members of ©.
The last property describes the additivity of probabilities of disjoint events.

Based on these basic definitions, in a next step random variables and
stochastic processes can be introduced.

3.2.1 Random variables

Random variables are defined as functions which map the set of possible
events Q to (a subset of) real numbers:

X: QR (3-2)

X itself is not observable, but based on the properties of the probability
space (€2,0,d), properties of X can be deduced. If the image of X contains
only a finite or countable infinite number of elements, discrete probabilities
Pry can be assigned to these elements using the probability measure @
defined on ©.
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R [0,1]

LN Pr(x)= (D({a)|x =X ((o)}) (3-3)

For random variables X with a non-countable image set, the definition of
discrete probabilities Pry is usually not possible. But always the cumulative
distribution function (CDF) Fx{x) can be defined through the probability
measure O:

R [0,1]

o FW)= ol x(@)< )

(3-4)

If Fy is (continuous and) differentiable, the probability density function
(PDF) fx may be defined as the derivative of Fy with respect to x:

R [0,1] 50
v fyle)= L @9

e

If £, is defined, the expectation of the random variable X can be defined
easily through:

Elx] = Txfx (x)aix (3-6)

But as described for example in Breiman (1986), the expectation of
random variables can also be defined in those cases where no probability
density function exists for X. Since we will occasionally also use stochastic
variables with non-continuous cumulative distribution functions, this
definition is also given here:

E[X (o)} = lim 'li_rg[gné‘(b({w]nd <o<(n+ 1)5})] (3-7)

As usual with real-valued random variables, it is thereby assumed that
also the sample space 2 is R. IfQ is extended to be a Cartesian product of
R, KT with TeN or even an infinite-dimensional space such as a sub-space
of the real-valued functions, we get stochastic processes.
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3.2.2 Stochastic processes

Stochastic processes X in discrete time can be most easily viewed as a set
of random variables X; indexed over time .

X={x,|x,: Q- Rref2,..,T} (3-8)

The possible values of X, are often called states, the set of all possible
values for JX; is called state space. Multivariate stochastic processes are sets
of random variables indexed over time and further dimensions, like products,
power plants, customers, etc. Multi-variate stochastic processes will be
considered in more detail in chapter 6 on risk management.

In financial mathematics, stochastic processes in continuous time are also
frequently used to describe price movements. Mathematical measure theory
is particularly useful for deriving general properties of these processes. They
can be viewed as a family of random variables:

x()={x(): Q%o 7)) (3-9)

The use of stochastic processes in continuous time allows for selected
problems to derive analytical solutions (e.g. the famous Black-Scholes
formulas). But real-world decision problems in the electricity industry are in
most cases more adequately formulated in discrete time and the models are
often anyhow so complicated that no analytical solutions are possible.
Therefore the properties of continuous time processes will only occasionally
be used.

33 Models for decision support under uncertainty

In general, two types of models are of interest for the decision support in
the electricity industry. On the one hand, adequate models are needed to
describe the development of uncertain parameters, notably electricity prices
or demand. These are descriptive models, since they focus on providing a
description as good as possible of observed phenomena. For descriptive
models, model quality has hence to be measured by comparing actual

observations X, with the stochastic variables X; provided by the model

specification. How this can be done is discussed in section 3.4.

On the other hand, decision support aims at providing answers to the
question, which would be the best decision in a given context. This is the
aim of prescriptive or normative models, although the term “prescriptive”
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has not to be taken literally, since the decision has always to be made by the
decision maker and he or she may and should always consider the possibility
that the decision proposed by the model is not optimal, given that some
elements of reality are not fully reflected in the model. The performance of
prescriptive models on real problems can only be measured by comparing its
outcomes ex-post to the performance of some alternative model (which
could be the “intuitive” decisions of the decision maker).

It has to be noted that the division between descriptive and normative
models is in practice not as clear-cut as it may seem at first sight. Notably, if
a descriptive model describes the behavior of optimizing agents or efficient
markets, it might well be formulated as an optimization model, i.e. in the
same formal structure than a prescriptive model (cf. chapter 4, section 1).
Another somewhat different example is the value of an option, which is
usually determined on the basis of a descriptive model, but which may be
directly interpreted as the prescription not to pay more than the calculated
value.

Yet as a general rule descriptive models are used to describe and predict
the value of parameters which are outside of the decision maker’s control but
influence his or her decision (e.g. electricity price). Prescriptive models aim
at identifying the optimal decision under these circumstances, making use of
the information provided by the descriptive models.

34 Measuring model quality

In order to measure the quality of descriptive models, various statistics
have been developed (cf. e.g. Hufendiek 2001). The most widely used are:

e The share of explained variance (goodness-of-fit measure)
T

Z(Xlr—yr)z

2 _ 1=l

:1 (’?t _”[/?t])z

!

1 G 5
o The root mean squared error RMSE = T Z( ,—X ,)2

1Sy 6
¢ The mean absolute error MAE = _TTZ:X -X ,’
=

1Z
e The mean percentage error MAPE = —Z —




28 Chapter 3

T
¢ The value of the likelihood—function L = H Jx, (X ,IX . ¢ 1—1)
=1

e The value of the log-likelihood—function
T ~ ~ ~
LL=1In(L)= Zln(fX, (X, X, ))
t=1

Hereby the first four measures uniquely focus on the predictive quality of

the models by comparing the actual observations X, with the predictions
X , obtained from the model. Usually, the predictions are thereby set equal

to the expected value of the stochastic variable: b'¢ , =E [X . ] The use of the

likelihood-function (or equivalently the log-likelihood-function) by contrast
emphasizes the as good as possible replication of the actual distribution
through the stochastic model'*.

All measures may be evaluated on the sample used for estimating the
model parameters, or they may be calculated based on a comparison of out-
of-sample forecasts performed by using the model(s)”’. The latter is a more
appropriate indication of the model quality, especially if it is done using
similar forecast horizons than those to which the model is to be applied in
practice. Yet its proper application requires estimating the model repeatedly
and using it each time also for the corresponding forecasts.

Which of the aforementioned quality measures is most appropriate,
depends of the use that is made of the forecast values. Ultimately the quality
criterion used for the evaluation of the descriptive models should reflect the
costs associated with incorrect forecasts. This is a strong argument to use
measures of absolute error such as MAE or RMSE in the case of price
forecasts instead ofrelative measures like MAPE — a forecast error of 5 % is
much more important if the price is 100 €/MWh than if the price is 10
€/MWh. One might even go one step further and argue that if the value of
the objective function is purely linear in the price (e.g. in the case of a
simple profit function), the MAE is more appropriate than the RMSE, which
accords more weight to strong outliers. But if the optimal decision does not

Based on the log-likelihood function adjusted measures like the Akaike information
criterion (AIC) or Schwarz’ Bayesian information criterion (BIC) have been developed
which allow comparing models with different numbers of variables (cf. Box, Jenkins,
Reinders 1994, Sakamoto et al. 1986). A concise discussion why the AIC (or at equal
model size the log-likelihood) is an adequate criterion of model quality is provided by
Chi, Russel (1999). A general introduction to maximum likelihood estimation in
econometrics is provided inter alia by Greene (2000).

The likelihood is usually only calculated on the estimation sample, but the extension to
the out-of-sample caseis straightforward.
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only depend on the expected (or most probable) value of the explained
variable but on its whole distribution, then the quality of the descriptive
model should be measured taking into account the full distribution, i.e. using
the (log-)likelihood-function.

An important remark is that a comparison of models with different
explained variables (e.g. prices and log of prices) cannot be done by
applying the quality statistics directly to the models. Instead, the model
outputs have to be transformed to the same explained variable in order to
achieve a meaningful comparison.

For prescriptive models, quality measurement is easier on the one hand,
since with the objective function a “natural” quality criterion exists. But as
stated before, quality can here always only be measured in relation to some
other decision model. And comparison is further complicated if these models
are applied repeatedly and the later decisions depend on those taken
previously. Then only the quality of whole decision chains can be compared
against each other. For an appropriate comparison, it is then important to
perform the comparison in different situations, such as low and high price
periods. And obviously, the quality of the decisions not only depends on the
quality of the prescriptive model (decision rule) but also on the quality of the
descriptive models delivering information for the decision support.
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Chapter 4

MODELLING ELECTRICITY PRICES

Electricity prices are as described in chapter 3 a key source of uncertainty
and a key challenge for decision support in competitive electricity markets.
In the past various approaches have therefore been developed to analyze and
predict electricity market prices. They may be broadly divided into at least
five classes (cf. Table 4-1). Among the theoretically founded models,
fundamental models allow accounting well for the impact of power plant
characteristics and capacities, for restrictions in transmission capacities and
demand variations (cf. section 1). The financial mathematical models are
more suited for coping with the volatility of electricity prices and are often
used for option valuation and risk assessment purposes (cf. section 2). A
third category of models is formed by game-theoretic approaches, which are
particularly adequate for analyzing the impact of strategic behavior on
electricity prices (cf. chapter 5). Besides these models with strong theoretical
foundations, other more empirically motivated models are found: The fourth
class of models, statistical and econometric time-series models, relate the
fluctuations of electricity prices to the impact of external factors such as
temperature, time of the day, luminosity etc. The stochastic aspect of
electricity price formation is here acknowledged albeit often not dealt with
in much detail. In fact this type of models is much complimentary to finance
models, in that the statistical and econometric models deal in detail with
possible explanatory variables for electricity price fluctuations whereas the
finance models focus on the stochastic part of the price change. Finally also
so-called “technical” analysis and expert systems can be mentioned as
methods used especially by practitioners to anticipate price movements
based on the analysis of past price developments. These model classes will
not be discussed in detail here. Instead section 3 describes an integrated
novel model combining the two aforementioned approaches of fundamental
and financial models.
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Table 4-1. Types of electricity price models

Model category Examples
Theoretically founded models
Fundamental models Kreuzberg (1999), Starrmann (2000) and
Miisgen, Kreuzberg (2001), Kramer (2002)
Finance models Pilipovic (1998), Schwartz (1997), Johnson,
Barz (1999), Barlow (2002)
Game theoretical models Green, Newbery (1992), Bolle (1992), Bolle
(2001), Jebjerg, Riechmann (2001), Weber
(2001)

Empirically motivated models
Statistical models Erdmann, Federico (2001)
“Technical’ analysis and expert systems

1. FUNDAMENTAL MODELS

The basic idea of fundamental models is to explain electricity prices from
the marginal generation costs. Examples of such models include Kreuzberg
(1999), Starrmann (2000), Miisgen, Kreuzberg (2001), Kramer (2002),
Kurihara et al (2002) and ILEX (2003). Many more fundamental models
have been developed by consultants or the utilities themselves and are
therefore not published. Often, fundamental models are also incorporated in
more sophisticated game theoretic (Jebjerg, Riechmann 2000, Ellersdorfer et
al. 2000, Hobbs et al. 2002) or stochastic models (Skantze et al. 2000,
Barlow 2002). Especially in the latter papers, continuous approximations to
the fundamental electricity price formation are however used.

In the following, first the basic principle of cost minimization is
discussed, which leads to the derivation of the merit-order curve as simplest
fundamental model. From this basic model, several extensions are possible
to arrive at better approximations of the reality. These include notably the
inclusion of import and export, hydro-storage and start-up costs as well as
operation constraints (minimum up and minimum down times) and reserve
power markets. How this can be done is discussed in the subsequent
sections and then key challenges for obtaining valid fundamental market
models are summarized.

1.1 Basic model: cost minimization under load
constraint and merit order

If the electricity spot market operates efficiently, it should lead to an
efficient system operation with minimal costs, satisfying all customer
demands. If customer demand is taken as price inelastic (and there is much
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evidence of almost price-inelastic demand, cf. e.g. the figure for Alberta
given in Barlow 2002), prices will equal to the marginal generation costs of
the last unit needed to fulfill given demand. This well-known result can also
be derived from a formal analysis. Here system operation is described by the
following set of equations:

minC, = > Cops (4-1)
C, =ZC =;pp,u,,huy.,,, (4-2)
}; Yus 2D, (4-3)
Vg SKppy, (4-4)

Equation (4-2) describes the objective function as minimization of
operation costs, which are determined by plant output y,, multiplied by the
fuel price pr,, and heat rate h,. , Equation (4-3) provides the balance of
supply and demand. It is formulated as an inequality since production will
anyhow not exceed demand if production costs are strictly positive. The
capacity constraint for each unit is finally given by Eq. (4-4). Together these
equations form a classical linear programming problem, which may be
written as:

: T
minc
ine, 'y, 4-5)
Ay, 2b,

The solution of this problem will be always located on corners or edges
of the hyperplane described by the inequalities in (4-5). Furthermore,
according to the duality principle in linear programming, the solution is
equivalent to the solution of the dual problem:

T
maxb, v,
¥, (4'6)
Ay, <¢,

A closer inspection of the dual problem reveals that the vector of shadow
prices y; contains as first element the shadow price of demand /jp, and as
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following elements the shadow prices of the capacities wg,, The dual
problem may thus be written:

max G, =D- Yoy~ ZKu'//K,u,r 4-7)
Pp,sPK g u
V/D,I - V/K,u,t < pF,u,thu vu (4'8)

Equation (4-7) implies that g, will be maximized and yx,, (the capacity
rents of the units) minimized. From Eq. (4-8) it can be deduced that ¥p, and
Wk, Will move in parallel as soon as the shadow price of demand exceeds
the marginal generation costs of the unit . Putting this into Eq. (4-7), it is
evident, that the profit &, will not be increased anymore as soon as the sum
of capacities with positive shadow prices equals or exceeds demand D,.
Furthermore, Eq. (4-8) implies that the shadow price of demand will be (at
maximum) equal to the variable costs of the cheapest unit where the shadow
price of capacity k., is zero. Consequently the marginal system price,
which corresponds to the shadow price of demand, will be equal to the
marginal costs of the most expensive unit needed to satisfy the demand
restriction. Graphically, this result of price formation according to the merit
order curve is illustrated in Figure 4-1.

Electricily
demand
7]
Q
2
|-
o
Yb. ¥ Marginal
generation costs
WK,H,I
b
r_[ Prus h,
) T P
D
KPL, u :
Power

Figure 4-1. Merit order and shadow prices in the simple cost minimization model
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Of course this is only a very basic model, which has to be extended into
several directions, as shown in the following sections in order to cope at
least approximately with the reality in European electricity markets.

1.2 Transmission constraints

A first extension to be considered is multi-regional modeling. If imports
from region r’ to r and exports from r to r’ are allowed, the demand equation
has to be formulated for each region and import and export flows e have to
be added:

Zyu,l +z (er',r,l - er,r‘,l ) 2 Dr,t ’ (4'9)

uel, r

Transmission capacity restrictions are accounted for similarly to
generation capacity restrictions:

er,r‘,l < KTR,r,r' : vTR,r,r',! ' (4-10)

Vit SKppy  Vepue (4-11)

Thereby, D,, describes demand in region r, e, ,, the export flows from
region r' to r, Kpr, the capacity of power plant type u and Krg,, the
transmission capacity from region r to r. Additionally, the availability of
transmission lines vrg,.,~, has been included into this extended model as well
as the availability of power plants vpy,, .

1.3 Hydro plants

Besides the thermal power plants focused on so far, hydro power plants
also play a considerable role in many electric power systems including the
continental European one. Here at least three cases have to be distinguished:
e Run-of-riverplants
e Hydro storage plants
¢ Hydro storage plants with pumping facilities (pumped storage plants)

The first type of plant will run whenever water is available. It is therefore
a must-run plant and its production y,, can be set equal to the inflow w,, or
even directly be deduced from overall demand. Hydro storage plants are far
more complicated, since through the storage, several time steps are linked
together. This requires the formulation of the storage equations:
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H, SH, =Vt Way VueUgor. (4-12)

H,, <Hyx, VueUgog, (4-13)
The first one describes the filling and discharging of the storage, the
latter the maximum storage capacity constraint. The storage level H,,, which
is expressed for simplicity in energy units, is furthermore as all other
variables presumed to be positive.
The third class of hydro power plants, pumped storage plants, requires
even further extension of the framework. Here, an additional decision

variable, the pumping energy ;PUMPW has to be introduced, and Eq. (4-12)

has to be modified accordingly:
H,, <H, =Y., + ”PS;PUMP,u,/ +w,, VueUp, (4-14)

Thereby 7ps is the cycling efficiency of the pumped hydro plant, i.e. the
fraction of the energy recovered when first pumping the water and then
propelling it through the turbine again. Of course, the pumping energy has
also to be included in the demand Eq. (4-9) and a capacity constraint on
pumping has to be introduced:

(4-15)

Y rumpaus S Kpump * Vourp s
In order to model adequately seasonal hydro storage, as practiced notably

in the Alps, the model has to cover at least one year. Consequently the
objective function (4-1) has to be extended to cover several time periods:

min C, =33 Cpp (4-16)
t u

y",I;PUMI’.u,I

and all relevant restrictions for the operating variables have to be considered
simultaneously. Furthermore, an adequate terminal condition has to be
included for the water reservoirs. One attractive formulation is to require that
the final and the initial reservoir level are identical, which can be expressed
through the following cyclical condition for time step 1 (instead of Eqs. 4-12
resp. 4-14):

H, SH,p =Y tpsYpumpuy * War Ve Upg, (4-17)
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14 Start-up costs and minimum operation/shut-down
time

Start-up costs may influence considerably the unit commitment decisions
of plant operators. In unit commitment and load dispatch models, they are
typically modeled using binary variables for unit operation, start-up and
shut-down (cf. chapter 6). However, this is hardly feasible when modeling a
national or regional market. Nevertheless, an approximation can be done by
defining as additional decision variable for each plant type the capacity

currently online )70NL’H,, . On the one hand, the capacity online then forms an

upper bound to the output and on the other hand, the capacity online
premultiplied by the minimum load factor ryyr for the plant type gives a
lower limit to the output:

Yur S YonLuy

- (4-18)
" F Y oNLuy = Yuy

Start-up costs then arise, if the capacity online Yy, ,, is increased, i.e.

when the start-up capacity ygp, ,, gets strictly positive:

Vstuus 2 YoNLug — YONLug-1 4-19)

In order to avoid that units are always kept online, one has to account for
that the efficiency at part load is usually lower than at full load, i.e. instead
of (4-2), the following equation describes the operation costs:

COp,u,l = Prauihou e Yonus + PFuiPmu (y wt ~PmLry ONL,u,t)

_ 4-20)
= pF,u,thm,uyu,t + Pruy, (hO,u - hm,u )rMLFyONL,u,t

Here hg, is the heat rate at the minimum load factor and h,,, is the
marginal heat rate between minimum and full load, which is assumed to be
constant. If A,,,< hg,, the operators have an incentive to reduce the capacity
online.

Additionally, the cost function to be minimized has now to include also
the start-up costs, described by the relation

Corvuy = Csru,u,pJN’ STU ut (4-21)
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For the modeling of minimum operation times, the variable ¥y, ,, may

be used again. The requirement is that the reduction in the capacity online
between time ¢ and time f+/ cannot exceed the minimum of the capacity
online during the last Tgppmn, hours. These hours correspond to the
minimum operation hours of the corresponding plant type:

Yonvus = YonLusrt S YoNLur Vr2t- TOP,MIN,u (4-22)

Conversely, the maximum start-up capacity is limited by the minimum of
the capacity shut-down during the last Tsp,agn, hours.

ySTU,u,l < KPL,u - ;ONL,u,r Vr2i- TSD,M[N,u (4'23)

1.5 Reserve power markets

Depending on the national or international regulations, different types of
reserve have to be provided by the generators. A rather detailed model of the
different cases for the German market can be found in Kreuzberg (1999). A
somewhat simpler model distinguishes only between spinning reserve
(primary and secondary reserve) and non-spinning reserve (minute or
tertiary reserve). In both cases, the positive reserve has to be included in the
capacity balance of those plants able to provide them and additionally the
negative spinning reserve margin has to be included as lower margin
between the actual output and the minimum output:

yONL,u,t + ;RESsp+,u,l + gRESoth+,u,t < KPL,u,t (4 24)
YMLEYoNLug S Vg ~ §RESsp—,u,:

An inclusion of a negative tertiary reserve is not required in systems with
limited fluctuating generation (notably wind), since the tertiary reserve is
usually required to cope with forced plant outages. In systems with high
wind energy generation, a sudden reduction of conventional generation and
hence a negative tertiary reserve may be required to cope with increased
wind generation. This has to be accounted for in the constraint (4-22) for the
minimum operation time, which has to be modified as follows:

YONLuy ~ (y ONL g+l 4 RESoth—u,1 ) S Yonus VT 21=Top run (4-25)

Besides these restrictions at the plant level, which may include also
maximum levels of reserve power to be provided by different types of
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plants, of course also the overall reserve restrictions have to be satisfied (cf.
UCPTE 1998, DVG 2000):

Z §RESsp +,u,t 2 §RESsp +,ges,f

uel,,,

Zé’RESsp—,u,t 2 ;RESsp——,ges,r
HUs- (4-26)

ZCRESoth,u,I 2 gRESolh+,ges,I

MEU”,,”

Zé,RESsphu,t 2 gRESsp+,ges,t
MEUmh_

1.6 Implications and challenges

The Egs. (4-9) to (4-26) presented in the previous sections describe the
price formation in an efficient and deterministic market for electricity. For
the practical implementation of such a model, three major challenges arise.
The first one is data availability. Depending on the market, more or less
information on plant capacities and costs, demand patterns and transmission
capacities may be available to construct such a model. A second challenge is
the choice of appropriate time resolution. On the one hand, the modeling of
seasonal hydro storage (cf. section 1.3) necessitates the modeling of a full
year; on the other hand the adequate modeling of start up costs requires a
time resolution of one hour or at most two. In order to keep the model
manageable, one solution is to model typical days, as will be done within the
framework of the integrated model (cf. section 3.2). Another is to use load
segments within a seasonally decomposed yearly model (cf. Kreuzberg
1999). In this framework, the integration of start-up costs is however
difficult.

A final challenge is the incorporation of stochastic fluctuations, e.g. in
demand or plant availability. This is particularly relevant, if the model is to
be used directly for short-term predictions (time horizon of up to two
weeks). At longer time horizons, the impact of current values of the
stochastic variables on the future prices is rather limited, as can be both
explained fundamentally (stability of weather conditions, duration of plant
outages) and observed empirically (cf. section 2). Of course, it is in principle
possible to model all fundamental stochastic fluctuations also fundamentally,
doing e.g. Monte-Carlo-simulations of demand variations, plant outages etc.
But even if these processes could be modeled bottom-up perfectly, one
should not expect to describe the full range of fluctuations observed on the
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markets: As demonstrated for the financial markets (cf. Hull 2000), trading
itself is expected to contribute to the creation of stochastic fluctuations.

2. FINANCE AND ECONOMETRIC MODELS

Describing the stochastics of price movements is the field par excellence
of the numerous models developed in finance. Originally developed for
stock and interest rate markets, quite a number of these models have also
subsequently been applied to the energy field (cf. section 2.1). Econometric
models are also dealt with in this paragraph, since there is considerable
overlap between these two categories. The key emphasis of econometric
models is on the inclusion and specification of deterministic regressors (cf.
section 2.2). Yet given the specificities of electricity, notably its non-
storability, not only specific models for the deterministic term have to be
considered, but also the stochastics may be more adequately modeled by
more advanced models. Relevant specifications hereof are discussed in
section 2.3

2.1 Basic models

At the start, price movements on the wholesale markets for electricity
and other energy carriers have been described using models originally
developed for modeling the stock and interest rate markets. And even today
the geometric Brownian motion is still used frequently to describe electricity
market prices on the forward and future markets. Therefore it will be briefly
reviewed in section 2.1.1, followed by the mean-reversion process in section
2.1.2. Even more relevant is the extension to jump-diffusion processes,
discussed in section 2.1.3.

2.1.1 Geometric Brownian motion
Under geometric Brownian motion, rates of change (called return rates in
the case of stocks and other equities) are described through generalized

Wiener processes (cf. Hull 2000). A Wiener process is described in discrete
time by the equation:

Ax, = eAt @-27)

The change in the variable x during a small period At is hence the
product of a random variable & and the square root of the length of period
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At . £ is so-called white noise, i.e. a random variable which has a standard
normal distribution with an expected value of 0 and a variance of 1. A
Wiener process is a specific form of a Markov-process, i.e. it is a stochastic
process, where the current value contains all the information retrievable
from the (price) history (cf. Hull 2000). The specification of stock markets
as Markov processes is a direct consequence of the assumption of (weak)
market efficiency, which implies that arbitrage trading will make current
prices for a storable equity or commodity include all information available
on future values. By looking at the limit A#—>0 and adding a
(deterministic) drift term u df, a generalized Wiener process is obtained:

dx = pudt + odz (4-28)

Thereby x4 is the drift rate of the generalized Wiener process and o the
volatility rate. Application to the price changes for electricity yields:

P _ it + ods | (4-29)
P

In discrete time, this may be written:

L JA N v (4-30)

P

The relative price change u is hence the sum of a deterministic part gA¢

and of a stochastic part with variance o’At.

The assumption of a geometric Brownian motion hence includes two
important simplifications: firstly, the deterministic part of the price
movement is presumed to depend solely on time, not on the price level or
some exogenous factors. Secondly, the volatility of the stochastic part is
assumed to be constant over time. Section 2.1.2 and section 2.2 will discuss
ways to overcome the first limitation, whereas in section 2.1.3 and section
2.3 specifications going beyond the second limitation are presented.

Although the model of geometric Brownian motion is performing badly
for energy and specifically electricity spot market prices (cf. Johnson, Barz
1999), it should be noted that the development of the corresponding future
and forward prices may under certain circumstances be well described
through a geometric Brownian motion, albeit possibly with time-varying
volatility (cf. Clewlow, Strickland 2000, Karesen, Husby 2002).
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2.1.2 Mean-Reversion models

Following the observations by Gibson and Schwartz (1990) and Johnson
and Barz (1999) as well as others, it is usually assumed that energy market
prices exhibit mean-reversion. The basic mean-reversion or Ornstein-
Uhlenbeck process may be described in discrete time by the equation:

Ap, = k(py - p, )AL + oeAl (4-31)

That is, the deterministic part of the price change Ap, depends on whether
the price p, is currently above or below the equilibrium price pg. With x>0
(otherwise the process is not stable), prices will increase on average if they
are currently below the equilibrium price and vice versa. As before, the
stochastic part is assumed to have expected value of zero and to be normally
and independently identically distributed (i.i.d.).

The economic interpretation of the mean reversion observed for
electricity prices is that many of the stochastic fluctuations having an impact
on the electricity supply and demand balance are not permanent but only
temporary, e. g. weather effects or outages. In this view, the equilibrium
price pp represents an average price, which is modified through stochastic
temporary effects. A sudden price shock will have no permanent effect in
this model, since sooner or later (depending on the value of x), the price will
return to the equilibrium level. The opposite is true for a geometric
Brownian motion: any price shock will have a permanent effect
corresponding to its observed height, because all subsequent price changes
are uncorrelated with the previous ones and hence have expectation zero.

Another important difference between geometric Brownian motion and
mean reversion processes concerns the long-term price uncertainty. As
shown in Figure 4-2, price uncertainty (measured as the standard deviation
of the price change between fy and f) increases beyond any limit in the case
of the geometric Brownian motion, whereas price uncertainty is bounded in
the case of the mean reversion process'®. This assumption might be rather
problematic since it implies that price forecasts with a time horizon of 1
month - or any other value large compared to the time constant 1/x - can be
done with the same accuracy than price forecasts with a forecast horizon of 1
year.

' This difference is directly related to the distinction between instationary processes and

stationary processes emphasized in econometric time series analysis (cf. e.g. Hamilton
1994).
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Instead of formulating the mean-reversion model in the prices itself, it
may also be formulated in the logarithms of prices (cf. Pilipovic 1998):

Alnp, = x(In p, —In p, Jat + oeAt (4-32)

This ensures that electricity prices are always positive and furthermore
increases the probability of high prices. Nevertheless it may not be sufficient
to describe the probability of price spikes observed in the electricity markets.
This leads to the next model type, the jump-diffusion models.

-—\Wiener
process

- mean-
N -7 ———— S ——— reversion
process

Figure 4-2. Price uncertainty as a function of forecasting horizon in Geometric Brownian
motion and mean reversion processes

2.1.3 Jump-Diffusion models

Empirical investigations of the price changes in electricity markets
clearly show that these are mostly not normally distributed, but that they
rather have “fat tails”, i.e. strong price jumps are more probable than under a
normal distribution. This has been accounted for in finance and energy
models through the addition of ajump process on the top of the conventional
geometric Brownian motion or mean-reversion model. The original model
proposed by Merton (1976) for stock prices is formulated in continuous time
as:

dp = ppdt+o,pdz + ogp ¢ dq (4-33)

Thereby dg is a Poisson process, which gives as a counting process the
probability of one or more jumps in a given time interval df. The size of the
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jumps depends on the jump standard deviation oy and the normally
distributed stochastic variable ¢ Jump-diffusion models with mean reversion
can as before be specified in the price itself or in its logarithm. Clewlow and
Strickland (2000) propose the specification:

dp = k(p, —plt+o,pdz+ogpddg (4-34)

For the estimation either a maximum-likelihood approach may be
employed or the recursive filtering approach proposed by Clewlow,
Strickland (1999). According to the authors, this is more suited to identify
the extremely high spikes.

2.2 Deterministic and cyclical effects

Besides the specification of the stochastic structure, any spot market
model for electricity has to account for the cyclical, more or Iess
deterministic effects which are observable in spot market prices (cf. section
3.2.2). Three different types of cyclical effects can be distinguished: hour-of-
the-day effects, day-of-the-week effects and seasonal effects. For all three,
one of the following approaches could in principle be applied:
¢ Inclusion of continuous variables,
¢ Inclusion of corresponding dummy variables,

e Distinction of separate models.

For example Pilipovic (1998) uses sinus and cosinus functions to model
seasonal effects, whereas Cuaresma et al. (2003) include monthly dummies
to make the equilibrium price py in the specifications (4-31) and (4-32) time
dependent. Lucia and Schwartz (2000) test both specifications. Although
monthly dummy variables seem at first sight more accurate, they are
problematic when it comes to forecasting beyond the limits of one month: a
sudden change in the time varying mean (estimated from the observed data)
may induce a sudden price shock which is amplified through the mean-
reversion process.

For the hour-by-hour variations, Cuaresma et al. (2003) test both a
specification with dummy variables and a distinction of separate models as
proposed by Ramanathan et al. (1997). They find clear evidence that a
distinction of different models leads to a higher model quality, as measured
through RMSE and MAE statistics. This is not surprising, since the inclusion
of dummy variables allows only for time-varying means, yet separate
models additionally lead to time-dependent volatilities and/or time-
dependent mean-reversion rates.

Yet separate models are not always feasible. Notably distinguishing
models for winter and summer (or even for quarters) would considerably
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restrict the database for each single model and create severe continuity
problems at the connection dates. But in addition to the evidence provided
by Cuaresma et al. (2003), a distinction of models for weekdays and
weekends should be envisaged, since both price and load patterns differ
substantially between these day categories.

Besides these pure time effects, one may also wish to include explicitly
the impact of some exogenous factors with known impact on electricity
prices such as meteorological conditions like outside temperature and wind
speed (cf. Erdmann, Federico 2001) or system characteristics like number of
stations online (cf. Elliott et al. 2000). This will improve the forecasting
abilities of the model if the exogenous factors can in turn be predicted with
some accuracy. For both factors mentioned, forecasting is only possible in
the range of a few days or at maximum some weeks. Beyond this limit, the
exogenous factors can only be replaced for forecasts by their respective
long-term (possibly time-varying) mean. Consequently, the overall model
quality in terms of long-term predicting ability will hardly be improved by
including them.

23 Advanced stochastic models

Besides the most common stochastic specifications discussed in section
2.1, also various other specifications have been proposed to cope with
electricity price volatility. In the following, the particular strengths and
weaknesses of ARMA and GARCH models as well as Mixture distributions,
Markov regime switching, transformed diffusion models and multifactor
models will be briefly reviewed.

2.3.1 ARMA models

The mean-reverting process discussed in section 2.1.2 is in fact in a
discrete time framework equivalent to an autoregressive process of order one
(AR(1) process). It can thus be interpreted as one (simple) member of the
general class of ARMA models, which have been popularized through the
work of Box and Jenkins (cf. Box et al. 1994). General ARMA models may
be specified as:

m n
X2+ ) X+ Y B, & (4-35)
k=1 1=1

They allow accounting for rather general dynamics and impacts of past
observations on today’s prices. The parameters o describe the
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autoregressive influence on current prices, whereas the parameters f express
the impact of past errors on today’s prices. One should note that in general
an ARMA process implies, that the time series does not fulfill the martingale
property, i.e. that the expected value for tomorrow equals the price of today.
Furthermore, general ARMA processes have no Markov property, so not all
information on future prices is contained in the current price value. For the
estimation of the parameters of a general ARMA process, maximum
likelihood has to be used — in the case of pure autoregressive (AR)
processes, the least square method will provide consistent but not efficient
estimates (cf. Greene 2000).

2.3.2 GARCH models

The experience in energy and other commodity and equity markets
shows that phases with small price changes alternate with phases with higher
price changes. In the latter phases, the markets are usually nervous and
strong price jumps occur several days in a row. This implies that the
conditional probability for a large price change is higher, if there has been
such a price movement in the previous days. Such a price behavior may be
described mathematically through so-called GARCH models (Generalized
Autoregressive  Conditional Heteroscedasticity) (cf. Bollerslev 1986,
Bollerslev 1990). In this case, the variance 0',2 of the relative price change u,
of a product is described by:

P
ol =w+y a0, +iﬂqu,2,q (4-36)
p=1 q=!

Hence, the variance at time ¢ is composed of a constant term @, the
. . 2 . . .
autoregressive influences & 0, of the variances of the previous time steps

t-p and the impact of price changes at previous time steps t-g qu,zﬁq .

In practice, GARCH (1,1) models are most widely used”. Then Eq.
(4-36) reduces to:

0',2 =+ 0‘0':24 + ,Hu,?'_l (4-37)

"7 There exist also several non-linear extensions of GARCH such as Nelson’s (1991)
EGARCH, which shall not be discussed here in detail (cf. Campbell (1997), Soderlind
2003). An empirical application to energy markets of some of them can be found in
Cuaresma et al. (2003).
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The parameters &, f and @ describe the relative weights of the different

influences. All parameters have to be positive in order to ensure that o is
positive. Also the inequality o +f < 1 must hold for a stationary model. The
exponential moving average model, proposed by J.P. Morgan (2001) for
VAR calculations, can be viewed as a particular GARCH model, where the
following parameter values have been selected: @ =0, «a =0.95 and
£ =0.05.

For the empirical parameter estimation, Eq. (4-37) is preferably
transformed to:

ol =(1-a-Pyoy +ack, + pul, (4-38)

Thereby, 0':, is the average variance of the observed time series (cf. Hull

2000). By this transformation, the number of parameters for estimation is
reduced to two per time series. The parameter estimation has to be done
again through the maximum-likelihood method.

The corresponding likelihood function L(e,f), which describes the
probability for the observation of the historical time series, is then:

L(a, B)= H

1 —u,.2
\/27r0' a ,8 Xp[zo_’(a’ﬂ)zj @39

Thereby 0',2 is calculated using Eq. (4-37), resp. (4-36) in the more

general case. The corresponding log-likelihood function LL(a,f) (cf. section
3.3.4) is then:

T 2
LL{e, B)= %Z[ In(2z)-Ino} —“—'2] (4-40)

i=] a,

The maximization of the log-likelihood function has to be done
numerically, since no analytical solution to the first order conditions exists.
Here the conventional Newton-Raphson algorithms for numerical
maximization of continuous functions may be applied or the problem-
specific Levenbeg-Marquardt-algorithm (cf. Press et al. 1988, Hull 2000).
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233 Mixture distributions

The unconditional distribution of price changes obtained through
GARCH models exhibits ,,fat tails*, yet the conditional distribution for the
next day still is normally distributed. This is in contradiction with many
observations (cf. e.g. Weber, Hoeck 2003). Besides modeling jump-diffusion
processes, another way to overcome this shortcoming is to approximate the
real distribution through a mixture of normal distributions. It can be shown
that any distribution may be approximated to any given degree of accuracy
through a sequence of normal distributions (cf. Ferguson 1973, Ferguson
1983, Geweke, Amisano 2001). A mixture of n normal distributions is
thereby described in discrete time through:

=D g X, Xe, ~ N, )8, ~1(1:n,Pr) (4-41)
k=1

S; is thereby an integer random variable with fixed probabilities Pr; for
each value k and describes the occurrence of the n states. The random
variables X, are all normally distributed but with different means and
standard deviations. Economically every state or regime k should be
interpreted as a different type of market price behavior.

If the number n of regimes equals two, the mixture model can be shown
to be equivalent to the jump diffusion model of section 2.1.3, if the
maximum number of jumps per time steps is set equal to 1. In general, the
probability density function of #, may be written:

£.()= 3Py, £ (x) (4-42)

An interesting application, which will be discussed further in chapter 7, is

to distinguish three regimes:

e Regime 0: no price change

® Regime I: ordinary price changes (normal market)
¢ Regime 2: sudden price jumps (nervous market)

This novel mixture model is particularly attractive for forward or future
markets with infrequent trading, such as observed on many continental
European market places. Every price regime k is itself normally distributed
with different standard deviations (and possibly different means) and occurs
with a certain probability Pr,. The probability density function (4-42)
becomes:
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fu, (x) =Py, (x) +Pr f] (x) + (1 —Pr,-Pry )fz (x) (4-43)

Thereby, fi(x) and f2(y) describe the normally distributed probabilities of
the price changes in the ordinary (regime 1) and the nervous market (regime
2). For regime 0, a normal distribution is not exactly obtained, since the case
“no price change” corresponds to a standard deviation of zero. Here the
normal distribution shifts from its ordinary bell shape into an infinitely high,
but infinitely small peak. This can be described by the so-called Dirac
impulse &, widely used in control theory (e.g. Follinger 1985, p. 22). It is
defined as follows:

- : =0 +00
5(x)= {g Z o [6 (x)ax =1 (4-44)

For the parameter estimation, again the maximum-likelihood (ML)
method is used. The corresponding log-likelihood function is:

LL(Pfo, Prn#no'lsﬂzao'z): Zlnfu, (x,)
!

(4-45)
= Zln(Pro 6(x,)+Prl fl(xr"/‘hal)"'(l‘Pro—Prl)fz(xz;ﬂz’o'z))

A difficulty for the estimation arises from the fact that the Dirac impulse
obviously has a singularity for x = 0. Snoussi and Mohammad-Djafari
(2001) have proposed an indirect log-likelihood procedure to circumvent this
issue. A more direct approach is to use a discrete approximation to the Dirac
impulse, which is not singular and which has the same observable properties
as the true Dirac impulse. Since in any market there is a lower limit Apgy,, for
price differences (e.g. 0.01 €ct), the Dirac impulse may be replaced by a
rectangle of width Appin and height 1/Ap gy, for estimation purposes. Thus the
log-likelihood function becomes:

LL(PTO, Prl’:ul’al’:u2’0-2):Zlnfu,(xl)
!

min

1
= ZIH(PIO A_——1x=0 +Pr, f,(xs 14,0,)+ (1= Pry—Pr;) 2(xr;/12a0'2))
- .
(4-46)

Again the value of the log-likelihood function may be computed as a
function of the parameter values, and the best-fitting parameter values can
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once more be determined through numerical maximization. As a result,
beside the probabilities Py and P; also the means gy, i and the standard
deviations o;, g, of the price regime are obtained.

2.34 Markov regime switching

The major drawback of the mixture distribution models is that -
contrarily e.g. to the GARCH models - no dynamic impact of the volatilities
of previous days are included in the model. The probabilities of the different
regimes are fix and consequently independent of the price changes observed
in the previous period. Hence this model is unable to replicate persistent
phases of high or low volatility. Yet this limitation can be overcome through
the so-called switching regime approach (cf. e.g. Hamilton 1989, Kim,
Nelson 1999). It is based on a mixture model, but now the probabilities of
occurrence of the different regime are no longer fixed, but depend on the
previously observed price patterns. Consequently, the probability density
function is no longer unconditionally valid according to Eq. (4-42). Instead
the probability density function is now “conditional” or dependent on the
regime, which is described through a status variable s;:

fu,(xlls ) zn:ls_kfk( fk(x:)~N(/1k,0'k) (4-47)

k=1

In the specific case of three regimes discussed before, one gets'®:

Jo(xr) if s, =0
f(x,ls,)= fl(xr) if s, =1 (4-48)
fz(xt) ’f s, =2

Thereby the probabilities for the regimes s, at time ¢ are not fix as under
the mixture model, but dependent on the regime s, from the previous time
step. This Markov switching is assumed to occur with constant transition
probabilities and under the conjecture of (weak) market efficiency, i.e. all
information relevant for market prices at time ¢ is contained in prices and

' Applications of Markov Switching models to Spot market prices can be found in Elliott et
al. (2000), Huisman, Mahieu (2001), de Jong, Huisman (2002).
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states at ¢-1'°. In order to describe the link between s,.; and 5y, the transition
matrix T of size n x n is defined:

T=(T,) with:: T, = Pe(s, = kls,_, =1) (4-49)

Each element T describes hence the probability that the regime s,.; = is
followed by regime s, = i, Given the restriction that the sum of transition
probabilities for one given state s.; =j has to be equal to 1, the matrix T
contains (n-1) x n independent elements. For the example discussed before,
one gets:

Si-1

P Py, Pry,
1 - Proo—‘ Pl’m 1 e Proz - Przz PI‘22

So the columns correspond to the regimes [0 1 2] of yesterday, whereas
the rows describe the regimes [0; 1; 2] of today. Consequently the diagonal
contains the probabilities that a prevailing price regime remains stable from
one day to the next. E.g. Pry, is the probability that a normal price change is
followed by another normal price change.

Recursively, the probability of a regime i at time ¢ can be deduced
from:

Pr(s, = kls,_, ) = Z Ty Pr(s,_, = l) 4-5D)
I=1

This is the so-called Hamilton filter (Hamilton 1994b). In the
example discussed so far, the probability for regime 1 at time ¢ is
consequently equal to:

Pe(s, = 1ls,, )= T} Pr(s,_, = 0)+ T}, Pr(s,, =1)+ T, Pr(s,, =2) (4-52)

One has thereby to be aware that in most cases no unequivocal statement
about the current regime is possible, since the status variable s, is “non

" Note that sometimes Markov switching is defined to include also processes with time lag
larger than 1 (e.g. Kim, Nelson 1999), so that in that nomenclature the model class
analyzed here has to be labeled Markov switching models with time lag 1.
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observable” (at least not exactly). Even in a regime with high price volatility,
small price changes will occur from time to time or even no price change
might happen, just with a lower probability.

The likelihood-function is in this case the product of the a-priori
probability density functions for each observation (Kim, Nelson 1999). It
can hence be written:

L(T, w o) =] [Z Silxls = k)Pr (s, = kls,,,)] (4-53)
t k
Correspondingly the log-likelihood is:
LL (T’ M 6)= Z ln(z Ji (x,IS, = k)Pr (Sr = kls(_l )) (4-54)
t k

For the example considered, one gets:

LL Ty Ty 5o Tzza/ll’o'l,/‘zao'z)
= Z ln(é‘o(x,)Pr (s, = Olst—l)+ Si (x(;/‘l!al)Pr (s, = llsx—l)
{

+ fz(xr;luzao'z)Pr (S, = 2|Sl~l))
(4-55)

The distribution of the price changes is now a conditional
distribution, depending on the price regimes in the past, and the probabilities
of the price regimes are depending, according to Eq. (4-51), from the
probabilities in the previous period. Consequently the arrival probabilities of
the regimes may vary from one point in time to the next, even though the
model takes as starting point constant transition probabilities between the
regimes.

As before, parameter estimation can be done through numerical
optimization of the log-likelihood-function (4-54). The parameters to be
determined include now besides the regime means and standard deviations
also the transition probabilities between regimes.

This requires the calculation, at a given transition matrix 7, of the regime

arrival  probabilities Pr (S, = kls,_,) for each day, based on the
probabilities of the preceding day, using Eq. (4-51). From these

probabilities, the terms of the log-likelihood function are computed. By
inserting the actual price changes therein, the a posteriori probabilities
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Pr (s ) = k|s s X ,) are determined. These are in turn used in the following

period for the determination of the a-priori probabilities for s,.;. Hence a
recursive computation procedure for each evaluation of the log-likelihood
function is established. The optimization algorithm overwhelms this
recursive procedure and finally derives those parameter values, which lead
to an overall maximum for the log-likelihood according to (4-54).

2.3.5 Transformed diffusion model

Barlow (2002) uses the inverse &, of the Box-Cox transformation (cf.
Box, Cox 1964), to specify a mean-reversion model, which contains the
linear and the log-linear specifications of Eqgs. (4-31) and (4-32) as special
cases. He writes:

dX, =k(X, - X,)dt + odz
8, (X)) if  1+aX,>e (4-56)
PR if 1+aX, <g,

P =

with the power transform (inverse Box-Cox transformation):
S, (x)=(+ex)"" if a%0 ; 9,(x)=¢" ifa=0 (4-57)

For a = 1, the conventional Ornstein-Uhlenbeck (or mean-reversion)
process is obtained, whereas & = 0 corresponds to the log-linear model of
Eq. (4-32). If @ < 0, the function &, increases more rapidly than an
exponential function and the model produces more spikes than the log-linear
specification. The model can again be estimated through non-linear
maximum-likelihood methods, where some care has to be given to the
numerical computation of the inverse &, In his empirical application Barlow
(2002) finds in almost all cases that the parameter « is significantly below
zero, indicating a strong case for this “non-linear Ornstein-Uhlenbeck
process” as compared to conventional linear or log-linear mean-reversion
specifications.

An important advantage of this approach compared to alternative
methods for tackling the spikes in the spot price series is the limited number
of parameters, which has to be estimated. An inconvenience is however that
the power transform (4-57) is only a crude approximation to the real merit
order curve as depicted e.g. in Figure 4-1. Another drawback, shared by this
model with many others presented before, is that it yields stationary time-
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series. l.e. like for the conventional mean-reversion model, the price
uncertainty does not increase substantially with longer forecast horizons.

2.3.6 Multifactor models

When analyzing the price developments for storable commodities like oil
or copper, multi-factor models where essentially introduced to cope with the
empirically observed patterns of future price volatility (cf. Gibson and
Schwartz 1990). Indeed neither the assumption of a geometric Brownian
motion nor of a mean-reversion model for spot prices leads to satisfactory
price patterns for the corresponding commodity futures. By applying a non-
arbitrage argument, one can show (cf. e.g. Hull 2000, pp. 74f) that the future
price pr today must be equal to the expected spot price p(T) at the expiration
time 7 of the future, discounted with an appropriate interest rate i:

pr(p.T)=eTE[p(T)] (4-58)

Since in the case of Brownian motion, all price shocks have permanent
effects, the volatility of the future price must be equal to the volatility of the
spot price corrected by the factor ™, which is close to unity.

The opposite holds for the mean-reversion process. Given that prices are
reverting to the mean, the long-term expectation for the spot price is equal to
the mean price. This leads, as shown e.g. by Karesen and Husby (2002), to
an exponentially decaying pattern for future prices as function of time to
delivery, thus the volatility of long-term future prices should be close to
zero.

Empirically, none of both is observed and this directs towards the
hypothesis that future price volatility is not only influenced by spot market
price volatility but also by one or several other factors. In the case of
storable commodities, the second stochastic factor is usually interpreted,
following the work of Gibson and Schwartz (1990) as convenience yield, i.e.
loosely the value (or cost) of detaining physically the commodity under
question instead of owning just the financial equivalent (on that concept see
also Fama, French 1987). For an essentially non-storable commodity like
electricity, the rationale for the concept of convenience yield is questionable,
since at the moment of delivery there is a fundamental difference between
owning the physical good and owning a contract on it. Therefore, the
interpretation used by Pilipovic (1998) in her two factor model of the second
factor being a longer-term, unobservable equilibrium price, seems more
plausible. Over the past years, a multitude of two- and multi-factor models
has been developed. One example is the two-factor model by Schwartz
(1997):
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dp = (i~ &)pdt + o\ pdz,

4-59
ds = k(6, — 8 )t + o,dz, (*459)

where & is the stochastic convenience yield, which follows a mean-
reverting process and is interpreted as a (continuous) dividend on the
original price. The processes dz; and dz, are assumed to be stochastic white
noise, with correlation coefficient p. Another example is the model by
Pilipovic (1998):

dp = aw - p)dt + o, pdz, 4-60)
dw = uwdt + o,wdz, (
Here the white noise processes dz; and dz; are assumed to be
uncorrelated.

Besides the question of interpretation of the additional stochastic
factors, the multi-factor models also raise the question of identification of
these parameters. Gibson and Schwartz (1990) as well as Karesen and Husby
(2002) explicitly point at the need of using Kalman filtering techniques for
identifying correctly the parameters of the models they propose. This is
necessary since one of the variables entering the price equation (Jresp. w) is
not directly observable, but also subject to perturbations (measurement
errors in the terminology of state space models, cf. Harvey 1989). The
models hence include a so-called latent variable which may only be
identified approximately. If the disturbances in the measurement equation
(the lower equation in 4-59 resp. 4-60) are rather high, it might even be
impossible to determine adequately the latent variable. Gibson and Schwartz
(1990) explicitly propose to use the nearest future contract instead of the
spot market price, given that the latter is difficult to observe in the case of
oil. Yet if this method is used for electricity prices, much of the short-term
fluctuations are eliminated a priori. Karesen and Husby (2002) explicitly
focus on the modeling of electricity spot prices and they use Nordpool data
for their empirical application — but due to the large share of hydro
generation, Nordpool is one of the electricity markets with the lowest
intraday fluctuations (cf. section 3.2.2). Therefore it remains questionable,
whether the multi-factor models proposed so far can be successfully applied
to electricity spot market prices™, especially given that spot price changes in
most markets are not normally distributed, whereas the multi-factor models

20 Also Clewlow and Strickland (2000, p. 123) fit their multi-factor spot price model to
forward price data.
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throughout assume normally distributed disturbances. Yet the basic idea
behind multi-factor models, that electricity spot price movements in the
longer run should be decomposed in stationary and non-stationary parts,
seems worth retaining and one key feature of the integrated modeling
approach proposed in the next section is precisely that it combines stationary
and non-stationary price processes.

3. INTEGRATED MODELING APPROACH

The previous discussion of fundamental and financial models for
electricity price modeling has pointed at the relative strengths and
weaknesses of both approaches. In particular the case for pure financial
models is weakened by the fact that the non-arbitrage argument underlying
many financial model developments can hardly be applied to electricity
prices. Instead a time series of electricity spot prices has to be viewed as a
series of consecutive but only partly linked market equilibria. These market
equilibria may be computed (at least approximately) through fundamental
models — but these have huge difficulties in describing the stochastics
observed in the electricity market. Therefore in the following an integrated
model is proposed, which combines fundamental and finance type models.
More precisely, it uses the price established by a fundamental model as
equilibrium price for a mean-reversion stochastic model.

The overall approach for this integrated model of electricity markets is
sketched in Figure 4-3. In a first step, the stochastic development of prices
on the primary energy market is modeled through a finance-type model (cf.
section 3.1). The resulting energy prices are taken as an input to a
fundamental model of the European electricity market described in section
3.2. This model yields marginal generation costs differentiated by time of
the day, type of day and month in the year. These prices could be used as an
input to a game-theoretic model yielding the prices and mark-up charged by
strategic players in the market. However, such a model is not easy to solve in
the proposed context (cf. chapter 5). Therefore, the system marginal costs
are directly used as an input for a stochastic model of the electricity market
(cf. section 3.3).
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Figure 4-3. General approach for the integrated electricity market model
3.1 Primary energy prices: stochastic model

Many of the financial market models discussed in section 2 can also be
applied for modeling the prices of primary energy carriers for electricity
production. However, an important characteristic of the primary energy
markets for oil and gas is that periods of high price volatility are alternating
with periods of rather stable prices. This can be dealt with using a model
with switching regimes, such as the one proposed by Erdmann (1995). Yet
the moments of regime switching can be hardly determined a priori and
therefore it is proposed as an alternative to model the primary energy market
prices through a mean-reversion process for the derivatives of logs of prices

Xr=Inpy

d(dxf)=1cf(;1df —dxf)+0'fdzf 4-61)

For the long-term properties of fuel price changes and corresponding
electricity price shifts, the correlations between price changes for various
energy carriers are furthermore important. As shown in Table 4-2, the long-
term correlations between the different fuel prices are very high and
significant. The short-term correlations on the contrary are considerably
lower and partly far from being significant. Thus a straight-forward
extension of model (4-61) to the multivariate case including just some
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correlations between the error terms will lead to a model which does not
reproduce the long-term correlation pattern shown in Table 4-2.

Table 4-2. Correlation of primary energy prices and price changes

Long-term correlations — correlations of Short-term correlations — correlations of
logs of price changes in logs of prices
- crude natural nuclear coal crude natural nuclear
oil gas fuels oil gas fuels
coal 1 0,898* 0,814* 0,844* Coal 1 0.344* 0.202 0.265
crude oil  0,898* 1 0,736* 0,892* crude oil 0.344* 1 0.011 0.217
natural ) ¢14% 0,736* 1 0762« "Wl 5000 o011 1 0.088
gas gas
nuclear o eqqx 0,802% 0,762% 1 nuclear 965 0217 0.088 1
fuels fuels

* significant at the 1%-level
Source: Monthly import prices Germany, 1962 — 2002 (Natural Gas: from 1970, Nucl. Fuels:
from 1980 on)

Therefore the introduction of an equilibrium correction term seems
appropriate. This leads to the general multivariate model:

d(dx;) =K (i —dx; )+ BpX, +Z.dz, (4-62)

where Kp, pp and Zp are matrix resp. vector generalizations of their
scalar counterparts oy 4 and oy The term Br Xp describes the additional
tendency of return towards equilibrium price ratios>'. For a particular fuel fit

will read + b/fx ot Zbﬂ.x ' The diagonal elements of Bf have thus to be
Fos
negative to obtain a return to the equilibrium, whereas the off-diagonal
elements should mostly be positive™.
Even if symmetry conditions were imposed, the estimation of the entire
system would involve more than 30 parameters. More promising is the
specification of an a priori restricted system. Thereby the restrictions can be

*' Similar to the error correction term in the error correction models (ECM) of econometric

time series analysis.
Formally, the (possibly complex valued) roots of the characteristic equation

4 b L

equation system (cf. stability analysis in control theory, e.g. Follinger 1985). If all roots
have a negative real part, the system will be stable, i.e. all variables will be stationary (in
the econometric sense, cf. e.g. Hamilton 1994). In the case of some roots with zero real
part, the system will be indifferent and some or all of the variables x, willbeintegrated.

22

det = ¢ determine the stability properties of the overall
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based on the fact that the oil price is still the single most important world
energy price. We therefore specify for oil a price model as in Eq. (4-61),
taking it to discrete time for estimation purposes:

AAx gy =Koy (luAOiI - Ax0i1)+ Oouboi Eoy ~ N (0’1) (4-63)

For the other energy carriers, we introduce the deviations from the long-
term equilibrium with oil and the oil price change as additional explanatory
variables:

AAxy =ity — A )+ B gy = 0%, )+ 7 ;80X +0 6,

e ~Nog) %Y

Furthermore the error terms are assumed to be uncorrelated, so that least-
squares estimation is unbiased and efficient.

Estimation results are given in Table 4-3. Almost all parameters are
significant and the mean-reversion tendency for price changes is with 0.55 to
0.78 rather high, so the price changes have a strong tendency to return to
their equilibrium growth rate,

Table 4-3. Estimation results for primary energy prices

Av. price Mean rever- Error . . oil price change _;
2 ; price ratio & R
change yp.a. sionrate k;  correction 3, ¥%
coeff. s.e. coeff. se. coeff. se coeff. se. coeff. s.e.
;;‘d" 0.0551 0.0508 0.5512 0.0415 0.276
:2:]1 0.0236 0.0044 0.7178 0.0433 0.0236 0.0041 1.948 0.471 0.0855 0.0160 0.426
natural

0.0642 0.0293 0.7716 0.0480 0.0552 0.0070 0.902 0.163 0.0154* 0.0292 0.424

}{:LT:IVgil 0.0461 0.0239 0.6140 0.0421 0.0641 0.0191 1.126 0.463 0.6325 0.0596 0.505

nuclear
fuels
* for gas price changes, the oil price has been lagged by six months in order to account for the
traditional natural gas pricing formula, which take into account the lagged oil price
Data source: Monthly import prices Germany, 1962 — 2000,

for natural gas: 1970 — 2000, for nuclear fuels: 1980 — 2000

-0.0129 -0.0308 0.7756 0.0600 0.0177 0.0072 1.169 0.690 0.1515 0.0355 0.438

The error correction term for the price ratio is with 0.018 to 0.064 much
lower, hence a return to the equilibrium price ratios is only occurring in a
time span of several years. For all fuels except coal, the coefficient of the
price ratio is not statistically significantly different from 1. Since the model
is formulated in logs, this indicates that there is a constant equilibrium price
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ratio. For coal the price ratio coefficient is much higher — indicating that the
oil price has lower impact on (second order) coal price changes than the coal
price level itself. In other words, the coal price is a stationary time series
which will only partly follow the oil price movements — a rather plausible
result.

It should be noted that the model in its current version does not deal
separately with the exchange rate risk and the commodity price risk on the
world markets. It is also formulated in nominal prices, leading to rather high
price growth rates. Yet it captures key features of the observed price
patterns. As measure of model quality, R’ is reported, since it is readily
available from the least-squares regressions. The rather low R? should not be
interpreted as a sign of poor model fit, since the explained variables are
second differences in the logs of prices — which are clearly more difficult to
explain than price levels. Also no exogenous explanatory variables have
been included, in order to make the model easy to handle for simulations of
future prices.

3.2 Electricity prices: fundamental model

Starting from given primary energy prices, this module determines the
marginal generation costs as a function of available generation and
transmission capacities, primary energy prices, plant characteristics and
actual electricity demand. Also the impact of hydro-storage and start-up
costs is taken into account. The basic principle of the model is cost
minimization in an integrated (in occurrence Europe-wide) power network
as described in section 1. Since start-up costs are considered (cf. section 1.4),
the objective function is written:

H
G= 2%01,2(00,,,“,, + Cs,,u,,) (4-65)

t=1 u

with Cog,,,, the operating costs of unit type u at time ¢ and Cg,,, the
corresponding start-up costs. The model is formulated in typical days of one
year, in order to be able to describe seasonal effects and seasonal hydro
storage as well as start up costs (cf. section 1.6). This is necessary since in
the continental European power system hydro power from storage and
pump-storage plants is quite of some importance.

t thereby stands for a time segment in a typical day, d, is the duration
of that time segment and ¢ its frequency in the planning horizon (one year).
In the current version of the model (partly based on earlier work by Kramer
2002), twelve typical days are distinguished (see Table 4-4), with weekdays
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and weekends always taken as separate typical days due to their difference in
load and price patterns. Furthermore to capture seasonal effects in load,
water inflow, sunshine etc., separate typical days are distinguished for every
two month period. Within each typical day, time segments of two hours
length each are distinguished in order to keep the problem size reasonable.

Table 4-4. _ Definition of typical days in the fundamental model within the integrated model

January - February weekday January- February weekend
March — April weekday March — April weekend

May — June weekday May — June weekend

July - August weekday July - August weekend
September — October weekday September — October weekend
November — December weekday November — December weekend

The operating costs are formulated as in Eq. (4-20) and the start-up costs
as in (4-21). In order to describe the links between capacity online and
output, the Egs. (4-18) and (4-19) are also included. The demand and supply
balance (4-9) is modified to include also pumping energy for hydro storage,
leading to:

Zyu,l +Z(er',r,t - er,r',l ) 2 Dr,t + Z yPUMP,u,r (4'66)
uel, r ::g;é

The regions distinguished within the model are given in Table 4-5. The
regions thereby account for the major grid constraints within Europe (cf. e.g.
Auer et al. 2002). For the endogenous regions, the full set of equations is
specified, for the exogenous regions only the import and export flows to the
endogenous regions are specified as time series based on historically
observed values.

Table 4-5.  Definition of regions in the fundamental model within the integrated model

Region Countries Endogenous/exogenous
Germany Germany Endogenous

France France Endogenous

Benelux Belgium, Netherlands, Luxemburg Endogenous

Alpine Region Austria, Switzerland Endogenous

Ttaly Ttaly Endogenous

Iberian Peninsula Spain, Portugal Endogenous

UK and Ireland United Kingdom, Ireland Exogenous
Scandinavia Denmark, Norway, Sweden, Finland Exogenous

Eastern Europe Poland, Czechia, Hungary, Slovenia etc. Exogenous

The capacity restrictions for plants and transmission lines are as
described in Egs. (4-10) and (4-11). For transmission lines, net transfer
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capacities as reported by ETSO (2003) are taken as basis. A delicate point is
the available capacity for hydro storage plants. In fact the aggregation of all
hydro plants into one single reservoir oversimplifies the operation
restrictions for these plants. Many plants have restrictions on minimum
water flow. Restrictions arise also due to hydro cascading and make a full
simultaneous use of installed hydro capacity for generation unlikely if not
impossible. Unfortunately no detailed information is available on these
restrictions at plant level, therefore general assumptions are used: The
minimum water flow is set to 10% of installed hydro generation capacity
and an average capacity availability of 0.5 is used for hydro storage plants.
Furthermore, the hydro reservoirs in each region are split into two types:
small ones for daily storage and large ones for seasonal storage. This is
done, since pumping capacities are mostly installed on smaller reservoirs
and used for daily or at maximum weekly cycling. If these restrictions are
not taken into account, hydro storage release and pumping will lead to very
flat price curves in most regions, as a consequence of the peak shaving effect
ofhydro storage and the valley filling effect of pumping.

Further data sources include UCTE statistics on electricity load and
electricity exchanges, a database of power plants throughout Europe and fuel
price statistics. Power plants are classified according to the main fuel used
and the vintage into 25 classes in order to keep the problem size reasonable
(see Table 4-6). The linear programming problem to be solved has
nevertheless about 61,000 variables, 83,000 constraints and 220,000 non-
zero elements. Implemented in GAMS (cf. Brooke et al. 1998) and using a
CPLEX solver (cf. ILOG 2003), computation time on a Pentium III PC is
about 3 minutes for a solve from scratch and about 10 s if an initial solution
from a previous run is provided.

The model is operated in two different ways: Firstly it is used with
historical fuel prices and demand to determine the equilibrium prices for past
time periods, which are used as input for estimating the stochastic electricity
price model described below. Thereby simulations are carried out for each
historical month using the fuel price information available at that time.
Secondly the model is operated using Monte-Carlo-simulations of future fuel
prices (taken from the model described in section 3.1) as input, in order to
derive stochastic equilibrium prices. Due to the possibilities of fuel switches,
variations in hydro-use or changes in import-export flows, the obtained
relationship between fuel prices and electricity prices is thereby non-linear.

The results of the historical analyses are reported in Figure 4-4, together
with the observed prices averaged over all days and hours corresponding to
the time segment under consideration.
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Table 4-6. Definition of power plant types in the fundamental model within the integrated
maodel

Power plant Fuel Vintage

coal plant 1 coal before 1970
coal plant 2 coal 1970 - 1979
coal plant 3 coal 1980 — 1984
coal plant 4 coal 1985 — 1989
coal plant 5 coal 1990 — 1994
coal plant 6 coal 1995 and later
lignite plant 1 lignite before 1970
lignite plant 2 lignite 1970 - 1979
lignite plant 3 lignite 1980 — 1984
lignite plant 4 lignite 1985 - 1989
lignite plant 5 lignite 1990 — 1994
lignite plant 6 lignite 1995 and later
nuclear plants nuclear All

gas fired gas turbine gas All

gas fired plants (steam turbines) gas All

gas fired combined cycle plant gas All

oil fired plants (steam turbines) 1 oil before 1970
oil fired plants (steam turbines) 2 oil 1970 and later
oil fired gas turbines 1 oil before 1970
oil fired gas turbines 2 oil 1970 and later
steam-cycle plants with mixed firing 1~ oil and gas before 1970
steam-cycle plants with mixed firing2  oil and gas 1970 and later
combined cycle plants with mixed firing oil and gas All

gas turbines with mixed firing oil and gas All

plants with other fuels waste, biomass etc. Al

It clearly turns out that the model describes well the general price
patterns observed, but that prices, even averaged over similar typical days
within one month, deviate in some months considerably from those
predicted by the fundamental model. This occurs especially in December
2001, when for the first time the (then) price limit of 1000 €/MWh was
reached on the German spot market in the evening of 17 December and
prices had already been high before and remained rather high until in
January. But also in summer 2002, the average midday price observed has
been far beyond the one predicted by the model. Partly there are certainly
fundamental explications for these deviations from expected average (plant
outages in both periods, additionally very low temperatures in December
2001 in whole Europe), but in general it has to be noted that these price
peaks occur in periods where the fundamental prices are already rather high
— i.e. capacities rather high. In these market phases, the remaining market
players with free capacity may charge strategic prices — a phenomenon
which has to be taken into account when modeling stochastic price behavior
in the third part of the integrated model and which will also be reconsidered
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when analyzing strategic interaction between players in chapter 5 and long-
term investment and price equilibria in chapter 9.

The mean absolute error (MAE) over the whole historical period is 4.26
€/MWh when comparing to the simulated prices to the mean prices in the
corresponding time segments. The root mean squared error (RMSE) is with
8.91 €/ MWh considerably higher, since it is much more influenced by the
empirically observed but fundamentally not well explained peak prices. But
since prices beyond 50 €/ MWh can hardly be explained by any model based
on marginal generation costs, even if start-up costs are accounted for, these
prices should not be considered when measuring the model quality of the
fundamental model. Measured on this restricted data set, the MAE decreases
to 3.48 €/ MWh, whereas the RMSE drops to 5.08 €/ MWh.

33 Electricity prices: stochastic model

The fundamental model described in the previous section provides as
shown a rather realistic picture of the expected generation costs and
corresponding market prices. Besides these deterministic impacts from
marginal generation costs, time-varying demand, capacity constraints etc.,
electricity prices are however also subject to stochastic changes — due e. g. to
load fluctuations, unforeseen outages or trader speculation. These stochastic
fluctuations are modeled in the integrated model based on a stochastic
modeling approach as described in section 2. The model is specified as a
mean-reversion model given the empirical observations and the results of
earlier research (see above). However one expects that the prices do not tend
to return to a time-invariant mean, but rather to one which is determined by
the fundamentals governing the electricity market. Therefore, the following
model is specified:

Alnpg,,=kKgp lln Poap —MPgan+ Byt Brn (KPL.fr,d.h - EPL,fr) +

Z(ZE,wd',h - )+ XEpdp Lnd(a) ¥ XEsanlsata) |+ Enan
wd'e{l,2,4,5}

(4-67)

that is the price change is dependent on the logarithmic difference
between the equilibrium price pgp, and the actual price pg, adjusted
possibly by a term depending on the free capacity Kprs. Additionally the
parameters ygwa-, associated with the weekday dummy variables 1,4@=wa’
are introduced to cope with possible systematic price variation between
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weekdays. Similarly the parameters Yz uqsp and ¥gsqn are used to describe the
effects of holidays hd within the week (such as Easter Monday) and of
special days sd which are not public holidays but have reduced activity
levels such as bridging days between holidays and the weekend or the days
between Christmas and New Year’s day.

One should note that albeit the model is formulated as a mean-reversion
model, the obtained time series are not necessarily stationary. This is due to
the fact that the equilibrium prices are influenced by the fuel prices, the
stochastics of which are described through a separate model (cf. section 3.1).
Since these are not all stationary time series, also the equilibrium prices and
the stochastic electricity prices are not necessarily stationary.

Given the evidence provided by Cuaresma et al. (2003), each hour is
modeled as a separate stochastic process similarly to the approach adopted
by Ramanathan et. al (1997). Additionally the weekend prices are also
modeled as separate stochastic processes since the fundamentals, notably the
load characteristics, are rather different on weekends than during the week.
In most markets, trading is furthermore strongly reduced on weekends.
Consequently prices for electricity delivered on weekends as well as on
Mondays are fixed on power exchanges like the German EEX already on
Friday. This leads to the following, slightly modified model for prices on
weekends:

Alnpg ) =Kg, (ln Poaap—Mpggyy+ Bept Bxn (KPL,fr,a",h - I_(—PL,fr)

+ XE70 d(@yr + X8 Frp N PE prla)n + XEhap 1hd(a"))+ EEdn
SE,d‘ ~ N(0,< cE,d' > Q < GE,t/' >)
(4-68)

Here the day index d’ includes only Saturdays and Sundays, and an
additionally explanatory term g r.4y» describes the effect of the prices on
the Friday Fr(d’) preceding the day d’ on the current price level. Hence
weekend prices depend both on the prices observed during the weekend
before and the last prices recorded during the week.

The entire model is formulated in logs of prices, on the one hand to
prevent negative prices, so far not observed in Europe, on the other hand to
describe at least approximately the frequency of price spikes.

For the specification of the stochastic term &g 44 the following points have
been retained: Firstly volatility clustering is important in electricity prices,
therefore a GARCH-model specification is chosen. Secondly, part of the
stochastic price fluctuations is due to variations in the load or available
capacity. Yet, the impact of these fluctuations depends on the slope of the
merit order curve (see Figure 4-5). Therefore the change Ag4y, in marginal
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costs for a change in load by +15 percent is included as explanatory variable
in the GARCH-model of volatility:

2 _ 2 2 -
Ocdan =Veon T VENWCEd1h TVELNTEa-1n TVESH (A Edh — AE,h) (4-69)

An analogous specification is used for the volatility on weekends.

A marginal costs

LA AL

Cumulative capacity

Figure 4-5. Merit order curve and impact of load variations (or variations in available
capacities) on marginal costs

As alternatives, a pure GARCH-model is tested as well as a specification,
where the variance is dependent on the price level of the previous day. The
latter models the fact that volatility tends to increase in electricity markets
with price levels and is formally written:

2 2 2
Opan =VeEos TVEAWCEd-1h TVE20TEd 1 TVERN (lan,d,h ~In PE,;.)
(4-70)

In principle, also specifications of the stochastic term with non-normal
distributions like Markov regime switching models (cf. section 2.3.4) or the
transformed diffusion model of Barlow (2002) (cf. section 2.3.5) would be
interesting candidates to describe even better the observed price spikes. But
these require additional parameters and have therefore at first discarded in
order to avoid too complicated specifications.



68 Chapter 4

A further point, which is taken into account in the stochastic
specification, is the correlation between the stochastic terms of different
hours. This is crucial, if realistic price simulations are to be obtained.
Among the multitude of possible multivariate GARCH specifications (cf.
Engle, Mezrich 1996), a specification of medium complexity has been
retained, namely the constant conditional correlation model. It is described
through the relationships (already contained in Eqgs. (4-67) and(4-68)):

T
E[ﬁg,d%,d ]=<oE‘d >Q<o6,>
-1 T -1
= Q=<6,,> E[aE,daE,d ]<05,d > @-71)
T '
E[aE'd.eE,d, ]~< S >Q'<6, >

_ T ~
& Q=<0 > E[ag,d.aE,d. ]< Opg >

Here < gg, > and < og, > are diagonal matrices containing the hourly
standard deviations, whereas € resp. Q* are correlation matrices between the
volatility corrected stochastic terms of the different hours. In order to
estimate them, first the Eqs. (4-67) and ((4-68) may be estimated separately
hour by hour together with the corresponding volatility equation. Then the
correlation matrix can be computed by inserting the obtained residuals into
the right halves of Eq. (4-71). A so-called seemingly-unrelated-regressions-
or SUR-estimator (cf. e.g. Greene (2000)), which simultaneously estimates
the parameters for all hourly equations and the correlation matrix, may
theoretically be more efficient, yet it is also less robust against
misspecifications of the error term.

The estimation results are summarized in Table 4-7 to Table 4-10. The
mean-reversion parameters are throughout positive and significant (cf. Table
4-7 and Table 4-8). The excess price factor has significant positive values
mostly during peak load hours within the week. This corresponds to the
expectation from the fundamental model, that market power will be mostly
relevant when load is high. But during many of these hours the impact of
additional free capacities on prices is significantly positive, instead of being
negative as one would expect from the market power argument. On
weekdays the free capacity has the expected negative impact on prices only
during the hours 7 and 8 in the morning and 19 to 21 in the evening. The
inverse effect can partly be explained through imperfections in the
fundamental model. As can be seen in Figure 4-5, the fundamental model
predicts a very sharp price spike in summer at noon. For the preceding and
the subsequent hours the observed prices are almost every time above the
expected ones. In winter, when free capacities are lower, this deviation is
less observed. Consequently the statistical model will impute the higher
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offset from equilibrium prices to increased free capacities — whereas in
reality it is due e.g. to limited peak shaving capabilities of hydro power.

As far as systematic differences between weekdays are concerned, the
prices are significantly lower during the night from Sunday to Monday but
higher during daytime on Monday (cf. Table 4-7). This corresponds to
differences in load, which rises only on Monday morning from weekend

levels to weekday level or even above, e.g. through additional start-up
consumption.

Table 4-7.  Estimation results for the stochastic model of electricity prices — regression
coefficients for weekdays

Mean Excess  \mpact  Weekday dummies gg g Holiday Special
reversion  price factorc:'caci 5 Mol Tuesd Thursd Frid dummy gi)r;imy
param. Kgp SOen ﬂKF: - onday uescay ursday - knday KE hekir ons

cocff. a.s.e coeff. a.s.c. cocff. a.s.e coeff. a.s.c. coeff. a.s.c. cocff.as.c. cocff. a.s.e cocff. a.s.c. coeff as.e.
1037 0.03 0.18 0.06 0.470.28 -0.49 0.08 0.36 0.08 0.04 0.07 0.03 0.07 -0.41 0.09 -0.13 0.01
2 0.37 0.04 0.07 0.06 0.120.36 -0.47 0.08 0.28 0.09 0.02 0.09 -0.02 0.08 -0.66 0.10 -0.01 0.39
3 0.38 0.03 0.01 0.06 -0.11 0.39 -0.46 0.08 0.25 0.08 -0.07 0.09 -0.09 0.08 -0.81 0.10 -0.06 0.15
4 0.35 0.03 -0.02 0.06 -0.150.38 -0.44 0.08 0.28 0.08 -0.07 0.08 -0.09 0.08 -0.91 0.13 -0.10 0.08
50.40 0.03 0.03 0.06 -0.06 0.34 -0.51 0.08 0.28 0.08 -0.04 -0.08 -0.050.07 -0.96 0.10 -0.16 0.02
6 0.43 0.03 0.16 0.06 0.180.40 -0.34 0.07 0.25 0.07 0.01 0.07 0.050.07 -1.64 0.13 -0.14 0.02
7 0.58 0.02 -0.09 0.04 -0.850.29 -0.11 0.04 0.05 0.04 -0.07 0.04 -0.04 0.05 -1.68 0.06 -0.18 0.01
8 0.50 0.02 0.12 0.04 -1.580.30 0.00 0.04 0.10 0.05 0.03 0.05 0.050.04 -2.15 0.09 -0.10 0.03
9 0.48 0.03 0.19 0.05 1.54046 0.07 0.06 0.06 0.06 0.02 0.07 0.080.06 -2.41 0.15 0.05 0.13
10 0.51 0.03 0.37 0.05- 3.030.50 0.05 0.06 0.02 0.06 -0.01 0.06 -0.03 0.06 -1.69 0.10 -0.15 0.02
11 0,30 0.03 0.04 0.08 -0.69 0.78 0.04 0.09 0.10 0.10 0.01 0.09 -0.100.09 -2.01 0.21 -0.17 0.07
12 0,32 0.03 0.26 0.09 1.840.85 033 0.11 023 0.11 0.07 0.10 -0.03 0.11 -1.66 0.23 -0.28 0.01
13 0.39 0.03 0.48 0.07 3.76 0.65 0.20 0.08 -0.03 -0.07 -0.06 0.08 -0.23 0.09 -1.28 0.14 -0.06 0.37
14 0.48 0.03 0.44 0.06 3.46 0.50 0.13 0.06 -0.03 -0.06 -0.07 0.06 -0.30 0.07 -1.48 0.10 -0.03 0.58
15 0,52 0.03 0.37 0.05 155043 0.17 0.06 0.02 0.06 -0.06 0.06 -0.34 0.06 -1.42 0.09 -0.11 0.22
16 0.44 0.03 0.22 0.04 0.670.39 0.21 0.06 0.04 0.06 -0.02 0.06 -0.37 0.07 -1.53 0.10 -0.08 0.36
17 0.41 0.03 0.13 0.04 1.790.25 0.21 0.06 0.11 0.06 0.04 0.06 -0.33 0.06 -1.46 0.08 -0.10 0.26
18 0.46 0.03 0.00 0.03 0.130.26 0.13 0.05 0.15 0.05 0.08 0.05 -0.14 0.04 -1.19 0.07 -0.20 0.03
19 0,34 0.03 -0.04 0.04 -1.120.26 0.21 0.06 0.15 0.06 0.14 0.06 -0.150.05 -1.35 0.10 -0.32 0.03
20 0.35 0.04 -0.04 0.04 -0.670.24 0.21 0.07 0.11 0.06 0.12 0.06 -0.18 0.06 -1.06 0.12 -0.25 0.05

21 0.46 0.04 0.01 0.03 -1.24 0.20 0.16 0.03
22 0.23 0.03 -0.03 0.05 -0.48 0.39 0.22 0.08
23 0,19 0.03 0.17 0.07 1.290.39 0.04 0.09
24 9.20 0.03 0.00 0.07 0.910.33 -0.11-0.08

0.11
0.15
0.14
0.18

0.04
0.08
0.09
0.09

0.09 0.04 -0.10 0.03
0.16 0.08 -0.16 0.07
0.10 0.09 0.000.08
0.10 0.09 0.24 0.09

-0.57 0.07 -0.10 0.05
-0.29 0.15 -0.09 0.19
-0.32 0.12 -0.11 0.00
-0.35 0.14 -0.10 0.23

Coefficients significant at the 5 % level are marked in beld. Testing is thereby done using the
asymptotic standard errors. Source: Own calculations using observations between July 1,2000
and October 1,2002
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Tuesday is from an electricity price point of view also systematically
different from Wednesday which is taken as reference. Both during the night
hours and in the evening, prices are significantly higher, which might be due
to higher load or to trading effects e.g. that forced outages during the week-
end or unplanned prolongations of down-times which appear on Monday
morning will impact prices only from Tuesday onwards. Whereas Thursday
is very similar to Wednesday, Friday has clearly a lower load and
consequently also lower prices from 1 p.m. onwards.

Table 4-8.  Estimation results for the stochastic model of electricity prices — regression
coefficients for weekends
Mean reversion Excess price Impact free Weekday dummy Impact Friday
param. Kz, factor S, capacity Sy, Saturday ¥cugn  XEhdh
coeff. as.e. coeff. ase coeff. ase coeff. ase  coeff. ase.

1 040 006 -045 -0.15 -094 -0.69 116 024 051 0.16
2 043 006 -050 -0.15 -116 -0.73 117 025 045 0.14
3 084 005 -0.11 -007 -120 -0.73 050 008 050 0.08
4 104 006 000 -006 -1.48 -0.34 031  0.06 0.58 0.05
5 059 011 -021 -0.14 -244 -0.76 074 026 0.85 0.14
6 094 006 008 009 -274 -0.62 030  0.09 0.63 0.08
7 073 009 -047 028 -002 -1.27 0.86 023 0.65 0.12
8 083 005 -147 -051 284 220 1.40 023 041 0.11
9 062 006 -096 -034 123 143 1.18 023 028 0.07
10 056 008 -0.82 -026 188 1.14 1.16 025 032 0.07
11 068 007 -061 -015 097 074 069 0.13 031 0.04
12 055 006 -030 -0.19 -045 -0.97 0.63 0.14 022 0.04
13 036 006 -077 -030 200 150 1.08 024 033 0.12
14 040 006 -0.81 -023 170 1.02 1.04 020 022 0.10
15 055 007 005 017 -133 -0.76 0.61 0.4 035 0.06
16 0.60 0.07 0.18 0.17 -212 -0.79 0.54 0.13 041 0.08
17 044 006 -076 -0.19 1.66 0.77 095 0.20 0.57 0.09
18 044 005 -038 -0.12 038 051 081 0.14 052 0.09
19 045 005 -020 -0.10 -0.07 -047 047 0.10 052 0.09
20 050 005 -0.05 -008 0.18 042 0.19 0.06 0.62 0.09
21 037 004 -0.14 -0.12 1.05 084 0.07  0.07 073 0.12
22 039 005 -023 -006 250 0.60 -0.05 -0.05 0.58 0.15
23 040 0.06 004 005 082 053 -0.16 -0.05 042 0.10

24 053 006 017 -0.06 -020 -0.53 0.13  0.05 0.70 0.12
Coefficients significant at the 5 % level are marked in bold. Testing is thereby done using the

asymptotic standard errors, Source: Own calculations using observations between July I,
2000 and October 1, 2002
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For public holidays, a strong and systematic impact on loads and prices is
observed, whereas the effect of the special days is much less pronounced and
only partly significant. On weekends a systematic effect of the price on the
preceding Friday is found (cf. Table 4-8). Moreover, prices on Saturdays are
throughout significantly higher than on Sundays, except for the late evening.

The volatility modeling shows clear effects of volatility clustering with
both past volatilities and past price changes having significant effects on
weekdays (cf. Table 4-9), whereas the evidence is less clear cut on
weekends. This could be due to the smaller data base or/and to the
alternation of Saturdays and Sundays, which differ considerably in their
characteristics.

Table 4-9. Estimation results for the stochastic model of electricity prices — volatility
coefficients and likelihood values for weekdays

Volatility coefficients Log-Likelihood value
7 Past changes Past volatility Grad. merit i GARCH
Constant 745 Y 1 W2 order ¥% 35 Model %TEI(?H with
coeff. as.e. coeff. ase. coeff. ase coeff. ase. price

1 0.004 0.0012 0.124 0.0416 0.745 0.0742 -0.0003 0.0004 2535 2535 253.2
2 0.003 0.0006 0.149 0.0262 0.816 0.0273 0.0008 0.0005 93.8 92.7 94.0
3 0.001 0.0004 0.111 0.0162 0.869 0.0166 -0.0001 0.0003 39.9 36.2 40.2
4 0.002 0.0005 0.148 0.0187 0.832 0.0168 0.0004 0.0006 14.5 12.0 14.5
5 0.002 0.0005 0.149 0.0225 0.831 0.0212 0.0001 0.0005 43.6 40.7 43.7
6 0.005 0.0010 0.154 0.0411 0.763 0.0450 0.0022 0.0007 100.1 95.2 95.2
7 0.004 0.0008 0.282 0.0394 0.698 0.0363 -0.0012 0.0004 88.8 84.7 87.6
8 0.009 0.0021 0.490 0.0838 0.465 0.0728 -0.0043 0.0063 515 50.9 51.8
9 0.016 0.0028 0.490 0.0797 0.450 0.0685 0.0340 0.0074 -359 -43.8 -40.7
10 0.009 0.0025 0.134 0.0219 0.741 0.0500 0.0033 0.0032 -2.9 -4.5 -1.9
11 0.018 0.0033 0.399 0.0649 0.409 0.0660 0.0047 0.0195 -11.1 -11.7 -8.7
12 0.005 0.0016 0.200 0.0379 0.779 0.0385 0.0088 0.0044 -135.2 -138.2 -132.5
13 0.006 0.0013 0.164 0.0239 0.764 0.0318 -0.0065 0.0052 -1.6 -3.4 0.6
14 0.008 0.0014 0.182 0.0324 0.720 0.0378 -0.0023 0.0032 -3.0 4.8 -2.8
15 0.010 0.0030 0.149 0.0333 0.679 0.0747 -0.0090 0.0065 27.8 26.0 29.2
16 0.017 0.0032 0.325 0.0634 0.364 0.0971 0.0344 0.0095 106.4 99.9 1002
17 0.007 0.0010 0.317 0.0701 0.579 0.0561 0.0017 0.0005 150.7 146.1 146.7
18 0.004 0.0005 0.302 0.0452 0.678 0.0333 0.0008 0.0002 1295 1256 1284
19 0.004 0.0008 0.267 0.0453 0.676 0.0385 0.0015 0.0003 172.7 160.8 177.7
20 0.004 0.0012 0.202 0.0489 0.709 0.0637 0.0014 0.0005 1857 1759 1904
21 0.004 0.0010 0.469 0.0427 0.511 0.0419 0.0010 0.0004 233.0 2289 2289
22 0.013 0.0018 0.424 0.0675 0.048 0.0827 0.0020 0.0007 3159 313.1 3231
23 0.003 0.0010 0.225 0.0597 0.584 0.0949 -0.0003 0.0003 389.9 3893 392.6
24 0.005 0.0010 0.306 0.0630 0.475 0.0759 -0.0009 0.0005 3624 3612 362.1
Coefficients significant at the 5 % level are marked in bold. Testing is thereby done using the
asymptotic standard errors
For the log-likelihoods a likelihood ratio test using a % -statistic with 1 degree of freedom is
used, significant differences are again marked in bold.
Source: Own calculations using observations between July 1, 2000 and October 1, 2002
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The impact of the merit order gradient turns out to be significant in
eleven hours out of twenty-four on weekdays (cf. Table 4-9), whereas on
weekends there are eighteen significant coefficients (cf. Table 4-10). But
even when the coefficient is not significant, the improvement in log-
likelihood can be (and conversely), so that a total of thirty-one significant
enhancements through the inclusion of the gradient term can be found. For
the alternative specification with the price level explaining volatility,
significant improvements are obtained twenty-nine times. When comparing
directly the log-likelihoods, the chosen specification outperforms the

standard model eleven times by more than the critical value of the 2
statistic.

Table 4-10. Estimation results for the stochastic model of electricity prices — volatility
coefficients and likelihood values for weekends

Volatility coefficients Log-Likelihood value

Past changes Past volatility Grad. merit . GARCH
Constant Ye.on YeLh Ye2h order Yean Model ?}ILHF]:](?H W]th
coeff. as.e. coeff. ase coeff. ase coeff. ase. price

1 0.039 0.0142 0.091 0.0884 0.131 0.3070 -0.0127 0.0038 24.0 232 237
2 0.049 0.0099 0.231 0.1146 0.156 0.1426 -0.0300 0.0072 -17.4  -249 -205
3 0.031 0.0061 0.645 0.1173 0.335 0.0758 -0.0112 0.0053 -83.1 -84.1  -674
4 0.076 0.0091 0.980 0.1164 0.000 0.0147 -0.0294 0.0082 -115.7 -120.0 -105.2
5 0.075 0.0169 0.686 0.1143 0.294 0.0818 -0.0373 0.0121 -172.8 ~-175.7 -157.6
6 0.295 0.0232 0.980 0.1312 0.000 0.0089 -0.2469 0.0249 -212.1 -230.5 -203.9
7 0.006 0.0015 0.065 0.0151 0.915 0.0144 0.0089 0.0033 -203.9 -2442 -193.4
8 0.007 0.0032 0.207 0.0432 0.773 0.0389 0.0083 0.0036 -117.7 -123.6 -123.8
9 0.015 0.0075 0.078 0.0453 0.685 0.1424 0.0173 0.0077 1.3 -5.1 -2.0
10 0.030 0.0084 0.254 0.0898 0.013 0.2035 0.0070 0.0054 50.7 50.2 53.3
11 0.024 0.0102 0.143 0.0869 0.000 0.3584 -0.0110 0.0043  92.1 88.4 90.5
12 0.028 0.0075 0.125 0.0773 0.000 0.2773 -0.0151 0.0048  80.2 76.6 76.7
13 0.001 0.0002 0.058 0.0000 0.921 0.0000 0.0045 0.0001 92.9 73.8 79.3
14 0.001 0.0005 0.001 0.0245 0.964 0.0240 0.0026 0.0012 80.8 77.9 79.7
15 0.019 0.0050 0.370 0.1027 0.000 0.1639 -0.0182 0.0128 89.8 88.6 88.7
16 0.038 0.0053 0.201 0.0635 0.000 0.0956 -0.1148 0.0332  51.1 47.0 50.9
17 0.032 0.0060 0.353 0.1025 0.000 0.1254 -0.0378 0.0178 44.5 40.3 404
18 0.032 0.0104 0.303 0.1108 0.000 0.2537 0.0082 0.0059 42.0 40.7 412
19 0.020 0.0050 0.265 0.0903 0.179 0.1406 -0.0157 0.0038  76.5 67.2 68.6
20 0.015 0.0069 0.192 0.1057 0.378 0.2128 -0.0084 0.0045 73.7 70.3 73.0
21 0.030 0.0024 0.000 0.0000 0.000 0.0000 -0.0106 0.0046 90.3 90.3 90.3
22 0.001 0.0005 0.091 0.0483 0.889 0.0400 0.0018 0.0007 113.2 1093 109.3
23 0.001 0.0004 0.073 0.0329 0.894 0.0357 0.0008 0.0005 113.6 1045 112.8
24 0.030 0.0125 0.197 0.1195 0.016 0.3802 0.0009 0.0078 57.4 56.7 56.9
Coefficients significant at the 5 % level are marked in bold. Testing is thereby done using the
asymptotic standard errors
For the log-likelihoods a likelihood ratio test using a yZ-statistic with 1 degree of freedom is
used, significant differences are again marked in bold.
Source: Own calculations using observations between July 1, 2000 and October 1, 2002
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But also the price dependent specification outperforms eleven times the
gradient dependent one™. So both models seem of similar statistical quality,
the advantage of the chosen specification being that it is based on a
fundamental explanation.

4. APPLICATION

In order to use the integrated model as a tool for the simulation of future
electricity prices, the different modules have been implemented as software
tools using mainly GAMS and MATLAB as software platforms. Figure 4-6
gives an overview of the implementation of the different components of the
integrated electricity model. All data are stored in a common data base and
then delivered to the different modules. The system is highly automatized, so
that both ex-post and ex-ante calculations can be done rapidly.
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In Figure 4-7, examples of price simulations are shown, which have been
determined using the integrated model. In that case, the data base for the

>3 Note that the likelihood-ratio test is not exact in this case since both models have the same
number of degrees of freedom. For an exact test, a non-nested model test has to be
employed. But this will hardly change the general result.
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model has consisted of the prices until end of 1 October 2002. On that basis,
prices for November 2002 have been simulated. The real market prices for
the second and the third week in November have been also included in the
figure. Obviously the shape and level of the simulated prices are in general
similar to the observed ones although of course the exact price pattern is not
matched. Two peaks of varying height appear notably around noon and in
the evening at about 6 p.m. whereas prices during night time are rather low.

A comparison of the price ranges implied by different price models
yields the results shown in Figure 4-8. Here prices in August 2002 have been
forecasted based on information available at end of June 2002. It is evident
that modeling electricity price developments based on Wiener processes
gives rise to extremely high uncertainty ranges in the medium and long run.
Mean reversion processes provide more realistic estimates of price ranges
and this is also true for the integrated model. Of course, the price range
observed in reality is even smaller, since it does not contain all possible
realizations of the stochastic price processes. An important difference
between the simple mean-reversion model and the integrated model is that
the uncertainty range in the integrated model increases with increasing
forecasting horizon due to the impact of uncertain primary energy prices.
The mean-reversion model on the contrary, shows no increase after about
one week.
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Figure 4-7. Comparison of simulated (as from 1 October 2002) and observed spot market
prices in November 2002
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Figure 4-9 shows a comparison of price forecasts and uncertainty ranges
implied by the integrated model with forward prices and real prices for
December 2002. Here, the average as well as the 10 % and the 90 % quantile
of the simulations is compared to the actual average spot prices and the
forward prices available at the time of simulation and just before the product
started to be delivered. In that particular case, the integrated model provides
a better forecast for the peak price than the forward price does, both five and
one month in advance. Also the uncertainty range looks plausible. But the
base forecast is not very good — in fact the observed price is here below the
10 %-quantile of the forecast and also the forward market performed slightly
better.
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Figure 4-8. Expected price variations (10 % quantile and 90 % quantile) for hour 9 on
weekdays in August 2002 as from 30 June 2002
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Figure 4-9. Comparison of price forecasts of the integrated model (from 30 June 2001),
forward prices and actual prices for standard products November 2001

A more systematic comparison is provided by Figure 4-10. Here the
results of ex-post simulation of the prices are compared to actual prices.
Thereby, the average of the price simulations obtained at the end of the
month preceding delivery is compared to the actual spot market outcomes
and to the corresponding forward quotes. Obviously, the simulation provides
results which do not align on the forward prices. But the average error, as
measured by the mean absolute error (MAE), is 3.6 €/ MWh for the
simulation model and 4.1 €/MWh for the forward prices. So the simulation
model performs on average slightly better then the market does, even if the
difference is hardly significant. In terms of the root mean square error
(RMSE), the result is similar: The simulation model has an RMSE of
5.8 €/MWh, the forward prices of 7.1 €/ MWh.

Figure 4-11 shows for the ex-post simulations how the price uncertainty,
measured as the difference between the 10 % and the 90 % quantile of the
simulation results, raises as the time to delivery increases. This increase is
not very strong and also sometimes decreases occur, given the differences in
volatility of the various months. But clearly the model neither provides
extreme uncertainty ranges for longer time horizons nor is the price
uncertainty limited by an upper bound.
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Figure 4-10. Comparison of price forecasts of the integrated model, last forward quotes and
actual prices for monthly base products 2001 and 2002
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Figure 4-11. Comparison of price forecasts of the integrated model, last forward quotes and
actual prices for monthly base products 2001 and 2002
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In general, the analysis carried out has shown that a combination of
fundamental analysis and stochastic modeling provides an approach to price
simulation which takes into account the technical restrictions governing
electricity production and transmission as well as the effects of new
information arrival and other stochastic effects. Also the dependency of
electricity prices on the fuel prices is included in this approach and it can be
used to derive both price forecasts and uncertainty ranges for the future
development of prices. These can be used both for the operational
management of generation and trading portfolios and for assessing the risks
associated with these portfolios. This will be shown in chapter 6 and chapter
7. Chapter 9 will develop complementary approaches, which allow tackling
price uncertainty in the longer run, when the assumption of a known
generation park is not justified. Before, we will now turn to the impact of
competitors strategies on electricity prices and own strategies.



Chapter 5

MODELING COMPETITION IN THE
ELECTRICITY INDUSTRY

Besides price uncertainty, the strategies of the competitors also affect the
decisions of electric utilities. Models of competitive electricity markets have
to date mostly been developed to analyze longer term equilibria on the
wholesale market. These models are briefly reviewed in section 1. Section 2
takes then a different view on competition in electricity markets,
emphasizing the role of retail competition. Here a model developed by the
author is discussed, treating electricity delivered by different producers as
heterogeneous products. This model is then applied in section 3 to the
German power market.

1. COMPETITION ON THE WHOLESALE
MARKET: COURNOT-NASH COMPETITION
AND COMPETITION WITH BID CURVES

In general two types of approaches have been used to model the
competition on the whole sale market. The first one is using the Cournot-
Nash framework (cf. e. g. Andersson / Bergmann, 1995; Borenstein et al.,
1999; Ellersdorfer et al., 2001, Ellersdorfer et al., 2003; see also the
overview in Smeers, 1997). Underlying are the assumptions of electricity as
a homogenous good and of market equilibria being determined through the
capacity setting decisions of suppliers. This model type is however only
appropriate for the description of the medium to long-term equilibrium
determination. Namely the existence of a Nash equilibrium in this modeling
framework requires a substantial negative own price elasticity for electricity.
While most empirical studies (e. g. Dennerlein 1990, Dahl 1994) agree that
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significant negative own price elasticities exist for electricity in the longer
run, for the short run both empirical studies and most practitioners agree on
the electricity price elasticity to be negligible or even non-existent.

The second one is modeling the price equilibria on the wholesale market
as equilibria of firms bidding with supply (and possibly demand curves) into
the wholesale market. The first models using this approach were developed
by Klemperer and Meyer (1989) and Green and Newbery (1992). Further
models in this vein include Bolle (1992), Bolle (2001) and Hobbs (2001). As
emphasized by Bolle (2001), supply curve bidding will only lead to results
different from traditional Cournot-Nash equilibria, if demand uncertainty (or
another source of uncertainty) leads to an ex-ante undetermined equilibrium.
Otherwise the supply (and demand curve) bidding collapses to one point,
which corresponds to the Cournot-Nash equilibrium. Recent work in this
field has on the one hand looked in more detail at the role of capacity
constraints for strategic price equilibria (cf. e.g. von der Fehr, Harbord 1997;
Baldick, Hogan 2002; Crampes, Creti 2002). On the other hand, numerous
models have been set up to analyze the interactions between grid restrictions
and market power for suppliers (e.g. Harvey, Hogan 2000, Hobbs et al.
2000, Gilbert et al. 2002, Metzler et al. 2003). Furthermore recent research
has emphasized the role of a contract market for future and/or forward
contracts for mitigating market power in electricity markets (cf. e.g.
Newbery 1998, Ellersdorfer 2003).

Three points seem particularly worth retaining from this numerous
literature: Most of the models developed are focusing on qualitative issues,
taking quantitative results more as illustrative examples than as ultimate
research objective. This is linked to the second observation that most
analyses aim at providing decision support more to the regulators than to the
utilities. The third point is that in most analyses, the entire focus is on the
wholesale market and that the interlinkage between wholesale and retail
markets is so far hardly analyzed.

2. COMPETITION ON THE RETAIL MARKET:
BERTRAND COMPETITION AND
COMPETITION WITH HETEROGENEOUS
PRODUCTS

The competition on the retail market is quite different from the wholesale
competition in that the firms are usually setting their sales prices and not the
quantities sold. Notwithstanding the results (e.g. by Kreps, Scheinkman
1983) stating the equivalence of price (Bertrand) and quantity (Cournot)
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competition under certain circumstances, the analysis of the price
competition on the retail market seems a worthwhile task. Thereby one has
to take as starting point that besides prices further less directly observable
characteristics of the commodities must influence the consumers’ choices (e.
g. service quality, billing frequencies, personal idiosyncrasies). This leads to
a model of oligopolistic competition with product differentiation as a more
adequate approach for describing observable behavior on competitive
electricity markets.

Particularly in recent years major advances have been made towards a
formal treatment of a broad class of such problems in a game theoretic
framework (e. g. Economides, 1989; Caplin, Nalebuff, 1991; Anderson, de
Palma, 1992; Anderson et al., 1995). Important application fields has been
questions of locational choice in spatial economics, where products are not
differentiated by their quality but by the location of the sales point and
corresponding transport costs. Most applications to date yet focus on
identical players with similar production structures. In the electricity markets
on the contrary players of various sizes and with varying production assets
do exist for historical reasons*’. This holds both for countries with
traditionally centralized electricity supply companies like France and the UK
and for countries with a traditional oligopoly of regionally delimited power
companies as it was in Germany or Sweden.

In the following the general methodological approach to model
oligopolistic price competition in markets with differentiated goods is
described first. The approach is then extended to multiple retail market
segments and implications for optimal retail strategies are derived. Finally
an application of the approach to the German electricity market is discussed.

2.1 Methodological approach — basic model with one
retail market

We consider a non-cooperative game with N profit-maximizing players i
(suppliers). These provide a bundle of differentiated commodities, with one
commodity y; supplied per player. The total demand y for the bundle of
commodities is fix, but demand will shift among commodities depending on
the prices p; offered by the different players.

Various choices are possible for the individual demand functions y;.
We assume in the following a logistic shape of the functions y;:

2* 1In fact, this is also true for most other real markets.
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Z PR Wl
J=1

This functional form provides attractive features like lower and upper
bounds of O and y respectively and a rather easy analytical treatment.
Furthermore, it can be derived from a model of stochastic utility
maximization (cf Luce, 1959). Therefore, this type of model, called
multinomial logit model, is widely used in the modeling of discrete choices
(cf. e. g. Maddala, 1992)>.

For notational convenience we introduce the market share m;:

Ao i = 4 Pi

m=2i=f (5-2)

i N
Y Z %0 AP

=l

Thereby «;; is a measure for the price responsiveness of the demand for
the product offered by player i. &;; has to be positive to obtain normal
demand functions. The larger the value of a;; the stronger is the price
responsiveness.

0y, is a measure for the relative attractiveness of the product offered by
player i. The larger ay; the higher the market share of commodity i at
similar prices for all commodities. In fact, if @ =aj= oy and p; = pj=p (or
more generally if @;; p~ay; p;) for all i and j, one has:

i

m =—c (5-3)

iTN
S
J=1

In the non-cooperative game, each player i maximizes his profit Gi:

G, = (Pi - (yi ))yi (5-4)

® Applications in economics and econometrics have been particularly pioneered by

McFadden (1974, 1978). See also the application to heating equipment by Dubin and
McFadden(1984).
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by setting his sales price p; accounting for his average cost c_'i( ,.),

which correspond to marginal costs c(y;). Derivation accounting for Eq.
(5-1) yields then:

oG, =(1_ci(y1)~5i(yi)ayi )yi +(p, - (y'))ay/ (5-5)
op; Yi p; op,

Using Egs. (5-1) and (5-3), the following identity is obtained after some
transformations:

2

¥,
Ey— =-a,y; oy AR —0, )i (- m;) (5-6)
Pi Yy

and for the first order-conditions for a Nash-equilibrium:

ac;
5p.

&+ -aly ))ay =0 (5-7)
<3}’.'[1' (J’:))alz(l_ )]=

If the possibility y; = 0 (market exit) is excluded, prices and market
shares in the competitive equilibrium must fulfill the identity:

=0

), (P.' - (J’:)Xl - mi) =1 (5-8)

For constant marginal costs c,.(y,)s ¢;, this is the equation of a hyper-

bole in the m;- pi-plane with asymptotes p; = ¢; and m; = 1 (see Figure 5-1). It
corresponds to the optimal price setting of player i at a given market share
my;, The larger the absolute value of ¢j; (the price responsiveness of the
customers), the closer the hyperbole remains to its asymptotes, i.e. the
supply price exceeds the marginal cost only by little.

The demand function (5-2) can also be represented in this plane as a
sigmoid with asymptotes m; = 0 and m; = 1 and the exact shape of the
demand function depending on the parameter values and the prices of the
other players. The demand is monotonously decreasing in p;, but even for a
price of O the player i will not have a market share of 1, given the incomplete
substitutability of the different goods. The intersection of the hyperbolic
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pricing function p,(m;) and the sigmoid demand function D,(m;) yields a
unique price-market-share combination for commodity i at any values of p;
(7 = i). Since this holds for any commodity i and prices are always a strictly
monotonous function p;(m;) of the corresponding market shares, we obtain a
unique solution for the first-order conditions (5-7). From this, the existence
and uniqueness of a market equilibrium in this setting may be derived
intuitively. A formal proof of the existence and uniqueness is given in
Weber (2000)™.

b

DHAp;p; Py PN Y,

S(p)

Figure 5-1. Demand function, optimal supply function and Nash-equilibrium in a non-
cooperative game of oligopolistic competition

** For the symmetric case with constant marginal costs a proof may be found in Anderson /

de Palma (1992).
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Furthermore, it can be shown that the second derivative of the profit
function G; with respect to the own price p; is negative when the first-order
conditions are fulfilled. Hence profits are quasi-concave in own price and the
obtained solution represents indeed profit maximums for all firms involved.

2.2 Methodological approach — extension to several
retail segments

As before, a non-cooperative game with n profit-maximizing players is
considered. But now ng market segments Q are taken into account, on which
each player sells a differentiated product yi4. As before, the total demand y,
for each market segment is fixed, but depending on the prices p; 4 offered, the
players will obtain various market shares. The demand functions are now
applied to each market segment, giving rise to the following equation for
market shares m;, within one segment:

aﬂ.l.q —aqpt,q
_ yi,q =D _ e
Mg = Y - i.q(pl,q’p2.q""’pn,q)‘ n

q Zeaﬂ./.q “C4Pq
J=

(5-9)

a4 is thereby again a measure of the price sensitivity in market segment
g, but it is assumed to be equal for all players, whereas @y, indicates the
relative attractiveness of product i in market segment s at equal prices. The
profit of player i is now described by the equation:

ZYI,q
9

G =Y piyig— (7, (5-10)
q

0

The decision variables of each player are now the sales prices pjq in the
different market segments. The costs are only a function of the current total

sales quantity y,o,,,=2y,,: , 1.e. retail and distribution costs are disregarded.
s

The first-order conditions for an equilibrium are now:
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- 0
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q
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Thereby the identity (5-6), generalized to the case of multiple market
segments has been used again. Neglecting the possibility of market exit, this
yields an optimality condition for the price in market segment g, which is
very similar to Eq. (5-8):

1
Pia = | 2o | (5-12)
q i[; iq\J aq 1_mi’q

i.e. in each market segment, a supplier will charge a price which
corresponds to his marginal generation costs plus a mark-up, which is
independent of his generation costs, but rather depends on the price
sensitivity in this market segment and the market share detained by the
supplier in this segment.

The mark-up will be always higher if the market share is higher. But
even if the market share, e.g. in a polypolistic competition, gets close to
zero, the supplier will nevertheless charge a mark-up, proportional to the
inverse of the price sensitivity parameter. In the opposite monopolistic case
with m;, = 1 the optimal strategy for the supplier is to set an infinite price —
as it is in general in a monopoly with zero (total) demand elasticity. But also
in the competition case, the incumbents with high market shares will, at
same cost structures, charge higher prices than newcomers with low market
shares. This has also been observed empirically, both on the European
markets for telecommunication services and for electricity. The still higher
prices of the former monopolists in the telecommunication sector have
according to this model to be viewed indeed as a profit optimizing strategy.
In this market, the regulators in Germany and many other countries have
obliged the grid operators to provide grid capacities at similar costs to all
market participants. In the electricity market, besides the grid costs — which
have also to be non-discriminatory — substantial costs arise also in the
generation resp. wholesale purchase of electricity. Here only a numerical
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simulation can tell whether higher prices of the former regional monopolists
are a consequence of cost differences or a result of market power.

At identical market shares, Eq. (5-12) implies that the mark-up will be
the higher in a market segment, the lower the price sensitivity a, of the
demand side. Several analyses (e.g. VDEW 2000b) have shown that price
differentials have to be considerably higher in the case of households and
other small electricity customers to make them switch suppliers. This has
according to Eq. (5-12) as immediate consequence that the mark-up beyond
generation and transmission costs c¢{g;) will be in the competitive
equilibrium higher for households than for more price sensitive customers.

But is it under these conditions attractive for a new competitor to
enter the high-margin segment of another utility, or is it on the contrary non-
rewarding, given the low switching willingness of the households? To
answer this question, prices and quantities in the competitive equilibrium are
scrutinized in more detail in the next section. Thereby the focus is on the
case with two suppliers in two market segments, in order to be able to derive
analytical results. Numerical results for the more general case of the German
power market are presented in the subsequent section.

23 Analytical results — attractiveness of various market
segments

For the case of two utilities competing in two market segments, the
general equilibrium condition (5-12) may be written explicitly:

PLa=6 (yI,A + J’1,B)+ ﬂYY—A_y_)
A4~ V14
Yy

Pis =Cl()’|,,4 +}"1,B)+
: ap\Yp = V.8

YA
P14 =6 ()’z,A + y2,3)+ m

Yy

Dyp =6y ()’2,A + )’2.3)+ a_(m
s\'p = Y25

Thereby the suppliers have been given the indices 1 and 2 and the market
segments the indices A and B. Furthermore the equations have been
formulated in quantities sold y;4 instead of market shares.

By taking differences we get:

(5-13)
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From Eq. (5-9), the ratio between the quantities y;a and yzacan be
determined. After taking logarithms, the following relationship is obtained:

m
ln(z_‘iJ= 1n( LY. J+ a, (pu - pl,A) (5-15)

V2,4

Isolating the price difference and inserting it into Eq. (5-14) yields:

BA()’I,A)+CI (yI,A +J’1,5)=Cz(YA +Yy -4 "J’I,B)

. 1 1 Y14 oy
th. B - +l | - .
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(5-16)

Consequently the marginal costs of the suppliers are not identical in the
optimum — in contrast to the result established for perfect competition (cf.
Chapter 4). Instead the marginal costs differ by the function B(y;4). This
function may be interpreted as the shadow price of quantity increase, since
similarly to Eq. (5-16) the following identities may be deduced:

BB()’l,B)+ 4] (yl,A + )’1,B)= Cz(YA +Yp = Y4 ‘)ﬁ,a)
BA'()’z,A)"' Cz(Yz,A + )’2,B)= ¢ (YA +Yp = Va4 "Y2,B)
Ba'()’z,n)*'cz (yZ,A +Y2,B)=Cl (YA +Yp =~ Va4 ‘J’2,B)

Y, - 1-
with: B (y“,) L 1 L | g 22208 |y Z""oup
(YB -, B) .8 M8 Moy g

BA‘(YZ,A)= —BA(yl,A)

By '(J’2,B )= ~By (J’us )

(5-17)
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By comparing Eq. (5-16) and the first equation in (5-17), the equality
B(y14) = By(y ) is readily established as a further characteristic of market
equilibrium. The decision in which market segment firm 1 (or 2) should
chase for new customers, has therefore to be taken in a way, that the shadow
price of customer acquisition (or quantity extension) is the same in both
market segments. This shadow price is not depending on the cost structure of
the firm or of its competitor, it is on the contrary a function of the market
characteristics, namely of price sensitivity «,, market volume Y, and market
shares at identical price mo, 4.

From Egs. (5-16) and (5-17), it can be shown that the shadow prices
B4(y1.4) und Bjy(y5) are strictly increasing functions of the quantities sold,
ie. with increasing market share, it gets increasingly difficult to get
additional customers. A selection of shadow price curves for selected
parameter values is shown in Figure 5-2.
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Figure 5-2. Shadow price of quantity increases depending on market characteristics

The customer acquisition gets clearly more difficult, the lower the price
sensitivity is. By contrast, differences in the market share at equal prices
have less drastic impacts on the shadow price for quantity increases.

Figure 5-3 shows how the shadow price curves for different market
segments may be aggregated horizontally. This is valid, since the quantity
extensions possible at a given shadow price level are obtained as the sum of
the quantity extensions in the different market segments. Subsequently a
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(vertical) aggregation with the cost function is also possible, so that the
optimal competition result may be determined graphically.

3. APPLICATION

An empirical application of the model is done for a simplified version of
the German power market. In the following, the key parameters for this
model are described first and then numerical simulation results are provided.
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Figure 5-3. Aggregation ofthe shadow prices functions for quantity extensions

3.1 Market description

Instead of modeling the about 1000 utilities in the German market, the
focus is laid on the largest suppliers, i.e. the so-called “Verbundunter-
nehmen” (national utilities) and those regional and municipal utilities which
supply more than two third of their sales to final customers through own
generation. This gives a total of 26 players according to the situation before
the mergers of the years 2000 to 2002, and 22 thereafter. The generation
capacities are modeled similarly to Ellersdorfer et al. (2000) and the model
is formulated in annual energy quantities (TeraWatthours, TWh). Given that
the electricity demand of the consumers is not equally spread over the year,
the energy supply requires the combination of different production techno-
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logies. Consequently the marginal generation cost for one additional TWh is
also not given by one production technology, but by a generation mix which
includes the marginal production technologies at different moments within
one year. Ellersdorfer et al. (2000) have developed an approach to tackle this
difficulty based on the assumption of constant load shape and load factor.
This approach is also used here. Thereby the production technologies are
distinguished by primary fuel used and age category and marginal
production cost curves as shown in Figure 5-4 are derived through a
Gompertz function approximation. For all utilities, not only their own
generation capacities are included, but the generation capacities of
companies fully or partially under the control of the companies considered.
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Figure 5-4. Marginal generation cost for energy output for selected electricity suppliers in
Germany

On the demand side, three market segments are considered: the retailers,
which mostly supply electricity to final customers without having substantial
own generation capacities, the larger industrial and commercial customers
and the residential and small business clients. The quantities sold to these
customers are taken from VDEW (2000a). At the same time, these quantities
are used to calibrate the model parameter “market share at equal prices” (cf.
Figure 5-5). Thereby on the one hand the market share before liberalization
is used, considering that customers have little incentives to switch suppliers
at equal prices. Additionally it is assumed that the large companies are better
known (or can make themselves better known) and that consequently clients,
who switch suppliers for non-price reasons (such as service quality, billing
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modalities etc.), generally will rather switch from the small to the larger
companies than vice versa. The parameter “market share at equal prices”
accounts for these two factors through a weighted average. 95 % of the
weight is accorded to the original market share in the market segment
considered and 5 % to the total electricity supply as indicator of the size of
the company”’. The market shares given are always with respect to those
customers directly supplied by the companies under consideration.
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Figure 5-5. Market share at identical prices of the electric utilities considered

For the price responsiveness parameter e, the values have been chosen
on the basis of results of various surveys (Stern 1999, Stern 2000, VDEW
2000b). Thereby the highest value is attributed to retail companies and the
lowest to private households.

Furthermore transmission and distribution costs have also to be taken
into account when modeling competition on the retail side. Two cases are
considered here:

e For residential customers, average transport and distribution costs

(including eco-tax and VAT) of 120 €/ MWh and
e for industrial and commercial customers, transport and distribution costs

of 24 €/ MWh

7 Obviously an empirical investigation determining the appropriate parameter values would

be very desirable. However, this is hardly feasible on the basis of publicly available data in
Germany.
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are taken. Transport and distribution costs are assumed to be constant and
similar for all companies, given that transport fees have to be non-

discriminative and that for distribution costs no detailed information is
available.

3.2 Results

Figure 5-6 shows the changes in market shares for the different suppliers
in the Nash-equilibrium compared to the market share at equal prices.
Clearly for most producers the changes in market shares are rather limited.
Yet the largest producer exhibits a decrease in the sales quantity by
approximately three percentage points in two out of the three market
segments considered. This is a consequence of the market power of this
producer, which allows him to charge higher prices than the other producer.
But already for the second largest producer, the demand increases in two out
of the three market segments. This is particularly a consequence of the
comparatively low marginal costs of this supplier (cf. Figure 5-9). Also
among the other suppliers, those show mostly sales increases which have a
competitive costs structure. The correlation coefficient between the total
change in electricity sold (cf. Figure 5-7) and the marginal costs (cf. Figure
5-9) is as large as —0.84.
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Figure 5-6. Changes in market shares under price competition compared to the situation
under equal prices

The example of the second largest supplier also illustrates that it is
despite higher mark-ups not necessarily attractive to enter the market for
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household customers. Given the low price sensitivity, high shadow prices
have to be paid (or price concessions to be made, cf. Figure 5-2) to make
deals with the private customers. The incumbents may on the other hand
reduce substantially the business opportunities for the new player if they
reduce in turn their prices — a behavior which has clearly been observed in
Germany in the first years after liberalization.
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Figure 5-7. Changes in electricity production under price competition

Figure 5-8 illustrates that price differentials are highest in the equilibrium
within the market segment of residential customers, given the low price
sensitivity in this field. Conversely the high price sensitivity of distribution
companies and industry induces very similar offers by the utilities and their
mark-ups are substantially reduced. This is similar to the Ramsey-pricing
rule for combined production, according to which the costs of joint
production should be distributed according to the price elasticity of the
demands on the different products.

Compared with the initial situation before liberalization, especially the
utilities 11,16 and 20 find their demand considerably reduced (Figure 5-7).
These are throughout smaller suppliers with comparatively high production
costs. In general the correlation between the size of the utility and the change
in the electricity sold is however low, averaged over all utilities it is only
0.08. Much higher is on the contrary, as mentioned earlier, the correlation
between the changes in electricity supplied and the marginal costs of
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Figure 5-8. Prices under price competition in the different market segments
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Figure 5-9. Electricity sales and marginal costs of generation in price competition
generation™: The suppliers with the highest growth in output, notably

* The costs for transmission and retail services have been assumed to be equal for all
players. This is true for transmission and distribution grid fees due to the discrimination
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utilities 17, 23 and 26, have at the same time also the lowest marginal costs,
providing them for example a mark-up of 6.5 €/ MWh to 7.2 €/ MWh in their
sales to industrial customers, which is much higher than for the average of
all suppliers (4.3 €/MWh).

Even in their trades with retailing utilities, their margin is comparatively
high. But also for the largest supplier, the mark-up beyond marginal costs is
with 5.5 €/ MWh for industrial customers higher than average. This indicates
that both market power resp. customer loyalty and cost-effective production
contribute to the commercial success of vertically integrated electric utilities
in the liberalized markets. Through the model presented here, it is possible to
formulate this statement not only verbally and abstractly, but also to make
quantitative analyses and to identify the relative importance of these
different success factors.

On the whole, the presented model of oligopolistic price competition
offers a specific perspective on the retail competition of vertically integrated
companies. Although the numeric results obtained should not be
overinterpreted, they clearly show the important role both of competitive
cost structures and market power respectively customer loyalty for obtaining
positive commercial results. It turns also out that substantial extra profits for
the suppliers are still possible even in a competitive environment, especially
in customer segments with low price sensitivity. It has however been shown
both theoretically and numerically that this market segment is not
necessarily an attractive field for expansion plans, since customer switching
can only be obtained at high costs and competitors may well counteract
acquisition efforts through own price reductions.

As with many game theoretic models, the essential results are more
qualitative than quantitative and clearly further investigations would be
needed, notably to obtain reliable estimates on the price sensitivity of the
customers. Then the tool could also become a worthy tool for quantitative
analysis. On the other hand, the derived global regularity properties make
the basic model also an attractive candidate for further refinement and
extension, e.g. for the inclusion of pure retail companies as separate players
and for an analysis of the interaction between wholesales and retail markets.

free grid access guaranteed by German and European law, yet for the retail business this is
an approximation, which could be improved if better data were available.
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OPTIMIZING GENERATION AND TRADING
PORTFOLIOS

Unit commitment and load dispatch have been key issues in the
electricity industry ever since the establishment of large integrated networks
(cf. e.g. the literature surveys by Sheble and Fahd 1994, Sen and Kothari
1998, Romisch 2001, Wallace and Fleten 2002 and the recent volumes by
Hobbs et al. 2001 and Bhattacharya et al. 2001). Yet, the problem has been
considerably modified through liberalization and unit commitment has to be
rethought under the new conditions. In particular, price uncertainty has now
to be accounted explicitly for (cf. e.g. Krasenbrink et al. 1999, Takriti et al.
2000, Dotzauer, Lindberg 2001, Brand, Weber 2001). This has provided an
additional push towards the use of stochastic optimization approaches (cf.
also Dentcheva and Romisch 1998, Growe-Kuska et al. 1999, Conejo et al.
1999, Bacaud et al. 2001 and others). But so far only limited attention has
been devoted to develop models which fit precisely to the specific market
context where they are to be used.

Taking the market structure described in chapter 2 as starting point, the
following decision problems have notably to be solved by generators:

e longer-term portfolio management, balancing derivative market products
and physical optionalities given by the power plants on the spot market,
bid generation for the physical day ahead market,

¢ bid generation for the reserve power market,

e unit commitment after the closure of the day ahead and the reserve power
market.

In the following, the focus will be laid on the first and the last of these
problems, because these are the most important ones in terms of financial
flows and physical commitments. Furthermore, the bid generation for the
spot market is dealt with extensively by Brand et al. (2002), Brand, Weber
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(2002) and Brand (2004), whereas the optimal bid calculation for reserve
power markets is discussed by Swider, Weber (2003b) and Swider (2004).

Besides the emphasis on models adapted to the specific market structure,
a particular focus is laid in the following on CHP systems, not the last given
the current strive for distributed generation and efficient energy use.
Consequently, the technical elements which have to be accounted for in the
production scheduling of CHP plants are first described in section 1.
Thereby a formulation suitable for planning under uncertainty is chosen
from the outset. The system-wide restrictions and the choice of the objective
function — depending on the market context - are then discussed in section 2.
Next, specific types of decision problems are dealt with. Section 3 is devoted
to separable optimization problems, as they arise in liberalized markets for
non-CHP systems. Section 4 describes an approach for two-stage
optimization of CHP systems in the day-ahead market. Section 5 looks then
at the longer-term portfolio management problem for these systems, whereas
the application of these methods is discussed in section 6.

1. TECHNICAL ELEMENTS FOR PRODUCTION
SCHEDULING

Key elements for describing the operation of all types of thermal power
plants are fuel consumption equations and capacity constraints (section 1.1),
together with start-up and shut down constraints (cf. section 1.2). Specific
elements for CHP plants depend on the type of the units considered. Here
backpressure steam turbines (cf. section 1.3), extraction-condensing plants
(cf. section 14) and gas turbines (section 1.5) are considered. The
description is based on earlier work by Hanselmann (1996), Albiger (1998)
and Bagemihl (2001) and follows in general the treatment in Thorin et al.
(2001). Similar descriptions may also be found e.g. in Honig (2001) or
Dotzauer (2001). But here in view of the definition of a stochastic
optimization problem, not only indexation over time is done, but also on
scenarios. A scenario S consists thereby of a sequence of states of the world
s, for the different time steps ¢, formally:

S =1{s )t €lty e JA V(5,5') €8, xS, Pr(s — 5')> 0} (6-1)

In order to streamline the notation somewhat, the index ¢ which should
accompany the state s; is suppressed in the following. Non-anticipativity as
defined e.g. in Romisch (2001) is thereby assumed for decisions in the
different scenarios. Le. if a state s, belongs to different scenarios S (since
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those diverge only later in time), then any decision at s, has to be identical
for all scenarios S.

Throughout, equations are expressed in energy terms, so no specific
attention is paid to mass flows and temperature levels. But a wide range of
CHP plants can be adequately described through this approach. The major
exception are CHP systems with several steam extraction and collection
levels, where mass balances and temperature levels allow to capture more
adequately the thermodynamic aspects and the resulting restrictions for plant
operation (Hanselmann 1996). The level of modeling detail is far lower than
in single-plant simulation programs, (e.g. Schnell u. a. 2002), but here a level
of aggregation is chosen, which allows to solve afterwards the overall unit
commitment problem in limited computation time. This is also the reason,

why non-linear equations are replaced by their (piecewise) linearised
counterparts.

1.1 Fuel consumption and capacity restrictions for
conventional power plants and boilers

The fundamental equations to describe a thermal power plant without
combined heat production are firstly restrictions on maximum and minimum
electric power as given by the power plant characteristics.

Maximum electric power:

PEL < pPEL O (6-2)

u,l,s u,max “u,t,s
Minimum electric power:

B 2 PuininOuys (6-3)

w8 u,min

Thereby O,,s describes the on-off status of the plant. Thus the upper
bound for electric power is zero if the plant is turned off and PET: if the

plant is turned on. Similarly, the lower bound for output power is only
different from zero if the plant is turned on. These equations have obviously
to be fulfilled for all units u, all time steps ¢ and all states s at these time
steps. These precisions are omitted in the above equations and will also be
omitted in the following to improve readability, except when of primordial
importance.

Secondly, the fuel consumption equation describes the relationship

between fuel input 7 it and electricity output PuE,LS :
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EL

P
PP N (6-4)
s hf”u(PuE;Ls)

where }sz is the fuel calorific value and 7, is the load dependent
efficiency of the plant.
This equation can be linearised and directly formulated using the
fuel input power P ' ug.s 4 variable to obtain a more tractable problem:
PfFlll]Is :ﬂELPEL +ﬂuo

uts

O, (6-5)

It should be noted that this is an affine equation where the second term is
non-zero if the plant is operating. Thus the linearisation is done in a way to

obtain an optimal fit only on the interval [PEL P ] and the coefficient

u,min u,max
,HfL represents the marginal fuel consumption when the plant is operating,

whereas /3,? is the fuel consumption at minimum output which exceeds the

quantity B, P,

For heat producing boilers, which are often included as peak load devices
in CHP systems, the relation between fuel consumption 1’ futs and boiler

heat output flow o

ui,s

NHT
My s = N——Q—'— (6-6)
f u (Qu 1,8 )
can be expressed similarly as:
f u I,S ﬂTHQu A8 + ﬂuoou,l,s (6-7)

The boiler output is also limited by the technical minimum and maximum
power:

Qu min uts —Quls —Q u,max ul,s (6'8)

For the mathematical structure of the problem, boilers and power plants
are therefore equivalent, except that they provide different outputs.
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1.2 Start-up, shut-down and ramping constraints

Besides the restrictions for fuel consumption and maximum and
minimum power, also further technical restrictions for electric and thermal

power are to be satisfied by all plant types at each time point. These include
T DOWN

u,min

.. . . UP .. .
notably minimum operation times 7T, and minimum down times

u,min
but also maximum ramping rates.

For a compact notation of these restrictions (and also later on for the
modeling of start-up and shut-down costs) binary variables Uy, and D¢
describing respectively the start-up and the shut-down of a unit are
introduced. These are binary variables which are defined through the
following restrictions: U, ;s must have the value 1, whenever the state of the
unit changes from offline to online, i.e. the variable O,;, switches from 0 to
1 within one scenario S

U

wis 20,,,-0 VS Vs,s'e S (6-9)

u,t-1,s'

In all other cases, the start-up variable has to be zero; therefore it is
bounded from above by the current operation state and also bounded from
above by the opposite of the operation state at the previous time step:

Uyys SOy VS VseS (6-10)

u

U, <1-0 VS Vs,s'e S (6-11)

ut-l,s'

Similar considerations are valid for the shut-down process and lead to the
restrictions:

Du,t,s 2 Ou,t—l,s' - Ou,{,s VS Vs, s'e § (6_12)
D, 20,y VS Vs,s'e S (6-13)
D, <1-0,, VS VseS (6-14)

Restrictions on start-up or shut-down frequency are mostly introduced to
prevent increased risks of component failures and are particularly relevant

for coal-fired or nuclear plants. Therefore a minimum down time T.29%¥

u,min

defined for those units u . Likewise it is not possible to shut down a unit if it
was started-up the time-step before, and a minimum operation time 7.°"

u,min

is

i



102 Chapter 6

defined. A unit can then only be shut-down after Tuu,ﬁm hours of operation,
which can be written formally:
’+7;ll./:|in_l
UpiTowin S D Oy VS Vs,s'e S (6-15)
=t
Similarly, one gets for minimum down times:
TN
D,, TPoM < Z i-o,,.) VS Vs,s'e S (6-16)

Additional restrictions are sometimes imposed in form of ramp rates,
again to prevent excessive material and component fatigue. Thus power and
heat gradients may not exceed certain values during operation. However, the
situations at start up and shut down of each unit have to be accounted for
since during these special events, the gradient is allowed to be higher than

during the operation of the unit. This requires the introduction of the

. i . . . .
parameter Py, =max(0, Pyn — Py “""¢)  which is associated then with

the start-up resp. the shut-down event. Thus for electric power one gets:

PEL,u,l,s - PEL,u —1,s' -U,

ud,s

Py, S Ppychmee VS Vs,s'eS  (6-17)

FPeruis = PeLwss = Duss b I;Lu < Pgry Change VS Vs,s'e S (6-18)
Similar equations may be formulated for heat output:

Qu,!,s - Qu.l—l,s' - Uu,!.s Q; . Q';nax.Change A VS,S'E S (6'19)

Ouimts = Ouss — D0, S Qo Chinee VS Vs,s'e S (6-20)

with Q; =max (0’ Q:\iﬂ _ Q'l:nax.Change)
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1.3 Back-pressure steam turbines

Back-pressure steam turbines are often used in CHP if power and heat
are needed simultaneously and in rather stable shares, since they produce
electricity and heat in a constant ratio. In the following, a back-pressure
turbine is modeled together with its corresponding boiler. Thereby the

relations between output heat flow Qf,T .» output electric power Pf,"s and
input power Pf us,s €an be written in linearised form as follows:
EL NHT
Pu,t s S ut,s (6'2 1)
FU _ pEL pEl 0
Pf,u,t,s - ﬁ })u (X + ﬁu Ou,t,.\' (6'22)
EL

s~ thereby describes the power to heat ratio, which is a plant specific

u

characteristic, ﬂf" is as before the marginal fuel consumption rate per unit

of electricity output and ,(f the fuel consumption at minimum output.

Additionally, power and heat output are again restricted by upper and
lower bounds. Since they are directly linked through Eq. (6-21), it is
sufficient to write restrictions on one output:

PuErlanu 1,8 = PuEt[s = PuErInaxO 1,5 (6'23)
14 Extraction condensing steam turbine

Extraction-condensing steam turbines are a more complex turbine type,
which is rather frequently used in combined heat and power generation due
to its flexibility. Such turbines offer the possibility to produce power and
heat in an at least partly variable ratio, by extracting steam (possibly at
different stages) of a conventional (set of) steam turbine. For our purposes,
we consider only the aggregated heat and power flows generated by the
extraction-condensing turbine. The plant operation may then be described
graphically as depicted in Figure 6-1 by a fuel consumption curve and a
power and heat chart (brief: P-Q-chart), which indicates the operation limits
for the combined heat and power production.

Formally the fuel consumption can be expressed through the equation:
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ST™M
FU Q o » EL pEL HT o
Pf,u,l,s = u'ssTM =ﬂu Pu,l,: + u Quts + ﬂ O (6'24)
ud,s

The fuel consumption, which is prima facie depending on the steam
output from the boiler (equal to the steam inlet to the turbine), is hence in a

second step decomposed in a marginal fuel consumption ﬂuEL for electricity
production, a marginal fuel consumption ﬂ,,HT for heat production and a fuel

consumption ﬂuo at minimum output. In Figure 6-1, the fuel consumption at

P

El equiv.

PE:'

O ! Pryfor Ory)
Fuel consumption P-Q-chart

Figure 6-1. Condensing extraction turbine — graphical representation of fuel consumption and
operation restrictions

the operation point marked by a dot is determined graphically from the equi-
valent electricity production Py ,,;, = Pg + BT/ BEQ, but the underlying

relationship is clearly equivalent. The ratio ,BuHT / ﬂfL thereby corresponds

to the electric power reduction due to heat production.
The operation restrictions can be described by the inequalities:

B PE + gITONT <O (6-25)

ﬂEL”PEL +ﬂHT"

ul,s

2ol (6-26)
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NHT NHT
utes S Lumax (6-27)
I)uEr s 2 Su min :,’ZJ (6'28)

The restriction (6-25) corresponds thereby to line(Q)in Figure 6-1, which
represents the maximum steam output from the boiler. Restriction (6-26)
conversely describes the minimum output from the boiler, corresponding to

line®)in Figure 6-1. The coefficients £, £ and B, 7" can thereby
in many cases be set equal to thelr counterparts in the linearised fuel
consumption equation ﬂfL and ,B:’ T The third operation restriction,

inequality (6-27) resp. line® is due to the limited heat exchanger capacity,
which implies a maximum heat outlet. Finally, restriction (6-28) (lineé

provides a minimum power to heat ratio sEL | which is caused by the

umm
maximum ratio between the extraction and the condensing flow. One has to
bear in mind that all these bounds, except maximal and minimal power
generated, depend in principle on the temperature levels in the
corresponding heating grid and may therefore vary between seasons.

1.5 Gas turbine and gas motor

Besides steam turbines, also gas turbines and gas motors are frequently
used in CHP systems, notably in smaller ones. The model descriptions of the
gas turbine and gas motor are similar to the model of the back-pressure

steam turbine. The relation between the output heat flow Qu,s and the
electric power output PuE, . can be expressed with a linear relation:
EL  (EL
PE 2 sPQu (6-29)

Here an inequality is used, describing the case where the heat generated
by the motor or gas turbine can alternatively be taken through a heat
exchanger to produce useful heat or is directly released to the environment
through some auxiliary cooling system. If no auxiliary cooling system is
present, the equality (6-21) should be used instead.

Fuel consumption is then again described through a (linearised) function
of power production:

,u 1,8 ﬂfLPuEt’s ﬂMOOM,l,S (6'30)
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and upper and lower bounds for power production are formulated as before:

El
P u,minO

<P¥ <pH O (6-31)

ut,s = fud,s u,max " u,t,s

Separate restrictions for the heat output are in general not necessary,
since it has an upper bound given through (6-29). Only in the case of an
additional limitation through the heat exchanger capacity a further restriction
is required. The equations for a gas motor differ from those for a gas turbine
only by the parameter values and the fact that the parameters do not depend
on the outdoor temperature.

2. SYSTEM-WIDE RESTRICTIONS AND
OBJECTIVE FUNCTION

The operation of power plants and CHP plants is in general not only
determined by the technical restrictions of each single plant but also through
system wide load restrictions and the aim of the operators to maximize their
profits. Before liberalization, sales revenues were mostly given in advance
by the fixed rates and the (almost) fixed load, so unit commitment and load
dispatch were usually solved as cost minimization problems with load
constraints to be fulfilled. In the current situation, the balance of supply and
demand is still an important aspect which is discussed in section 2.1. The
objective function to be used for unit commitment and load dispatch
decisions is then formulated in section 2.2. Section 2.3 then analyses the
problem structure obtained and possible simplifications, establishing thus the
link to the subsequent sections.

2.1 Balance of supply and demand

Prior to liberalization, the balance of supply and demand to be achieved
for electric power mostly meant that the sum of the electricity produced by
all units in the system had to equal the electric load. In liberalized markets,
the production from own units may be complemented by purchases from the
market — either through longer term contracts or at the spot market. On the
other hand, electricity may also be sold through contracts and at the spot
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market. Thus one obtains the generalized inequality for the electrical load at
each time ¢ and in each scenario/state of the world 5™

ZPuEILs Z BUY ct,s 2 E SELLcls Silz;t ,5 (6'32)

ueEU ceBEC, ceSEC,

Thereby, ELu( ) is the power produced by unit u, PBEJY,C,,,S describes
the power bought under some contract ¢, PS%LL’C,,’S is the power sold at time ¢

under contract ¢ and Psf,ﬁ, s describes the quantity purchased at or sold to

the spot market. Hence, P, EL can be here, contrarily to the other variables,

Spot,t,s
positive or negative.
Since a short-term market does generally not exist for heat, the balance
equation is slightly different for heat: the heat output of all units in the
system plus eventual heat purchases should at least equal the heat demand:

EQ“ 158 ZQBUY,c 1,8 2 ZQSELL o5 Vg eG (6_33)
ueHU; ceBTC, ,, ceSTC, , ,
with:
QHT - heat produced by unit u at time ¢
oM, .., - heat bought under contract ¢ for heat grid g at time ¢
S HT . . .
SELLcts heat sold under contract ¢ in heat grid g at time ¢

In both inequalities, units that can produce electric or thermal power have
to be counted according to their actual output. Units that produce both
electric and thermal power thus appear in both inequalities.

The fuels used for the units are provided either by immediate
delivery (e.g. from the gas grid) or taken from storage. In order to account
for supply and demand contracts for fuels, the following balance equation is
formulated:

My + 2P o+ Y P i SMp o b 2 Piysers  (6-34)

uell ceSFC, ceBFC,,

** Due to the technical restrictions mentioned above, the amounts of electricity produced can
not be chosen arbitrarily small (e.g. minimum electric power production). Thus demanding
strict equality would possibly lead to non-solvable problems.
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Thereby fuel storage is accounted for through the storage quantities M;,.
1s’ respectively M.

Besides these balances for electricity, heat and fuels, also balances for
reserve power could be established, if the system under consideration has to
provide these services. In that case, which is not analyzed in depth here, one
would also have to adapt the capacity restrictions for the plants providing
ancillary services and the provision of these services would have to be
modeled (cf. chapter 4 and Thorin et al. 2003).

2.2 Objective function

In a deterministic setting, the aim of a power plant system operator
clearly is to maximize the total profit of the system under consideration.
With uncertainty (or more precisely risk), the operator may do some trade-
off between increasing the expected value of the profit and limiting the risk.
But in the following, we will limit ourselves to the risk-neutral case™,
Hence, the objective function G can be defined as the difference between
total expected revenues V and total expected costs C, with possibly some
correction term to account for changes in stock AM .

max G = max{y/ - C - AM} (6-35)

The maximum is taken over all decision variables describing the operation
of all units of the power plant system. Formulated this way, the objective
function is basically valid both for conventional and market driven operation
of power plant systems. And it is also applicable for deterministic and
stochastic problem formulations.

Besides sales of electricity ¥,%“, heat sales V" and possibly (re-)sales

s * 1,5
of fuels ¥,%Y contribute also to the total revenues V for CHP systems. Under

1,5

risk neutrality, one has thus:

T
V=3 YL v i ] (6-36)

t=1 seS,

The value of the sales can be determined from the quantities sold,
multiplied with the (possibly) time- and state-dependent prices:

* Methods for solving stochastic mixed integer linear programs with risk aversion are
developed by Schultz, Tiedemann (2002).
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VI,ESL = Zpg'l,ls })CEILS gg‘:rs PSpaI 1,5 (6'37)
ceSEC

Vttv”‘ ZPHT (R t s (6'38)
ceSHC

Vil = Ypers PL (6-39)
JeFceSFC

The total costs can similarly be divided into those linked to the power
plant operation and those related to contracts. Furthermore they can be
divided into two groups depending on whether they are influenced by
decisions of the power plant operator (variable costs) or not (fixed costs).
Hence, one can write:

FIX FIX

C ZZ [CPL 1,8 PL,! ] + C‘CT 1,5 CCT,I,S] (6'40)
=l s

with:
C’,?[ ,, - total variable costs of unit operation (e.g. fuel costs, desulphurization ...)
C’fl{ , - total fixed costs of plant operation (e.g. man power, interests...)

g;’ sl " total variable costs of contract exercise (e.g. energy price charged ...)

ng, . - total fixed costs of contracts (e.g. base fee ...)

Among the variable costs, the operation costs (sum of start-up,
continuous operation costs and shut-down costs for each unit within the
power plant) and the variable costs for fuel contracts are included.

For the plant operation costs, one has to consider the costs of continuous
operation Copp,ys, together with the start-up costs Csry and the shut-down
costs Cspy, Which are all linked to the corresponding binary unit operation
variables:

CPL,var.s,t = Z[CST,M * Uu,s,t + COP,u,s,l * Ou,s,t + CSD,u * Du,s,r] (6'41)
uel

Thereby the start-up and shut-down costs Csry, and Csp, are taken as
constant’!, whereas operation costs are a function of fuel price py;, and fuel

3! This clearly is a simplification, since especially start-up costs depend on the time, which
the plant has cooled out since the last operation. The colder the plant, the more fuel is
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input Q'f’”,,(PE,,M’S’,,PTH,,,,S’,), which is described, depending on the plant
type, by Egs. (6-5), (6-7), (6-22), (6-24), or (6-30):

Copusy =P f,r,tQ St (P ELst > P TH 5. ) (6-42)

The variable contract costs include purchase costs for electricity, heat and
fuel:

CCT,op(t)= ZPEL,c(t)‘PEL,c(t)"' Z pTH,c(’)'PTH,c(f)"' pr,c(t)'Pf,c(t)

ceBEC ceBTC ceBFC
(6-43)

The fixed plant and contract costs do not need to be considered if they
are not influenced by the operator’s decisions. They are then simply an
additive constant in the optimization problem, which does not change the
results.

Finally, the changes in stock correspond mostly to changes in the
fuel storage during the optimization period and can be valued using:

AS = J[M,(1)* p, () - M (T)* p ()] (6-44)
SeF
with:
M, (1) - the amount of fuel f in the storage s at the beginning of the optimization
period.
M, (T) - the amount of fuel fin the storage s at the end of the optimization period.
A1) - the market price for fuel f at the beginning of the optimization period.
PAD) - the market price for fuel f at the end of the optimization period.

Since short time spans are considered, no interest or discount rates are
applied within the optimization period.

23 Problem structure and possible simplifications
The equations described above yield a mixed integer linear programming

problem. This problem is in general solvable if all parameters are known or
at least assumed to be deterministic, yet the computational burden becomes

needed for getting it back to operation temperature (cf. also section 3.2). But this
simplification is necessary to keep the problem formulation linear.
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quite high even in the deterministic case when time horizons of several
weeks or more are considered. Therefore, various decomposition approaches
have been developed and applied to these types of problems mostly based on
the principle of Lagrangian relaxation (cf. the discussion in Romisch 2001
and Huonker 2003).

The computational burden increases even further when it comes to
optimization under uncertainty, so that the problem has to be scrutinized
carefully in order to identify simplifications, which help to reduce the
computational requirements.

A careful examination of the problem structure shows that the problem
described above has the following, almost block diagonal structure (cf. also
Huonker 2003):

.
Ps ~ ‘31317 { Ya

Pp2 =€y | Y2
max

Pz —Cps Yo

pSpoI i _ySpoI_
i Ao [ Bo (6-45)
Apm Ym by
AFueI yBZ bFuel
Ay 0 0f ... 1< by,
0 Ay 0 0 Y b,
: : K : : \_ySPO'_ e
L 0 0 0 Ay, OJ b, J

Thereby one block B with index k stands for one power plant or one
contract. The equations for the different blocks of decision variables yg; are
only coupled through the demand restrictions for electricity and heat as well
as the fuel storage equation. The spot market variables Ysyor Only enter the
demand restrictions. The corresponding dual problem is then:



112 Chapter 6

min| by, Ay
by, A
by, A gy
(%]
[- AB,T 0 0 0 WA'D.TI: rpm_cm-
0 Agp' 0 0 |Muw| [Psa—Cr
ADEIT AD,ThT AFueIT ' : : Ap |2
0 0 0 A" Am Psn —Cgy
I 0 0 0 0 f. || Py ]
A g
S (6-46)

Here the particular structure of the matrices Apg, Apm and Agye (cf.
inequalities (6-32) to (6-34)) has to be considered: These matrices only
contain the elements 0,1 and —1, since all energy flows are either added to or
subtracted from the corresponding balance, and they have only one non-zero
element per column, given that each energy flow at maximum enters one
balance equation. The last (block) row of the dual problem then implies that

Ap gt 2 Pspor.s

(6-47)

A'Fuel 2 pSpot,Fuel

and given that the dual problem is a minimization problem we can affirm
that in the optimum the equalities

Ap g = Pspor.sl (6-48)

A'IF'ueI = pSpot,Fuel

hold. If we now integrate the first and the third block row of the original
constraints into the original objective function using the Lagrange
multipliers Apg and Apue, We obtain the new primal problem:
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- -T r 7
P —Cp M
Pp2 —Cpy Ya
T T T
max - pspot,EI AD.EI - pSpaf,FueI 1‘}"!4'91’r
Pz, —Cpy Y 8
L pSpol | i_ySp"'_.
i . _ (6-49)
Y .‘ bD,ThW
Al),Th y b
A, O o ol Y Bl
. an
0 0 0 A, oYl [P

This problem has entirely a block structure, except for the heat demand
block, which corresponds to Eq. (6-34). Consequently, the operation of any
unit or contract, which does not deliver (or purchase) heat, can be optimized
independently from all others™. This is the mark-to-market principle, which
arises here directly from the structure of the optimization problem together
with the assumption of unlimited purchases and sales to the spot market at
uniform and constant prices. So this is an interesting and relevant special
case, which will be looked at in somewhat more detail in the next section.
Unfortunately, the assumption of unlimited purchases and sales to the spot
market is even without CHP plants not fully valid in the continental
European markets (cf. chapter 2). Once the day-ahead market is closed, the
power plant operators are more or less set back to the traditional
optimization with electricity demand (and possibly heat demand)
restrictions, since they have only very limited possibilities left to sell or
purchase on the market. So this case will be dealt with in section 4, taking
into account the linkage between the next, demand restricted day and the
following days, when electricity can be again sold and purchased on the
market. The approach developed in this section is then extended in section 5
to the decision problem for longer-term portfolio management.

> Note that this holds only as long as risk neutrality is assumed (i.e. maximization of the
expected value of the profit). For risk management, all power plants and other assets have
to be valued together (cf. chapter 7).
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3. SEPARABLE OPTIMIZATION WITH
UNCERTAIN PRICES - REAL OPTION MODEL

The discussion in the previous section has shown that in the liberalized
market, power plant operators can in principle operate each plant
individually on a mark-to-market base. Given the price uncertainties on the
market and the optionalities inherent in power plants, an attractive approach
for analyzing this decision problem is to consider power plants as “real
options”. In fact, the real options approach is rooted in two different fields
(cf. Ostertag et al. 2004). On the one hand, following notably the seminal
book by Dixit and Pindyck (1994), investment under uncertainty has been
analyzed, treating assets like power plants as (partly irreversible) investment
opportunities. On the other hand, the theory and practice of financial markets
has been extended to energy (and other commodity) markets and as a
consequence the need arose to analyze the value and the risk of real assets
like power plants in combination with traded products like forwards or
futures. In this section, the focus is more on the latter approach to real option
valuation, since it is more turned towards the operational decisions which are
at the heart of this chapter. In section 3.1, first the basic models directly
transposed from finance are briefly reviewed, then the more specific
approaches developed in recent years are discussed in section 3.2. Finally, an
approach is developed which explicitly copes with the market structure
observed in continental Europe.

3.1 Basic models

A thermal power plant can be characterized most basically as a device
capable of delivering at any given time electricity at a price equal to the
variable costs for running the plant, i.e. mostly fuel costs. This corresponds
in financial terms to an European call option, which provides to its holder a
pay-off equal to the difference between the current price (of electricity) and
the strike price of the option (the variable costs) (cf. e.g. Pilipovic 1998). If
the price falls below the strike price of the option, the pay-off is zero, as
shown in Figure 6-2. For the power plant this corresponds to shutting down
the power plant instead of running it at loss.

Of course, most power plants are in reality not as flexible as to shut
immediately down when prices fall below the threshold (cf. section 1) and
therefore more realistic models are needed to describe power plant
operation. These will be discussed in section 3.1. Beforehand, a few other
points are however worth noticing:
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Profit

Paie= Variable operation costs
p.mk. pEIac

Figure 6-2. Pay-Off function for a thermal power plant, interpreted as European Call option

The option of producing electricity from a power plant can be exercised
repeatedly, every day or even each hour of a day. Thus, a thermal power
plant has rather to be considered not as a single European option but as a
sequence or “strip” of European options on different maturity dates.
Hydro storage power plants are rather different from thermal power
plants as far as their modeling in financial terms is concerned. Through
the storage capacity, the operation statuses of the hydro plant at different
moments in time are linked, the option therefore becomes path-
dependent. If the storage capacity is small compared to the turbine
capacity, the hydro storage plant can be considered as equivalent to an
American option (option with exercise possibility at any time before
maturity). Hydro pumping plants have again to be modeled differently,
since they allow shifting electricity from low price to high price period.
They have therefore characteristics similar to swap options, with low-
price and high-price electricity being considered as two different
commodities. But these options shall not be considered in detail here.
Since electricity can hardly be stored, electricity delivered at different
moments in time is in fact not the same commodity, but should rather be
treated as different products (cf. section 4). This makes a strong
difference to most other commodity prices and implies notably that
methods for option valuation based on non-arbitrage arguments like the
seminal Black and Scholes (1973) approach are not directly applicable.
Given that not only electricity prices are subject to uncertainty, but also

fuel prices, power plants are more appropriately treated as a swap option
(often called ‘“‘spark-spread option” ), that is an option to exchange one
commodity (fuel) against another (electricity). Margrabe (1979) has
provided here a valuation approach based on the Black-Scholes analysis,
which has been widely applied in practice for valuing electric power plants
(cf. e.g. Deng et al. 1998, Hsu 1998). Margrabe assumes geometric
Brownian motion for the commodity prices (cf. chapter 4) and describes the
value of the option on the basis of the price path of the swap (exchange ratio
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between the commodities). This ratio of the commodity prices follows also a
geometric Brownian motion given the price processes of the commodities,
so that the valuation problem is reduced to an option with one underlying,
which follows a classical distribution. But, as seen before, the geometric
Brownian motion is not a particularly good candidate for describing
electricity price movements and furthermore the Margrabe model does not
account for all the technical restrictions described in section 1.

3.2 Thermal power plants as path-dependent American
options

The operation restrictions relevant in practice imply that the optimal
operation at time ¢ does not only depend on the price at time ¢ but also on the
prices in preceding and succeeding periods. The exercise of the option
becomes hence (price-)path-dependent. In the last years, several models and
solution methodologies have been developed to model these generalized real
options, including those of Johnson et al. (1999), Gardner and Zhuang
(2000), Tseng and Barz (2002), Deng and Oren (2002) and those in Ronn
(2003).

The general approach of these models is rather similar although there are
some small differences which of the restrictions discussed in section 1 (or
even additional ones) are actually included. But all use a backward induction
approach to determine the current value of the option starting from the set of
possible values at some final exercise time. The backward induction is
generally done using a stochastic dynamic programming approach but the
methods differ in how the price scenarios are constructed. Gardner and
Zhuang (2000) as well as Deng and Oren (2002) use a multinomial tree
approach whereas Tseng and Barz (2002) use Monte-Carlo-simulations. The
approach of Tseng and Barz (2002) is computationally intensive but rather
flexible with regard to the price processes which can be modeled. Therefore
it is used as a reference here.

3.21 Model of Tseng and Barz
Tseng and Barz (2002) start by formulating a quadratic cost function for

the power plant, collapsing thus Egs. (6-5) and (6-42) and extending (6-5) by
including a quadratic term:

. 2
COp,u,r = pf,qu,u,l (PEI,u,1)= pf,u (aOOu.l + alPEI,u,t + aZPEl,u,l ) (6'50)
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They then describe start-up costs, including their dependency on the
previous shut-down time:

1- 0w/t + if U =1
Cs,,u’sl, = pf,uasl,l,u( € ) aSI,Z,u l:f s, (6"51)
0 if U,, =0

The first term in the sum represents fuel costs for start up, whereas the
second one captures other costs (e.g. labor). For incorporating the
restrictions on minimum operation and minimum shut-down times, they
introduce a state variable O',,,, (cf. Table 6-1).

Table 6-1.  State variable in the real option model of power plant operation

Possible values for  Corresponding values of

Current value of the state variable the operation variables
state variable O°,, Plantatstus O’ sratthenext 0, U, D,,
time step

Top,min Plant is running since  Tgp, min OF 1 1 0 0
at least Tgp, min hours

1< 0"y <T 0p,min Plant is running since O0’,, + 1 1 0 0
0’ hours

1 Plant is turned on 0t 1 1

-1 Plant is turned off Q=1 0 0 1

A1<0<-Tooa Plant is shut down w—1 0 0 0
since -0, ; hours

-TspminS Oy <-Teora Plant is now shut 0',—1lorl 0 0 0

down since -0,
hours and can be
turned on again
“Toota Plant is now shut Tooor1 0 0 0
down since at least
Tols hours

Source: own presentation based on Tseng and Barz (2002)

Positive values for O, represent the case of an operating plant (O, ,=1),
with the value of O',,,s,, describing the number of hours since start-up.
Negative values conversely describe the case that the plant is shut down and
the absolute value indicates the number of hours of shut down. Decisions on
unit commitment are only possible in certain states: A start-up, i.e. Uyg= 1
is only viable if O'u,s,, previously at least reached the value -Tspmin and
analogously a shut-down (D,,= 1) is feasible only if O, was previously
equal to Tppmin. Through these prespecified transition possibilities, transition
between the different states is thus limited, so that only feasible operation
sequences occur.
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Applying Eq. (6-53), the problem can thus be solved recursively through
dynamic programming. First, the optimal operation status at the final time T
and the corresponding value of G'r 5>KO0'u11) is determined for each value of
O’, 1. Then, for different values of the state variable O’,r., the optimal
choice of O',r.; can be determined using the values G’y _)1(0 "wr-1). This is
then repeated backwards until the starting point # is reached. Thereby one
should note that for many values of O’,.; the optimization is in fact
degenerated, since no alternative choices are possible given the transition
restrictions described in Table 6-1. In fact an optimization is only possible if
O'yr1 equals Topmin, or if it is equal or below -Tspmn In the first case, the
choice is between continued operation of the plant or turning it off. In the
second case, the choice is inversely between continuation of the shut-down
and start of the plant.

If prices are uncertain, the same basic principle can be used, however one
has to account explicitly for the fact that the optimal profit does not only
depend on the previous operation status, but also on the (now uncertain)
prices.

Thus Eq. (6-53) has to be rewritten:

reft T]

Gb—)T[O'u Pey sPeis1sP f,l—l] =
TEI‘;T]

E[pEl,tPEl,u,t ~Pry (aoou,t (O'u,t )+ Py, + aZPEI,u,12 )

u ’ PEI
1e[1+1 T] re[,;ﬂ T]

pEl,l-l’pf,t—ljl

(6-57)

= Copu (O'u,l )+ Gr+1—>r(0' > PEiy ’pf,tJ

Similarly the optimal profit is instead of (6-55) now given by:

L]

G,_,, (O'u,r—l s PEti-1 Pr - ) = rgﬁx(E lpEI,tP Bl (O'u,z ) — Py, (aOOu,I (Ou,l ) +

&Py, (O'u,r ) +a, Py (Ou,l )2 )— CSt,u,t (Ou,t )+ G:,_,T (O'u,t yPerpPyy )]p El-15 P f,r-l]
(6-58)

Hence in order to determine the optimal operation strategy O’y (Oye.1,
DEisot-1> Prst-1) At time ¢, it is not only necessary to compute the pay-offs at
time ¢ in different price scenarios pgis: Pgs» but also to determine the
expected optimal profit at the further time steps given these different prices
DEss Prse. As before, the optimal operation strategy O 'y (O ur.1, PEisot-1s Prss-1)
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is predetermined in many cases by O’,.; since requirements on minimum
operation or minimum down times leave no choice for turn on/turn-off
decision. So it is sufficient to look at those cases where O°,.; =Topmn OF
O’ ut.1 & Tspmin. For O’ 1.1 =Top,mm, it is possible to determine a well-defined
function Py, (p s)for which the two possible strategies — continued

operation or turn-off — yield the same pay off. For any price combination
above Py, (p e ), it is optimal to continue the operation of the power plant,

for all price combinations below Py, (p ﬁ,_,), it is optimal to turn off the
plant. For the points on Pg,, (p 1l ), both alternatives are equally valuable,

and it is therefore called indifference locus or turn-off barrier. Similarly,
there exists an indifference locus 175,‘,_, (p [,_,)for O’ui1 < Tspmm, called the

turn-on barrier, since above these price combinations it is more profitable to
turn on an offline plant, whereas below continued shut-down is preferable.
To determine the turn-on and turn-off barriers, Tseng and Barz propose
to use Monte-Carlo simulations of future prices taking different price level
Daise-1 Pise1 @S starting point. For each price path (scenario) and operation
choice O',,;, the total pay-off is computed using the turn-off and turn-off
barriers of higher time-steps to determine plant operation in this scenario. By
comparing the different scenarios, the indifference loci ppg,, (p f,_,) and

D (p [,_,) can then be determined. Hence, the optimal unit commitment

problem may again be solved through backward induction in a dynamic
programming approach. However, when moving one step backwards, it is
always necessary to use Monte-Carlo simulations of price paths running
until the final stage 7, since the value of operation choice O’ is not only a
function of the subsequent turn-on and turn-off decisions but also of

E[G‘ (o'u’” PirP N)}pE,,,_l, P f‘,_]] which is an average of a non-linear

1+1T
function of prices at stage ¢ and at further stages.

The key assumptions for this model are that power output can be adjusted
(within the limits given by Pgrmmy and Pggmayy) immediately to the current
prices and that unit commitment decisions for time period ¢ are done based
on the price information available at time #-/. Thereby in the empirical
applications the time periods are usually taken to be one hour (cf. Tseng and
Barz 2002, Hlouskova et al. 2002). However, this is hardly realistic at least
for continental European markets, where most trading takes place on a day-
ahead basis.

Before proceeding further, two modifications to the methodology
developed by Tseng and Barz (2002) are therefore proposed. The first one
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aims at reducing the computational burden whereas the second one aims at
providing a more realistic model for markets with mostly day-ahead trading.

3.2.2 Use of lattices generated from Monte-Carlo simulations

As an alternative to the use of Monte-Carlo price paths, lattices (also
called recombining trees or simply trees) are often used to model stochastic
price developments (for real options in electricity markets, e.g. by Gardner
and Zhuang 2000, Mo et al. 2000). With complex price models such as the
one proposed in section 4, it is however hardly possible to determine
analytically the appropriate values for the price steps and the corresponding
transition probabilities. Hence, Monte-Carlo simulations are needed, but
instead of performing them repeatedly at every time step, it is proposed to
make one set of Monte-Carlo simulations starting from the initial time
period f and running until the final period 7. The number nyc of Monte-
Carlo simulations should be chosen rather high, e.g. 2500 runs, in order to
allow for sufficient accuracy in the next steps.

For each time step, the runs are then partitioned into ng groups of similar
scenarios, with ng e.g. set equal to 50”. If there is only one stochastic
variable™, ng groups of equal size np = nyc/ng may be simply created by
looking at the quantiles of the Monte-Carlo distribution. The 5 group then
corresponds to the np simulated values located between the quantiles (s-1)/ng
and s/ng (cf. Figure 6-3).

The group is then represented by one price p;, which corresponds to the
mean value of the simulations within the group. Of major importance are
furthermore the transition probabilities 77, S5l These correspond to the
share of the Monte-Carlo simulations /, where the price at time ¢ is within
group s and the price at time 7+/ is within the group s’:

T card {II 127 [p}"ﬂ 2 x]’\ I?I,Hl € [P;mril P ]} (6-59)
2 card{['pl" € [p;',\tm p:\’ax J}

33 Alternatively a (recombining) tree may be constructed, where the number of nodes
increases continuously for each time step. This may lower the computational burden if
only short time intervals are considered. However, given the non-linearities in the pay-off
function, this approach may induce additional inaccuracies. Also the non-arbitrage
argument which motivates the tree construction in traditional path analysis in finance is
not applicable here.

Le. the fluctuations of fuel prices are neglected, as also proposed by Gardner and Zhuang
(2000)

34
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Fp,) |

shg

Hp «

(5-1)ng

Figure 6-3. Construction of group prices from Monte-Carlo simulations

Using these prices and transition probabilities, Eq. (6-58) may be written
in discretised version:

G:»T (Ou,t—l H pEl,.v,l—l P S 8-1 ) = ?a{ZTG,1~Iw',t [pEI,s',tﬂi‘l,u,s',t (Ou‘s.l ) 4 I (aOOu.x,l (Ou,s,l ) +
us s

24 F Elusyt (Ou,s,l )+ a2P Elusgt (Ou,s,t )2 )— CSt,u,l (Ou,s,l )+ Gl‘+l—>T (Ou,s,t s P, Els'ts p £ ))]
(6-60)

This can now be recursively solved and if the value of G:n—»r is saved for

all combinations of s” and Q",,, the evaluation for #-/ can be based solely on
*

the use of the precomputed transition matrix 77s s+ and of G not

IR
requiring any new Monte Carlo simulations. This corresponds to working
backwards through the lattice depicted in Figure 6-4.

For sufficient accuracy, both the number of price scenarios and the
accuracy of the transition matrix have to be sufficient. But about 50 price
scenarios should be largely sufficient, since at time intervals close to f, the
price spread among the Monte-Carlo simulations will not be that large, and
the impact of prices in the farer future — where price intervals may become
larger - on the unit commitment decision at % is more limited.

The approach as formulated here assumes that the prices follow a
Markov process, i.e. the full information on future state probabilities is
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contained in the last observed prices, pgis.; and pg .. The approach of
Tseng and Barz can in principle also cope with more general price processes,

s W/
X

S
/‘{V':‘A.A‘t':‘.\

N AN

ty ty+ 1 ty+2 t,+3 t t+1 T-1 T

Figure 6-4. Lattice for the real option model

but then already in Eqgs. (6-57) and (6-58) the function value and the
expectations have to be expressed not only as a function of the prices pg;,.;
and py .sat time ¢-1 but as a function of the whole set ¥, of information
available at time ¢-/. In this case, three- or more-dimensional matrices would
be needed to describe the transition probabilities in the discretized version.

Another complication arises when there are several stochastic variables
such as electricity and fuel prices. Then the simple grouping using the
cumulative distribution function of the Monte-Carlo simulations does no
longer work, since no unequivocal ordering of multivariate distributions is
possible.

Instead a cluster analysis can be performed, using e.g. the k-means
algorithm®. The distance function should thereby be chosen in a way to
reflect the differences in profit which result from variations in the different
stochastic variables. That is, the weights should be set equal to

G Iop Els4-1 TESP. GG;M 10p s, » evaluated at some appropriate value

1+ioT

of the price variables. A first order approximation is to determine these

A cluster analysis could also be used to avoid the multi-dimensional transition matrices in
the case of non-standard Markov processes.
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variations using the deterministic problem formulation and computing
numerically the difference in profit induced by some small price increase,
uniformly applied on all time steps™. As metrics the so-called city-block
distance seems most appropriate, since under other metrics like the
Euclidean or the squared Euclidean a few large clusters in the center of the
distribution tend to be combined with many small clusters for more extreme
values. In this case, both the mean and the transition probabilities for the
small clusters may be very error-prone” .

3.23 Adaptation to day-ahead-trading markets

Under the trading structures currently established in Germany and other
continental European countries, the model of Tseng and Barz (2002) seems
not to be adequate, since the assumed information and decision process does
not correspond to the actual situation. Instead of modeling an hourly
information arrival and scheduling problem a daily information structure
should be considered. Thereby, two modeling approaches seem possible: on
the one hand, an explicit modeling of the two stages of the daily trading
process, namely the bid submission and the optimal scheduling once trades
are closed and prices revealed. On the other hand, a common model
encompassing the whole trading and scheduling process could be devised.
The first approach will be looked at in section 4, therefore at this stage we
are heading for a common model. For the basic choice on the link between
information arrival and decision making, three alternatives are then possible:
1. The prices for the next day are revealed first, then the scheduling (unit
commitment and production output) is done for the next day
2. The scheduling (unit commitment and production output) has to be done
before the prices for the following day are known, only the prices of today
can thus be used for making decisions for tomorrow

3. The unit commitment has to be done before the prices are known, but the
production output can be chosen once prices have been revealed.

The third alternative obviously is in the spirit of the Tseng and Barz
(2002) model (and also the model of Gardner and Zhuang (2000)), but it
seems not very plausible in a day-ahead-trading setting. Also the second

* This is of course only a first approximation, since it only looks at marginal gains at

average price values. Conceivable is an iterative scheme, updating the weights based on
the results of the stochastic optimization. However further research is needed to clarify
whether or under which conditions such a scheme is convergent.

The least-squares Monte-Carlo method proposed by Longstaff and Schwartz (2001) could
be another possibility to reduce the computational burden of the original Tseng and Barz
approach.

37
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alternative is not plausible as it assumes that the operator has to stick to his
one-time chosen schedule independently of the prices revealed. The first
alternative obviously is not entirely satisfactory either, but it can be well
justified in the case that there is a continuous trading possible before the
closure of the market. If this trading is efficient, prices and scheduling will
evolve jointly and progressively until an equilibrium is reached, where the
scheduling optimally fits the observed prices. Currently, continuous trading
is done at the power exchanges in Germany and elsewhere only for standard
base and peak products, yet through OTC trading also some additional
market efficiency and convergence is reached. Thus, the first alternative,
albeit not fully satisfactory either, is certainly the most preferable.

In this case, the recursive formulation of the optimal choice problem
analogous to Eq. (6-58) is:

L]

4 —
G, (0 ud-1,24>PELd> Prd ) = max

ud

24
(Z (PEl,d.hP Elu,d,h (O'u,d,h )'

h=1

Pra (aoou,d,h (O'u,d,h )"' Py yan (O'u,d,h)+ a Py a (O'u,d,h)z )— (6-61)
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A double time indexing for days d and hours % is used here and the
electricity prices for one day are grouped in the vector pg,q to illustrate the
double time scale of the decision problem. For fuel prices pss no intraday
variations are assumed given the storage possibilities. The optimal gain
function is then dependent on the operation state in the last hour of the
previous day O’ 412¢ and it is only stochastic in as far as the decisions made
for day d have an impact on the future (uncertain) profits summarized in
G 4 » dmax. The corresponding expected values, labeled WO wa24 | PELsas
Pfsd), Mmay again be determined using a transition matrix approach similar to
(6-60):

V’(O'u,s,d,u | PrisarPrsd ) = ElG;n—m,,,., (O'u,s,d,24 sPELd Pran lpEl.s,d sPfsd _l

= sz,d—»s',dHG;H—»dm“ (O'u,s,d,24 sPrisdss P f,s',dﬂ)
(6-62)

When the optimization problem is solved through dynamic programming,
it is hence possible first to compute the expected value y{O’, 424 | Prts.as Pfis.d)
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for each final operation state O, 424 It may thus be interpreted as the
shadow value for state O, 424 by the end of the planning day. Then the
planning for the day may be done using either deterministic dynamic
programming as discussed in the context of Eq. (6-55), or by using non-
linear mixed integer programming to obtain the optimal schedule for all
hours at once.

4. TWO-STAGE OPTIMIZATION PROBLEM IN
DAY-AHEAD MARKETS INCLUDING CHP

As described earlier, the optimization in the day-ahead market is done in
two steps. First, the optimal bids to be submitted on the market are
computed, and then the optimal schedule is determined knowing how much
energy has been sold to the spot market. This means that the planning at the
second stage is done with a load constraint to be fulfilled, as was the case
before liberalization. But the terminal conditions for this load constrained
unit commitment and load dispatch are different: after the end of the
planning horizon, there is no binding load constraint, since the trade for the
following period has not yet closed. For a conventional power plant system
without CHP, the final unit commitment status of each power plant should
hence be assigned a monetary value equal to the value obtained from the real
option approach.

This will lead to an optimal scheduling of the power plants since the
difference in the option values for various plant statuses precisely reflects
the value for the power plant of being turned on or off, depending on the
price expectations for the following day and the resulting earning
possibilities in the subsequent days.

For a CHP plant, there is no such obvious value of being turned on or off,
since this value will depend both on market prices and on the heat demand in
the following days. The value of being turned on or off can, if at all, only be
determined through a stochastic optimization of the following planning
period(s). Hence a logical approach is to do a two-stage stochastic
optimization with given electricity and heat demand for the first stage (day
T) and various scenarios on heat demand and electricity prices for the second
stage (day 7+1) (cf. Figure 6-5). The objective function for this problem
may be derived from Egs. (6-35) ff. Under the separability assumption (cf.
section 2.3), only sales to the spot market and variable production costs have
to be considered. Applying furthermore the two-stage structure of the
problem, the following formulation is obtained by collapsing the Eqgs. (6-35),
(6-36), (6-37), (6-40), (6-41) and (6-42):
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Day T Day T+1
¢ t-1 t, {1
0

| | | |
| | | |
Scenarios on

- given electricity demand DL, - electricity price pEL, ;
- given heat demand D"7, - heat demand DHT,

Figure 6-5. Two stage optimization problem for CHP operation in liberalized markets with
daily auctions

The first part of the objective function, corresponding to the hours #y to ;-
1, represents day 7 where the revenues have already been fixed, so only
costs are optimized. Furthermore different scenarios need not to be
considered™; therefore the scenario index s has been suppressed for
notational convenience. For day 7T+1 with hours ¢ to #-1, the quantities

Psﬁﬁ:,:,: sold to the spot market are also subject to optimization and prices as

Heat demand could be treated as uncertain also on the first day, but this effect is neglected
here. Forced plant outages constitute a further source of uncertainty, but since they are
rather infrequent they are not included in the daily planning process but are handled when
they occur.
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well as heat demand are uncertain. The optimization is done under the
operation restrictions of the different power plants (cf. section 1) and with
the supply and demand balances for power and heat valid at each hour (cf.
section 2.1):

ZPuIil:s 2 P(f},t,s + Psil;t,l,s (6'64)
ueEU
NHT VHT
ZQu,I,s 2 QCT,I,s (6'65)
ueHU,

All sales and purchases on a contract basis, be them with final customers
or on the forward/futures market, are thereby lumped together into the

quantities PCETL,,’sand QgTT 15> considering that these have to be treated as

exogenous for operation planning purposes. Of course, if contracts with load
flexibility have been negotiated with customers, these should also be
optimized in the operation scheduling.

An open question is then how to set adequate terminal restrictions at the
end of day two. Given that the planning horizon is in fact the first day and
that the second day is only included for improving the results for the first
day, the termination effects at the end of day two should in general be of
minor importance. If this is not the case (e.g. power plant with very high
start up costs), the approach described in the following section for longer-
term optimization may be applied in the same way.

S. LONGER-TERM PORTFOLIO MANAGEMENT

Given the volatility of spot market prices, a longer-term portfolio
management, which limits the impact of the day-to-day fluctuations while
maintaining the profit opportunities, is of high interest to the power plant
operators. Forward and futures markets offer good opportunities for building
up a portfolio which is not as much exposed to price risks as if power plants
are only submitted as bids on the day-ahead market. Of course the question
then arises how much should be sold optimally on the forward markets™.

* In the following, often the short expression “forward market” is used for designating both
forward and future markets (cf. also Mo et al. 2000). Since we will not focus on the
financial and delivery details of the products traded in these markets, both are equivalent



Optimizing generation and trading portfolios 129

Other studies which have addressed this is issue of longer term portfolio
selection include Fleten and Wallace (1998), Mo et al. (1999), Fleten et al.
(2002) and Bagemihl (2002). Except the last one, these authors focus
however on portfolios with only hydropower generation. Bagemihl (2002)
deals with a combined hydro-thermal generation park, but only in a
deterministic setting.

If there is any difference between the (discounted) expected spot market
price and the current forward price, then the power plant operator has
obviously an incentive to sell as much as possible on the market with the
higher price — at least if he or she is risk neutral. Since a similar argument
holds in fact for any actor (trader, retailer) operating on both markets, the
presence of a number of risk neutral actors will be sufficient to make spot
markets and forward markets converge in expectation, i.e. formally:

pE rr = E[pEL, ] (6-66)

Given the non-storability of electricity, cost of carry or convenience yield
arguments applied for other commodities (cf. e.g. Pindyck 2001) are not
applicable to electricity (cf. e.g. Botterud et al. 2002). Also “no arbitrage”
arguments linking the forward price to the current spot price are not
applicable given the non-storability, but under risk neutrality the arbitrage
possibilities between selling now or selling later (respectively buying now or
buying later) imply the convergence in expectation of Eq. (6-66).

If no risk neutrality for the market as a whole can be assumed, Eq. (6-66)
has to be modified slightly, including the market price of risk p, which is the
difference between the applicable interest rate in the market pg;, and the risk
free interest rate oy (cf. e.g. Botterud et al. 2002):

pE = e?TWE[pE ] (6-67)

Whether this market price of risk is positive or negative depends on the
relative importance of risk aversion from sellers and buyers of electricity on
the wholesale market. If the risk aversion of buyers dominates, the required
interest payments for forward contracts will be below the interests gained
from risk-free assets, i.e. the market price of risk will be negatively.
Conversely if the risk aversion of sellers dominates, the market price of risk
will be positive. Botterud et al. (2002) found for the Nordpool market that

for our considerations and they are subsumed under the term forward market, since this
market is more liquid in Germany and most continental European markets.
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the market price of risk is significantly below zero, providing evidence that
the risk-aversion of buyers dominates over the risk-aversion of sellers. This
can be explained by the fact that the price risk for buyers is unlimited
(extreme price spikes may occur) whereas prices are generally bounded by
zero from below, so that the price risk for sellers is limited.

If the risk preferences of the power plant operator correspond to those of
the market, he will be indifferent to selling at the forward or at the spot
market. But even if the risk preferences differ from the average, it is
preferable to separate the valuation of the portfolio at market prices from
those valuations and trades, which are a consequence of deviations in risk
valuations. Under the former, earnings can be transferred from the spot to
the future market without changing the (market) value of these earnings
whereas the latter creates additional utility for the operator. Either his risk
exposition is further reduced through additional forward sales if he is more
risk adverse than the market or he increases his expected earnings and his
individual utility through risk overtaking from other market participants.

In the following, the focus is on the market valuation of a given power
plant portfolio as a basis for an adequate portfolio management whereas risk
issues are dealt with in chapter 7. In order to obtain the market value of a
power plant portfolio, we have to determine its optimal exercise strategy
over the whole delivery period, taking into account the stochastics of prices
and other uncertain factors.

In the case of ordinary power plants without CHP, the real options
approach described in section 3 may directly be extended to cover the whole
delivery period. Of course, this requires the use of efficient computational
techniques such as those proposed in section 3.2.2.

One should note that this valuation methodology will provide rather
different results than a valuation based on price models fitted to the forward
curve such as those proposed by Clewlow and Strickland (2000). In fact, the

spot price j)’f,fo,‘r in Egs. (6-66) and (6-67) is an average spot price over all

hours corresponding to the forward period T

Dot = - d(H )';‘Tps,,,,, " (6-68)

In the real option model, the power plant is treated as a strip of
(interconnected) options for the different hours ¢p, whereas in any approach
based on forward curve price models, the valuation of a power plant would
be as a single option for the whole forward period. This is clearly not very
satisfactory given the systematic daily and weekly variation in hourly spot
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prices, which imply a corresponding variation in exercise probability for the
power plant option.

For CHP systems, the real options approach is not directly applicable as
explained before. Yet an approach is needed, which considers all the nodes
in the price (and heat demand) lattice depicted in Figure 6-4. One possibility
is to apply the approach developed in section 4 to each node in the lattice for
the planning period, weighting the different nodes with their respective
probabilities. But the drawback is then that the links between the different
planning periods are only taken into account within the two-days planning
horizon. Beyond the planning horizon, no interdependencies are considered.

To overcome this problem, the scheme depicted in Figure 6-6 is
proposed. Still two-days optimizations are carried out for each node in the
lattice, but the terminal conditions in the optimization problem are modified
to include information available from the optimization of the following time
steps. Thus the scheme proceeds by backward induction as in dynamic
programming or in the real option approach discussed above.

The information to be transferred within this backward induction
approach is the one contained in the equations linking several time steps
together. These equations are in the following called dynamic equations. In
the system under study, the only dynamic equations are the start-up and
shut-down Egs. (6-9) and (6-11) to (6-13) as well as the minimum up and the
minimum down time requirements formulated in Egs. (6-13) and (6-14). For
these restrictions, it is either possible to use the primal or the dual variables
for the transfer of information. For the start-up and shut-down equations, the
use of the dual variables seems appropriate since these reflect the
opportunity value of having the unit running (for the start-up equations)
respectively having it turned off. Equation (6-9), which is recalled here for
convenience

U

20,5 -0 VS Vs'",s'e S (6-9°)

u,t,s" u, 1,5

implies for example, if it is binding, a shadow price Wf;, ls If now the

time step =t is outside the planning horizon (because it is at the beginning
of day 7+2), the shadow price l//,i f‘s may be applied to the decision variable

O,.12.1s+ which is still within the planning horizon. Hence the objective
function has to be extended by a term
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Figure 6-6. Backward stochastic induction for CHP power plants
ST)
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This corresponds to writing the unconstrained Lagrangian function
instead of the constrained objective function, at least with respect to this
time-overwhelming restriction. The premultiplier (1) in the Lagrangian is
to conform to Lagrangian functions for LP problems (cf. e.g. Vanderbei
2001, p. 282). The factor (O, p.15) is exactly what appears in Eq. (6-9)
when it is brought to the standard form Ax < b. Since several states s” may
follow the state s’, corresponding to different scenarios S, the Lagrangian
adder has to be formulated for each of these scenarios. These adders may
however be summed up, yielding the overall adder:

Zu,,z_l,s. = ij{;ﬂ Oyt VS Vs'',s'e S (6-70)
(s ,s Yes
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Analogous extensions to the objective function have to be formulated to
cope with the start-up and shut-down equations (6-11) to (6-13).

The objective function for the optimization problem at day 7 in node (or
state of the world) s may then be formulated as:
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It corresponds thus to the objective function of the short-term
optimization problem described in section 4 except for the third term, which
describes the value of having the unit u turned on at the end of day 7+1.
Another difference is that now the results of the spot market auctions for day
T are not yet known, so that sales to the spot market are in principle an
additional decision variable. On the other hand, the electricity sold to
contracts should also be valued according to the mark-to-market principle. In
the end, this means that all electricity produced during days 7 and T+1
should be priced with the corresponding spot market price. It can hence
directly be included in the objective function and the electricity balance
equation can be dropped.

For the minimum up and minimum down time restrictions, an
information transfer using the primal variable is more appropriate, since the
reduced two-day problem should still lead to operation schedules which are
feasible in the larger multi-day setting. The original restriction (6-13) is
therefore split up in those parts which are within the reduced problem and
those which are outside:

’+ﬂu.f\m—’

1,-1
Uy T <Y Ot >, 0, VS Vs',s"eS (6-72)

u,t,s' " u,min
r=t =l

The second sum includes only decision variables which are outside the
scope of the two-day planning horizon. Therefore, these should be replaced
by their optimal values obtained in the next overlapping problem. Given that
several states s’’ may follow the state s’ after the end of day 7+1, the
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restriction has to be valid for each of them. The hardest restriction is the one
with the minimum operation during day 7+2. Equation (6-72) is thus
reformulated:

U, T < i O,rut Vs (6-73)

with M, ,, representing the minimum operation during the beginning of
day T+2:

TP -

u,min~

M,,, =min }:0 : (6-74)

u\l,s ' u,r,s
=t +H

max

M, s is indexed over ¢, since it includes only the operation states O, . of
those time steps 7 which are before the end of the minimum up time as

viewed from time ¢, which is £+ T, vr .

U, min

Similarly to Eq. (6-73), the restrictions for the minimum down time have
to be adapted for those time steps f, which are close to the end of the
planning horizon.

The proposed solution methodology is not an exact decomposition, since
there is no master problem, which would be repeatedly used for updating the
dual or primal variables. It is neither a full-fledged dynamic programming
approach, since no complete state description of the possible states of all
units in the system is used for backward induction. It is rather an
approximation methodology which takes exactly into account that decisions
at any day T are dependent on the uncertainties concerning the states of the
world on day 7+1, but which only approximately includes the dependency
on uncertainties in the farer future. This approach is consequently best suited
for systems where the strength of interconnections is rapidly declining with
increasing time lag and it is less suited for systems with strong long-term
interconnections. In the CHP system considered, the only direct link between
non-adjacent time steps is through the equations for minimum up and
minimum down times. Furthermore the approximation should be well suited
if there is no cumulative variable such as the reservoir level in hydro
systems. The use of the proposed approximation seems therefore adequate
even if no formal proof for the adequacy can be given.

As a result of this solution methodology, the value of the portfolio of
CHP plants is obtained as well as the expected operation strategies and the
variations of these operation strategies depending on prices and heat
demand. Also the expected electricity production quantities and the
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corresponding fuel consumptions are obtained, which can then be used for
hedging purposes. If changes in forward prices directly translate into
changes in the expected hourly spot prices under an additive price model (cf.
chapter 7, section 4), then selling the expected electricity production on the
forward market and purchasing the expected fuel quantities on the fuel
markets will eliminate the short-term price risks, since decreases in the value
of the power plant (e.g. through lower electricity prices) will be offset by
decreases in the value of the electricity sold and vice versa, making the
hedged portfolio risk free. Hence this strategy of “expected operation
hedging” corresponds in financial terms to establishing a “delta hedge”
eliminating in the short term the electricity and fuel price risks (cf. Pilipovic
1998, Bergschneider et al. 1999, Hull 2000). Yet this risk freeness is only
valid under specific conditions and, ifat all, only applicable in the short term
on the forward market. But these issues will be discussed in detail in chapter
7.

6. APPLICATION

The methods developed in sections 3 to 5 are in the following applied to
a combined portfolio of several power plants. It includes single power plants
for which the impact of various parameter variations on the results can be
analyzed in detail and also a more complex CHP system, which is close to
real systems (cf. section 6.1). For these portfolios, the real options approach
is applied in section 6.2, the two-stage short-term optimization in section 6.3
and the longer-term optimization in section 6.4.

6.1 Portfolio description

The overall portfolio considered is composed of two non-CHP power
plants (cf. section 6.1.1) and a CHP system consisting of two interconnected
district heating grids with a total of eight power plants (cf. section 6.1.2).
The characteristics of the power plants without cogeneration correspond to
typical power plants built during the last decade in Germany whereas the
CHP system is rather similar to part of the system operated by the Berlin
utility BEWAG.

6.1.1 Thermal power plants without cogeneration
Two different plant types, a gas-fired and a coal-fired power plant, are

considered in order to illustrate the impact of various plant parameters. The
data for these plants are summarized in Table 6-2. The fuel prices for the
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power plants have to be deduced from the import prices described by the
fuel price model of section 4.3.1 adjusted by the corresponding transport
costs. The operation restrictions are only considered for the coal-fired plants,
since gas plants are rather flexible.

Table 6-2. Power plants without cogeneration considered for application case

Gas-fired combined

Coal-fired power plant cycle power plant

Maximum net output Rf:,“ [MW] 600 600
Minimum net output ﬂﬁin [MW] 250 250
Fuel Coal Gas
Marginal fuel consumption ﬂfL 2.10 1.70
Additional fuel consumption at
minimum output ﬂuo [MW] 80 60
Fuel price

Import prices [€/MWh] 5.0 11.0

Transport costs [€/MWh] 0.8 1.4

Price at power plant p;,, Import price + Transport cost
Other variable costs [€/MWh,] 22 1.2
Operation restrictions considered

Minimum operation time [h] 8 1

Minimum shut down time [h] 8 1
Start up costs Cg;, [€] 20,000 30,000
6.1.2 Cogeneration system

The whole system consists of eight CHP plants and two boilers with two
main district heating grids (Figure 6-7). Six out of the eight CHP plants are
coal fired plants (turbines T3, T4, TS5, T6, T7, T8) with extraction
condensing turbines; the other two are gas turbines. The main characteristics
of these plants are summarized in Table 6-3.

The heat demand is given as hourly demand curve for a reference year.
Figure 6-8 illustrates how heat demand varies between seasons but also
within one season.

Variations in heat demand are modeled through an ARMA model with
temperature as exogenous variable. For temperature, an ARMA model is
specified and used for forecasting. Thereby the seasonal effects are
approximated through sinus and cosinus variables (cf. chapter 4, section
2.2).
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Figure 6-7. Schematic representation of CHP system considered for application case

6.2 Real options approach

In a first step, the real option approach developed in section 3.2 is applied
to the two power plants without cogeneration described in section 6.1.1. As
price model, the integrated model developed in chapter 4 is used. The
valuation is done for the months of January, August and October 2002,
based on the data available at the end of the previous months.

For the price model, 2500 Monte-Carlo simulations are carried out and
the power plants are valued using the approach described in section 3.2.3. As
a result, the optimal operation of the plants is obtained and their option
values (cf. Table 6-3). Given that fuel costs are much lower for the coal-fired
plant than for the gas-fired plant, the option value of the coal plant is
considerably higher in all months. But the value of the gas plant is a great
deal higher than the time value, which is obtained when using the expected
values of the spot market prices for valuation.
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Table 6-3. Cogeneration power plants considered for case study

Extraction-condensing steam turbines

K2/T2 K3/T3 K4/T4 K5/T5 K7/T7 K8/T8

Maximum electricity output P2

u,max 123.5 284.0 284.0 90.0 1425 1425
(MW]
Maximum heat output P [MW] 183.0 3700 3700 1360 2040 204.0
Fuel Coal Coal Coal Coal Gas Gas
Minimum fuel consumption ﬁ”o MW] 3.00 410 319 206 1545 45
Marginal fuel cons. for electricity g“  2.81 240 245 240 240 240
Marginal elec. loss for heat production
ﬁm fﬁEL -0.11  -0.13 -0.13 -0.12 -0.152 -0.152
Minimum electricity production p£-
el 55.0 140.0 140.0 52.0 38.0 38.0
(MW]
Minimum electricity to heat
ratio g2 056 064 0.64 054 054 054
Minimum operation time T_f_"“fm [h] 24 12 12 48 8
Minimum down time 7°%%¥ [h] 24 12 12 24 4 4
Gas turbines Boilers
T9 TI0 Kl K6
Maxi lectrici t pit
aximum electricity output P 08 77
(MW]
Maximum heat output B, [MW] 950 1450 BRI, [MW] 93 1065
Fuel Gas Oil Fuel Oil 0il
Minimum electricity production pPE-
o wmin 230 230
[MW]
Minimum fuel consumption g°[MW] 0 51.4 Efficiency n[%] 912 92
Minimum electricity to heat ratio g 3.6 2.6

Figure 6-9 and Figure 6-10 show the impact of the operation restrictions
on the option value of the power plant. For the coal-fired plant, the reduction
of minimum operation and minimum shut-down times from 12 to O hours
leads only to an increase by about 0.2 % in the option value, given that the
power plant is in most hours deep “in the money”, i.e. the hourly price
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Figure 6-8. Selected heat demand curves for application case

Table 6-4. Option value of the power plants analyzed

Coal-fired plant

Gas-fired plant

January 2002 5.49 M€ 2.07 M€
April 2002 3.44 M€ 1.42 M€
July 2002 3.60 M€ 1.76 M€
October 2002 2.89 M€ 0.63 M€

Source: own calculations, based on market price simulations with the integral model from
chapter 4, using information available at the end of the preceding month (no correction for
forward quotes made)

exceeds by far the operating costs of the power plant, so that it will be run
continuously and operation restrictions have little effect. Furthermore the
start-up costs make a short-time operation anyhow unattractive, so that the
restriction on operation and shut-down time do not affect much the actual
operation.

The impact of reduced start-up costs is also most significant in the case
of the gas-fired plant, since it will be more frequently turned on and off
given its higher variable costs (cf. Figure 6-10). In fact the effect of reduced
start-up costs is double: on the one hand each start-up effectuated in the
optimal operation scheme is less penalized and furthermore additional start-
ups are carried out, leading to additional profits. Overall, the reduction of
start-up costs from 30,000 € to zero would increase the earnings of the gas-
fired plant by approximately 87 % while the earnings of the coal-fired plant
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are only augmented by about 6 %. These results show that a modeling of
power plants as real options is especially relevant for options, which are “at
the money” or “out of the money”, i.e. where market prices are frequently
equal or even below the variable operation costs. Clearly it is then also
necessary to include operation restrictions to account for the limited
flexibility of real plants. Furthermore, it is evident that good price models
are required in order to obtain adequate results. As pointed out in Weber
(2003), different specifications may lead to substantially different results.

6.3 Two stage optimization

The two-stage optimization approach developed in section 4 is applied to
the same months as the real option model in the previous section. For each
day, the optimization is carried out taking into account the real prices of the
day and the price expectations for the next day. Optimization results for
selected weeks (Monday to Sunday) are shown in Figure 6-11 to Figure
6-13. Clearly, the higher heat demand and the higher average electricity
price imply that the power plants are producing more electricity in January
than in April. But peak electricity prices have also been extremely high in
the July week under study, leading to an even higher peak production in July
than in January. Given the lower heat demand, the electricity production of
the extraction condensing turbines is not reduced by the extraction share. For
example, turbine 3 produces almost 300 MW of electricity in July as
compared to 230 MW in January. Whereas the coal-fired power plants are
almost continuously operating during weekdays in January, their operation
becomes more price dependent in the intermediate and summer season.
Given the considerable start-up costs, they are usually not turned off during
night time on weekdays but their output is reduced to the minimum as long
as prices are low. On weekends most of them can be turned off completely if
heat demand is low as shown in Figure 6-13 for the July Sunday. On
Monday (first day) in the April week, a rather low production and price level
is observed, too. In fact this is Easter Monday which is a public holiday in
Germany. The gas-fired plants (T7, T8, T9) are mostly operated in winter
and even there their operation is often limited to the day time. In the
intermediate and summer season, turbine T7 is operating almost
continuously in order to satisfy grid restrictions limiting heat transfer
between the two district heating grids. The other units, including the oil
peaking unit T9, are only run when peak electricity prices are high enough to
cover also the start-up costs.
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6.4 Longer Term Portfolio Management

For the longer term portfolio management, the developed approach is
again applied to the cogeneration portfolio described in section 6.1.2.
Thereby products with delivery in 2003 are considered. The Monte-Carlo
simulations of expected spot prices in 2003 obtained from the integrated
model described in chapter 4 are condensed into a lattice with five daily
price scenarios.

Additionally three heat demand scenarios are generated as described in
section 6.3. These scenarios are combined in order to yield a stochastic
scenario lattice with 15 nodes per time step (cf. Figure 6-6). Correlations
between heat demand and spot market prices are not considered since
sufficient data points covering simultaneously electricity prices and heat
demand are not available. Moreover, it is assumed that the expected spot
market prices derived from the model are consistent with the current future
prices so that the martingale property (6-66) is fulfilled*.

%" Otherwise, the valuation of the portfolio should be done under an equivalent martingale
measure (cf. e.g. Ross 1977, Hull 2000, King 2002, Wallace and Fleten 2002), i.e. the
simulated spot market prices should be transformed to prices consistent with the observed
forward prices. However there is no unique transformation rule in the case of the
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Using these scenarios, the expected electricity production quantities
shown in Figure 6-14 are obtained. Obviously, electricity production is
lowest during the summer months when the heat demand is low and prices
also tend to be lower. Conversely, the electricity production is highest in
January, March and December, the smaller value in February being mostly
due to the smaller number of days in this month. The deviations between the
stochastic and the deterministic model are limited, but the stochastic model
leads in most months to somewhat lower electricity production quantities.
This is due to the fact that the power plants are partly not operated in
scenarios with low prices. Besides yielding the expected value, the stochastic
optimization model provides also the opportunity to determine the range of
variation for the electricity production. This is shown in Figure 6-15. The
variations are larger in the summer months even though the average value is
smaller since the probability that the power plants are out of the money is
higher in summer than in winter.

The coal consumption (cf. Figure 6-16) is in most months somewhat
lower in the stochastic than in the deterministic model. This is due to the fact
that at average prices the coal fired plants are most of the time in the money.
When taking into account the stochastics, it turns out that it might sometimes
be more profitable to turn them off.

For the gas-fired plants, the opposite phenomenon is observed. Those are
mostly out of the money for the average electricity prices but they are to a
certain extent in the money in the stochastic scenarios. Consequently the gas
consumption (cf. Figure 6-17) is higher in the stochastic than in the
deterministic modeling. The moderate impact of the model specification on
the expected electricity production is hence in fact the result of two opposite
effects: the coal plants are producing less in the stochastic scenarios but the
gas plants are producing more.

The value of the portfolio, corresponding to its expected profit is in the
stochastic model more than 10 % resp. about 5 Mio. € higher than in the
deterministic model. This is particularly a consequence of the more intensive
use of gas-fired power plants in the stochastic model. As with conventional
power plants, the gas-fired units with CHP will be more frequently in the
money and have therefore a higher value in the stochastic than in the
deterministic case. This additional profit corresponds to the option value of
the power plants in the given system.

What risk is associated with this power plant portfolio depends on the
hedges which have been undertaken. This will be analyzed in more detail in

electricity markets, given that a bundle of spot market products (hours) corresponds to one
forward market product (peak or base monthly contract), cf. also chapter 7 sections 4 and
6.
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chapter 7. But hedging with the expected electricity production and the
expected gas and coal consumption certainly contributes to reduce
considerably the price risk with respect to forward price changes (cf. chapter
7, section 6). Yet the operator still carries the risk that the prices in the single
hours develop differently than the price of the standard products. If the
production profile then does not correspond to the load shape of the standard
products base and peak, a basis or delivery risk remains with the operator
(cf. chapter 7). On the other hand, the operator may realize additional profits
by dynamically hedging the portfolio as soon as price expectations for the
spot market change. This allows realizing the option value of the power
plants.
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Figure 6-14. Expected average electricity production in the year 2003 for the stochastic and
the deterministic model approach
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Chapter 7

RISK MANAGEMENT AND RISK
CONTROLLING

Given the large uncertainties associated especially with energy prices, the
methods for operational planning discussed in the previous section have to
be complemented by methods for risk management. In the finance sector,
risk management is clearly recognized as a key company activity and
required by law (e.g. KonTraG" in Germany) and the supervising
institutions (e.g. BAFIN* in Germany). Risk management has as major
objective to prevent major damages which might endanger the future of a
firm. Therefore a risk management system is required which has to be
anchored at the top management level through a risk board and which puts
into practice a general risk policy defined at the top management level (cf.
Dorner et al. 2000, Rudolph, Johanning 2000). This requires implementation
both in the functional and the process organization of the firm. In a process
oriented view, risk management notably comprises the steps of (cf. Horvéth,
Gleich 2000, Walther 2000):

Risk identification

Risk measurement and quantification
Risk aggregation

Risk assessment

Risk steering and control

Risk monitoring.

' Gesetz zur Kontrolle und Transparenz im Unternehmensbereich® (N.N. 1998) = Law for

control and transparency in companies
.Bundesaufsichtsamt fiir Finanzdienstleistungen = Federal supervisory agency for
financial services

42
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These processes form a feedback loop which should ensure the quality of
risk management. They have to be under constant supervision of the risk
board.

In the energy field, risk management has also been a topic for many years
(cf. e.g. Fusaro 1998, Bergschneider et al. 1999, Pereira et al. 2000, Vo0,
Kramer 2000 and the literature overview in Dahlgren et al. 2003) but still the
tools for risk management are less standardized and well established as in
the finance field. On the one hand, many activity fields of energy companies
are less exposed to daily market risk (e.g. in the retail field), on the other
hand the technical risks and the non-applicability of standard price models
make consistent risk management an even larger challenge.

Therefore first the relevant risks in energy (and especially electricity
generation and trading) companies are classified in the following (section 1).
Then different concepts for aggregate risk measures are discussed (section
2), since these form the key channel for measuring, communicating and
controlling quantitative risks. In particular the new concept of Integral
Earnings at Risk (IEaR) is introduced and in section 3 put into relationship
to the required risk management strategies in incomplete markets. Section 4
then presents models for quantifying the identified price risks in electricity
markets, and section 5 describes possibilities for modeling the risks
associated with physical assets, notably power plants. These approaches are
then applied in section 6 to the portfolio discussed in the previous section.

1. TYPOLOGY OF RISKS

Besides market risks also other external and internal risks have to be
considered within in a systematic risk management approach (cf. also
Pilipovic 1998, Bergschneider et al. 1999, Hufendiek 2002). These broad
categories may be further specified considering the following aspects.

1.1 Market risks

These comprise notably:

Price risks,

Quantity risks,

(Market) liquidity risks.

Price risks: They include besides the risks on the electricity market also
the risks of fuel price changes and risks of price changes for other input
factors. But given the high volatility of electricity spot market prices, these
risks need to be scrutinized most carefully. Furthermore the price risks on
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the future and forward markets have to be looked at, given that here often
huge quantities are traded. Last but not least interest rate changes and
changes in currency exchange rates are price risks, which may be of
considerable importance for the company — e.g. if the primary energy is
billed in dollars, but the electricity delivered in another currency such as
Euro.

Quantity risks: These are of particular importance in the electricity
market, given the non-storability of electricity. On the supply side, power
plant outages have notably to be considered, whereas on the demand side
load fluctuations among customers with full service contracts are most
important. Moreover the positive correlation with price risks has to be taken
into account.

(Market) liquidity risks: Given that electricity is produced in power
plants with largely given capacities (in the short term), the liquidity in the
market is limited. Limited capacities will of course translate in rising prices,
but it is worth considering this as a separate risk factor, since possibly no
market equilibrium is attained, even at extreme prices (cf. the events at the
German power trade EEX on 17 December 2001 and 7 January 2003).
Limited liquidity may also create problems when open positions have to be
closed in derivative markets.

1.2 Other external risks

Counter-party risks: The Enron collapse and the subsequent liquidity
reduction in North American and European energy trading have clearly
demonstrated the necessity to pay attention also to this type of market related
risks. The power exchanges offer here a clear advantage by taking over this
risk for the trading parties.

Political risks: As already mentioned in chapter 2, political uncertainty
may considerably affect the longer term market position of energy
companies. They have therefore to be considered, especially when it comes
to strategic risk management.

Financial risks: These include particularly the risks related to financial
liquidity, but also the risks a company is bearing through the financial
participations it is holding.
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1.3 Internal risks

Process and project risks: Setting up new processes or projects bears
always some risk. These have to be addressed clearly already at the planning
stage and have to be continuously monitored in the following.

Personal risks: It is well known that humans make errors and this can
constitute a risk for a company. But there are also other risks related to staff
members: they may get ill or they may quit the company. In this case,
essential knowledge may be lost for the enterprise and this might even
endanger the continuation of the business.

IT-risks: The electricity generation, trading and retailing business is
extremely dependent on a well-functioning information technology.
Therefore any risk related to the functioning of hardware and software
equipment has to be taken very seriously.

Model risks: Last but not least also the possibility has to be considered
that the models used for measuring risk and valuing positions are themselves
imperfect or faulty. Therefore the models used have to be tested and
evaluated regularly.

2. AGGREGATE RISK MEASURES

Of course not all risks mentioned in the previous section can be
quantified easily. Some are rather important, but still may be better
addressed verbally than through some statistics. Yet in those fields, where
quantification is possible, it allows to provide an objective picture of the risk
situation of the company. For a description of the overall situation and an
adequate support of managerial decisions it is thereby necessary to describe
the risk situation through aggregate measures. Currently the most popular
measure of that kind certainly is the value at risk (VaR) concept. This will be
briefly reviewed in section 2.1. In section 2.2, alternative proposals for
describing the market risk situation of a company are discussed and in
section 2.3 alternative statistical measures for expressing the risk are
reviewed. Finally, section 2.4 is devoted to the description of a new measure
for assessing the total market risk.

2.1 Value at risk

The concept of value at risk (VaR) has been introduced in the nineteen-
nineties in the finance sector (cf. notably Group of thirty 1993, J.P.Morgan
1994). It aims at assessing the whole risk of a portfolio through one number
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Ry4r 1t provides the following statement: We are & percent certain, that we
will not lose more than Ry4z Euro in the next d days (cf. Hull 2000, p. 342).
The VaR is thus a function of the holding duration d (usually between 1 and
30 days) and the confidence level @ (99 % or 95 %). Analytically, this may
be expressed as:

Ry (V.d,a)=|F(V (Lt + d);l ~ a)-V (L1, ) (7-1)

Hence the value at risk corresponds to the difference in absolute terms
between the quantile 1 - & of the cumulative distribution function F{(.) of the
value V of portfolio IT at time # + d and the current value WV(I1,;). Thereby
the martingale property is usually assumed for the value of V, ie.
V(ILt,) = E[v(,n].

The value of the portfolio is a stochastic variable, which may be
determined by adding up the single positions yx valued at their current prices
Pk

V(H,t)= Zpk,tyk,r (7-2)

kell

Value changes correspondingly may be written:

Av(t1) =v(1,z)- V(IL,t,)= Z(pk,tyk,t - Pk,zoJ’k,zo)
kell

(7-3)
~ Z(Apkyk,to + P soBVi (Apk’At))

kell

They are hence composed of the effects of price changes and the effect of
quantity changes. Second order effects due to the interaction between the
price and the quantity effect are accounted for in the first formulation on the
right hand side, but they are neglected in the second. Among the quantity
changes only those are considered, which are a consequence of the price
changes, such as the exercise of an option, and those which are directly
linked to the time variable, e.g. load fluctuations. By contrast, deliberate
changes in positions through sales or purchases are not considered when
computing the VaR since it aims at expressing the risks associated with the
current portfolio.

This necessitates the analysis of possible price paths (cf. section 4) and
the analysis of related or unrelated quantity changes (cf. section 5). For the
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computation of the VaR, mostly two methods are applied: either the Value at
risk is calculated analytically or it is determined through Monte Carlo
simulations®. The analytical calculus for the VaR is however only possible
under restrictive assumptions, concerning notably the distribution of price
changes and the valuation of options. Therefore, we will focus in the
following on Monte Carlo approaches to VaR computation. On beforehand,
several other concepts for assessing the market risk will be scrutinized.

2.2 Alternative concepts for market risk

The strength of the VaR concept clearly is that it provides a unique,
rather easily understandable number to quantify the risk exposure of a
company. It has therefore found widespread application in the banking
sector, yet its applicability to producing companies such as electricity
generators has been repeatedly questioned (cf. Henney, Keers 1998,
Dahlgren et al. 2003, Denton et al. 2003). Also for the banking sector,
alternative risk measures are discussed (e.g. Johanning, Rudolph 2000). The
key criticisms become clear when a look at proposed alternative measures is
taken:

Earnings at risk (Dorris and Dunn 2001): This risk measure only
considers the contracts (physical or financial) which come to delivery within
a prespecified time period, e.g. the next accounting year. This can be
attractive in the financial sector to assess the risks for profits or losses in a
given accounting period. In the energy sector, it similarly emphasizes on the
upcoming results in the period under consideration instead of analyzing the
changes in market value, which correspond to the sum of all discounted
future cash flows (at least under a certain value model, cf. Rudolph 2002).

Cash flow at risk (Guth and Sepetys 2001): For Earnings at risk, the date
of delivery of contracts is the criterion for inclusion or exclusion in the risk
calculation. In the Cash flow at risk approach, additionally the date of
settlement, which may be the day of delivery or up to thirty days later, is
considered so that this risk measure directly targets the financial liquidity of
the company.

Profit at risk (Henney, Keers 1998, Barnwell 2001): Again this risk
measure is rather similar to Earnings at risk, considering the revenues from
the current portfolio during a pre-specified period (one or several years). But
the reasoning behind it is different: the emphasis is laid on the fact that for

“ Sometimes the use of historical price simulations is mentioned as a third alternative (e.g.

Hull 2000, p. 356). However, if correlations between price changes shall be accounted for
adequately, this requires longer consistent price series than available for most electricity
market products.
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many assets in the electricity industry, no exact market based hedge can be
found, which would allow closing a position at the latest at the end of the
pre-specified duration (the holding period). For example, almost no hedges
for load demand for single hours may be found on the derivative market,
thus risk has to be carried on until delivery of the electricity. At the same
time, price risks are much higher at the moment of delivery (spot market)
then in the next days, when a product is traded on the forward market.

2.3 Alternative statistical risk measures

Besides the question of which earnings, values or cash flows should be
included when measuring risk, the statistical criterion chosen to describe risk
may also be questioned. Before the appearance of value at risk, the variance
or standard deviation of the distribution have traditionally been used to
describe risk, notably within the portfolio selection model of Markowitz
(1952) and the capital asset pricing model of Sharpe (1964) and Lintner
(1965) (cf. e.g. also Ross 1977, Varian 1992). The use of the variance as a
risk measure is justified if either the distribution of value changes follows a
normal distribution or if the preferences of the decision maker correspond to
a quadratic utility function (cf. Varian 1992, Rudolph 2002). But instead of
choosing an arbitrary and not directly interpretable weighting factor for the
variance in the quadratic utility function, the use of the value at risk concept
leaves the decision maker(s) with the choice of a confidence level, which
can easily be interpreted as an acceptability threshold.

However this threshold characteristic of the Value at risk is also
problematic, both mathematically and for interpretation. Mathematically, the
inconvenience of Value at risk defined as a quantile is that it might be non-
continuous and furthermore that it does not form a coherent risk measure as
defined by Artzner et al. (1999). From an interpretational point of view, it
seems questionable that the height of the losses below the threshold
considered does not influence at all the Value at risk. If losses do not exceed
1 Mio. € with 99 % certainty, then it makes no difference whether losses
exceed 10 Mio. € with 0.5 % probability or whether they remain limited to
1.5 Mio. € in this more extreme case.

As an alternative, the conditional value at risk (cVaR), also sometimes
called tail-VaR or mean excess loss, is therefore proposed. For any stochastic
variable V with finite first moment, it is defined as the probability weighted
sum of all deviations from the mean below a certain probability threshold 1 -
a (cf. Rockafellar and Uryasev 2000, Uryasev 2000):

cVaR(V,a)=|E[r < F(Vi1-a))- E[V] (7-4)
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This measure clearly has an integral character and accounts also for
really extreme events below the threshold. Since it is smooth and convex, it
is also particularly suited for stochastic optimization (cf. also Rémisch 2001,
Schultz and Tiedemann 2002).

24 Integral earnings at risk

The preceding discussion has highlighted three major shortcomings of
the traditional VaR concept when applied to the electricity industry:

o [t assumes that market prices for all assets are available and can be used
for a mark-to-market valuation**,

e [t assumes that open positions may be closed during the holding duration
through market transactions.

¢ [t does not account for the further downside risk which still exists beyond
the chosen threshold.

To remedy to these flaws and still obtain a workable solution, which
serves the overall purpose of controlling risks which might endanger the
future existence of the company, a new risk measure is proposed here:
Integral earnings at risk. It aims at measuring the impact of day-to-day
market fluctuations on the accounts of a company. It includes:

* the conditional earnings at risk of all tradable assets,

e the conditional earnings at risk of all non-tradable assets, adjusted for
hedges with standard market products after the holding duration,

o a measure of market liquidity risk if end-user load has been contracted.

One may first note that given the limited lifetime of energy market assets
like forwards and futures, the first part of earnings at risk is the same as
value at risk applied to an energy trading portfolio, except that the integral
conditional risk measure is used instead ofjust the quantile. For the second
part, this corresponds to a profit at risk approach, except that hedging with
standard market contracts is allowed to (partly) close positions. It could
therefore also be labeled “partial profit at risk”.

The rationale for this choice becomes evident when looking at the major
positions in the accounts of a vertically integrated company, comprising
generation, trading and retail businesses™.

* For non-standard assets also in finance a “mark-to-model” approach is proposed as a

workable alternative (cf. Rudolph 2002). The assets are then valued using standard market
prices and some (modelling) assumptions how the value of the asset is linked to the
observable market prices.

Obviously, the use of integral earnings at risk is not limited to fully integrated companies.
E. g. for a pure generation company, the measure may be applied to the generation assets
and all sales contracts on the wholesale market concluded by the company.

45
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In the trading business, the majority of all open positions are clearly
tradable assets, purchased or sold on financial or physical wholesale
markets. These assets may be valued mark-to-market and open positions
may be closed within a limited time period known as holding duration.
Therefore the earnings at risk correspond to the value at risk for this part of
the portfolio. For non-standard products, the risk measure should also
comprise risks occurring after the end of the holding duration, given that it
will be difficult to close these positions during the limited holding duration.
Yet the use of earnings at risk as a measure for this risk component will be
sufficient™®, since these trading positions usually only generate earnings over
a limited delivery period. The period covered by the earnings at risk should
thereby obviously comprise the delivery period of the non-standard product.
Furthermore the earnings at risk of the non-standard product (or rather the
portfolio including non-standard products) should be adjusted for hedging
opportunities offered by the market, because otherwise the risk is overstated.

The main assets in the generation business are obviously the power
plants owned. These may be complemented by long-term purchase contracts
or participations in shared generation assets. A valuation of power plants
using a mark-to-market approach is not directly feasible given that a liquid
market for power plants with daily price notations does not exist. So on a
day-to-day basis, only the revenues generated by this power plant and the
fuel costs incurred may be valued. And since long-term forward notations
are not available, earnings at risk with a limited time horizon is obviously
the only practicable alternative. Again, these risks should be considered just
for those parts of the portfolio which can not be closed when using standard
market products. For the “standardisable” part, the (conditional) risk during
the holding period (corresponding to traditional value at risk) is to be
considered only.

The retail business mostly holds assets in form of full service contracts
with electricity end users. These may be balanced by standard or non-
standard forward and/or future contracts to cover the expected demand. As
with generation assets, a closing of positions with standard products can be
assumed after the holding duration and consequently positions have to be
split up in a standard and a non-standard part. The standard part can be
valued using traditional (conditional) value at risk measures whereas for the
remainder earnings at risk during delivery have to be computed. Quantity
risks are an important risk in the retail business and have therefore to be

“ The term of profit at risk has been registered as a trade mark by KWI (cf. e.g. KWI 2003)
and strongly promoted in the electricity industry. But to the author’s understanding, it
corresponds to the concept of earnings at risk with a clear emphasis on the fact that
quantity risk is a key component of energy market risk.



158 Chapter 7

included in the earnings at risk calculation, especially given that they may
not be compensated via the standard products available through trading.
Additionally, the risk of lacking market liquidity to fulfill the physical
delivery obligations should be taken into account.

A direct valuation of the market liquidity risk using market prices is
difficult. The prices for regulatory power could be used as a proxy, however
this hinges on two assumptions: Firstly, there must be sufficient reserve
capacity available to physically maintain the balance of supply and demand
even if the day ahead market does not establish a market clearing price, and
secondly, the price used for regulatory power has to reflect the costs of this
risk to the company®’. Another alternative is to recur to the “value of lost
load” approach (cf. e.g. Telson 1975, Wacker and Billinton 1989, Kariuki
and Allan 1996, Willis and Garrod 1997) which obviously raises the
question what value should be used there. It can be possibly derived from the
value of load shedding which is implicitly included in full service contracts
with demand flexibility, if those exist. Another possibility is to recur to
customer surveys, which however are subject to various potential biases. If
none of these informations are available, it has to be set arbitrarily, if
possible in accordance with the regulation authority.

3. INTEGRAL EARNINGS AT RISK AND RISK
MANAGEMENT STRATEGIES IN INCOMPLETE
ELECTRICITY MARKETS

The integral earnings at risk (IEaR) measure has been introduced above
as a means to remedy to some of the flaws perceived in the construction of
conventional value at risk. In the following it is shown that the integral
earnings at risk indeed is suitable for risk management purposes, by
demonstrating that it prompts for immediate action when the market
structure requires it, without imposing unnecessarily strong constraints on
business operation or hastening prematurely the action.

Let us therefore look at the risks associated with the holding of a
complex asset and the possible risk management strategies. By complex
asset any non-standard product is meant, which is not directly traded on the
wholesale market. But more specifically we will look at power plants or

“ If the so determined marginal costs to the company are below the marginal revenues
required to install new generation capacity, long-term supply adequacy will be a system or
societal problem which might necessitate a change in market design (cf. de Vries,
Hakvoort 2003 and chapter 9).
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other assets with optionalities, since these constitute the largest challenge for
risk management.

The considerations are limited to a predefined delivery period, which
should correspond to the time horizon covered by the trading business
(around two years). Beyond this time horizon, hardly any reliable market
quotes are available which may be used for risk quantification. So the longer
the time horizon is, the more the situation corresponds to one of decision
making under true uncertainty instead of risk (cf. section 3.3.1). This has of
course to be considered within strategic risk management, but is beyond the
realm of operational risk controlling measures.

What can happen to the value of the power plant — or equivalently to the
earnings it will generate - between today and the period of delivery (cf.
Figure 7-1)?

L
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price ___,-::__,,--vil
developments 4= /_\-"L/‘"—"
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holding period delwe:! period
actions none Forward/Future trade Spot market trade
(almost continuous) (1 day per delivery date)

Figure 7-1. Price developments and recourse actions for risk management

e The forward/futures prices may change between today and the end of the
forward market

e The average spot market prices may deviate from the last recorded
forward/future prices (cf. chapter 4).
The spot market may get illiquid.

¢ The power plant option may not be available due to outages or other non-
availabilities.
What can be done to mitigate or reduce these risks? First, one should

note that the risk of spot market illiquidity is not of major relevance for
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power plant holders, on the contrary this offers opportunities for excess

profits. It is therefore not considered further here. But to mitigate the other

risks, the following actions are conceivable:

e Standard products may be sold (or purchased) at the forward/future
markets to fix some of the revenues

e Non-standard products may be sold (or purchased) on the derivative
markets

e The electricity produced may be sold at the spot market or contractual
obligations may be fulfilled through electricity purchases at the spot
market.

e The physical availability of the power plant may be increased through
technical measures.

For the second and the fourth action, the feasibility is rather uncertain,
therefore risk management should not rely on them. But the purchases and
sales at the forward/future market and the spot market are almost certainly
available as recourse actions and should therefore be taken into account in a
standardized risk measure. Hence the remaining risks may be divided into
two large groups, as depicted in Figure 7-2, the short-term risk before open
positions can be closed in the futures and forward market and the delivery
risk after the end of the forward and future market. For a quantification of
these risks, the course of action has to be looked at in reverse direction in
order to identify what risks can be avoided at later stages and which have
already to be taken care of right now.

price
developments

e s e

Vr+d

. T, T:
time 2 , } o "
. F d/Future trade e . o
; ; orwar delivery period
holding period (in principle risk free) i
key Optimal Hedge Optimal Hedge Spot market
actions at the end of the at the end of the trades and

holding period Forward/future market delivery

Figure 7-2. Risks and key actions in incomplete electricity markets
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At the time of delivery #p, the value Vp, of the earnings of a power plant
with rated output Pﬁ} corresponds to the value of the related option pay-off
function (cf. chapter 6, section 3), corrected for quantity risks. If we take the

model of the spark-spread option as reference, neglecting in a first step the
quantity risks, this value at exercise will correspond to the difference

between electricity price pf}",s and fuel costs pgwike=hp, p,’; [’/s, if this

difference is positive, and zero else:

Ve (tD’ptD,S)= max(O,pf)’jS - hPLptF:,JS )PIfLL (-1

This holds independently of the decisions taken on the forward market.
According to the mark-to-market principle, forward contracts will be valued
at spot market prices and missing or excess quantities will be traded on the
spot market.

Going one step back to the time of closure of the forward market, the

value of the power plant will be a stochastic variable, depending on the
stochastic price vector pg = {p,’i"s }u {p,f; U,} at delivery, which in turn is a

function of the forward price at market closure:

VoL (TF P IPTF,W )= Zmax(O, Pf,L,s —hpy, P:I:,l,js )PPE;,L (7-2)

tpeTp

This value comprises a summation over all times of delivery #, included
in the delivery period Tp for which the forward/future product is valid. It sets
implicitly the quantity sold at the spot market y*° equal to the power plant

output OPLP,S{‘S. This physical balance has to be modified somewhat if a

quantity yF has been contracted already on the forward market:

EL _ . Spot . . FW
OpryysPrr =Y s+ 7.3)
Spot _ EL FW -
Aad Yip.s = Opry, sPrL — ¥

The value of the total portfolio is then:
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Vie (TF ,pslpTFF"’ ): ZT(‘ pS!rikeOPL,lD,SPPiL + Pf,.WJ’FW + Pril,s)’;ip_‘fg’)
tpelp
= z; (max(O, priL,s ~ Pstrike )PPiL + (P;:W - p,iL,S )yFW)
Ip€E
p&lp e

In Figure 7-3 to Figure 7-5, this value is depicted for a single time
segment f as a function of the spot market price with the forward/future

quantity contracted set to 0, PP’iL /2 orPs’ . The expected value is
independent of the quantity of electricity y** contracted on the forward
market, if the martingale property pffw =E[p,iL’S] is satisfied. But the
maximum downside risk depends on the choice of y”. As long as y” is in
the interval [0 P,fiL ], the minimum portfolio value occurs in a neighborhood
of the strike price. And which forward contracting quantity yF W yields the

lowest risk, depends only on the relationship between p£ W and Psyike-

E[Vp]
=E[V,]

Figure 7-3. Portfolio value and conditional earnings at risk for a portfolio with power plant,
forward sales and spot sales as a function of spot price and forward quantity (power plant out
of the money)

If the forward price is below the strike price (the option is out of the
money), the risk minimizing decision is to sell no forwards at all (cf. Figure
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7-3). On the contrary, if the option is in the money at p;;w, the optimal

strategy is to sell the whole power P,fiL , even if it is far from certain that the

option is exercised (cf. Figure 7-4). Only in a narrow band around the strike
price Pspikes a mixed strategy may lead to a slight reduction in the
conventional and the conditional value at risk as indicated in Figure 7-5.

For the case with multiple time segments fp, no such simple rule can be
determined. But one may observe that the minimum risk strategy is to sell
everything or nothing if the errors in the time segments are uncorrelated,
because the minimum portfolio value in each time segment arises for

p,i L,s = Pswire and for uncorrelated errors, the total cVaR is (approximately)

determined by adding up the single minima. If the sum of the minima is
positive for one value of y*”, it will be positive for any value of y** and vice
versa. Thus the maximum of the minima is either obtained for y** = 0 or for
FW _ pEL

yo= Py

If on the contrary, all errors are perfectly correlated, the risk optimal
strategy is to sell a proportion equal to the share of time segments when the
power plant is in the money. This can be seen from Figure 7-6.

E[Vp]
=E[Viu]

Figure 7-4. Portfolio value and conditional earnings at risk for a portfolio with power plant,
forward sales and spot sales as a function of spot price and forward quantity (power plant in
the money)
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E[Vp)
=EV,]

—

X
/

Figure 7-5. Portfolio value and conditional earnings at risk for a portfolio with power plant,
forward sales and spot sales as a function of spot price and forward quantity (power plant at
the money)
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Figure 7-6. Portfolio value and conditional earnings at risk for a portfolio with several
exercise time points and different price levels but correlated errors



Risk management and Risk controlling 165

In this case, the power plants and associated revenues may be ordered
according to an increasing ratio of strike price to expected price in hour #p,
and a value function similar to those in Figure 7-3 to Figure 7-5 can be
drawn for the overall portfolio as a function of the single stochastic factor.
As shown in the figure, the conditional value at risk is lowest if the value
function is horizontal when crossing the forward price. This corresponds to
selling as much on the forward market as there are options in the money.

For more complex real options, it may be even more difficult to give the
optimal decision rule for the minimum-risk portfolio in time Tr. In fact, the
optimal hedge can only be obtained as the result from a stochastic
optimization problem, similar to the ones discussed in chapter 6. This
optimal hedge may differ from the hedge obtained from a deterministic
production planning, much as a difference between deterministic and
stochastic production scheduling was observed in chapter 6.

Furthermore the optimal hedge at the closure of the forward market
obviously depends on the forward price level. Viewed from today, the
earnings at risk for the delivery period are hence not uniquely determined by
the current forward prices, but depend on the possible price developments
between time Ty and TF.

A further complication arises from the fact that the minimum-risk
portfolio at Tr is not risk free in the financial, continuous hedging world.
With continuous hedging, one aims at constructing a risk-free portfolio by
combining options and forwards in a way that the resulting portfolio is risk-
free (or at least risk-minimal). If price shocks on forward prices have similar
effects on all spot market scenarios, the quantity of forwards required for a
risk-free portfolio corresponds to the average probability of exercising the
options at the exercise time. This is the “expected operation hedge” or
“naive delta hedge” mentioned in chapter 6, section 5. But clearly an all-or-
nothing hedge as observed in the simple examples of Figure 7-3 to Figure
7-5 is not equivalent to such a probability based hedge, and also the other
hedge patterns discussed above do not necessarily fulfill the property of
being risk-free in a setting with continuous hedging. A rehedging would
therefore be needed shortly before the closure of the forward market.
Expressed differently: As a consequence of the change in market operation

“  As shown below, an additive model linking forward prices and hourly spot market prices
must hold if the expected operation hedge is to be a delta hedge. Therefore it is labelled
“naive” here.
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mode, the optimal hedging changes, too™. This rehedging can in principle be
done at zero cost and zero instantaneous risk — at least with liquid markets.

Given these difficulties to determine and manage exactly the optimal
hedge at the end of the forward market, and furthermore the necessity not to
be overoptimistic in risk management, it seems more appropriate to take a
“reasonable hedge” at the end of the forward market as basis for determining
the delivery risk, instead of assuming that the optimal hedge will be
implemented. A candidate for such a reasonable hedge is certainly the
“expected operation hedge”, determined either on the basis of the expected
hourly spot prices or on the basis of the stochastic spot prices. Which
alternative is preferable will be investigated empirically in the following.

In the (almost) continuously operating forward and future market, a delta
hedge may in theory be adjusted continuously at zero cost to remain risk free
(cf. e.g. Hull 2000). Consequently, the optimal hedge at the end of the
holding period is again a delta hedge, corresponding (under -certain
assumptions) to the then perceived average exercise probabilities of the
power plant option. The second part of risk, which remains in any case to the
utility, is thus the risk of losses during the holding period. This is the short-
term risk mentioned in Figure 7-2.

One may argue that also during the forward trading period no continuous
adjustment is possible, but instead some adjustment time, corresponding e.g.
to the holding period, should be taken into account for each adjustment. Yet
one major reason for introducing a non-negligible holding period is that the
forward market may not be liquid enough to allow hedging a complete
portfolio within very short time notice. After having established a hedged
position, the quantities to be dynamically rehedged are on the contrary much
smaller. So they should be easier to place on the market and also the risks
associated with them (if there are any) are much lower and may be neglected
in a first step.

4. PRICE MODELS FOR RISK CONTROLLING

For determining the integral earnings at risk, it is thus necessary to have
workable price models for capturing both the short-term risk and the
delivery risk. One possibility is to develop consistent models linking the
evolution of forward prices directly to the spot prices (e.g. Schwartz 1997,

“ This may be part of the explanation, why in the continental European markets high trading
volume and corresponding volatility are especially observed just before the closure of the
forward market.
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Hilliard and Reis 1998, Karesen and Husby 2002, Lucia and Schwartz
2002). However these approaches rely on no-arbitrage arguments not only as
far as future spot and the corresponding forward prices are concerned (cf.
equation (6-67)), but also for the relation between current spot and forward
prices. Such a no-arbitrage argument is clearly only applicable for storable
commodities or if in some other way possibilities of storage are provided,
such as hydro storage in the Nordic electricity market. Otherwise, markets
are obviously incomplete, i.e. there are more risk factors than products
available to hedge the risk.

Harrison and Kreps (1979) have shown that in complete markets the
absence of arbitrage is equivalent to the existence of a unique so-called

equivalent martingale measure o , 1.e. a probability measure (or loosely
speaking: a set of modified probabilities) such that equation (6-67) is
modified to:

PFW b Ej [Ps;;o: T] (7-5)

where E$[ ] is the expectation operator under the modified probability

measure @ . Under this modified probability, a risk-neutral valuation of
assets can be performed and the results are then also valid with the original
“physical” probability measure.

If markets are incomplete, in general multiple equivalent martingale
measures exist, i.e. the value of an asset (and the associated risk) is not
uniquely determined (cf. e.g. Carr et al. 2001, Dias 2003). This theoretical
ambiguity translates also into a practical ambiguity, since for a given

forward price Pﬁlfv,ro r of a monthly product there is no unique rule to

determine the corresponding expected hourly spot prices under the
equivalent martingale measure. One natural specification is an additive

superposition of forward price P}Efv,r,,,r and hourly price differentials

ApSpot 'p :
EL  _ L EL
Pspoty, = Prw g, t ApSpot " (7-6)

with the average of Ap pro,,,D over all time segments #p within the delivery

period T being zero.
Another obvious choice is a multiplicative one:
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EL EL EL
pSpot,tD = pFW,To,T kSpat,tD (7'7)

where the average of the hourly price factors kéﬁ,‘,o should equal one. If

the average is different from one, the obtained price distribution for
pgf;,,,n can not be an equivalent martingale measure, because the value of a

forward contract would then be different using current forward prices and
using the equivalent spot prices. So any price process to be used for an
arbitrage pricing based valuation should yield average spot prices consistent
with current forward price quotations.

Obviously the integral modeling approach developed in chapter 4
provides a good starting point for modeling the spot market prices and
associated risks also over a period of several years, allowing to cope hence
with the delivery risk identified in the previous section. However the prices
have to be adjusted to the observed forward quotes to obtain a consistent
basis for valuation and risk assessment. Here a multiplicative correction term
is introduced analogously to equation (6-66). The multiplicative correction
seems more appropriate since it implies that forward price changes will have
proportional effects on all spot prices, affecting hence higher prices in
absolute terms more than lower ones.

Besides the variations in electricity spot prices also risks of forward price
variations have to be considered to cope with the short-term part of the
integral-earnings-at-risk concept. Here an additional approach is needed,
since the integral market simulation model accounts for variations in fuel
prices but not in forward electricity prices™. Thereby it is particularly
important to capture adequately the dependency between the risks for
different products through multivariate modeling.

In traditional VaR models in the finance world, geometric Brownian
motion is assumed for stock and forward prices (cf. chapter 4, section 1) and
thus the logical extension to the multivariate case is the assumption of a
multivariate normal distribution for the relative price changes of multiple
products. As discussed in chapter 4, the assumption of normally distributed
price changes is however rather problematic in the case of electricity prices.
For spot prices, mean reversion is a key point to be taken into account. For
forward prices, mean reversion is less an issue but the existence of “fat
tails”, i.e. higher probabilities for extreme events than under a standard

% Those can however be interpreted in the context of the integral modeling approach as

changes in the expectations on available generation capacities. According to the
fundamental model part, such changes should translate into variations of spot prices in a
non-linear, complex way.
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normal assumption, is a major concern. In principle, extreme value theory
(cf. Smith 1990, Embrechts et al. 1997) offers a direct approach for
analyzing the frequency and distribution of extreme events. However,
extreme value theory for multivariate time series is still at an early stage (cf.
the discussion in Diebold et al. 1998, Embrechts 2000) and moreover the
application of extreme value theory to time series with autocorrelation
and/or volatility clustering is also at its infancy (cf. Diebold et al. 1998).
Therefore, a closer look at other approaches for coping with non-normally
distributed multivariate errors seems more appropriate. In particular we will
look in the following at the multivariate generalization of the GARCH
models (cf. chapter 4, section 2.3.2) and at possibilities for deriving
multivariate models with regime switching (cf. chapter 4, section 2.3.4).

4.1 Multivariate GARCH models

In principle multivariate GARCH models are suited for the analysis of
the simultaneous price changes of multiple products. As discussed by Engle
and Mezrich (1996), various model specifications are possible ranging from
simple scalar GARCH, which just involves a constant correlation matrix and
two GARCH parameters, up to the BEKK representation of vector GARCH
models (Engle and Kroner 1995) or multivariate component models (Engle
and Lee 1993), which involve the estimation of two or more full matrices
instead of each of the scalars in univariate GARCH models. Clearly, these
complex models are very difficult to handle and estimate if multiple
electricity products, such as base and peak products for single months,
quarters and years, are to be considered. The time series for monthly
products often comprise less than 200 observations, making a parameter
estimation for more than 20 parameters a rather delicate exercise. On the
other hand, the simple scalar GARCH seems too restricted in flexibility to
cope with the complex and time-varying properties of electricity market
products. Therefore the constant conditional GARCH model (cf. Bollerslev
1990) has been chosen as a model of medium complexity for assessing
interdependencies between products with simultaneous correlation patterns’".
It is described through the equation:

Ot = Pri%k1%1y (7-8)

' Another possible candidate would be the factor ARCH models introduced in Engle et al.
(1990). Yet these require first a factor decomposition before GARCH techniques can be
applied to the identified factors. Here again it may be questionable whether sufficient data
are available for doing robust factor identifications.
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with the standard deviations o, and ogj, taken from scalar GARCH
models as described in chapter 4, section 2.3 and the correlation coefficients
i assumed to be constant. Consistent parameter estimates may be obtained
by first estimating the scalar GARCH models and then determining the
correlation coefficients through the relationship:

1 ’2 (”k,: —u X“/,: - )

t2 —tl +l¢='| O‘k,,O',,,

Pry = (7-9)

It is thereby necessary to chose the time segments ¢ and ¢, in such a way
that the relative price changes w, and u;, are defined in the whole interval.
To satisfy this condition for all product pairs (%, ), the starting point ¢; has to
be chosen taking into account the time series with the lowest data
availability, i.e. mostly the monthly peak product with the longest time to
delivery. In principle, one could also choose the interval [¢ t,] differently for
each product pair (k, I) to use as far as possible the available information on
correlations. Yet the computed correlation matrix might not be positive
semi-definite in this case, which gives rise both to theoretical inconsistencies
and practical problems.

A further practical difficulty may arise if the price changes are not
exactly distributed according to a GARCH model specification: the diagonal
elements in the correlation matrix can then be different from 1, raising again
theoretical and practical difficulties. A pragmatic, albeit theoretically not
very well-founded remedy is to make an a posteriori adjustment using the
formula:

P

Pry = ===
\/ PriPri

This corresponds to pre- and postmultiplying the estimated correlation
matrix by the diagonal matrix <,0,(,,(_”2

(7-10)

>. Alternatively, one might

envisage disregarding the GARCH model completely when determining the
correlations, using the standard correlation formula:

P = ! 3y, ~ 7, Yy, - ) (7-11)

L, =t +1)Ek,lal,t =t

This sets the diagonal elements of the correlation matrix automatically to
one. Furthermore, higher correlations are usually determined than with the



Risk management and Risk controlling 171

original approach. This is due to the fact that days with strong price changes
are only entering the original correlation computation with a weight of
1/(6',(',&,,,), in the second case the weight is however l/(E,(’,E,,,). Since

both the estimated volatility and the correlations are usually higher on days
with strong price changes, the first variant will provide a lower weighting of
these extreme events (and consequently lower volatility coefficients) than
the second. Thus the second variant is more robust for risk measurement
purposes, since here the focus is on extreme events.

In Table 7-1, results of selected parameter estimates using a GARCH
(1,1) model on German forward price quotes are given. The GARCH and
ARCH terms differ from zero for most products and the correlations among
electricity products are also rather important. By contrast, the correlations
between coal and electricity are found to be rather low.

Table 7-1. Parameter estimates for GARCH models for forward price time series

Mean Variance Impact previous Impact previous Log-
Hipadas 0,2 Ehanges a i B Likelihood
Base year 03 0.0001159 0.334 0.000 1525.6
Peak year 03 0.0001312 0.043 0.956 1597.8
Base month 1202 0.0000447 0.532 0.216 694.7
Peak month 1202 0.0000496 0.110 0.861 681.4
Coal year 03 0.0000515 0.000 0.000 915.2

. Base month Peak month

Correlations Base year 03 Peak year 03 11-02 11-02 Coal year 03
Base year 03 1.000 0.746 0.471 0.440 0.068
Peak year 03 0.746 1.000 0.475 0.448 0.101
Base month 11-02  0.471 0.475 1.000 0.564 0.147
Peak month 11-02  0.440 0.448 0.564 1.000 0.068
Coal year 03 0.068 0.101 0.147 0.068 1.000

Source: Own calculations, using forward price data until 1* October 2002

In order to assess the quality of the model, the implied kurtosis (the
fourth moment of the distribution, which describes whether tails and peak of
the distribution are more pronounced than in a normal distribution) is
computed for the unconditional distribution resulting of the estimated
GARCH-model. This kurtosis is compared to the kurtosis in the sample. As
shown in Table 7-2, the observed kurtosis is much higher than the one
implied by the GARCH model. This is a strong indication that the GARCH
model with its conditional normal distribution is not fully suited to model the
price changes on the forward market.

Besides the theoretical lack of consistency, this a second major reason for
looking for alternatives involving mixtures of normal distributions and
regime switching which will be discussed in the next section.
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Table 7-2.  Unconditional kurtosis of price changes implied by parameter estimates for
GARCH models compared to actual observations

Product Observed excess  Implied excess kurtosis,
kurtosis GARCH model
Base year 03 24.09 1.00
Peak year 03 25.26 0.82
Base month 11-02 13.41 1.31
Peak month 11-02 8.44 0.03
Coal year 03 4.87 0.00
4.2 Multivariate models with regime switching

As with GARCH models, one might envisage also to specify explicitly
multivariate extensions to switching regime models’”. Yet the problems
encountered with multivariate GARCH specifications arise similarly or even
in an increased form in any attempt to model multivariate switching regimes.
The number of parameters rapidly gets prohibitively large, the system-wide
estimation may easily produce nonsense results for ill-specified models and
the use and interpretation of correlation coefficients is subject to multiple
precautions. On the last point, one might note that the concept of correlation
coefficients fits well with multivariate normally distributed errors, since the
distribution parameters include the variance-covariance matrix, of which the
correlation matrix is the normalized form. But for non-normal distributions,
no such obvious connection between correlation matrix and multivariate
model specification exists.

A way to overcome this dilemma in a theoretically consistent way is to
use the concept of copula (cf. Nelsen 1999, Embrechts et al. 2000, Lindskog
2000). Copula are defined as functions f{uy, ..., #,) which establish the link
between a general multivariate distribution Fy(x;,...,x,) of multiple stochastic
variables x = [x,,...,xn]T and the univariate (or more properly: marginal)
distributions of the single variables Fi(x;), Fa(x;), ... F,(x»). Note that the
distributions are described here throughout through their cumulative
distribution functions F,, and not their probability density functions f,.
Formally, we can write:

" o> [o1]

: 7-12
Xy - Fk(xk) 12

*  Examples of multivariate mixture models (not switching regimes) are discussed in

Snoussi and Mohammad-Djafari (2000).
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RN > [0,1]

F : 7-13

*x - F(x) -13)
Then the copula [is defined as:

F:[O,l] "‘)[0:1] (7-14)

u > Iw) o P, 50,005, )= DE @) F (). F,(x,))

Hence the definition of I is an implicit one, as the function linking
(coupling) the marginal distributions £ to the overall distribution Fy. Sklar’s
theorem (cf. Sklar 1996) proves that the copula /" exists for any given Fy and
moreover is unique, if all the marginal distributions F are continuous”.

For practical purposes, it is most interesting to use the concept of copula
the other way round: in addition of the specification for the marginal
distributions Fy we can specify the type of the copula I and then have a
nested approach for approximating the general multivariate distribution Fy.

Several choices are possible for the copula, including the Farlie-Gumbel-
Morgenstern family of copula, the Marshall-Olkin family or t-copulas (cf.
Nelsen 1999, Lindskog 2000). We will however limit ourselves to the so-
called Gaussian copula g, which provides a natural extension of the
concept of correlation to non-normal multivariate distributions. Further
research is required to assess the usefulness of other copula definitions and
to determine the relative strengths and weaknesses.

The Gaussian copula fg, is defined for any set of marginal distributions
Fi(x;) through:

Ig, (Fl (xl )’ K (xz )""Fn (‘xn » =gy (45(_‘ (Fr (x( ))’ ¢l—l (Fz (xz ))r-w ¢|_l (Fn (xn )))
(7-15)

@y is thereby the cumulative distribution of the standard normal
distribution whereas ¢y is the cumulative distribution of the multivariate
standard normal distribution with correlation matrix £ and mean 0. The
Gaussian copula is thus obtained by retransforming (“redistributing”) the
cumulative marginal distributions Fj into standard normal distributions using
the inverse ¢,'l and applying on these distributions the correlation matrix Z.
Estimates for the elements of £ may be obtained by first estimating the

% Even if F} is not continuous, the copula is at least unique on the range of values taken by

Fy
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parameters of the marginal distributions 17*1 (x1 )ﬁ‘n (x,,), then computing the
transformed values ¥, = ¢! (ﬁ‘ p (xk,, )) and finally estimating the correlation

matrix % from the transformed X, .

The most straightforward way of applying Gaussian copula to switching-
regime models is to compute them directly for the daily relative price
changes #,. Yet this may lead to a substantial underestimation of the risk if
the longer term dependence between price changes for different products is
larger than the day-to-day dependence. This is obviously the case as
illustrated through the examples of correlations of daily changes and 10-day-
changes given in Table 7-3.

For the short-term risk with non-negligible holding period it is thus
preferable to estimate the joint distribution for the price changes over the
holding period. The distribution of the price changes for each stochastic
variable is thereby estimated on the basis of the daily price changes, but the
copula describing the dependence between the different stochastic variables
are estimated based on the price changes during the holding period.

Thus the price changes #, for a product traded on the forward market are
written as:

U, ~ My, (Prk,O’Tk,ll Ty » ’/uk,l’dk,l’ﬂk,z’ak,zlsk,r—l) (7-16)

Table 7-3. Correlations of relative price changes for forward price time series, depending on
the time interval considered
Correlations 1-day

Base month Peak month

[rriaram Base year 03 Peak year 03 11-02 1102 Coal year 03
Base year 03 1.000 0.779 0.468 0.415 0.043
Peak year 03 0.779 1.000 0.468 0.472 0.115
Base month 11-02 0.468 0.468 1.000 0.597 0.145
Peak month 11-02 0.415 0.472 0.597 1.000 0.149
Coal year 03 0.043 0.115 0.145 0.149 1.000
gg;::?;;o;fmgif' Base year 03 Peak year 03 Baslel ﬁgmh Pealkl i;;nth Coal year 03
Base year 03 1.000 0.815 0.591 0.641 0.156
Peak year 03 0.815 1.000 0.516 0.679 0.092
Base month 11-02 0.591 0.516 1.000 0.748 0.431
Peak month 11-02 0.641 0.679 0.748 1.000 0.180
Coal year 03 0.156 0.092 0.431 0.180 1.000

M, stands there for a mixture of normal distributions with probabilities
Pr o, Pryis and Pr gz As in chapter 4, section 2.3.4, the first state with
probability Pr xo corresponds to no price change at all, whereas the states 1
and 2 with probabilities Pr ¢, and Pry ;. correspond to normal and extreme
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price changes with mean g resp. x> and standard deviation oy resp. oy,.
In order to derive a parsimonious model, the probabilities Pryy are assumed
to be independent of the state and price change at the previous time step #-/.
Thus the model used for describing the forward price changes is a mixture of
no price change and price change, with a nested switching regime model for
the part dealing with price changes. The a priori probability density function
for u, conditional on the previous state Sx..; then writes:

fu,,', (uk,t Isk,t—l )= Pry o8, (uk,r )‘*’
(1 =Pry XPP(Sk,: = llsk,:—1 )fzv (“k,ﬁﬂk,l’o'k,l )+ (7-17)
P"(Sk,r = 2|sk,t—l )fzv (“k,:;ﬂk,z»o'k,z ))

Using the description of Markov switching from equation (4-51), the a
priori probabilities may be written:

Pr(s,", = llsk-t-l) : I: Ty 1-T, » }I:Pr(sk,z—l = 1)

Pr(s,‘,, =2|s,‘,,_1) T =Ty T } 18

Pr(sk,l—l = 2)

The a posteriori probabilities Pr(sy,.1=f) can be obtained by comparing
the probability density for the observation u,.; given state j to the overall
probability density of the observation. For the state si, given the observation
Uy, this writes:

Pr(sk,t = jlul)’:
PY(S;,,, = j|sk,t—l )fN (“k,ﬁr”k,j ’ak,/‘)

Pr (sk,r = l‘sk,t—l )fNTuk,t M1 Ok )+ Pr(sk.r = 2‘Sk,¢—1 )fN (“k,: sHe2:0%, )
(7-19)

At given parameters, equations (7-18) and (7-19) allow to compute
recursively the probability of sk, =j for each time step. This is the so-called
Hamilton filter (cf. Hamilton 1989, Kim, Nelson 1999).

The log-likelihood function to be maximized for each product & is then
(cf. equation (4-54)):



176 Chapter 7

(PrkoTkuaTkzza/‘knO'knﬂkz’o'kz):Zln(fu,(uk,:lsk,r—x))

{
=21 (P”ko (uk,:)+(1"P"k,onl(”k,ﬁﬂk,nak,x)Pr(sk,e=1‘Sk,c—1)+
t

fa (“k,ﬁ/‘kmo'k,z )Pr (Sk,r = 2‘31(,1—\ )))
(7-20)

with the probabilities given through (7-18) and (7-19). Empirical results
for the estimation of these parameters are given in Table 7-4. Obviously,
most probabilities are significant and there is a significant difference in
volatility between the two regimes with normal and high price changes. The
probabilities for high price changes can be computed from the transition
matrix probabilities and are found to range between 0.02 and 0.3.

Table 7-4. Parameter estimates for switching regime models for forward price time series

Product Tin Tz  Hes M2 Okt Oz Pryog LL;
Base year 03 0.906 0.772 0.000 -0.002 0.004 0.020 0.033 1717.3
Peak year 03 0957 0.807 0.000 -0.006 0.004 0.029 0.062 1775.1

Base month 11-02  0.988 0.528 0.001 0.011 0.007 0.031 0.204 723.2

Peak month 11-02  0.899 0.677 0.001 0.003 0.006 0.017 0.209 710.0

Coal year 03 0.915 0.000 0.000 -0.011 0.006 0.018 0.189 524.5
Source: Own calculations, using forward price data until 1* October 2002

Based on these estimates, the cumulative distribution function for price
changes over the holding period dy may be computed. Given that the
distribution function for the one day price changes is always a mixture of
normal distributions, the sum over price changes of several days will also
follow a mixture of normal distributions. However, if each distribution is a
mixture of three normals, a sum of dj price changes has to be described by
dy(dy-1)/2 terms, since within dj, days the first regime may occur /; times,
with /; less or equal to dj, the second regime may then occur up to dy-/; times
and the frequency of the third is given by dj-/;-/;. The probabilities of each
regime at each time step can be computed using equation (7-18). The
probability Pr,.(li, ) for [; times regime 1 and /; times regime 2 after ¢
time steps is then determined recursively through:

Prtot,k(ll’IZ’t)=Prtor,k (l,,lz,t—l)-Pr(sk, zo’sk :-1)
+1;50 Priot,k(ll Ll,t-1)- Pr(skr —llsk: 1)
+1;,50 Pl i (11’12 -1t ‘1)‘ P"(Sk,: = lek,r—l)
Prtol,k (0’0’0) =1

(7-21)
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For the mean and standard deviation of this combination of regimes we
get according to the general rules for addition of independent normal

distributions:

Mootk (ln N ,t)= Ly + 1,

(7-22)
T (o155 0) = \/llak,lz +ho4,"
1+d,
Hence the distribution function for u,, , , = Zu k,r May be written:
r=t+1
dy dy=,
Ftor (ulot,k,r ) = Z IZ Prtot (ll ’ l2 ’ dh )FN (ulot,k,t > ulol (ll ,12 ’ dh )’ atot (11 ’ 12 ’ dh ))
1=0 1,=0
(7-23)

Consequently, all observations #x, for the different products & may be
transformed to drawings 17,0,’,(,, from a standard normal distribution using

Bty =0 (Foy (i) (7-24)

From these drawings, the correlation matrix ¥ characterizing the
Gaussian copula [, is then computed using the simplified formula

1 [3

S - (7-25)
t2 - tl + 1 '='l

K urot,k,rurot,/,r

given that the standard deviation of 17,0,’,(,, and 17,%,’, is equal to 1 by
construction. For the products mentioned in Table 7-4, the copula correlation
coefficients are given in Table 7-5.

Table 7-5. Estimates of coefficients for Gaussian copula for forward price changes on a 10-
day interval

Base month Peak month Coal year

Copula Base year 03  Peak year 03 11-02 11-02 03
Base year 03 1.000 0.815 0.602 0.647 0.151
Peak year 03 0.815 1.000 0.511 0.681 0.095
Base month 11-02  0.602 0.511 1.000 0.721 0.392
Peak month 11-02  0.647 0.681 0.721 1.000 0.152
Coal year 03 0.151 0.095 0.392 0.152 1.000

Source: Own calculations, using forward price data until 1* October 2002
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Obviously there is a strong positive dependence between the different
electricity products whereas the interdependence with coal products is rather
limited. The calculated copula coefficients are also found to be rather similar
to the 10-day-correlations given in Table 7-3.

S. POWER PLANT MODELS FOR RISK
QUANTIFICATION

Besides price models, models for characterizing the optionalities and the
quantity risks inherent in power plants , are also needed for assessing the
integral earnings at risk. Of course, the real option models presented in
chapter 6 may be used for this purpose, at least as far as the delivery risk is
concerned. But some adaptation is required as discussed in section 5.1
together with a simplified representation of CHP plants for risk valuation
purposes. Section 5.2 then derives a workable extension for the evaluation of
the short-term risk, which does not assume that forward and spot prices
follow the same distribution. This approach then allows also analyzing
whether the “expected operation hedge” introduced in chapter 6, section 5 is
a delta hedge or not.

5.1 Delivery risk — including analytical model for CHP
valuation

The real option models described in chapter 6, section 3 allows
computing the value of any thermal power plant without cogeneration
treated as real option. For risk management purposes it is however not
sufficient to compute only the expected value, but rather the distribution of
the power plant value derived from the distribution of the spot prices is
needed. Given that anyhow the computation of the option value requires
computing the value recursively each day for different price scenarios (cf.
chapter 6, section 3), the computation of the value distribution is mostly a
question of tracking the distributions over time, taking into account the
information on transition probabilities between price scenarios of different
days. With 10 or more price scenarios per day, the final distribution may
however not be obtained by enumerating and ordering all possible
combinations of daily price patterns, since already for one month and 10
price scenarios per day a total of 10* paths and corresponding power plant
values is obtained. Instead a numeric convolution (folding) of the
distributions has to be applied, which allows determining recursively the
probability for the power plant value to lie within pre-specified intervals.
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Besides the power plant value, also the electricity production and fuel
consumption can be tracked in this way.

For CHP systems, the cogeneration of heat and power induces further
complexity not only for operation but also for risk management. Firstly, the
heat demand obviously induces a quantity risk, which can usually not be
hedged on a heat forward or future market. However, one may envisage
hedging at least for part of the heat demand risk through weather derivatives
(cf. e.g. Simpson 1997, Ali 2000, Kraus 2002). This will not provide a
perfect hedge, since part of the heat demand fluctuations are related to other
factors such as changes in production. But if the CHP plant is delivering to a
municipal district or local heating grid, much of the demand will be
dependent on the outside temperature and can be hedged, if a counterpart is
willing to take over this risk.

But cogeneration does not only introduce an additional risk factor, it also
affects the power plant operation and the electricity output. For systems like
back-pressure turbines, gas turbines without auxiliary cooler or motor engine
CHP, the electricity output is directly coupled to the heat output (cf. chapter
6, section 1). The operation of these plants as stand-alone systems is fully
determined by the heat demand pattern and therefore no optionality is left™.
Extraction-condensing turbines mentioned in chapter 6, section 1.4 and
larger CHP systems are more complex options that require specific models.
In the following, an analytical approximation for CHP systems with
extraction-condensing turbines is proposed in order to circumvent the use of
the full stochastic optimization model described in chapter 6, section 4 when
it comes to risk management.

The operation of an extraction-condensing CHP plant is limited through
several restrictions as depicted graphically in Figure 6-1 and Figure 7-7. If

the heat output Q”T

u,l,s

is given, then also the electricity output PuE,Ls has to

surpass a certain minimum level, given either by the minimum steam
production or the minimum electricity-to-heat ratio. Both the heat and the
minimum electricity quantity are fixed and from a risk management point of
view, they should be rather treated as forwards Qﬁ; and P than as
options. Yet another part of the electricity still is optional. It is the quantity
P(;L‘ between the lower load limit and the upper load limit in the P-Q chart

(cf. Figure 7-7). This part should be treated as an option, with the amount of
the option obviously depending on the heat load. Correspondingly there is

3 Of course, as soon as these plants are combined with a storage or a peak load device,

some optionality for plant operation is given and may be considered.
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also an optional part P(;:f,/ and a fixed forward PjJ for the fuel

consumption.

If several extraction-condensing turbines with different plant
characteristics are available to satisfy a given heat demand, the optimal
dispatch has to be modeled at least approximately in any analytical risk
management tool. This dispatch will in principle be done in the order of
increasing heat production costs. Yet opportunity costs for electricity have
thereby to be taken into account. These are positive if the marginal costs for
the electricity produced are above the market prices. In this case, the
difference between marginal electricity generation costs and market prices
has to be attributed to the heat generation, penalizing those units with high
minimum power to heat ratio, where much electricity is produced in “back-
pressure mode”. On the other hand, if marginal electricity generation costs
are below market prices, the units can earn money by producing solely
electricity. Thus opportunity costs arise for any reduction in the electricity
output due to the heat generation. These have to be added to the heat
generation costs proportionally to the marginal electricity reduction rate. The
units with high marginal electricity reduction will hence have higher
marginal heat costs and will consequently be rather used solely for
electricity generation.

PE:',e\quiv. PEI
Electricity 1
. option :
e EL
~_
. ;
-
Heat 5
forward Efecfﬂl’.'l.l}'
SHT forward
W pE
FW
PF U j, SR, | QHT
Fuel Fuel forward
option

Figure 7-7. Analytical model for extraction-condensing CHP plants

In summary, the marginal heat costs to be taken as basis for the heat
dispatch decision may be written:
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HT HT _FU EL FU
Cuts = Pu pfts+1 E’-<pELsumm(ﬂ pjt.\'_pts)
HT -
+1 u '(pEL EL _FU ) (71
EL)ﬂEL ﬂEL| u pf,t’s

Within the Monte-Carlo simulation of delivery risk, the dispatch decision
has then to be simulated. This is somewhat more complicated than
describing the exercise of a simple spark spread option, but it is still simpler
than applying the full stochastic optimization model.

5.2 Short-term risk

Besides the delivery risk also the short-term risk for a given portfolio has
to be determined for the integral earnings at risk. The short-term risk
corresponds to changes in the value (or rather the expected earnings) of the
assets in the portfolio due to changes in the market prices. Obviously for
market traded products like forwards, the value change corresponds to
changes in the forward prices. But for power plants, the calculation of the
short-term price risk is more difficult. In fact, it describes the impact of
changes of forward prices on the power plant exercise during the delivery
period and the corresponding earnings. Its computation requires therefore
first the selection of a model describing the link between spot and forward
prices (cf. section 4). If this has been done, the value of the real option has in
principle to be computed for each possible change in the forward price. This
is clearly not feasible. Yet one can safely assume (even if here no formal
proof is given) that the option value will be a smooth, i.e. continuous and
(twice) differentiable, function G of the forward price. Then changes in the
option value for arbitrarily forward price changes can be computed from a
second order Taylor expansion of the value function G:

_ FU _OPIFU _PEIFU
GT,s“G(PTs’rTs sty )

oG oG
v, + 281 (o —p:U)+——|
@FU arOP/FU o

OP/ FU OP/FU
(rT s i) )
()

oG (PE/FU PE/FU)+1 & G (p ) (7-2)
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The value is expressed as a function of the fuel price pfls/ and the

“spark-spread” ratios rT(f SP/ FU- and rT’:f P of off-peak and peak electricity

price to fuel price. This parameterization is chosen since fuel price changes,
if not accompanied by changes in the spark-spread ratios will hardly affect
the power plant operation (cf. chapter 6). By contrast changes in the spark-
spread ratios directly affect the profitability of the plant operation and thus
the option exercise. The partial derivative 8G/dp™ with respect to the fuel
price has therefore to be interpreted as the value alteration with respect to a
general change in the (fuel and electricity) price level, whereas the partial
derivatives with respect to the spark-spread ratios 8G/0r"#*V and 8G/or°"™
correspond to the effect of electricity price changes at constant fuel prices.
Besides these first order effects, which correspond to the “Deltas” in
financial mathematics, the second order effects, the so-called Gammas, are
also included. Thus the two most important risk factors from financial
analysis are taken into account (cf. e.g. Hull 2000). An extension to other
risk factors like volatility change risk (“Vega”) is straightforward but rather
cumbersome, since here again the multiple underlyings of the power plant
option have to be tackled. In order to simplify the expression, the mixed
second order derivatives have already been omitted in equation (7-2), since
there is no obvious reason why the impact of the spark-spread ratios on the
value should be modified by different fuel price levels or by the level of the
other spark-spread ratio. These are defined for the time segments peak and
off-peak instead of the products base and peak, since the power plants are
also operated time segment wise.

The derivatives used in (7-2) can be computed numerically using
evaluations of the value function at different price levels. For example, the
derivative with respect to fuel prices is determined using besides the value
for the reference case the option value obtained when varying all prices by a

same increment ApFU upwards and downwards (e.g. +/- 20 % for each

input parameter):

G| G(p(fu(l + ADFU) rgﬁpu’ ’ﬁwu)_ G(popu(l— ApFU)' yOPPU, ’;iHFU)
@)FU . - 3. p(I;'UADFU
26 G(pow(l + AUFUl ’;gnpu’ ’;ﬁwu)_z. G(popu, ,;(jHFU’ ’;iypu)
@F‘U2 = ZPFUZMFUZ (7-3)
P 0

. G(pow(l— ADFU)’ n(jﬂpu’ rriwu)
' ). pg"zﬁ APFUZ
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Here central differences have been used to increase the computational
accuracy. For the Taylor expansion, it is hence necessary to compute seven
different scenarios of delivery values, namely the reference scenario and up-
and down-variations for each of the three parameters, These computations
may be done once a week or once a month and in between the
approximations through the function (7-2) may be used when determining
the short-term risk.

For this calculation within the framework of a Monte-Carlo simulation,
the arguments of the value function have to be computed from the simulated

- E Foo .
set of forward prices pfg, p{s and p?, ., using the expressions:

PEIFU _ PTs
T,s
Nz
oF pTA dBA p;’i 'dPE 7 .
Prs = dBA _dpE ( - )

oriFy _ Prs
rT s ppu
T,s

Then the value function (7-2) for the power plant(s) may be applied to
determine the contribution of the power plant(s) within the overall combined
trading and generation portfolio. By comparing the different Monte-Carlo
simulations, the short-term risk can then be computed as usual as the
conditional value at risk on the empirical distribution.

For the case of a simple spark-spread option, some analytical insights
may be gathered on beforehand, highlighting the relation between optimal
hedging and expected operation of the power plants. The value function is in
this setting additively separable by time segments and, taking into account
equations (7-7) and (7-4), it may be written:

= ZGtDs+ ZGtDs

Ip P
EL l EL 1
Pmax Z 0 ple ——pT,s +Pm 2 tD,.v - st
tDeT’ n l,,eTOF n
~PEpfY 3 me{0rfh,, -2 pEpf? 3 a0k, -]
TPE n Tor n

(7-3)
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The max operator describes thereby the condition that the plant is only
operating if instantaneous electricity prices exceed fuel costs respectively if
the current electricity-fuel-price ratio exceeds the heat rate.

Obviously the derivative of the value function with respect to the fuel
price (or rather the general price level) will be independent of the fuel price
level. More interesting are the derivatives with respect to the spark-spread
ratios, here shown for the peak spark-spread ratio:

aGT,s = pEL ,FU k
B PE ~ ‘maxtT.s WPEL Y
¥T s 1peT?® |\ Tbips ™y

(7-6)

EL _FU
ZPmaxpT,s Z 1 PEY 1

PE| T, -
tpeT o

The inequality in the second line states that the delta is larger than the

expected operation time Z 1 | times the maximum output
tpeT?” r,'jfk
D

D+
S

power PfaLx (The multiplier pf‘x/ is only appearing since the price ratio

instead of actual prices is considered). This inequality holds since the

average value of the hourly price factor ke,,,s exceeds 1 for those hours when

the plant is operating. According to equation (7-7) k,D 4 1s 1 on average over

all hours, but the power plant is obviously mostly operating in those hours
with higher k,D,s so that the weighted average is above unity.

This has an immediate implication for hedging: The “expected operation
hedge” discussed in chapter 6, section 5 will not provide a proper delta
hedge. This is true since the expected operation hedge corresponds exactly to
the second line in equation (7-6). For obtaining a delta hedge, it is under this
price model hence not sufficient to compute the expected operation of the
power plant at current forward prices and to sell respectively purchase the
corresponding quantities on the forward market. But this result is dependent
on the price model used. It can be shown that under the additive price model
proposed in equation (7-6).
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6. APPLICATION

The application of the models described before requires the set up of a
numerical simulation toolbox. How this can be done is described in chapter
6.1, whereas chapter 6.2 describes briefly the portfolios analyzed. Finally,
chapter 6.3 is devoted to simulation results for selected portfolios.

6.1 Computation methodology

In textbooks, three basic alternatives are often proposed for value at risk
computation, being the analytical approach, historical simulation and Monte-
Carlo simulation (e.g. Hull 2000). Given the complexity of the price
processes modeled and the multitude of products to be considered, only
Monte-Carlo simulation is feasible in the present setting. This is also
reasonable given that for delivery risk calculations, notably under the profit-
at-risk approach, Monte-Carlo simulations are generally used.

The overall algorithm to be applied is depicted in Figure 7-8. Since two
risk components have to be determined for integral earnings at risk
computations, namely short-term risk and delivery risk, also two series of
Monte-Carlo simulations are needed.

Monte-Carlo simulations for spot market prices in delivery period

!

» Selection of hedge for delivery period

» Computation of portfolio value and delivery risk for delivery period

'

» Scenario variations for spot prices corresponding to forward price changes

« Calculation of derivatives (delta, gamma) for option value approximation in
forward simulation ‘

* Monte-Carlo simulations for forward market prices and portfolio values in holding
period l

« Determination of front end risk and computation of integral earnings at risk

Figure 7-8. General algorithm for the computation of integral earnings at risk



186 Chapter 7

Since the valuation of the power plant options on the forward market
depends on their value on the spot market, the price simulations for the spot
market have to be carried out first. Then the hedge to be used for the
delivery period has to be defined and the corresponding value, delta and
delivery risk have to be determined.

Through scenario variations, the parameters for the approximate
description of power plant optionalities in the forward model are determined.
Then the Monte-Carlo simulation for the forward prices is carried out which
provides directly information on the short-term risk. Combining this
information with the delivery risk derived in step 3, the total earnings at risk
are obtained.

6.2 Portfolio description

The power plant portfolios analyzed are the same as the one considered
in chapter 6. For each of these portfolios, five different hedges are
considered at the end of the forward market (“final hedge”):

e zero hedge,

e complete hedge,

¢ hedge corresponding to plant operation at current peak and off-peak
prices,

hedge corresponding to plant operation at expected hourly prices,

hedge corresponding to average plant use computed under a full

stochastic model,

The delivery risk is first evaluated for the example of immediate delivery
in October 2002. Then the future delivery risk for similar portfolios in
October 2003 is estimated, not only at current forward prices but also with
fuel and/or electricity price changes on the forward market. The impact of
these forward price changes on the portfolio value at delivery allows also
assessing the option characteristics to be used when evaluating the short-
term risk. This is then done using the regime switching model for forward
prices described in section 4.2. Thereby besides the five aforementioned
hedges also a delta hedge is numerically derived and the corresponding
short-term risk quantified. Finally the integral earnings at risk are computed.

6.3 Results

In the following, first the results for the delivery risk are discussed, and
then results for the short-term risk are given.
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6.3.1 Delivery risk

In Table 7-6, the earnings and the corresponding delivery risk for the
month of October 2002 are summarized for the two power plants described
in chapter 6, section .6.1.1 as viewed on the first day of this month. Whereas
the mean value of the earnings is about 5.8 Mill. € for the coal plant and 2.7
Mill. € for the gas plant, the 1 % quantile of the earnings distribution is at
4.1 Mill. € for the coal plant and 1.5 Mill. € for the gas plant. Note that the
expected value of the earnings is considerably higher than the option values
determined in chapter 6, section 6.2, which were calculated using directly
the prices from the market simulation model. As indicated in Figure 4-10,
the last forward quote for October 2002 was about 29 €/ MWh for the base
product, whereas the simulated price is about 21 €/MWh and the actual spot
market price was about 23 €/ MWh, so that the valuation using the equivalent
martingale measure (i.e. consistent with the forward quote) yields
considerably higher values.

Table 7-6. Earnings, delivery risk and quantity variation of unhedged power plant portfolios]

Period analyzed: October 2002 Coal-fired plant Gas-fired plant
Earnings

Mean value 5792 T€ 2725 T€

1 % quantile 4052 T€ 1498 TE

99 % quantile 7809 TE 4778 T€
Delivery Risk

“Value at risk” 1740 TE 1227 T€

Conditional earnings-at-risk 2034 T€ 1454 T€
Electricity production

Mean value 384.7 GWh 209.3 GWh

1 % quantile 341.2 GWh 158.6 GWh

99 % quantile 398.5 GWh 252.1 GWh
Fuel consumption

Mean value 839.7 GWh 368.1 GWh

1 % quantile 756.8 GWh 277.2 GWh

99 % quantile 901.5 GWh 445.4 GWh

Source: own calculations, based on prices available 1 October 2002

The conditional earnings-at risk are in this case 2.0 Mill. € for the coal
plant and 1.5 Mill € for the gas plant, i.e. more than half of the earnings in
the case of the gas-fired plant and more than one third in the case of the coal
fired plant. The conditional earnings-at-risk exceed the 1 % quantile (labeled
here with the traditional but misleading term “value at risk”’) by about 10 %
to 15 %. This relatively small discrepancy is due to the fact that the earnings
are limited by zero from below in the case of a power plant. For a non-
hedged load portfolio the discrepancy is considerably higher given the
possibility of extreme price spikes.
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The variation in electricity production between the 1 % and the 99 %
quantile is about +/-10 % in the case of the coal-fired plant and about +/-25
% for the gas-fired plant and also the variation in fuel consumption is much
lower than the variations in earnings. This shows that the earnings, which are
formed by the margin above generation costs, are much more sensitive to
electricity price risk than the physical production.

Table 7-7 indicates how the earnings at risk in the delivery period can be
reduced through hedging. All proposed hedges lead to a substantial decrease
of the risk incurred. In the case of the coal power plant, the conditional
earnings at risk can be reduced to less than 10 % of the expected earnings.
For the gas-fired plant, the remaining uncertainty is somewhat higher but not
exceeding the 20 % percent for the best hedge. The higher residual risk
occurs because the gas plant is more often out of the money and the
optionality of switching off is not perfectly captured when using forwards as
hedges. The question which is the best hedging strategy in this incomplete
market setting can not be answered unequivocally. For the coal power plant,
the full hedge and the peak-/off-peak hedge are identical, since at average
peak and off-peak prices the coal plant is in the money throughout. And this
hedge performs better than the deterministic hourly or the stochastic hedge.
For the gas plant, the deterministic hedge however performs best. This
illustrates that the theoretical difficulties in deriving an optimal hedge in
incomplete markets (cf. section 3) translate also in empirical difficulties for
determining the optimal hedge without recurring to stochastic optimization.

Table ']1-7. Earnings at risk - delivery risk for power plant portfolios with various hedges

Delivery risk for October 2002 Coal-fired plant  Gas-fired plant
Zero Hedge 2034 T€ 1454 TE
Full Hedge 299 T€ 665 TE€
Peak/Off-Peak Hedge 299 T€ 614 TE
Deterministic Hedge 324 T€E 470 TE
Stochastic Hedge 314 T€ 518 TE

Source: own calculations, based on prices available 1 October 2002

The stochastic hedge, which hedges the expected exercise probability of
the option, is outperformed by the other two hedges. This seemingly
surprising result can be explained by the fact that the stochastic hedge leads
to the lowest variance for the sum of electricity sold or purchased on the spot
market, but it is not the one which limits best the downside risk in earnings.
The deviation may be attributed both to the skewed price distributions and to
the gamma risk (risk of changing exercise probabilities) inherent to any
option and which is particularly relevant here, given that no continuous
hedging is possible.
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The delivery risk varies with variations in the fuel prices and variations
in other factors which affect future spot prices. This is illustrated in Table 7-
8 for two types of variations:
e variations of fuel prices with subsequent changes in electricity prices,
e variations of electricity prices at constant fuel prices.

Table 7-8. Earnings at risk - delivery risks for power plant portfolios with determimistic
hedges and expected electricity production and fuel consumption under varying fuel and
electricity prices .

Coal-fired plant, Ex;;;:refde‘alues Delivery
delivery period: October 2003 Earnings zz t:j:'y Fuel input risk
Current prices for October 2003 6407 T€ 288 GWh 646 GWh 590 T€

Fuel price changes”
General proportional decrease 5033 T€ 321 GWh 723 GWh 418 TE
General proportional increase 7872 T€ 274 GWh 626 GWh 627 T€
Increase gas/coal ratio 5489 T€ 314 GWh 706 GWh 473 T€
Decrease gas/coal ratio 7407 TE 277 GWh 621 GWh 626 TE
Electricity price changes
General proportional decrease 5972 T€ 278 GWh 624 GWh 550 T€
General proportional increase 6825 T€ 298 GWh 668 GWh 591 T€
Increase peak/off-peak ratio 6675 T€ 281 GWh 631 GWh 567 T€
Decrease peak/off-peak ratio 6125 T€ 290 GWh 667 GWh 580 T€

Gas-fired plant, i Vaiug;ecm_cj Delivery
delivery period: October 2003 Earnings output Y Fuel input  risk
Current prices for October 2003 4337 T€ 160 GWh 288 GWh 831 T€
Fuel price changes”

General proportional decrease 3935 T€ 170 GWh 304 GWh 557 T€
General proportional increase 4416 T€ 144 GWh 259 GWh 1093 T€

Increase gas/coal ratio 1521 T€ 109 GWh 197 GWh 841 T€

Decrease gas/coal ratio 5651 T€ 235 GWh 421 GWh 726 TE
Electricity price changes

General proportional decrease 4017 T€ 149 GWh 270 GWh 772 TE

General proportional increase 4652 T€ 169 GWh 305 GWh 902 T€
Increase peak/off-peak ratio 4711 T€ 160 GWh 291 GWh 851 T€
* with implied changes in electricity prices according to integral market price model
Source; own calculations, based on prices available 1 October 2002 (forward price October
2003 replaced by forward price 4™ quarter 2003)

For the variations in fuel prices, the 1 % and 99 % quantiles of the fuel
price simulations from chapter 4, section 3 are taken. Firstly simulations for
the expected fuel and electricity price level in October 2003 are carried out.
Then for all fuels the lower resp. the upper quantiles are taken and
simulations of electricity prices are performed. Subsequently the mean value
of the fuel prices are left unchanged but the gas price is increased and the
coal price is decreased by the same factor in a way that the resulting gas-to-
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coal price ratio attains the 99 % quantile observed in the simulations. Finally
the opposite is done, decreasing the gas and increasing the coal price. In this
case, the ratio decreases to 1.5 whereas in the opposite case it increases to
3.1. These two scenarios affect the optimal dispatch of the power plants and
consequently their option value in principle more seriously than general
increases or decreases. For the gas-fired plant consequently variations in the
expected electricity output by more than a factor two are observed. But as
indicated in Table 7-8, the impact is more limited in the case of the coal
power plant.

The hedge used is the optimal deterministic hedge at the beginning of the
delivery period. Consequently the delivery risk corresponds to the risk of
deviations of observed electricity spot prices from expected forward prices at
given fuel prices. Nevertheless the delivery risk varies by about a factor 1.5
for the coal-fired plant and almost a factor two for the gas-fired plant
between the different fuel price scenarios. Calculating the delivery risk at
given forward price levels will hence only provide a first idea of what the
potential risk is and it is clearly preferable to determine the upper bound of
the delivery risk by doing Monte-Carlo simulations on fuel and electricity
forward prices.

The expected input and output quantities are subject to variations by
about +/-10 % in the case of the coal fired plant and about +/-30 % for the
gas-fired plant. When comparing the results of Table 7-8 with the results for
October 2002 contained in Table 7-6, one may note that the coal-fired plant
is operating much less in 2003 given that electricity prices are lower and fuel
prices are higher than in 2002. In fact the coal plant is almost operating as a
base load plant at the price level given for October 2002.

The variations in electricity prices used for the results in Table 7-8 are
taken from forward price simulations over the holding period, chosen as 10
days. Again the 1 % and 99 % quantiles are applied and two types of price
changes are distinguished: level changes, i.e. changes in the electricity base
price and shape changes, i.e. changes in the peak-to-off-peak price ratio at
constant average prices. As indicated in Table 7-8, the impact of these price
risks on the expected input and output quantities is smaller. But this is
mainly due to the fact that here only changes over the holding period are
considered, whereas the fuel price risk is taken over a whole year.

For the CHP system described in chapter 6, section 6.1.2, the delivery
risk for the unhedged portfolio can be obtained as a result of the stochastic
operation optimization. To do so, a convolution of the distributions of the
daily objective values, taking into account the transition probabilities has to
be computed. The corresponding results are displayed in Table 7-9.

Here the unhedged earnings at risk are about 25 % of the expected value.
Also variations in electricity production and fuel consumption are less
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pronounced than for the non-CHP power plants, given that part of the
electricity produced has no optionality but is rather a direct consequence of
the heat demand. The same holds for the fuel consumption.

Table 7-9. Earnings, delivery risk and quantity variation of unhedged CHP system portfolio

Period analyzed: October 2002  CHP system

Earnings
Mean value 4823 T€
1 % quantile 3600 TE
99 % quantile 6281 TE
Delivery Risk
“Value at risk” 1225 T€

Conditional earnings-at-risk 1334 T€

Electricity Coal consumption Gas consumption

production
Mean value 498 GWh 1272 GWh 160 GWh
1 % quantile 467 GWh 1189 GWh 152 GWh
99 % quantile 524 GWh 1339 GWh 178 GWh

Source: own calculations, based on prices available 1 October 2002
6.3.2 Short-term risk

Variations of the value at delivery as those obtained in the previous
section for changes in fuel and electricity prices are taken as basis for
computing the approximate option values entering the model for short-term
risk. However, given that the short-term risk reflects changes in portfolio
value due to short-term forward price changes, the deltas and gammas are
calculated not based on expected fuel price changes over one year and
corresponding electricity price changes, but rather based on fuel price
changes which might occur within the holding period. Unfortunately, no
reliable data on gas price volatility for Germany were available, so that coal
price volatility has been applied instead. The results given in Table 7-10
indicate that the short-term risk is of the same order of magnitude than the
delivery risk of a hedged power plant portfolio. Again the unhedged risk of
the coal-fired plant is higher in absolute terms than the one of the gas-fired
plant, but relatively to the expected earnings, the risk is higher for the gas
fired plant. The full hedge is obviously inefficient and also a hedge based on
a simple comparison of forward quotes for peak and off-peak with the strike
price of the option does not improve the risk situation much. A hedge based
on the expected power plant exercise leads to a reduction of the risk by about
a factor of two, with only slight differences between the deterministic and
the stochastic operation hedge. The delta hedge does considerably better at
least for the gas-fired plant, leading to a short-term risk which is about a
factor four lower than for an unhedged portfolio. The quantities
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corresponding to these hedges are summarized in Table 7-11. Whereas the
Peak/Off-Peak hedge corresponds to the full hedge for the coal-fired plant, it
is a pure peak hedge in the case of the gas-fired plant, given its higher
operation cost. The deterministic expected operation and the stochastic
expected operation differ roughly by about 10 %. The differences are
considerably higher compared to the delta hedge. Here the quantities
purchased for hedging are considerably higher in the case of the gas fired
plant compared to the expected operation hedges. For the coal-fired plant the
picture is less clear-cut. Peak electricity is purchased much more than under
the operation based hedges, but for base electricity and fuel the opposite is
observed. This can be attributed to indirect effects of the fuel prices on the
parameters of the value function and on the consequences of correlations
between price changes.

Table 7-10. Earnings at risk — short-term risk for power plant portfolios with various hedges
Short-term risk for October

2003 [T€] Coal-fired plant  Gas-fired plant

Zero hedge 395 265
Full hedge 401 621
Peak/Off-Peak hedge 401 132
Deterministic expected

operation hedge 207 127
Stochastic expected operation

hedge 232 128
Delta hedge 181 72

Source: own calculations, based on prices available 1 October 2002

Table 7-11. Earnings at risk — hedging quantities for power plants

Hedging quantities for e e

October 2003 [GWH] Electricity -Base  Electricity -Peak Fuel
Coal-fired plant
Full hedge 446 0 997
Peak/Off-Peak hedge 446 0 997
Deterministic expected
operation hedge 223 63 640
Stochastic expected
operation hedge 201 57 573
Delta hedge 164 112 524
Gas-fired plant
Full hedge 446 0 804
Peak/Off-Peak hedge 0 166 298
Deterministic expected
operation hedge 54 59 204
Stochastic expected
operation hedge 59 54 204
Delta hedge 80 96 244

Source: own calculations, based on prices available 1 October 2002
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For the CHP system described in chapter 6, section 6.1.2, the short-term
risk is given in Table 7-12. It is by about a factor of 1.5 higher than the risk
of the coal power plant. But through a delta hedge it may be reduced to
about one quarter of the maximum value. Again the delta hedge performs
considerably better than the deterministic operation hedge. The
corresponding hedging quantities are also given in Table 7-12. The delta
hedge has a considerably higher peak quantity as compared to the other
hedges, whereas the quantities contracted in the base period are substantially
lower. A stochastic expected operation hedge is not computed here, since
this would require the repeated use of the stochastic optimization tool
developed in chapter 6.

Table 7-12. Earnings at risk — short-term risk for CHP system with various hedges

Short-term risk for Short-term Hedging quantities [GWh]
October 2003 risk [T€]  Electricity base _Electricity peak Coal

Zero hedge 662

Full hedge 555 778 0 1319
Peak/Off-Peak hedge 239 447 113 1170
Deterministic expected

operation hedge 261 462 78 1277
Delta hedge 184 348 163 1239

Source: own calculations, based on prices available 1 October 2002
6.3.3 Integral earnings at risk

In Table 7-13, the integral earnings at risk obtained for the different
power plant portfolios are summarized. Those do thereby not correspond to
the sum of the delivery risk and the short-term risk computed for the same
portfolio (same hedge). Instead the concept of integral earnings at risk is
applied, defining the IEaR as a risk measure comprising all risks, which have
to be borne by the operator but taking into account also his later risk hedging
opportunities. Therefore to the short-term risk for a given portfolio the
delivery risks obtained with a deterministic hedge are added. The
deterministic hedge is chosen as the hedge for the delivery period since it is
easily computed and corresponds to the current practice in the industry.

According to these results, a minimum risk of about 0.5 Mill. € occurs
for all power plants. This corresponds to 10 % or more of the total expected
earnings during this period. For the gas-fired plant, this risk is to a very large
extent occurring during the delivery period, whereas for the coal-fired plant
also the delivery price risk is quite important.
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Table 7-13. Integral earnings at risk for power plants and CHP portfolios including various
hedges

Integral earnings risk for October 2003 [T€]  Coal-fired plant Gas-fired plant

Zero hedge 719 733
Full hedge 725 1091
Peak/Off-Peak hedge 725 602
Deterministic expected hedge 531 597
Stochastic expected hedge 556 598
Delta hedge 505 542

Source: own calculations, based on prices available 1 October 2002



Chapter 8
TECHNOLOGY ASSESSMENT

With application to fuel cells

A key uncertainty in the longer run is the development of technologies
with respect to their efficiency, risks, environmental effects and costs.
Technology assessment has become a growing field of its own (cf. e.g.
Grunwald 2002, Braun 1998) and cannot be fully treated in the context of
this study. Nevertheless, assessing the prospects and potentials of new power
generation technologies is a key issue for power producers in order to
develop strategic perspectives. And therefore a systematic approach is
required to adequately cope with these uncertainties.

Such a methodology can much less than in the case of short and medium
term decisions rely on a stochastic description of the uncertain factors. The
decision problem is rather one of decision under uncertainty (in the narrow
sense) than of decision under risk (cf. chapter 3). In order to reduce the
uncertainty and to improve the decisions it is notably necessary to analyze
and synthesize multiple informations coming often from various sources and
being of very heterogeneous kind.

Clearly, technology assessment is in the electricity industry part of a
broader activity sometimes labeled technology management. For example,
Farrukh et al. (2000) distinguish the five steps of technology identification,
technology selection, acquisition of selected technologies, exploitation of
technologies and protection of knowledge within technology management.
Since the major topic of the study is planning under uncertainty, the focus is
laid in the following on the early stages of technology identification and
technology selection. But in the electricity industry, the main subject of the
technology identification step is an assessment of the prospects and
potentials of known technology lines since the basic concepts of the new
production technologies such as fuel cells, wind energy converters, PV cells
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Analysis of the state of the art

Assessment of technology prospects

Assessment of cost developments

Assessment of context factors and resulting technology potentials
Strategy development

The methods to be applied within these steps depend often on the
technology under study. Therefore, the approaches to be used are discussed
along with an exemplary application for the case of stationary fuel cells.
Fuel cells are chosen as an example since the past years have partly seen
very enthusiastic prospects being propagated for this technology. It has been
perceived as a unique technology which might revolutionize almost all
energy relevant areas, be it in the transport, domestic or industrial sector.
Additionally, fuel cells could be a first step from a more and more criticized
fossil fuel based energy economy towards more sustainable energy supply
structures. Whether these prospects are realistic will be discussed in the
following sections, based notably on the work of Sander and Weber (2001)
and Sander et al. (2003).

In general, the prospects of technologies may either be assessed based on
technological research and considerations or on extrapolation using
experience curves or simulation techniques. Of course the principal caveats
on forecasting (cf. e.g. Grunwald 2002) apply to both approaches and
therefore a combination of both seems most adequate. Therefore, the state of
the art for fuel cells (section 1) and their technological development (section
2) are discussed based on a compilation and structuring of as much as
possible available information. Then the concept of experience curves is
applied in section 3 to assess the future economic prospects of fuel cells and
a detailed simulation tool is used in section 4 to identify the impact of
context factors and the resulting potentials for fuel cell applications. Finally,
in section 5, strategic perspectives are discussed based on various, mostly
informal models.

N N

1. ANALYSIS OF THE STATE OF THE ART

In the last years, fuel cells have completed huge steps towards a
commercial use, notably in the stationary energy supply. Besides the
phosphoric acid fuel cells (PAFC), which have been available commercially
since 1992, also other technology lines have been tested successfully in full
scale systems. Nevertheless, further significant improvements in efficiency
and especially costs are necessary before commercial success can be
expected. Therefore, examples of installed demonstration plants are first
briefly discussed in this section, and then the future developments of
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technological and economic characteristics in the medium and longer term
are pointed at in the following sections.

Currently, the following four technology lines are most considered for
future commercial applications:

Polymer membrane fuel cells (PEFC) have a rather low operating
temperature limiting the use of their waste heat mostly to room heating and
hot water supply. Consequently the main developments are focusing here on
small compact CHP systems for the residential sector (cf. Table 8-1).

An advantage for the PEFC is thereby the very rapid start-up and
regulating performance. This offers the option to use the PEFC also for
premium power production and grid backup in sensitive fields in the
industry and service sector. In this second segment, with a modular power
supply of up to 250 kW, notably the developments by Ballard Power
Systems have to be mentioned. But even for these plants the option of waste
heat use is foreseen in order to address further market segments.

Table 8-1. Demonstration plants for polymer membrane fuel cells (PEFC)

Ballard Generation Systems Vaillant
Berlin-Treptow, D (6/2000+) Remscheid, D
_ 250 kW, (factual: 212 kW) 4,5 kW,
Nameplate capacity ca. 237 kWi, 7 KWy,
Efficiency at nameplate Electrical: 35,2 % Electrical: ca. 35 %
capacity thermal: ca. 40 % thermal: ca. 45 %
Temperature level useful 74 °C 60 °C

heat

Phosphoric acid fuel cells (PAFC) have so far been produced mainly by
International Fuel Cells (IFC), who are up to today the only ones to establish
a fuel cell system on the commercial market (cf. Table 8-2). More than 200
plants of the PC25™-type have been installed worldwide and since 1996 the
third plant generation is distributed. Further research on PAFC systems is
reported from Japan.

Table 8-2. Demonstration plants for phosphoric acid fuel cells (PAFC)

International Fuel Cells (IFC) - PC25™ (about 200 plants worldwide

since 1992)
200 kW, (0 — 100 % continuously variable)
Nameplate capacity up to 220 kWy, at 60 °C
(optional: 105 kW, at 120 °C and 105 kW,;, at 60 °C)
Efficiency at electrical: 39 — 42 %
nameplate capacity thermal: 38 — 45 % (depending on outlet temperature)

Temperature level

- o o,
useful heat 75 - 80 °C (max. 120 °C)
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Molten carbonate fuel cells (MCFC) have considerably higher operating
temperatures and consequently start-up and regulation are much slower.
These cells are therefore less interesting for the field of space heating, but
rather for the supply of process heat. The manufacturers therefore focus
more on larger unit sizes which could also be coupled with turbines.

Two concepts may be distinguished here. On the one hand the external
reforming of natural gas as pursued by M-C Power, on the other hand the
internal reforming making use of the reaction energy and propagated by FCE
and MTU (cf. Table 8-3). A particularity of the so-called ,,Hot-Module*-
concept from MTU is thereby that all components operating at same
temperature and pressure levels are integrated in one thermally isolated
vessel in order to reduce the system costs.

Table 8-3. Demonstration plants for molten carbonate fuel cells (MCFC)
Fuel Cell Energy (FCE)

Santa Clar;;l‘l.glgg (471996 — gf.;I]'Uef j;egltf;;;ggg::)
Nameplate capacity 2 MWy (factual: 1,93 MW,) ci“}%gt’\;m
I:ﬁe;?;re el No indications 450 °C

Among the solid oxide fuel cells (SOFC), two development concepts
have to be distinguished: the planar cell concept (Sulzer-HEXIS, ZTek and
others) is comparable to the designs used for other fuel cell types, the tubular
concept developed by Siemens-Westinghouse is on the contrary rather
specific (cf. Table 8-4). One might even make further distinctions among the
planar technologies between cells operating at the ,,Conventional* SOFC-
temperatures of about 1.000 °C and new developments which aim at a
reduction of the operating temperature at about 700 to 800 °C.

Table 8-4. Demonstration plants for solid oxide fuel cells (SOFC)

Siemens-Westinghouse Sulzer-
Arnhem, NL Irvine, USA gl?iiihm
(1/1998+) (12/2000+) CH‘* ’
. 109 kW,
Nameplate capacity 54 le:I 220 kW 1,5 kW,
Efficiency at electrical: 46 - 47 % i i “ electrical: ca.
nameplate capacity thermal: 34 % Slecidcal: o 31 5 30 %
Lépeesturoilereel 85-120°C No indication 300 °C

useful heat
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Also, SOFCs are developed for different application fields. On the one
hand, the use of SOFCs in plants of medium and high capacity is envisaged
for combined heat and power production or, in combination with gas
turbines, for the pure electricity production. On the other hand, also small
scale systems for the home energy supply are developed.

2. TECHNOLOGY DEVELOPMENTS IN THE
MIDDLE AND LONGER TERM

The characteristics of a technology not yet on the market today are in
general not easy to foresee. In the case of fuel cells, the technology
characteristics of the first fuel cell systems to be put on the market can
already be discerned today, but for the longer term developments no precise
forecasts are possible, notably since the further technology development will
be closely linked to the future market development and the financial
resources generated through sales revenues. But the following development
lines emerge from a multitude of analyses and company informations.

After a successful demonstration of the first systems and their
introduction into the market, the producers will direct their resources
primarily into an extension of the market potentials, as has been the case
with the PC25™-gystems from IFC. Simultaneously, the increasing
operation experience will lead to stepwise system optimizations with the
focus being laid on cost reductions. Moreover, increasingly larger local
energy grids will be supplied through fuel cell systems by upscaling the
different system concepts, with the objective to enlarge the market. Further
developments will aim at the utilization of solid fuels and the development
of multi-stage systems.

21 Upscaling and hybrid systems

Starting from modular plants for larger supply tasks an upscaling of the
systems can be expected in the medium term (cf. Figure 8-1). Thereby, one
may anticipate that the stack sizes developed so far will be used further and
only the peripheral components will be upscaled and integrated.

In general, economies of scale lead to a decrease of the specific costs (per
MW) with increasing plant size. In the case of conventional thermal power
plants, this effect arises mainly due to the dominance of three-dimensional,
volume-related processes (notably combustion, expansion etc.) where an
upscaling leads to an under proportional increase in material requirements
and costs. The fuel cell reaction is on the contrary a two-dimensional
surface-related process. Therefore the economies of scale will mainly arise
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in the peripheral components, so that for the total fuel cell systems only
limited economies of scale are to be expected.

_| E=J Low Temperature Fuel Cells

=3 High Temperature Fuel Cells

3 Hybrid Systems

B Multi-Stage Fuel Cells

B Coal Fired High Temperature Fuel Cells
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nameplate capacity (electrical) [MW,]
Nr. Manufacturer and technology Electrical power [kW,]  Electr. efficiency [%]
1 Hamburg Gas Consult PEFC 3 32
2 Vaillant PEFC 4,5 35
3 Fuji Electric PAFC 100 40-40,2
International Fuel Cells
4 PAFC 200 39-42
(IFC)
5 Mitsubishi Electric PAFC 200 36
6 Ballard Generation Systems PEFC 250 35,2
7 Sulzer-Hexis SOFC 1 30
8 Siemens-Westinghouse SOFC 100 46-47
9 MTU Friedrichshafen MCFC 300 45
10 M-C Power MCFC 250 444
11 FuelCellEnergy (MCFC) MCFC 2.000 43,3-43,6
12 Siemens (SOFC — GT) SOFC-GT 220 ca. 56

Figure 8-1. Unit size, efficiency and availability of different fuel cell systems and competing
systems

But the upscaling of systems may help to realize higher electrical

efficiencies, notably through improvements in the following two fields:

e Efficiency improvements either for the peripheral components or
through recuperation or reduction of parasitic energy flows (such as
heat losses), which may only be done economically for larger plants
or

® Realization of alternative system designs, which become only
technically and economically feasible at larger plant sizes.
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An important example of efficiency improvements for single components
linked to increased plant size occurs in the case of hybrid SOFC systems.
For those, electrical power outputs of up to 20 MW are expected until 2010.
This leads, as indicated in Figure 8-2 to an increased efficiency of the gas
turbine installed downstream of the fuel cell stack, raising the overall
electrical efficiency by about five percentage points, under the
(conservative) assumption of constant efficiencies for the fuel cell stack.
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Source: Bohn et al. (2000) for gas turbines, own calculations for SOFC hybrid systems

FigureS8-2. Efficiencies of gas turbines and SOFC hybrid systems depending on the unit size

The passage from increased efficiency for single components to new
system designs is relevant in the case of gas turbines with intermediate
reheating (cf. Figure 8-3). The multi-stage expansion can be realized here
with conventional intermediate reheating or through appropriate
configuration of two fuel cell modules corresponding to the two expansion
steps of the gas turbine plant.
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Figure 8-3. System design for SOFC with recuperative gas turbine and intermediate reheating
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Similarly, topping an MCFC with a steam process becomes only
attractive for larger plant sizes, as is the case for the additional integration of
a steam process into SOFC hybrid systems (cf. Figure 8-4).
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Figure 8-4. System designs for MCFC with steam turbine and SOFC with combined-cycle
plant

2.2 Use of solid fuels

Fuel cell systems using coal or biomass as fuels only differ in the fuel
processing substantially from the natural gas based systems discussed above.
In principle, the systems have to be extended only at the boundary “gaseous
hydrocarbons”, prior to the reformer, including components for the thermal
disintegration of solid fuels and purification of the raw gases obtained.
Additionally the systems have then to be optimized to integrate optimally the
heat flows including the new heat sources and sinks (cf. Figure 8-5).



Technology Assessment 203

....).I......................................‘
.

E....... %‘:ﬁ““ lagecesenenanns
Waste gas Cieiar)
ENW“?W‘
ombusﬁoq ----------- SOFC
MCFC
A
Halogen A
separation
. —E/ ﬂ-‘—*;\ir
Desulfur- Water Methan-
[ ization saturation ation —I
e Waste gas
‘Waste gas | —— Fuel gas
*==* H,O/steam

Figure 8-5. System design for fuel cells using coal as fuel

23 Multistage system concepts

For economical reasons, current plant designs restrict the fuel use in the
fuel cell stack to 75 — 85 %, since the stack power output decreases with
reduced fuel concentration in the combustion gas. The exhaust gases are
usually burnt and the heat generated is used for the gas preparation or in a
subsequent thermal power process. In view of an optimization of the systems
for highest electrical efficiencies it is however desirable to use the gas as
completely as possible within the fuel cell since even a downstream thermal
power unit will never be as effective as the fuel cell reaction.

The power reduction of the fuel cell is due to the fact that the rear part of
the stack, which is only poorly supplied with combustion gas, suffers from a
reduction in electrical current intensity. Hence a possibility for increasing
the fuel conversion rate consists in converting the fuel gas stepwise in a
number of serially interconnected fuel cell stacks (cf. Figure 8-6). Every
single stage can thereby work at its own voltage and amperage, so that a
reduction in the rear cells does not lower the overall power output. At the
same time, the fuel conversion rate has not to be maximized for each stage in
a multistage system. A lower fuel conversion rate goes often along with a
better working point for the stack, especially if the stages are optimized
specifically to run with decreasing fuel gas concentrations and higher gas
temperatures.
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Figure 8-6. System design for multistage fuel cell systems

3. COST DEVELOPMENT

The future costs for innovative technologies like fuel cells can either be
assessed through bottom-up estimates, looking at the different components
as in the previous section. Or they may be anticipated using the concept of
learning or experience curves (cf. e.g. Wene et al. 2000) at a more
aggregated level. Also both approaches may be combined, leading to an
application of experience curves at the level of components or subsystems
(cf. Ohl 2002, Sander et al. 2003). In the following the conceptual basis for
learning curves is scrutinized first in section 3.1 and the use of experience
curves for forecasting purposes is discussed (section 3.2). The dependency
of experience curves on the stage of the technology development is analyzed
in section 3.3. Existing data for stationary fuel cell systems are reviewed in
section 3.4 and then an application at future developments for fuel cells is
attempted in section 3.5.

3.1 Learning and experience curves — conceptual basis

With the increased use of a new technology, the users’ knowledge on the
application and the manufacturers’ knowledge on the specific production
processes grow continuously. This leads to a more and more adapted use and
a continuously improved production of the technology and consequently to
increased efficiency and lower production costs.

The phenomenon of continuous cost reductions in the manufacturing of
products was first observed by Wright (1936), who described a causal
relationship between the production costs of a product and its cumulative
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production quantity for the example of airframes in the aeronautic industry.
Wright found that every doubling of the cumulative production quantity
induced a decrease in the total working hours necessary by an almost
constant percentage, and attributed that to ,,improvements in proficiency of a
workman with practice” (Wright 1936, p. 123), emphasizing hence the
increased physical and mental skills of the workers through experience.

With the conduction of numerous studies (e.g. Argote and Epple 1990,
BCG 1972, Dino 1985, Dutton and Thomas 1984, Ghemawat 1985, Yelle
1983) the interpretation of the underlying learning processes shifted away
from the original “learning by doing” (cf. Arrow 1962), in that the cost
reduction could be attributed to more far reaching reasons such as new or
optimized production processes, improved methods, substitution effects,
production oriented redesign and standardization. (Horlock 1995, Claeson
2000). Hence many experience curves show typical discontinuities
(,,knees), where the cost reduction is too strong to be solely attributed to
improved personal skills (cf. Figure 8-7). Rather these knees may often be
attributed to technology leaps in the manufacturing process or in the
technology itself, as illustrated in Figure 8-7 for the case of thin film
photovoltaic cells (cf. Wene (2000)).
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Source: Wene (2000), data taken from Goldemberg (1996), Nitsch (1998)

Figure 8-7. Discontinuities in experience curves as a consequence of technology leaps
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Experience curves thus describe the cost development for a product
starting from the first piece until the n-th copy produced, accounting for all
relevant influences. However it has to be retained that the concept is mostly
empirically motivated, and particularly no theoretical underpinning exists
which could explain the specific shape of the cost reduction curve and/or its
slope (Wene 2000). Experience curves are hence a macroscopic model,
based on the ex-post analysis of empirical data (Tsuchiya 2000). A strong
point of the approach is however its solid empirical underpinning, with a
multitude of empirical observations documenting the learning effects with
increasing production unambiguously. Notably, comparative studies clearly
show that the learning rates vary considerably between different industrial
sectors, nevertheless typically values between 70 % and 85 % are observed
(cf. Figure 8-8). This makes it possible to use the empirical observations as
guidelines for assessing the possible cost development for new technologies.
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Figure 8-8. Distribution of learning rates in different empirical studies
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3.2 Experience curves as a forecasting tool

The hugest difficulty in the use of experience curves for ex-ante analyses
arises from the fact that an exact prediction of the cost reduction curve is not
possible. Therefore, both for the starting point as for the cost degression rate
assumptions have to be made. One possibility is to investigate different
cases, like this has been done by Lipman and Sperling (2000) in an analysis
of the cost development for PEFC modules for automotive applications (cf.
Figure 8-9).
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Figure 8-9. Projections for the development of PEFC module costs for automotive
applications including best- and worst-case scenarios

Such a best- and worst-case analysis leads however to a very broad range
of results if a longer period is considered. In the analyzed case, the
cumulative production quantity necessary to reach 37 $/kW, varies by a
factor 1,000. Hence a narrowing of the projection interval is desirable, yet
this requires the use of additional information sources.

Ex-post-analyses of similar products are a possible source of information.
Furthermore cost data on executed demonstration or pilot plants help to
determine the starting points. Yet this requires an extension of the cost
reduction curves into the field of pre-commercial plants.
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33 Dependency of the experience curves on the
development stage

The introduction of new technologies usually follows the phases of:
1. research,
2. development and demonstration,
3. commercialization and
4. market penetration.

Especially if the existing technologies already fulfill the needs of the
market, as is the case in the electricity production, a new technology has
therefore already to go through several stages to achieve advantages
compared to existing systems before being introduced on the market.

The first development stage is characterized by fundamental research on
small and smallest systems followed by a gradual upscaling of the
technology towards commercially attractive sizes. The learning process is
rather difficult to describe for this stage, but when the subsequent
development and demonstration phase is entered, the learning process starts
on the real-scale technology, which may be described by an experience
curve.

Nakicenovic (1997) shows for the example of the introduction of gas
turbines that the learning process is rather different in the various
development phases (cf. Figure 8-10). Namely the demonstration phase is
characterized by a very dynamic development at the product level, with first
“real” operation experiences resulting in rapid progress. Furthermore only at
this stage a targeted adaptation of peripheral components is possible, since
the functionality of the system is the key focus before the first
demonstration, whereas manufacturing, cost considerations and the
appropriate choice of complimentary are only getting important at later
stages. For stationary fuel cells, this is particularly true for the “balance of
plant”, which consists mostly of existing technologies, which however have
to be adapted to the specific requirements of the fuel cells.
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Figure 8-10. Cost reduction curves for gas turbines accounting for different development
phases

Figure 8-10 as well as the results of other studies indicate, that the
learning capabilities are always reduced to a certain extent when the
technology passes from the development and demonstration stage to the
actual production (cf. also Kydes 2000). In the case of gas turbines, the
corresponding cost reduction curve passes from an 18 % slope to a value of
about 7 % during the commercialization phase. Certainly, one reason is that
over-proportional cost reductions through exhaustive redesigns of the
product are not the key priority after the targets for market entrance have
been reached. Rather requirements on availability and reliable operation are
then at the forefront.

34 Ex-post observations of cost reductions for
stationary fuel cell systems

Hints at the cost reduction rates for stationary fuel cell systems during the
commercialization phase can be obtained from the experience curve of the
so far only commercially available plant, the PAFC system PC25™ which is
sold since 1992 by IFC. Figure 8-11 shows the specific production costs for
the system until 1999 as well as the experience curve at a 75 % learning rate
(solid line), as proposed by Whitaker (1998). Stationary systems based on
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other technology lines differ in details substantially from the PAFC, but the
overall system design comprising cell stack and balance of plant is rather
similar. Therefore, a learning rate of 75 % in the commercialization phase
seems in general adequate for stationary fuel cell systems.
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Figure 8-11. Cost reduction curves for the PC25™ systems from IFC

Whitaker (1998) takes as starting point for the experience curve shown in
Figure 8-11 a value of about 5.500 $/kW, at a cumulative production
quantity of about 12 MW,,. From the diagram it is however evident that a
downward shift of the experience curve considerably improves the fit to the
data points given from 1995 onwards (lower line). In line with the
considerations of the previous section, this points at a considerably steeper
cost reduction during the demonstration phase, even if the available data are
not sufficient for quantification.

For gas turbines, the cost reduction in the demonstration phase was
almost the double of the one obtained in the commercialization phase. This
would imply a learning rate of 50 % for fuel cells. However, this would
correspond to a cost development which is typical for a technology leap.
Obviously, fuel cells are a completely new technology with correspondingly
high learning potential, but the balance of plant is mostly based on
conventional components. For those, specific adaptations are necessary,
over-proportional learning effects may however not be expected.

An approximate calculation of the learning effects during the
demonstration phase may hence be done by maintaining for the balance of
plant the learning rate of 75 % as observed for the PC25™-systems, but
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assuming a technology leap for the stack itself with about 50 % cost
degression rate. Data from Keitel (2000) indicate that about half of the
system costs are due to the balance of plant, so that learning rate for the
overall system during the demonstration phase would be around 60 — 65 %.

Thus, it is now possible to indicate a range for future cost reductions
based on economic data for the first demonstration plants and to compare
these to the plans for market introduction.

3.5 Projection of experience curves for different
technology lines

Economic data for the MCFC technology can be obtained from the first
demonstration of the system design by the American company
FuelCellEnergy. This plant started operation in 1996 in Santa Clara,
California and had investment costs of about 20,000 $/kW (FCCG 2001).
The further points on the upper line in Figure 8-12 correspond to the plant
installed in 1999 in Danbury and the further five pilot plants, originally
scheduled until 2003.

Figure 8-12 comprises also the first data for the “Hot-Module”-MCFC-
design by the German manufacturer MTU Friedrichshafen with costs of
10,000 $/kWg (University Bielefeld 2001). The further data points
correspond thereby to the plant installed in 2001 in Bad-Neustadt, the further
pilot installations foreseen in the next one or two years and the market
introduction which is planned thereafter.

For the cost development of systems based on the polymer membrane
fuel cell (cf. Figure 8-13), a starting point with about 15,000 $/ kW, can be
derived from the 250 kW¢-demonstration plant in Berlin-Treptow (Keitel
2000). The start of the commercialization has been scheduled here with the
end of the planned zero series around 2003.

Somewhat more difficult is an estimation for the systems based on the
SOFC technology. Demonstration plants have been put in place by Siemens-
Westinghouse, but two plant designs have been developed in parallel.

Cost figures are available for the CHP variant, which has been put into
operation in Arnhem in 1998 (about 100,000 $/kW,, Kuipers 1998). The
second concept is a combination with gas turbines, where a first pilot plant
has been put into service in Irvine (USA) in the year 2000. The experience
curve shown in Figure 8-14 presumes that these hybrid systems also
contribute to the learning effects for the CHP variant and vice versa.
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Figure 8-12. Estimation of cost reduction curves for MCFC systems by FuelCellEnergy
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Figure 8-14. Estimation of cost reduction curves for the SOFC system from Siemens-
Westinghouse

Given the theoretical difficulties and the limited empirical data base, the
cost reduction curves shown can certainly only be considered as approximate
estimations. Yet they clearly indicate that important cost reduction and
development efforts are necessary before market penetration can be
achieved. However, the on-going efforts clearly point in the right direction.
What remains to be seen is what effects technology specific synergies and
context factors will exert. For example, a close cooperation exists in the case
of the MCFC between the two manufacturers. The PEFC could on the other
side benefit from the developments for mobile applications. Finally, the
SOFC is still at a rather early development stage with pre-commercial
system sizes, so that possibly a far higher cost reduction could be achieved.

4. ASSESSMENT OF CONTEXT FACTORS AND
RESULTING TECHNOLOGY POTENTIALS

For many new electricity-producing technologies, the application is
strongly dependent on site-specific factors. In the case of renewables, it is
the availability of wind, sun or biomass; in the case of fuel cells, micro gas
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turbines and Stirling engines, it is the existence and load shape of an
appropriate heat demand.

The methodology for the assessment of potentials consequently depends
on the type of technology considered. Here, the focus is on stationary fuel
cell applications, where application potentials in industry and the residential
sector are scrutinized using detailed demand and load shape data. The
analysis is carried out for the state of Baden-Wiirttemberg, a region with
about 10 Mill. inhabitants in the south-west of Germany.

4.1 Energy demand structure

A prerequisite for a realistic assessment of the potentials and the market
development for stationary fuel cells and other CHP systems is a detailed
data basis on the object specific energy demands and load curves. This has to
be worked out on the basis of official statistics and the detailed analysis of
representative concrete objects. Specifically for the question under study, the
energy balance of Baden-Wiirttemberg (cf. Wirtschaftsministerium Baden-
Wiirttemberg 2002), disaggregated by energy carriers and demand sectors,
can be taken as starting point.

However, this disaggregation is far from being sufficient. In the case of
private households, the energy demand especially depends on the following
factors (cf. Ebel et al. 1990, VDEW 1993, Weber 1999):

Heating energy:

* Building size
o Building type (single family house, large dwelling block etc.)
o Building vintage

Tap warm water use:
¢ Number of persons in the household

Electricity use:

o Equipment with household appliances

Number of persons in the household
e Use of air-conditioning and ventilation

Of course, further factors are important, but these are either hardly
observable (such as behavioral factors) or they are variable in the context of
the decision problem under study (heating energy carrier and heating
system).

For the analyzed case, the energy use for heating is most important, since
it accounts for about 75 % of all residential energy use in Germany and
Baden-Wiirttemberg (AG Energiebilanzen 2001, Wirtschaftsministerium
Baden-Wiirttemberg 2002). Based on earlier studies (notably Blesl 2002,
Kolmetz, Rouvel 1995, VDEW 1995, Berthold et al. 1999, Blesl and Fahl
2002), the energy demand structure as shown in Figure 8-15 can be derived.
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Figure 8-15. Final energy use of households in Baden-Wiirttemberg

The buildings are here grouped by types and vintages and then ordered
by increasing energy demand for space heating. About 80 % of all buildings
have a heating energy use of less than 30,000 kWh per year. Furthermore,
one observes a rather uniform distribution over the building types and
vintages. Notably, the 20 % of all buildings with the lowest space heating
energy demand per building (the lower 20 % quantile) still account for more
than 10 % of the energy use in that segment. Conversely, the upper 20 %
quantile consumes about 35 % of the total energy use.

For the energy demand in the industrial sector, besides the energy uses
mentioned so far also process heat has to be accounted for. Furthermore the
company size, as measured by the number of employees is an important
factor for explaining the total demand. The problem is further complicated
by the fact that energy cost data are compiled and published in official
statistics differentiated by company size categories. But physical energy
demand is not available and the link between costs and quantities is non-
linear, due to degressive tariff structures. But through a newly developed
methodology, it is possible to attribute the total energy use with the best
possible fit on the different industry sectors, company sizes, energy carriers
and energy uses. Figure 8-16 shows the resulting energy use disaggregated
by industry sector and company size category.
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Figure 8-16. Final energy use of industry in Baden-Wiirttemberg

It turns out that small- and medium-size enterprises clearly dominate in
Baden-Wiirttemberg and that consequently far more than 90 % of all
companies have an energy use of less than 50 GWh per year. By contrast, a
few large companies (including e.g. DaimlerChrysler and Bosch), which
represent only about 3 % of all firms, cover almost half of the total
consumption. The upper 20 % quantile here accounts for 80 % of the total
industrial energy use, the lower 20 % quantile on the contrary less than 1 %.

Already at this stage it hence becomes evident that small units are
advantageous for reaching large market potentials both in industry and in the
residential sector. To what extent the currently available system sizes
restrain the usage possibilities, is analyzed in the following based on detailed
operation simulations.

4.2 Operation simulation

In order to identify advantageous market segments for fuel cells, it is
necessary to assess their relative profitability compared to already
established alternatives. This is true since stationary fuel cells do not provide
energy to so far unsupplied application cases, but compete with other
technologies, notably in the field of decentralized CHP. For comparing the
performance and the costs it is necessary to make detailed simulation studies
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which account for the characteristics of the different application cases, such
as the heat and the electricity demand (total annual values as well as load
profiles), the temperature level of the heat and the simultaneity of electrical
and thermal load. These parameters will influence the profitability of fuel
cell applications especially since purchased electricity and electricity sold to
the grid are currently - and will also be mostly likely in the future - valued
differently. Therefore a detailed analysis of demand data including the
identification of object-specific load profiles is of primordial importance,
using e.g. the approaches developed by Weber et al. (2001).

4.2.1 Principles of operation simulation

Once the demand data have been identified, an operation simulation for
the alternative supply options has to be carried out™. This should be done
with high temporal resolution in order to be able to account for part-load and
dynamic characteristics of the competing options. From these simulations
the annual system costs can be identified as a function of system design
parameters such as the share in maximum load covered by the fuel cell or
CHP system. Thereby capital costs are annualized using an annuity factor
corresponding e.g. to 20 years lifetime. If energy prices or other relevant
parameters are expected to vary also substantially during the lifetime of the
supply unit, a discounted average of the expected prices should be used to
avoid carrying out simulations for multiple years.

As a result of such simulations, the net present value (or rather cost) of
different supply options is obtained as a function of the size of the CHP unit
as shown in Figure 8-17 for large enterprises in the chemical industry. The
first series of simulations aims thereby at identifying the benchmark for fuel
cell systems — which is in the case of the large chemical firms a gas-fired
motor-CHP unit with 4,800 kW thermal nameplate capacity. For this
configuration, the lowest net present cost is observed in Figure 8-17. In
many other applications cases, the lowest costs are however obtained for the
electricity purchase plus boiler option. Conventional CHP options in general
are close to the economic viability, but only in a few large enterprises they
are clearly advantageous.

* Thereby it is assumed that the system operation can be described by simple decision rules.
If the system has on the contrary several degrees of freedom, it might be necessary to run
optimizations similar to those described in section 6 to determine the optimal system
operation.
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Figure 8-18. Iterative determination of target costs for the example of high temperature fuel
cell systems in small enterprises (50 to 99 employees) of the chemical industry

From these calculations it turns out that fuel cells are much smaller than
conventional CHP if optimally designed, with a share of less than 10 % in
maximum thermal load (cf. Figure 8-19). The optimal size usually does not
differ substantially between high temperature (MCFC, SOFC) and low
temperature (PEFC) systems. Only hybrid systems exhibit somewhat smaller
optimal sizes, a consequence of the higher electricity to heat ratio compared
to low temperature systems. This low share in thermal capacity is in many
segments below the single module size of about 250 kW for the envisaged
early market products.
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Figure 8-19. Net present value of fuel cell systems in large enterprises (more than 1,000
employees) of the metal industry

For the shape of the net cost curves, two basic alternatives may be
observed. Typically, the pattern is similar to the one observed for gas
turbines (cf. Figure 8-17) with an increase in costs for small units followed
by a minimum and a subsequent strong increase. For low-temperature
systems, the pattern obtained is often comparable to the one for motor CHP
units, which is not surprising given the similar characteristics of these two
technologies (cf. Figure 8-20).

The strong cost increase at unit sizes beyond the optimum is mostly
occurring when the customer’s own electricity demand is almost covered
and the additional electricity generated is mainly fed back into the public
distribution grid. But with increasing company size, sometimes a second cost
minimum is observed for high temperature and hybrid systems, which

indicates that in these cases also excess power can be sold profitably (cf.
Figure 8-20).
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Figure 8-20. Net present value of fuel cell systems and surplus electricity generation in large
enterprises (more than 1,000 employees) ofthe chemical industry

Figure 8-20 also shows the relative development of the key cost
categories for the high temperature systems. Obviously, the decrease in
purchase costs (fuel and electricity) leads to the initial minimum. Thereafter,
additional sales revenues do first not compensate the increase in purchase
cost. But when more electricity is fed in, the price paid is increasing, given
the increasing number of full load hours provided. This then leads to the
formation of the second observed cost minimum.

Therefore a substantial excess power production potential is observed in
selected sectors, (cf. Table 8-5), which could be interesting for the electricity
purchase of utilities or the market entrance of new independent power
producers (IPPs).

Table 8-5. Industrial sectors with potentials for excess power production when target costs are
reached

Sector Excess potentials (Output FC/ Maximum load in [%])
High temperature systems Hybrid systems
Power El. production Power El. production
Alimentation 300 360 150 300
Pulp and Paper 170 190 190 160
Chemicals 290 280 - -

Source: Sander et al. (2003)
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All results on target costs and excess power potentials are obviously
strongly dependent on the future price relations in the market. The
calculations shown here have taken the current German association
agreement (Verbdndevereinbarung Ilplus, cf. BDI et al. 2001) as basis for
the grid fare calculations and the models described in chapter 9 for the
calculation of future generation costs.

4.2.2 Aggregated utilization potentials in Baden-Wiirttemberg

From the simulations of the different market segments considered, the
graphs in Figure 8-21 can be derived, describing the required target costs as
a function of the total final energy demand. In the pessimistic scenario
presented in Figure 8-21, the target costs are in many segments around 500

to 600 €/kW,,.
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Figure 8-21. Target cost to be achieved for fuel cells in different industrial sectors
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Only for some large customers, a few cases of considerably higher target
costs are observed. Under higher electricity and lower gas prices, the target
cost get considerably higher, reaching more than 1,000 €/kW in many
application cases.

For smaller application cases, a net reduction in the target costs to be
achieved is observed, which results from oversizing of the envisaged pioneer
market products with minimal power output of about 250 kW,. Low
temperature systems are in general somewhat disadvantaged. Here
oversizing occurs earlier due to a lower electricity to heat ratio and the
limitation of heat use to low-temperature applications. The role of heat
temperature levels is also evident for the few points with low target costs at
high energy demand. Those appear for sectors, where process heat demand
at low temperature levels is low or inexistent, notably the production of
rubber and plastics.

These analyses of single application cases can now be aggregated to
obtain the economically viable potential of stationary fuel cells as a function
of the achieved target costs (cf. Figure 8-22).
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Figure 8-22. Economic potential of stationary fuel cells in the industry of Baden-
Wiirttemberg as a function of specific investment costs of the fuel cell systems
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Thereby it has to be taken into account that in those sectors, where
profitability has already been reached, the potentials are also rising with
diminishing costs. Furthermore, the distinction has to be made between the
cost minimal potentials and those (larger) potentials, which are realizable
without extra costs compared to conventional systems.

For installations in the residential sector, the first economic potentials
already appear at considerably higher costs (cf. Figure 8-23). Already above
2,000 €/kW first potentials appear, if the current grid tariffs are also applied
to households with own generation. In these grid tariffs, the grid costs,
which are mostly capacity dependent, are charged proportionally to the
energy consumed — assuming that energy consumed and peak load are rather
proportional. This relationship is certainly different in the case of households
with own fuel cell generation. Therefore a second set of scenarios has been
computed where the households have revenues (or saved costs) from own
generation corresponding to the current subsidy to fuel cell system based
generation of about 5 €ct/kWh. In all cases, not only the costs of the fuel cell
system itself are included but also the investment into the necessary peak
load burner.
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Figure 8-23. Economic potential of stationary fuel cells in the residential sector of Baden-
Wiirttemberg as a function of specific investment costs of the fuel cell systems
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4.2.3 Sensitivity analyses

Sensitivity analyses provide important insights into the relevance of
different parameters for the overall potential assessment, even if they further
widen the range of results obtained. In the case of fuel cells, we have notably
analyzed the impact of reduced variable operation costs, which result from a
doubling of the stack life time.

This has a rather limited impact (cf. Figure 8-24), since especially
oversized systems do hardly benefit from such a development. For larger
application cases, the target costs however increase by about 20 %, for the
largest cases even up to 50 % are possible. The improvements are relatively
much higher for low temperature systems with 75 % up to 200 %
improvement in particular cases.
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Figure 8-24. Impact of reduced operation costs through doubled stack life time on the target
costs of fuel cell systems in industry

As mentioned already, the envisaged module size leads to a reduction of
target costs in the field of small and medium sized enterprises. This means
that target costs should rise in all those cases, where the system has been
oversized so far. Additionally the somewhat higher electricity prices paid by
small customers increase the profitability. In Figure 8-25 it is shown that this
leads in certain cases to target costs which are even higher than those for
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larger objects. Such a smaller module size could be especially beneficial for
low temperature systems, since they may also become attractive in sectors
with reduced low-temperature heat demand.

However, one has to keep in mind the economies of scales related to
module size. As shown in Sander et al. (2003), one would expect investment
costs for small-scale systems with 25 kW to be about a factor two higher
than those for 250 kW, modules. Consequently, the shown improvements in
target costs may not be attractive enough for moving rapidly towards these
small scale systems.
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Figure 8-25. Impact of reduced module size on the target costs of fuel cell systems in industry

3. IDENTIFYING TECHNOLOGY STRATEGIES

Despite the qualitative and quantitative assessments carried out in the
previous sections, the situation for utilities considering investment in fuel
cell technologies remains one of decision making under uncertainty of type
IIT as distinguished by Courtney et al. (1997, 2001) (cf. chapter 3, section
3.1). There is a true uncertainty on the future costs of fuel cell systems,
which cannot right away be reduced to a few discrete cases. On the contrary,
the costs in the longer term may vary on a continuous range from values that
limit fuel cell use to some selected niche markets up to a range where fuel
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cells are effectively competitive in a wide field of applications in households
and industry. Cost uncertainties arise both from the technology itself and its
production costs as from the context factors including notably gas prices and
potential CO; costs. Obviously there is also little chance to assign objective
probabilities to the different cost scenarios in the current situation, especially
since technology development is truly uncertain and also the application of
probabilities to political decisions would be rather speculative. Nevertheless
utilities have to chose right now a strategy how to cope with this emerging
technology.

This strategy does not need to be fixed forever but rather should be
flexible and include clear targets and milestones — as shown empirically by
Grant (2003) for the strategy of the oil majors. What are then the required
actions, in the terminology of Courtney et al. (1997): doing “big bets”,
realizing options or taking no-regret measures? Courtney et al. (1997)
emphasize that this depends on the strategic posture taken, distinguishing the
postures of shaping, adapting and reserving the right to play. But at the
current stage, big bets in the form of huge investments in fuel cell plants
seem clearly not adequate, since this would be prohibitively expensive at
current plant costs (cf. section 3). A possible big bet could also be vertical
integration with a fuel cell supplier. But as Sutcliffe and Zaheer (1998)
show, vertical integration is not a preferred action in situations with
considerable primary uncertainty — and technology uncertainty is one of the
possible sources of primary uncertainty mentioned by them. The risk of
vertical integration in this case obviously is to make the false bet and to be
integrated with a company which is not able to deliver the promised resource
(technology).

On the other extreme of possible actions, so far hardly any no-regret
measures on fuel cells can be identified, except perhaps the collection of
relevant information. An engagement in demonstration plants already
requires considerable resources and is not sure to be rewarded later on.
Therefore, it should rather be seen as realizing an option. An option, which
has partly a pay-offin the future by having increased the capabilities of the
employees and the organization to handle such an innovative technology (cf.
Grant 2003). But part of the pay-off is also in the present time. Given the
positive public image associated with innovation in general and with fuel
cells in particular, a demonstration activity is a possibility for transforming
the public image of a utility and of getting media citations at low costs
compared to advertising campaigns. However, two points have to be noted
here: on the one hand, a transformation of the public image is probably most
effective in the region where the demonstration plant is implemented.
Therefore, this argument is particularly valid for smaller regional and
municipal utilities. On the other hand, the image effect is in all likeliness
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decreasing over time — to the extent that the general public gets used to
information on successful fuel cell demonstrations, it will become less
attentive to such media messages. Also the effect of capability building is
questionable in the case of a technology, which will take at least five further
years for penetrating the market on a substantial scale.

From these potential developments, a scenario could arise that despite
good long-term prospects, utilities are not willing to invest in the fuel cell
technology in the medium term since it is neither economically attractive nor
appealing from a public relations point of view. If political support is also
lowering — e.g. given severe budget constraints — it could well happen that
the technology is not pursued further despite a potential win-win situation in
the long run, creating a scenario of technology lock-in as arising frequently
in the case of increasing returns to scale, cf. e.g. the discussion in Mattson
and Wene (1997) or Cowan (2000).

But also other scenarios are conceivable. E. g., RWE has committed itself
publicly in 2001 to a strategy with high shares of decentralized generation
including fuel cells in the longer term (Jopp 2001). It has then clearly
adopted a strategy of shaping, putting forward ambitious goals for the
penetration of fuel cells up to the year 2010. Other utilities have been less
affirmative, but engagements in pilot and demonstration activities such as
those reported by EnBW (2002a) clearly go beyond a pure adaptation
strategy. It is a strategy of realizing options and if these options are not all
exercised™® this does not necessarily mean that the technology line will not
be pursued further.

** EnBW (2002b) recently announced that it will not realize a 1 MW SOFC plant planned
together with Siemens-Westinghouse. But they maintain their demonstration activities
with Sulzer-Hexis (small scale SOFC) and MTU (MCFC).
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INVESTMENT DECISIONS

Until 2030, the requirements for replacement investments in the EU
power plant sector are expected to be between 300 and 600 GW (cf. VoB
2002, Birol 2003). Also elsewhere in the world the generating capacities
built up during the high growth phase in the 1960s and 1970s will have to be
replaced and new capacities have to be installed, leading to investment
requirements of about 5,000 GW between 2000 and 2030 (cf. IEA 2002,
Birol 2003). This requires strategic decisions for electric utilities since
power plants require large investment sums and represent, once effectuated,
to a large extent sunk costs”’.

Since electricity demand has been growing steadily albeit slowly in the
last decades, there is hardly any uncertainty on the necessity of building up
new capacities — although in the first years after the liberalization of
European electricity markets only few people considered the issue of future
power plant investments (cf. e. g. Vo3 2000, Vo3 2001, Weber, Vof3 2001,
Pfaffenberger 2002). But a first uncertainty in this field is whether political
measures will lead to a situation where all new generation capacities are
supplied by subsidized or regulated segments within the electricity sector -
notably generation from renewable sources and/or generation from
combined heat and power including fuel cells. In Germany, this possibility is
sometimes evoked. But overall, such a scenario seems not very likely, given
that fuel cells will certainly not be fully competitive in the next decade, other
combined heat and power generation is currently only competitive in
selected applications and wind — as the most important renewable source —
requires always conventional back-up capacities in order to cope with the

7 At least in continental Europe so far hardly any market for second-hand power plants

exists — in the UK and the US sales of used power plants have been more frequent in the
context of divestment strategies.
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intermittent character of wind generation. A further alternative, mentioned
sometimes, is the increased use of electricity imports to avoid new
construction in one specific country. But this is certainly not a solution for
Europe as a whole and even for a larger country like Germany, recent
analyses indicate that the potential for imports is limited through several
factors: current grid constraints between countries, the requirements of
system stability and limitation of transportation losses and the expectation
that in the longer run technology and fuel costs will tend to level out within
Europe, thus not creating any large incentives for installing power plants far
from the point of use. (cf. Fichtner, Cremer 2003). Overall, the general
uncertainty on the need for new conventional plants is rather low and
obviously these will be mostly thermal power plants, since hydro potentials
have been already exploited to a large extent in the past (cf. Witt,
Kaltschmitt 2003).

Nevertheless, there is considerable uncertainty on what power plants will
be most cost efficient over the considered lifetime. This is partly due to
uncertainties of primary energy prices, which can be modeled as stochastic
processes (cf. chapter 4, section 3.1). Notably with the raise of gas prices
since mid 1999, it has become rather questionable whether gas-fuelled
power plants are the option of choice for new power stations. Coal, nuclear
and (where available) lignite are potential alternatives.

But for deciding which one to chose, other uncertainties have to be taken
into account and notably uncertainties related to political processes, to which
no objective probabilities can be assigned. Hence as in the case of fuel cells,
there is a level III uncertainty in the terminology of Courtney et al. (1997).
Especially, a continuous range of values is possible in the case of climate
change levies or Greenhouse gas certificate prices. Other political
uncertainties, notably those surrounding the future use of nuclear energy in a
number of countries in Europe and worldwide, have to be added, but these
may be rather viewed as discrete scenario Type Il uncertainties.

In this context, novel methods are needed to assess the profitability under
uncertainty of the various types of thermal power plants. In principle the
application of a real options approach (as notably developed by Dixit and
Pindyck 1994) seems desirable, but it is complicated by the possibilities of
fuel switching with endogenous output prices and simultaneous uncertainties
on loads, fuel prices, technologies and policies. A simple extrapolation of
current price patterns to the future seems problematic since current price
patterns, as analyzed in chapter 4, hardly reflect capacity constraints, given
that in the past substantial overcapacities existed in continental Europe. But
this situation will come to an end with the definitive closure of older units.
Therefore, future electricity prices and investments have to be treated
simultaneously, thinking of a transition towards a long-term price
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equilibrium. This basic idea will be developed in the following sections
starting with the static, deterministic long-term equilibrium in section 1. It
has been shown that this long-term equilibrium corresponds to the one
derived from the concept of peak-load pricing already developed in
regulated markets. Sections 2 and 3 deal with stochastic extensions to the
peak-load-pricing concept, with the focus being on short-term, i.e. mostly
load fluctuations in section 2, and on longer term uncertainties in section 3,
looking particularly at varying fuel (or emission) prices. Section 4 then
develops a backward induction approach, similar to those used in real option
approaches, to derive simultaneously dynamic stochastic price equilibria and
the value of different power plants in the long-term perspective. This
approach is then applied in section 5.

1. STATIC, DETERMINISTIC LONG-TERM
MARKET EQUILIBRIUM - THE CONCEPT OF
PEAK LOAD PRICING

Companies will always attempt to shape their decisions with long-term
impacts so as to move from the short-term marginal cost curve to the long-
term marginal cost curve (see Varian 1992). The latter constitutes an
envelope and lower bound of all short-term (i.e. fixed capital stock) cost
curves (cf. Figure 9-1), since at different price ratios, the minimum costs
achievable at fixed capital stock will at best correspond to the minimum
costs achievable when the capital stock is flexible, too. The expression
“long-term” is therefore not associated with a precise time span but rather
designates a time span sufficiently long so that all restrictions through
existing capital stocks have vanished. If usual power plant lifetimes are
taken to be 40 years, then the long-term would be at maximum 40 years
away. But in virtue of the argument given above, the long-term equilibrium
will already influence the investment decisions of today.

Electricity, at least at the wholesale level, is a rather homogenous good.
Nevertheless, it has not a uniform price as discussed in chapter 4, notably
due to its non-storability and the resulting necessity for a supply and demand
balance at each single point in time. As shown in chapter 4, section 1.1, the
equilibrium price will at each point in time be equal to the marginal
generation costs of the last unit needed to fulfill the demand restriction. This
argument can be directly generalized to the long-term equilibrium case with
the slight, but important difference, that the last unit needed in the peak load
time, has not only to recover its variable generation costs but also its fixed
costs, because otherwise it would not be built. The same holds obviously for
the other generation technologies.
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Cost
Short term cost curves

Long term cost curve

Output
Figure 9-1. Long-term cost functions as lower bound to short-term cost functions
Hence, the problem defined in Egs. (4-1) to (4-4) for the short-term has
to be extended, making capacities not a right-hand side constraint but a
decision variable. This requires notably the inclusion of the (annualized)
capital costs Ci,y,, into the objective formulation and correspondingly a shift

of the capacity parameters from the right to the left side of the inequalities:

min C -1
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As in the short-term case, demand elasticity is assumed to be zero. It has
been shown (cf. e.g. Oren 2000 for a short summary) that the optimal
solution to the technology choice problems can be obtained graphically as
shown in Figure 9-2. In the lower part, the total (annualized) costs per MW
¢, are plotted as a function of total annual operation hours £g,, .

tOp,u =(Zyu,t )/KPL,u (9'5)
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Figure 9-2. Graphical solution to the peak-load pricing problem

From Eq. (9-2), it is then obvious that (at time-invariant fuel prices):
¢, =C,/K, = pr hto,. +alp,L,) (9-6)

Thus ¢, is a linear function in fgp, with the capital costs a(pL,)
representing the intersection point on the vertical axis and the variable costs
Pru h, corresponding to the slope of the line. In the example depicted in
Figure 9-2, clearly technology 1 is the cheapest for operation duration
between 0 and #;, technology 2 is cheapest between ¢; and ¢, and technology
3 is then the most economical for all operation times exceeding ¢, Since in
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the upper part, the load in all time segments ¢ has been ordered by decreasing
values yielding the so-called load duration curve, this may be directly used
to determine the optimal installed capacity for each technology. Starting
with the highest load duration, the optimal capacity for technology 3 (the
baseload plants) is determined as the load level which is exceeded in at least
t> hours per year. In statistical terms, the (1 — 7/8760)-quantile of the load
duration curve is chosen as optimal capacity Kp;,>. By similar reasoning, the
optimal capacity for technology 2 is determined as the difference between
the (1 - #,/8760)- and the (1 — £,/8760)-quantile of the load duration curve.
And finally the peak load technology 1 has to have an equilibrium capacity
equal to the difference between the maximum load X,y and the (1 —¢,/8760)-
quantile.

A technology, which at all possible numbers of operating hours is more
expensive than another one, will not be selected as part of the efficient
portfolio. This is the case of technology 2’ in Figure 9-2: the cost curve is
throughout above the cost curve for technology 2, so it is said to be
“dominated” by technology 2 and it would be inefficient to use it. Formally,
a technology u’ is inefficient if

Vg, 3u c,lto, )< culto,) 9-7)

i.e., for all operating hours fg,,, there exists another technology u (not
necessarily always the same) which is less costly than . Such technologies
can be excluded a priori from the optimization problem at given prices.

As in chapter 4, section 1, prices are mathematically obtained as
solutions of the dual problem corresponding to the one formed by Egs. (9-1)
to (9-4). By the same reasoning, as long as capacities are not scarce, at least
for one type of plant, prices will not exceed the variable costs of the last unit
used for satisfying demand. If the capacity constraint of the last unit gets
binding, then (shadow) prices will get up to the level of annualized
investment costs for the peaking unit (cf. Eq. 4-8). If several hours with the
same peak load level exist, the investment costs would be divided evenly
between these hours, but in the case of a single deterministic peak load hour,
this single hour would bear theoretically the whole capacity costs.
Graphically, the prices correspond to the derivative of the efficient cost
frontier c*(#o,) and the price peak at hour O (or hour 0 to n) arises from the
step in the cost functions at = 0, which corresponds to the capital costs of
the technologies.
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2. STOCHASTIC FLUCTUATIONS IN THE
ELECTRIC LOAD

The analysis presented in the previous section has been extended in a
series of papers starting with Brown and Johnson (1969) and including
Visscher (1973), Crew and Kleindorfer (1976), Carlton (1977) and Chao
(1983) to the case of stochastic demands. Albeit the historical starting point
has been utility planning, not all authors distinguish diverse technologies.
Therefore the subsequent presentation follows the treatment by Crew and
Kleindorfer (1976) and Chao (1983), which explicitly account for diverse
technologies.

Under uncertainty, the starting point is in general welfare maximization
in a partial equilibrium context instead of cost minimization, since
neglecting or negating demand elasticity leads automatically to a problem
setting, where it is optimal to provide supply capacities capable of coping
with any conceivable load, i.e. corresponding to the maximum load.

Welfare to be maximized includes consumer surplus plus total revenue
minus production costs. Some authors such as Crew and Kleindorfer (1976)
also include rationing costs to cope with cases where supply curtailment can
not be applied to those customers with the lowest willingness to pay for
electricity. Many authors including Brown and Johnson (1969), Crew and
Kleindorfer (1976) and Carlton (1977) formalize welfare as a function of
prices and capacities, looking then for the necessary (and mostly sufficient)
conditions for a welfare optimum. However, this conceptualization mixes
primal and dual variables from the outset, and the prices obtained are then
conditional on the preset capacities, hence not including capacity costs.
Therefore, the welfare functional and the maximization problem are
formulated in primal variables (production quantities y,(&) and capacities
K,) in the following and prices are derived as shadow variables, as in the
cost minimization problems dealt with in section 1 and chapter 4, section
1.Taking expectations over all possible values of the stochastic variables &€ =
{&},(thus risk neutrality is assumed), the welfare functional W to be
maximized is:

W_(y(s)’ytal (8)’ KPL ) = Ea [W(y(e)’ Yot (8)’ KPL )] (9‘8)

with the welfare in each scenario € equal to:
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Thereby, V()"i,,a,) is the value (willingness-to-pay) attached by the
customers to quantity y,of total electricity produced in a scenario with
stochastic value & It thus corresponds to an inverse demand function. ¢y, =
PEu hy, are the operating costs per output y ,,, and Cpy, the annualized
investment costs. The restrictions can be included in the overall problem by
introducing the Lagrangian multiplier functions sA &), interpreted as the
shadow prices of supply at time ¢ as a function of scenario &, and Yk, (&),
which corresponds to the shadow prices of the capacity restriction at time *.

Maximizing W' (y(s),y,o,(s),KPL) is then equivalent to maximizing the
Lagrangian (Y(e)y,(eh Kpu w5 () (2) with:

W(y(ehy o) Kop, ws(e) wele)) =7 (y(e)y () Kpr)
'—Z JWSt at{Ytou & ZYur & )

- Z IV/K,u,t (Er XYu,r (Er )" KPL,u )f(g, )dgt
(9-10)

Thereby, the Kuhn-Tucker conditions:

V/S,t(gl)zo A ZYu,t(gr) ytotl( )<0 A '//sr (Zyur ) Yoot 5:)) 0

9-11)
y/K,u’,(e,)ZO N yu,r(gt)—KPLu SOAyy ul 8/X)’u/ KPLu) 0 (9-12)
have to be fulfilled.

As necessary conditions for an optimum, we get under mild regularity
conditions, applying the principles of variational calculus:
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=~ Chvu +z J‘l//K,“,,(E,)f(S, )dg, =0 (9-15)

aK'PL,u ! o
6%’ ) = 25uil))= Yur 6,)S0 (9-16)

ow !

oy = Yua\Er )= Kpp, <0 9-17
BWK,u,:(S:) y',( ‘) P ( )

From Egs. (9-19) and (9-20) and the Kuhn-Tucker conditions (9-17), it
follows, given the non-negativity of the shadow price g, that:

(Zyut(g ) ) COpulyu,(e,)>0 (5-18)

meaning that the willingness-to-pay of the customers must at least equal the
marginal costs of a unit in those periods when the unit is running.
Consequently, the units will again be dispatched according to the merit order
by increasing operation costs, yet not until a prespecified demand is fulfilled,
but rather until the marginal costs of the last running unit equal the marginal
willingness-to-pay at an endogenous output level (cf. Figure 9-3).

W, is independent of the unit considered and may be represented
graphically as an intersection between supply and demand curves. Thereby
the supply curve is formed by the ordered and cumulated individual
capacities, given that the inverse demand function is expressed as a function
of cumulative production.
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Figure 9-3. Shadow prices in welfare maximization under uncertainty

From Eq. (9-19), the price at given & may also be written:

A

if Kpp, < ylot,t(81)<KPL,u

-~

cOp,u
V/S,l(gt)= cOp,u + V/K,u,t(er) lf KPL,u = ylol,l(at) (9'19)
Cop,i "‘V’K,a,:(gr) iflePL,li = Vot 1 (61)

Thereby, it is (without limitation of the generality) assumed that the units
u are ordered by increasing operational cost from 1 to i and the cumulative

capacity K PL UP to unit « is defined as:
n u
Kpp, = ZKPL,u‘ (9-20)

u'=]

If the inverse D, of the willingness-to-pay function V with respect to

quantity y is additive:

D(p,.&)=V"(p.e)=D,(p)+¢ (9-21)
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the case differentiation in Eq. (9-25) can be expressed directly in terms of
the distribution of & using Eq. (9-20).

\

cOp,u I& PLu-1" (COp u) PL u (COp u)
'//S,t (81)= cOp,u + !//K,u,t(gr) PLu ™~ D (COp, ) S ]% 5: (cOp,u+l)

COp,ﬁ+v/K,ﬂ.t(€t) KLu D cOpu)<£t

= X
><)

(9-22)

The ex-ante average price, which should be charged to customers, is then
obtained through integrating over the distribution of &:

a
U

Vs, = Z (F;:, (I%PL,u - 5/ (COp,uH ))— Fe, (kPL,u—l - Er (COp,u )))TOp,u

=1

KPL ) (cOp ul )

N R NI ©-23)

u=l KPL,M _51 (ch,u)

+ IWKM! s,)f(s‘)ds,

KPL (] (COp i )

Thus, the optimal ex-ante price is composed of three components:

1. a weighted average of the variable costs of the different plants, each plant
being weighted with the probability that it will be the last plant needed
for the supply-demand balance in the time segment considered

2. the probability weighted shadow prices for the different cumulative
capacities which are paid before the next unit is put online

3. the probability weighted shadow prices of the total installed capacity
Kp; ; , i.e. the capacity rents obtained on total installed capacity
The deterministic case with inflexible demand is contained as special

case in Eq. (9-29). In that case, the variable costs of one single plant are

retained with probability 1 in the first term, the probability for all other terms
being zero. The second term vanishes due to demand inflexibility and the
third term is zero in all periods except the peaking period, where it is set so
that the investment costs of the peaking unit are recovered. In the stochastic
case, the investment costs for the peaking unit are recovered through the
summation over all time steps of the probability weighted capacity rents
generated during these time steps. From Eq. (9-21) one gets, taking into
consideration Eq. (9-25):
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~Cpw,i t Z J.'//K,ﬁ,t(gl )f(g’ )d&‘, ;0 (9-24)

! IePL.ﬁ -5: (“o;.,.; )

In view of the third case of Eq. (9-28) (in the others, the peaking unit is
not producing), we obtain:

+00

i =3 W, 6)copa)f e )de, (9-25)

! Kppi—Dy (Co,,,ﬁ

Using the equality (9-20) of shadow price ¥, and willingness-to-pay V
and the additive decomposition (9-27) of the inverse willingness-to-pay
function ¥"'=D, this yields:

+00

emi=Y (B R -e)-copa)f (e e, (9-26)

! KPL,ﬁ -D, (cﬂp,vi

At given deterministic demand functions 5, , stochastic distributions f{&)
and costs ¢y, ; and ¢, ;, this provides a single equation for determining the

Iy

total installed capacity Kp; ; given the cost characteristics of the peaking

unit. In general, this equation may only be solved numerically for K PL -

The right-hand side of Eq. (9-32) is monotonously decreasing in K, ;,
since the integrand is decreasing and the lower integration bound is
increasing in K pa- Thus, Eq. (9-32) has at maximum one solution for

R p1,i - The case of no solution at all will only appear if even at zero installed

capacity (I% prs = 0), the willingness to pay is so low that the sum of running

and investment costs is not covered and consequently no electricity at all is
produced. This seems hardly relevant in practice.
A similar equation as (9-32) can also be derived for the cumulative

capacities Kp, , for the other units u, taking into consideration all three cases
of Eq. (9-28):
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-1 kPL,u' _51 i’o,a,u'ol

Clnv,u = Z Z D,
!

I Dr (KAPL,N' - g,)-— cOp,u)f(gt )d{;‘,
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u Kppw =D Cop.u

km.,u'«l ‘5: (Cop,u'u )

* [\cop,i ~ Copu )/ (&, ), (9-27)

KI’L.u' =D, (COF.:«'H

+ T(ﬁ,"([%,w “51)' COp,u)f(gr Me,

K}’L,ﬁ ;Dl cﬂp,ﬁ

Each term in the summation of Eq. (9-33) corresponds to the intersection
of the willingness-to-pay function V with a different segment of the
cumulative supply function (cf. Figure 9-3). The integration bounds describe
the conditions to be fulfilled by & to match this case (corresponding to the
bounds set in Eq. 9-28), whereas the integrand then gives the value of the
shadow price &, in this particular case, corresponding to the marginal

supply price minus the operating cost of the unit u considered. Equation
(9-33) can also be written recursively, yielding:

kPL,u _51 (C p ) )

Crovw = Z J. Bl—l(kPL,u - gx)— COp,u)f(gt )dgt

! Kpy =Dy (Cl)p,u

(9-28)

+00

+ J.(COp,u - COp,u+l )f(gr )d&', + C v+t

KPL,u_DI(COp,ml

Thus the differences in investment costs between technology u and u+1
have to be refinanced through the corresponding savings in operation costs,
when both u and u+1 are running (second term) plus the capacity rent
obtained in those cases when the capacities of u are fully used but the
willingness-to-pay does not permit to operate also u+1 (first term). From Eq.
(9-34), the installed cumulative capacities up to unit u# can be determined
recursively, starting with the peaking unit # and working backwards to the
baseload unit 1. For each u, Eq. (9-34) has again to be solved numerically.
The capacities for the technologies themselves can then obtained by simple
subtraction:

~

Kppu= kPL,u —Kpp o (9-29)
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The deterministic, price-inelastic case again is contained as a special case
in Eq. (9-34). The first integral vanishes in that case since lower and upper
integration boundary coincide and for the evaluation of the second the Dirac
impulse as a limiting distribution for the density function fg) is taken (cf.
chapter 4). Then the second 1ntegra1 equals O if the cumulative capacity

K Py €Xceeds current demand D and corresponds to the difference in
operation costs otherwise. Thus adding up over all time steps yields:

C]nv,u = tOp,u+l (COp,u - cOp,u+l )+ clnv,u+l (9‘30)

with ¢gp,,+; the operation hours left for the more expensive unit u+1, once
capacity K p,; , of cheaper units has been deployed. As can easily be verified,

Eq. (9-36) precisely describes the location of the intersection point between
the cost curves in the middle part of Figure 9-2°°,

3. STOCHASTIC FLUCTUATIONS IN THE
PRIMARY ENERGY PRICES

Besides uncertainties in the load, the long-term market equilibrium is
also affected by fuel price uncertainty™. Fuel prices affect the operation costs
of the plants, and thus both prices and optimal capacities in a long-term
equilibrium depend on observed or expected fuel prices (cf. Egs. 9-29, 9-34,
9-36). Fuel price uncertainty arises especially in the longer run, thus in the
following no uncertainties within the planning period are considered. Rather,
fuel prices - and consequently operating costs — are considered as equal in all
time segments within the planning year considered.

Two basic cases for the information-decision structure can then be
envisaged: in the first case, prices for fuels are revealed before the decisions
on capacities are made. In this case, for each fuel price scenario, different

* Another particular case, which is also covered by the general stochastic model, is peak-

shifting. Peak-shifting arises in the model especially when it is specified as a deterministic
model but with elastic demand. Contrarily to section 1, allocating the whole capacity price
to the peak segment would then depress the demand in this segment so far that it would
fall beyond the demand in other time segments. According to equation (9-23), the price in
each time segment will rather take into account the capacity rent obtained by each unit
even outside the peak period.

Furthermore, uncertainties on plant availabilities may also affect the long-term market
equilibrium (cf. Figure 3-1). But these shall not be considered in detail here.
Technological uncertainties have already been discussed in section 8.

59
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optimal capacities are determined with the same methods as used in section
1 or section 2. Less obvious is the situation in the second case: investment
decisions are made before fuel prices are revealed. This corresponds to the
actual situation given the considerable lead times between decisions to invest
and first power production in the new plant.

In this case the basic analysis carried out in the previous section is still
valid, especially the welfare functional and the first order-conditions derived
in Egs. (9-14) to (9-23) are unchanged, except that now the operation costs
Copu have to be written as a function of the stochastic variables &,
corresponding to the stochastic part of the fuel prices ps For the market
price, the following conditions analogous to Eq. (9-28) are then obtained:

Cop,u (ef (u)) if I%PL,u—llc < 5: (COp,u (8 f(u))) <K PLu
Vs, ()= Copu (Bf (u))+ Viaile) I Cop (8f (u)) <D (IZF’L.u)S Copu+lle (gf (u))

Cop,i (8 f(u))+ WK,ﬁ,t(e) if kPL,ﬁ = 5: (COp,a|e(8))
(9-31)

Here, an unambiguous ordering of the different units according to their
operational cost is not always possible. Depending on the scenario g, varying
units are possibly most expensive (or cheapest). This is expressed by making
the indices of the preceding unit u-1, the succeeding unit u+1 and the
peaking unit i conditional on the scenario €.

Correspondingly, the ex-ante average price that should be charged to
customers can only be obtained by integrating over the stochastic vector &
and by inverting the sequence of integration and summation compared to Eq.
(9-29):

Vs, = Z(Fe (IZPL,u - 5.' (COp,u+)|s (5 f(u+1))))_ Fs(kPL,u—lle - 5: (Cop," (gf(u)))))cop,u (af(u))

u

f Tveeree
Vi (e)sc::p,wllc —COp.u ’

(9-32)

Since the peaking unit is not known with certitude, the second and third
summation terms in Eq. (9-29) have also been condensed into one term.

This term also corresponds to the capacity rents used to recover the
investment costs. In analogy to Eq. (9-33), one gets:
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Coms = 2. [ (&)f (e (9-33)
t
Yikua (S)Sc; w+ile —Copu

This multiple integral is obviously not easily solved in the general case.
Only in the case when the fuel price changes do not lead to changes in the
merit order, a similar recursive procedure to the one described in section 2
can be used. If the (small) consequences of changes in operation costs on
total demand are disregarded, the optimal investment capacities may even be
determined by using average fuel prices:

i = Z{ZU ol e legu) O B )= capa 00 M

u'=u

+00 o0

[ LT ST Y S AN ¥ (Copu = copu ) (Ef(u')’gf("))dg']

00 —00

+ J- KpL 8= (c(,, (e,(,,,)))(ﬁl—l (IzPL,ﬂ)_ c()p,u )f(g’ )dg,}
Z {:,zl( Ry <D, COp v )<KPL (COPv“' - Eol’,u ))+ 1)2,:,”,, <D, (copld)(ﬁt-l (IQPL,Q )_ EOp,u )}

" (9-34)

Thus, fuel price uncertainty can be neglected in the case of no shifts in
merit order and inflexible demands and instead the average expected values
of operation costs may be used. Since the probability for reversals in the
merit order is usually very limited for short and medium term time lags
between investment decision and operation, a use of Eq. (9-34) is justified
for computing static “long-term” market equilibria under fuel price
uncertainty. But these equilibria are long term only in the sense that they do
not treat capital investments as fix but as variable. They do not reflect the
longer run risk of price changes, which may decrease the profits for any
envisaged investment over its lifetime. The dynamic model of the next
section will deal with these effects.
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4. DYNAMIC STOCHASTIC LONG-TERM PRICE
EQUILIBRIA - A BACKWARD INDUCTION
APPROACH

The major market risk for any power plant investment in the longer run is
that fuel prices (and/or technology) develop in a way that a once-built power
plant is not competitive any more. Thereby two cases have to be
distinguished: one possibility is that the technology is no longer part of the
efficiency frontier at all. Another is that the range of efficient operation
hours (and consequently the optimally installed capacity) of the technology
decreases. In both cases, the capacities already installed can still be operated,
but they have to accept a reduced operation margin (cf. Figure 9-4).

(annualized) Technology 1 .~" Technology 2
Costs ¢, e
S Technology 3
original fuel prices
- / )
3 '/
Operation duration ty, ,
(annualized) Technology 2 +* Technology 1
Costsc, o "
.+, »" Technology 2red
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Technology 3
after fuel price change
Operation duration t, ,

Figure 9-4. Impact of primary energy price changes on competitiveness of generation
technologies and resulting return on investment

Yet, if on the contrary the range of efficient operation hours increases,
this does not induce any extra profit for units already installed. It creates
rather an incentive to install more units of the same type. Hence, if such a
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fuel price uncertainty exists, the owner of the power plant will require a
higher return on investment in the first period as compensation for the risks
incurred in later periods.

But in order to derive valuable results for the single investor, it is

obviously necessary to treat the whole industry equilibrium. Dixit and
Pindyck (1994) develop general methods to deal with the investment-price-
equilibrium under uncertainty at the industry level and they also treat several
application examples taken from the electricity industry, but they do not
analyze the practically relevant setting which includes simultaneously fuel
switching, fuel price uncertainty and endogenous output prices.
Obviously, in this setting an analytical solution to the dynamic price-
investment equilibrium is hardly possible, given that fuel switching turned
out to complicate already the static case of section 3. Therefore a numerical
approach is developed in the following. Firstly, the general problem
formulation is given in section 4.1, then an illustrative example is discussed
in section 4.2 and a general solution methodology developed in section O.
Finally a larger application is described in section 5.

4.1 Basic problem

Dixit and Pindyck (1994) derive the industry equilibrium from an
analysis of the optimal decisions of individual firms. But they then show that
the industry equilibrium is also welfare optimal. Therefore, an equivalent
approach is to formulate the welfare optimization problem for investment
under uncertainty. As in most of the analysis of Dixit and Pindyck, issues of
market power are neglected in the following. As starting point the stochastic
but static problem formulations discussed in the previous sections are taken.
To simplify somewhat, demand uncertainty and demand price elasticity are
neglected as in section 1 and 3, so that the problem of welfare optimization
is equivalent to a problem of cost minimization.

In the dynamic setting, now a double time index has to be considered: the
first one, labeled 7, is running over the planning periods and the second one ¢
is running over the hours within the planning period. Furthermore, a scenario
index s has to be added to distinguish the different possible states of the
world (reflecting notably different fuel prices).

Formulating the problem in discrete time in view of a later numerical
treatment, the cost function to be minimized is (analogously to Egs. 9-14 and
9-15):
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CT,s (KPL,T,s’ Y, ytat ; I“(ll’L,T—l,.s',, )= b(p’L dT )ZZCOp,u,l,syu,T,s,t + chnv,uKT,s,u +
{t u u
blp,dr,dy )Z Pr_,, CT+l,s‘ (IN(PL,T,s )

yu,T,s,t < KPL,T,s,u

ytot,T,s,t < Zyu,T,s,t
u
KoL rsu SKprroisgu ¥ Krsu —Sro1o7 (KPL,T—I,so ,u)
9-35)

Hence the sum of the costs for operating the system in the current period
including necessary investments plus the probability weighted sums of
minimal costs for the subsequent periods are minimized under the capacity
and the load constraint for each time segment. The third side constraint

describes the evolution of total capacities I?PL_TM per plant type u as a

result of investments Krg, and scrapping CT_I_,T(I?PL,T_,,%M). For

scrapping, different rules can be envisaged, such as the exponential decay
and the finite lifetime (“sudden death”) rules considered by Dixit and
Pindyck (1994), or the logistic vintage specific decay rule investigated by
Schuler (2000).

In view of a flexible implementation, the duration dr of the planning
period T can be one year or more, assuming that operation during these years
is similar. The present value factor b(p,1,dy) is therefore used in Eq. (9-35)
as a multiplicative factor on the operation costs. The general definition used
here is:

dz 1
b(p,d,,d,)= 9-36
(p 1 2) r=Zd,(1+P)r ( )

This allows to use directly the factor b(p,dr,dr) for discounting from the
period T+1 to 7. If the scenarios s, s’ etc. span up the total uncertainties in
the decision problem and if the outcomes in the different scenarios can be
hedged perfectly on the financial markets, then the interest rate p should be
set equal to the risk free interest rate. In all other cases one might chose a
higher pin order to represent unaccounted risk factors and/or risk aversion
of the decision makers (cf. Dixit and Pindyck 1994). A lower p (going
possibly as low as 0) may be justified in cases where natural resource

depletion and intergenerational welfare considerations are included (cf.
Pearce 1998).
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To complete the recursive problem formulation, the cost function (9-35)
has to be complemented by the formulation of the optimal costfunction Cr:

~

CT,S*(KPL,T—I,.:O )= min Gy (KPL,T,s 'Y Y tor ;RPL,T~l,sn ) (9-37)

KPL,T,:Yert

Equations (9-37) and (9-35) taken together provide a Bellman equation
which can be used for solving the optimal investment problem through
backward induction.

In order to obtain a unique solution, terminal conditions have to be added
to the problem. Furthermore the state variables have to be looked at in more
detail, to be able to make a meaningful numerical discretization. The issues
arising here are discussed first on the two-stage example in the next section,
before a general solution approach is proposed.

4.2 Two-stage example

For illustrative purposes a two-stage problem with three technologies is
considered:
s A gas turbine with 25 % annual efficiency and 230 €/ MW investment
costs
e A gas-fired combined cycle plant with 57 % efficiency and 430 €/MW
investment costs
e A coal-fired plant with 43 % efficiency and 1000 €/MW investment costs
Since gas prices are much more volatile we limit ourselves to the
consideration of gas price risk. Therefore a binomial tree as shown in Figure
9-5 is constructed, considering one single scenario for the first stage and two
for the second. The initial gas price is taken to be 12 €/MWh and it is
expected to rise either to 18 €/MWh or to decrease to 6 €/kW. The coal price
is assumed to be 6 €/ MWh throughout. Figure 9-5 shows the cost curves and
the installed capacities obtained under these assumptions for the static long-
term equilibria in the different nodes. Clearly, the coal technology is
dominating in the base scenario and even more in the high gas price
scenario, whereas it is inefficient in the case of low gas prices. Thereby a
discount rate of4 % is used and the lifetime of all plants is assumed to be 40
years, yielding an annuity factor of 0.0505. The peak demand is assumed to
be 80,000 MW and the minimum (baseload) demand is set to 20,000 MW.
Within this range, the load duration curve is assumed to be linear, so that
differences in operation time directly translate into differences in load resp.
capacity.
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Figure 9-5. Scenario tree for two-stage stochastic investment problem and static equilibria in
the nodes

The stochastic cost minimization problem for the first stage can then
readily be written using Eqgs. (9-37) and (9-35):

Cl.I(I’ZI’L,O)= min b(p’l’ dl )ZZcOp,u,lyu,l,t + chnv,uKl,u +
t u u

Ko Yurir Yo
b(P, d,,d, )Z Pr, CZ,s‘ (ﬁPL,l )

~

Yury S KPL,l,u
ylot,l,t < Z yu,l,l
u

EPL,M SEPL,o,u +K, —4'0—”(]?%,0,14)
(9-38)

The results will obviously depend on the initial endowments EPL,O,u , on

the assumed decay function ¢, _,,(EPL‘O,,,) and on the cost function

Cz,; (f(m,,l) for the second time step. For this second and final time step, the
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following basic alternatives for the formulation of the cost function may be

envisaged®™:

e Neglect of costs in subsequent periods,

e Static, deterministic formulation of the cost minimization problem in the
final period,

o Fixed point solution to an infinite horizon stationary stochastic
optimization problem.

The first solution is clearly not very satisfactory, since it implies that
investments in the second time step have to earn all their pay back within the
second period and this biases clearly the second stage decisions towards
those with low capital costs. The second alternative will also tend to bias
investment decisions away from flexible, low risk alternatives towards those
privileged by conventional net present value calculations. But it is a clear
improvement over the first approach. The third solution (cf. Dixit and
Pindyck 1994, p. 253f) is theoretically most convincing. But it requires
stationary price processes - which is according to the models derived in
chapter 4 mostly not the case for primary energy prices. And even if prices
are stationary, the solution to the fixed point problem is in general tedious to
find, given that a shortcut like the one used by Dixit and Pindyck is not
available in most cases. Therefore, the second alternative is pursued in the
following.

This leads to the following optimal cost function for the second stage:

e . ,dy,
Cz,s (KPLI)= Ky g yg:l,rt})’mn.a.l b(pal,dz)’zuchp,u,z,syug,” + - 1_%}01»1}(2;,:4

Yuzse SKprzsu

y 101,25, < Zyu,2,s,r

¥

Kor250 S Kbt K5 =612 (KPLl,u)
(9-39)

Thereby the investment costs for the capacities installed in the second
period are reduced by the share b(pdsL.) b(p,1,L,)". This share
corresponds to the capital pay back to be obtained in the remaining lifetime

O of. e. g. the discussions in Kiihner (1999) and Riiffler (2000) on terminal constraints in

linear programming formulations of optimal investment problems.
" An equivalent approach is used by Riiffler (2001) in his linear programming IntE’gral
model.
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after the end of T, under the assumption that the yearly capital pay back is
constant, i.e. the technology does not get inefficient after the end of the
planning horizon.

Besides this assumption, also the initial capital stock IZPL‘O,,‘ and the

decay functions & m(Ier,o,u) and ¢, _,2(]?“,,,“) will influence the results

obtained. For the finite lifetime assumption, which is a popular choice for
decay functions in energy system models, an additional complication arises
given that the function value is not only dependent on the total capacity
installed at time O resp. 1, but also on when this capacity was installed. Thus,
the status variables to be tracked in the backward induction approach are not
solely the total installed capacities by technology, but rather the installed
capacities by technology and vintage. The same holds for the vintage
specific logistic decay model used by Schuler (2000) and other general
decay functions used in general energy system model formulations (cf. e.g.
Kiihner 1996, Riiffler 2001). In the exponential decay model, on the contrary
the capacity available at 7+/ only depends on the capacity available at 7'and
the decay parameter A=1/L,. Yet this assumption seems not very realistic in a
world with evolving technologies and subsequent scrapping of the
technologies according to their vintage.

Yet a lower bound for the costs can certainly be derived by assuming that

I?PL'O,,E (0 so that all capacity is chosen with at least the information of 7}

available. Implicitly the use of information at T, corresponds to the
assumption that the period T; has a duration as long as the lifetime of the
longest-living installation, so that the capital stock has been entirely renewed
during T;. From the end of T to the end of T3, capacities installed in 7, will
then continuously be scrapped. The average decay factor for 7, is then the
average share of capacity scrapped over all the years within 75. This setting
is labeled “with anticipation and full adjustment”, since all capacity is freely
chosen at T; with anticipation of the price distribution at 7>.

An upper bound for the costs is obtained by assuming that the initial

~

capacity Ky o, is either known from historical data or chosen with myopic

foresight under some operation costs ¢gp, o4 This setting is labeled “without
anticipation and partial adjustment” since the initial capacity choice does not
account for the future price distribution. The difference between the upper
and the lower bound on costs then has a clear interpretation as costs of
limited adjustment.

The results obtained for the example under study are summarized in
Table 9-1. It turns out that the optimal capacity choice in period 1 comprises
considerably more capacities in combined cycle plants in both settings than
in the static long-term equilibrium of period 1, 43.4 resp. 42.6 GW as
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compared to 38.5 GW in the static case. This reflects clearly the potential
usefulness of combined cycle plants in the low gas price scenario.
Conversely, the coal capacities are with 31.9 resp. 32.2 GW lower than the
37.5 GW in the static case. The anticipation at stage 0 of what will happen at
stage 2 clearly makes not that much a difference on the results. Much more
important are the values of key parameters like gas price volatility, interest
rate and gas price level. Their impact is illustrated through the parameter
variations shown in Figure 9-6 to Figure 9-8.

Table 9-1. Results for two stage stochastic investment problem — Reference case

Installed capacity Investment
Unit Period Peri_od Period Period Period Period
1 2,high 2low 1 2, high 2low
Static expectations
Gas turbine ~ GW 3.9 2.6 7.9
Combmed g o3 145 721
cycle plant
Coal plant GW 37.5 62.9 0.0
With anticipation, full adaptation in period 1
Gas turbine ~ GW 4.7 33 33 4.7 0.0 0.0
Combiel o iy 30 538 434 00 229
cycle plant
Coal plant GW 31.9 50.0 228 319 27.2 0.0
Total cost” Mio. € 147.6
With anticipation, partial adaptation in period 1
of which from Period 0

Gas turbine  GW 52 34 4.1 4.1 1.8 0.0 0.0
Combined GwW
cycle plant 426 33.0 31.6 54.5 9.6 00 229
Coal plant GW 322 322 50.0 214 0.0 28.6 0.0
Total cost Mio. € 147.9

* corrected for investments attributable to period 0

For low gas price volatility, the attractiveness of coal fired plants
increases, since this capital intensive technology is then less likely to
become an inefficient technology in period 2 (cf. Figure 9-6). But from a
volatility of 30 % onwards, the share of coal fired power plants remains
constant in the setting with partial adjustment. This is due to capacity built
up under myopic expectations in period 0 and which is not scrapped in
period 1. Yet no new coal capacity is built in period 1 in these cases. If the
full capacity can be adjusted in period 1, the share of gas fired plants is
increased at higher volatilities since the risk in period 2 is comparatively
lower for the gas-fired plants given that these are less capital intensive than
the coal-fired plants.
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Figure 9-6. Impact of variations in price volatility on installed capacity at
two stage decision example
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If the average gas price is decreased, the gas technology may become
efficient in period 1 even for base load operation (cf. Figure 9-7). This is the
case for a gas price of 10 €/ MWh, where the share of coal fired plants is zero
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independently of the methodology used. Here coal plants are only installed
in period 2. But in the case with full flexibility at stage 1, no coal plants are
installed either at a price of 11 €/ MWh, since they might incur heavy losses
in period 2. At higher prices, the share of coal plants gradually increases and
the share of gas-fired plants decreases. But the combined cycle plant still
remains an economically viable alternative for medium load factors, thus it
does not disappear completely.

Gas combined cycle

plant

ety == Anficipation and full
adjusiment

=== Anlicipation and
- partial adjustment
-9~ Stalic
Coal plant
=a—Anticipation and full
adjustment

= Anticipation and
pariial adjustment
— - Static
Gas turbine
== Anticipation and full
adjustment

=0==Anlicipation and
pariial adjusiment

Interest rate

Figure 9-8. Impact of variations in interest rate on installed capacity at the first stage in the
two stage decision example

Besides the gas price, the interest rate also exerts a considerable impact
on technology choice. As shown in Figure 9-8, a 10 % interest rate will lead
to a complete abandonment of the coal technology in period 1, if full
flexibility is given. By contrast, at zero interest rate, about 70 % of the
installed capacity is in coal-fired plants. For the further analysis one should
be aware that by dealing explicitly with price risks, one major source of
uncertainty is already covered and thus the rationale for using high discount
rates is not that convincing. The results given in Figure 9-8 also point at the
fact that lumping together all risks and tackling them through an appropriate
choice of the discount rate is not likely to provide the same results as a
separate treatment of price risks. This is notably true since the price risks
affect the different technologies in a rather different way.
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4.3 General solution approach

Of course a possible generalization of the approach outlined in the
previous section to a multiple stage setting is to formulate a stochastic
program encompassing all the future time steps and possible scenarios.
However due to the “curse of dimensionality” this approach may rapidly
lead to very large and unsolvable problems. An alternative is to decompose
the problem, either exactly or using an approximation. Here an approximate
decomposition is proposed which allows obtaining accurate and interpretable
results without the computational effort required to reach a consistent overall
solution.

The basic idea is to work backward through the scenario tree as in option
valuation approaches and in dynamic programming. For each node a two
stage optimization problem is formulated, so that the uncertainties of the
next planning period are explicitly taken into account (cf. also chapter 6,
section 5). The question is then how to cope with the uncertainties at the
further decision stages in an at least approximate way. Before giving a
formal solution to that problem, a non-formal interpretation is sketched. In
fact the decision variables of interest are the capacities to be built at the first
stage. The choice of technology at this stage will depend on the fuel prices
and other uncertain factors observed at the first, second and further stages,
since the earnings accruing from the use of these technologies are distributed
over the whole lifetime of the power plant, and the overall cost minimization
implies choosing the technology portfolio with the lowest (discounted)
lifetime costs. In fact, according to the no-excess profit condition for
competitive and efficient markets in neo-classical models (cf. e.g. Shoven,
Walley 1992, Bohringer 1996), the investment costs of each technology will
in the optimum exactly be covered by the (expected) sum of all operating
margins, i.e. differences between prices and operating costs, over the
lifetime. The operating margins in the first and second stage are included in
a two-stage optimization procedure but what is missing is information on the
expected operation margins at the third and subsequent stages. These have to
be obtained from the solutions of the two stage problems at the next stage
(cf. Figure 9-9).

In fact the expected operating margin will depend on the previously built
up stock of the technologies considered. As illustrated in the beginning of
section 4 (cf. Figure 9-4), the operating margin is lowered for an inefficient
technology and it is also reduced for a technology of which more than the
optimal share is installed.

Formally, the operation margin is introduced through a primal
decomposition of the optimization problem. The dynamic Eq. (9-35) is first
extended to cover explicitly two stages:
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The cost function Cj +2,s't(ﬁn,r +l,s') for the stages T+2 and onwards is

in turn the outcome of an optimization involving a large number of further
decision variables. But for the decisions under study it is sufficient to

consider its dependency from the capacity variables IN{PL’T +1,¢- Therefore
instead of the cost function Cj +2,s"(f('PL,T+l,s’) the operating margin ®, +2,s.'

is used which has opposite sign and does not include any costs related to
periods beyond 7+1. The objective function can then be written:

CT,s(KPL,T,s’y’yrot’ Kpp7- u.,) b(P 1, dT)ZZCOP,u LsVuTse T
chnv,uKT,s,u + b(p’ dT ’dT )Z Prs—)s'(b(pJ’dTﬂ )ZZcOp,u,l,s'yu,TH,s',l' +
u s ' wu

chnv,uKTH,s',u - ®T+2,s" (IN(PL,TH,S'))

9-41)

O, +2’s.‘ is the value of investments undertaken in 7+/ (or earlier) during

period T+2 and later. It is dependent on the initially installed capacities
f(n,rn,s' in T+1. Since it is itself the result of an optimization calculus it

can be shown to be concave in IN(PL’T +1,¢+ For any other IN(PL,T +,s the
following inequality thus holds:

~

®T+2,s" (RPL,TH,A-")S ®T+2,s“ (ﬁPL,rﬂ,s')"' \I’PL,T+l,s'(KPL,TH,S“—IN{PL,TH,S')
(9-42)

Thereby Wpg, 14150 is the (vector of) Lagrangian multipliers of the
capacities  restrictions involving Kpp p,«in the sub-problem for

~

O +2,S.'(K,,L,T +l,s')' The inequality (9-42) is hence an approximation to the
true function @ +2,s.‘(l~(,,L,T +l,s’) and combining several such inequalities

will yield a concave hull for the function ®T+2,s"(ﬁn,r +l,s') (cf. Figure

9-10). Combining such inequalities with the objective function (9-41)
corresponds to a Bender’s decomposition (cf. Benders 1962, e.g. also

Nembhauser, Wolsey 1988). By solving the sub-problem on ®T+2,s" for

several starting points ﬁPL,T +1,¢» the true function may be approximated by
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a series of so-called cuts (the straight lines in Figure 9-10). These cuts
constitute an upper bound to the true value of the operational margin as a

function of the initial capacities IN(PL,TH,S..

Benders’ decomposition has been applied to electricity planning
problems in the short-term notably by Pereira and Pinto (1991), but also by
Jacobs et al. (1995) Morton (1996) and Takriti et al. (2000). The stochastic
dual dynamic programming approach developed by Pereira and Pinto (1991)
precisely uses a series of nested Benders cuts to approximate the water value
in hydropower scheduling.

o[K)=¢/(K,)+v, [K-K,)

[
|

K, 7

Figure 9-10. Approximation of the operational margin 0 through a series of Benders cuts for
different initial endowments K

As Pereira and Pinto do, the proposed approach also does not aim at
determining the exact solution to the multi-stage problem, but only an
approximate solution achievable through backward induction. But in
contrast to the approach of Pereira and Pinto, it is proposed here to use a
two-stage stochastic program to determine the expected operational margin.
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By modeling two stages explicitly the approximation obtained for the cutting
plane should be much better than if Monte-Carlo simulations are used to
identify initial values for computing the cutting planes.

But still several choices are possible for the initial capacities at the
beginning of each two-stage planning problem. Here two obvious choices
are considered as in the two-stage example:

No initial capacities except those already existing at the initial stage Ty
and not scrapped up to T, in this case the capacities are chosen optimally
given the information available at the first decision stage T, The system
costs obtained in this setting are a lower bound to the overall system costs
since any earlier decision deviating from the optimal decision with
information available at Ty, will cause an increase in costs for stage T, and
possibly for subsequent stages.

Preexisting capacities chosen at stage Ty.;, under myopic expectations:
this will provide an upper bound to the expected system costs since it is a
simple decision rule which takes into account current information without
attempting to anticipate beyond current price. It does not take into account
the information available at time Ty, or a priori expectations but it is the
minimum level of analysis which each decision maker will usually perform.

For the uncertain variables (prices and possibly loads or political
decisions), a lattice of possible scenarios is built as described in chapter 6,
section 5. Then the two stage optimization problem is solved for each node
in the lattice, starting from the last period considered. For the last period, as
described in section 4.2, a deterministic, static price scenario is assumed. For
the preceding time steps, the two-stage model is solved using the Benders
cuts from the following time step to approximate the operating margin
obtainable at the subsequent stages.

An advantage of the approach developed is that it may be adapted to
different ways of modeling the operation within one year and the resulting
operation margin. Simpler models than the peak-load pricing model can be
used within one year but also more complex approaches. Notably the
fundamental linear programming model developed in chapter 4 to describe
the short-term operation can be used to simulate the plant operation within
each period. This allows notably including the effect of hydro storage
scheduling, start-up costs or other operation restrictions.

S. APPLICATION

The developed methodology is applied to the case of investments in the
German electricity market. In the following, the key characteristics of the
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system investigated and the data used are discussed in section 5.1, then the
results obtained are discussed in section 5.2.

5.1 Case study analyzed

In order to cope adequately with the characteristics of the power plants
installed in Germany, the fundamental short and medium term model
described in section 4.3 is taken as basis for modeling the system operation.
Hence, demand fluctuations and plant operation are modeled in the same
way as they are in the shorter term horizon. This allows for considerable
synergies notably with respect to data collection and handling but also for
the model equations.

The load duration curve is represented as before by 144 time segments,
with each one representing at most 90 hours. The dynamic constraints
linking different hours are taken into account in this approach, allowing to
model start-up costs, hydro storage and minimum operation and shut-down
times as explained in section 4.1 and section 4.3.2. In order to limit the size
of the model, the interconnections with the European neighboring countries
are however neglected in the current version of the long-term model.

Furthermore the focus is on modeling the impact of price uncertainties on
the optimal investment choice and therefore electricity demand is assumed to
remain constant over the planning horizon (In Germany, it has increased by
less than 1 % p. a. on average during the last decade, cf. chapter 3). Also
technological and political uncertainties, which are currently of considerable
importance, are not directly included into the model. For modeling fuel price
uncertainty, the fuel price model developed in section 4.3.1 is taken as basis.
1000 simulation runs are carried out which are then aggregated to 15 price
scenarios per time step for the stochastic model. Since the estimated fuel
model focuses on the changes of (short-term) price changes as explained
variable it will however not necessarily provide good long-term forecasts.
Rather fundamental analyses should be used to estimate the most likely
longer term evolution of fuel prices. Such analyses have been carried out
notably for the European Commission using the POLES model (cf. Criqui
1996). But also for the Enquete Commission of the German Bundestag on
“Sustainable Energy Supply in the Context of Liberalization and
Globalization” such likely price scenarios have been identified (cf. Enquete
Commission 2002, Fraktionen von CDU/CSU und FDP 2002). These price
scenarios are used here to define the general development, whereas the
fluctuations around this trend are taken from the stochastic model. Given
that the stochastic model is formulated in logs of prices, the mean
logarithmic price path is calibrated to the pre-specified scenario. The
corresponding development of the median energy prices is plotted in Figure
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9-11 for the most important energy carriers. Gas prices are hence expected to
decrease relatively to their year 2000 level until 2005, but afterwards prices
are projected to increase at an average annual rate of 1.5 %. For the other
fossil fuels rising prices are also expected as a consequence of increasing
resource scarcity, notably of oil and gas. The price of nuclear fuels is by
contrast taken as constant on average®.

The other energy carriers by contrast are more stable and exhibit mean
reversion. Given the extreme price spikes simulated for gas prices, the mean
value is also considerably bended upwards, whereas the median value, i.e.
the value not exceeded in more than 50 % of the simulated price paths is
growing much less.
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Figure 9-11. Median price paths for energy carriers for the stochastic investment model

The observed gas price development until September 2002 is also shown
in Figure 9-12, indicating that so far the optimistic expectations on declining
gas prices have not been fully met by the reality.

> Note that investments in nuclear energy have, contrarily to the current policy of the

German government, not been excluded a priori in the following analysis. Of course,
investments in nuclear power plants require a detailed analysis of the technical and
environmental risks associated with this technology, which is beyond the scope of this
book. In a comparative analysis then obviously also the risks of other technologies (e.g.
climate change) have to be assessed.
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For investment in electricity generation, the key alternatives summarized
in Table 9-2 are considered. Distributed and renewable technologies are not
included here since it is expected that they will only contribute substantially
to electricity generation in the next decade if they are supported and
subsidized through specific political instruments. The introduction and
modification of the corresponding political instruments clearly contributes to
increasing the uncertainty for conventional electricity generation
investments, by notably increasing the uncertainty on the load to be covered
by conventional plants. But for the promoted technologies the uncertainty is
usually reduced, in the case of fixed feed-in tariffs (as currently applied e.g.
in Germany, France and Spain) the market price uncertainty is even fully
eliminated®.
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Figure 9-12. Upper and lower bounds, median and mean values of price paths for gas and
coal

As shown already in section 4.2, the choice of the interest rate has a key
impact on investment valuation. Also in recent applications to energy
investment issues a broad range of interest rates has been applied. Grobbel
(1999), following Bunn et al. (1997) uses for example a real interest rate of

% Whether such a risk elimination (or rather risk transfer) provides adequate incentives for

investments has to be analyzed in some detail, but such an analysis is beyond the scope
of the present book.
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12 % p.a.. Frometa et al. (2000) applies a nominal interest rate of 11 % and
real interest rate of 8 % for valuing power plant investments whereas the
scenario calculations for the aforementioned Enquete commission have been
done using a (real) interest rate of 4 %. Even a real interest rate of 3.5 % has
been recently used to evaluate climate change policies in Germany (cf. Fahl
etal. 2003).

Table 9-2. Technical and economic characteristics of the power plants considered for
investment

S ® o
£s s ENS-
g8 3 9 £ §
g Ey -0
5§ =3 £ 3%
dg #%2 5 &, 8%
55 385 & gifst
Net power output MW 750 750 146 750 1375
Overall fuel efficiency % 43 40 33 57.6 34
Planning and construction time a 5 2 2 4 7
Economic lifetime a 35 353 A5 35 40
Duration of decommitment and deconstruction a 0 0 0 0 13

Investment costs including site preparation costs
and interest payments during construction phase  €/kW 1050 1350 230 450 1800

Decommissioning and deconstruction cost €kW 38 38 38 38 259
Fixed operation costs €kW 44 13 11 20 22
Variable costs besides fuel costs €MWh 2.2 1.7 12 12 05

For an appropriate choice of the interest rate, the various risks associated
with power plant investments have to be analyzed and if possible
corresponding market risk prices have to be identified. Notably the
following elements will influence the selection of an adequate discounting
factor:

o market interest rate for “risk free” assets,

e credit risk (counterparty risk) associated with the investor and
corresponding mark-ups on interest rates for loans,

e share of equity (own capital) required for the investment and the
remuneration of this capital,

technical, financial and other project risks,
¢ market price risks,
¢ market quantity risks.
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Give n the current morose economic situation, the market interest rate for
short-term loans from central banks is at historical lows, in the Euro zone it
has been fixed to 2 % (in nominal terms) since June 6, 2003, whereas in
preceding years it turned around 2.5 % to 5 %. But for power plant
investments the short-term interest rate certainly is not the correct reference
value, rather the interest paid on long-term government bonds should be
taken as a reference. This is currently in Germany at about 5 % p.a. for a 10-
year bond (cf. Deutsche Bundesbank 2003). Since more than one year
annual inflation has been at around 1 % p. a. in Germany (cf. Statistisches
Bundesamt 2003) and no major changes are anticipated, so that the
corresponding real interest rate is around 4 % p.a.

The credit risk associated with utilities has lead to a mark-up of between
0.75 % and 1 % p.a. on recent obligations emitted by German utilities RWE
and EnBW (Leuschner 2001, Leuschner 2002) compared to governmental
bonds. However this is the risk associated with vertically integrated utilities
which have also important assets in the regulated grid business. Thus for the
valuation of power plant investments in a competitive market environment
rather the upper bound should be used, leading to a company debt interest
rate of 5 % p.a. in real terms.

A conventional estimate on own capital requirements for companies in
Germany is 20 % (equity-to-assets ratio). Among the large utilities, E.On
and Vattenfall Europe are currently the only ones to exceed this share
slightly with 22 % resp. 21 % (cf. EnBW 2003, E.On 2003, RWE 2003,
Vattenfall Europe 2003). Yet for the risky power plant investments such a
share may well be required also by borrowers (cf. Frometa et al. 2000). In
line with the CAPM approach (cf. e.g. Ross 1977), this capital should be
remunerated with an excess return depending on the market price of risk and
the correlation between general market risk and company risk.
Unfortunately, no robust results are available for such a valuation and a
rather broad range of empirical results may be expected as shown by
Hartung (2002) for the case of insurance companies. But as a first
approximation, a 10 % return on equity in real terms seems adequate.
According to the weighted capital cost approach (WCCA), this leads to an
average capital cost of 6 % p. a. in real terms®.

These capital costs still do not include risk premiums for project specific
risks, notably that technical and economic targets are met during
construction and operation and that no premature failures occur. Partly these
risks are covered by insurance premiums paid by the power plant operator

* RWE (2003) uses a hypothetical equity-to-assets ratio of 40 % to derive a nominal

WACC of 10 % for its electricity division.
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and the construction company (which are included in the fixed operation
costs), but still some risks have to be born by the operator himself. Here an
average risk premium of 1 % p. a. is estimated, with certainly a larger part of
the risk occurring at the front end during the construction and
commissioning phase®. This leads to an overall real discount rate of 7 % p.
a. to be applied to power plant investments, or 8 % in nominal terms at
current inflation rates in Germany.

Market price risks are dealt with explicitly in the approach developed
here and should therefore not be incorporated in the discount rate. The
quantity risk for annual electricity demand is also limited, given that
electricity is nowadays at least in industrial countries a basic good with few
substitutes. As indicated in section 3.2, demand growth rates have fluctuated
in the last decade but have only been negative under the specific
circumstances of German reunification. Also they never exceeded 7 %, so
that the longer term quantity risks on the demand side seem manageable.
More substantial are the risks on the supply side arising from additional
generation built under the renewable energy law (EEG). But this politically
induced uncertainty shall not be considered in the following, since it is rather
difficult to quantify.

5.2 Results

For the described system, the results depicted in Figure 9-13 are obtained
for the year 2005. Obviously, the optimal investment decision for most
scenarios is not to invest at all. Only in the case of low gas prices,
investment in new gas-fired plants is undertaken. This is especially true for
scenario 3, where at the same time the coal prices are rather high. To a lesser
extent, this applies also to scenario 6.

The installed new capacities vary broadly between scenarios, indicating
that partly existing plants, which have not come to the end of their technical
lifetime, are replaced because they are no longer part of the efficiency line.
One might notice that at the price level of October 2002 (about 12 €/MWh),
no investment into new generation would occur according to the model and
that gas power plants will only be considered, if the fuel prices are indeed
decreasing until 2005 as expected by the Enquete Commission (2002).

% This approximation of technical risks is obviously rather crude and should be detailed in
further analyses. Especially for nuclear energy, the results of numerous risk analyses (E.g.
GRS 1979) have to be taken into account and the ethical and social acceptability of
investments has to be considered in addition to market-oriented analyses like those
presented here.
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Figure 9-13. Development of investment and fuel prices in different scenarios in 2005

Figure 9-14 gives the corresponding results for the year 2010. Here
investment occurs in all scenarios, albeit to a varying degree. In scenario 2
with low gas prices and high other fuel prices, large investments occur again,
leading to a replacement of existing power plants by gas combined cycle
plants. Investment in gas turbines hardly occurs in these scenarios, indicating
that the current number of peaking units still will be sufficient in 2010. Also
coal and lignite plants are not chosen for investment, independently of the
scenario. By contrast, investment in nuclear power plants is the preferred
investment alternative in five scenarios with a total probability of 29 %.

The development in the subsequent years is shown in a more compact
form in Figure 9-15. Here the probability-weighted averages of the optimal
stock of new power plants in the different scenarios are indicated. Up to the
year 2020, gas combined cycle plants dominate among the newly built
plants, but under the specified price scenarios the investment shifts after
2020 gradually towards nuclear power plants. Coal and lignite plants do not
appear as part of the efficient solution for the given data set.
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Figure 9-14. Development of investment and fuel prices in different scenarios in 2010
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Since there is no unique development path, the actual development is in
fact not predictable. Also the probability-weighted average is mainly
intended to give an idea on the direction of the development “in the mean”.
But as the longer term decisions need not to be taken today, it is also not
necessary to provide unique answers at this stage — instead it is important to
value flexibility correctly in such a decision setting under uncertainty. That
the uncertain future developments have an impact on the decisions is
illustrated through Figure 9-16. Here the optimal stock of new power plants
is shown, which is obtained if decision making under certainty is assumed.
Thereby the price development corresponds to the mean of the uncertain
price scenarios. Taking away the uncertainty shifts the investment towards
capital-intensive nuclear technologies from 2015 onwards. In 2010 some
investment is clone in gas combined cycle plants, but the investment level is
lower than in the baseline case. This is because the model anticipates the
increasing gas prices, which will reduce the operation margin of combined
cycle plants in later years.
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Figure 9-16. Development of the optimal stock of new power plants between 2005 and 2040
under certainty

At first sight, this result contrasts with the findings of Dixit and Pindyck
(1994), who derive for simple decision settings that uncertainty will lead to a
postponement of investments. But this apparent contradiction can be
resolved by observing that Dixit and Pindyck mainly deal with the decision
to invest or not into one single technology, which moreover is not facing an
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increasing cost trend. The general result of Dixit and Pindyck and others that
uncertainty will push towards flexible, less-capital intensive technologies is
yet clearly confirmed in the present case. But as shown in Figure 9-13 to
Figure 9-15 this does not preclude investment in capital-intensive
technologies, it only sets higher profitability targets.

One may be surprised that the technologies with the highest fuel price
risk, namely gas technologies, are chosen at all in this setting, since they
include a substantial danger of being no longer efficient if prices change. But
the fuel price risk is at the same time an opportunity for the gas technologies
and a thread to all others: the nuclear technology is also indirectly affected
by the gas price uncertainty. If gas prices drop, then in turn the nuclear
technology becomes inefficient and has to struggle with a reduced operation
margin. This is a consequence of the endogenous price setting, which occurs
within the developed model. The resulting danger of being not part of the
efficiency line is even more problematic for the capital-intensive
technologies since these have to recover higher capital costs.

The effect of a phase-out on nuclear energy as currently in place in
Germany is illustrated in Figure 9-17. The investment shifts in this case
towards coal power plants, but the proportion of gas fired plants is higher
than in the baseline case. Since in the baseline case no investment in nuclear
power is optimal in 2005, the cost function for 2005 is unchanged in the
model. But obviously for later years higher costs have to be incurred. This
implies — all precautions taken for the incomplete model specification (e.g.
no demand growth) — that the decision on a moratorium for new nuclear
power plants is not costly if it is revised before the investments for 2010 are
decided.

In this way also other political decisions can be analyzed, determining
whether or to what extent they are causing extra costs in the system and
when these extra costs do occur. Another alternative for dealing with these
uncertainties is to incorporate them directly in the scenario tree. However
this requires the use of subjective — or at best intersubjectively agreed —
probabilities for the scenario construction.

In general, the results obtained with this new approach of backward
induction of dynamic peak-load pricing equilibria are promising but further
details have to be implemented in the methodology before it can provide
reliable results on what are adequate investment strategies in the future.
Notably, short-term load uncertainty longer term demand growth need to be
described in detail to provide a more adequate picture of operation margins
and corresponding investment opportunities in the liberalized electricity
markets.
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Chapter 10
FINAL REMARKS

The analyses carried out in the previous sections have highlighted the key
role of uncertainties for the planning process in deregulated electricity
markets.

The integrated market simulation model developed in chapter 4 has
demonstrated how a combination of fundamental analysis and stochastic
modeling can be used for price simulation in order to cope simultaneously
with the technical restrictions governing electricity production and
transmission and with the stochastics observed in the system. Also this
approach models the dependency of electricity prices on fuel prices and it
can be used to derive both price forecasts and uncertainty ranges for the
future development of prices. The numerical results obtained show that the
fundamental model explains quite well the average prices observed outside
the peak hours and the combination of the fundamental and the stochastic
model provides both reasonable price forecasts and plausible volatility
estimates These can be used both for the operational management of
generation and trading portfolios and for assessing the risks associated with
these portfolios.

Still there is potential for further improvement of this modeling concept.
Notably a modeling of regime shifts, corresponding to situations with and
without capacity constraints is expected to improve the modeling quality
further. Additionally, a more detailed treatment of market power, possibly in
combination with a game theoretic approach would be of interest.
Furthermore, it should be analyzed how the model could be extended to
provide also consistent estimates of forward price volatility.

In contrast to many other game theoretic models to describe the
electricity markets, the model described in chapter 5 focuses on the retail
competition of vertically integrated companies. It thus allows assessing the
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importance of various factors on the competitive situation of combined
generation and retail companies. The numerical results obtained indicate that
both competitive cost structures and a sound market basis with loyal
customers are key factors for obtaining positive commercial results. It turns
also out that substantial extra profits for the suppliers are still possible even
in a competitive environment, especially in customer segments like
households with low price sensitivity. It has however been shown both
theoretically and numerically that this market segment is not necessarily an
attractive field for expansion plans, since customer switching can only be
obtained at high costs and competitors may well counteract acquisition
efforts through own price reductions.

As with many game theoretic models, the essential results are more
qualitative than quantitative and clearly further investigations are desirable
to obtain reliable estimates on the price sensitivity of the customers. Then
the tool could also become a worthy tool for quantitative analysis. On the
other hand, the derived global regularity properties make the basic model
also an attractive candidate for further refinement and extension, e.g. for the
inclusion of pure retail companies as separate players and for an analysis of
the interaction between wholesales and retail markets.

Chapter 6 has shown that operation planning in an incomplete market
structure such as the continental European one requires specific methods and
tools which take into account both the possibilities and the limitations of the
given market structure. Again the combination of traditional engineering
approaches for unit commitment and load dispatch with finance methods for
option valuation have turned out to provide appropriate and workable
approaches for solving the short-term operation planning problems. A
particular focus has thereby been laid on CHP systems, which even in
liberalized electricity markets require a simultaneous optimization of several
units given that heat cannot be purchased or sold on a short-term market. For
the long-term portfolio management also an approach has been developed
which allows determining the optimal hedge for a CHP system. The
numerical results indicate that the value of both conventional and CHP
plants is substantially higher under price uncertainty than determined
through deterministic planning models. This option value is particularly
important for plants with high variable costs, such as gas-fired units, which
will hardly operate at average prices but are an interesting option for coping
with high prices.

Future developments in this field should notably aim at developing
efficient decomposition approaches, which allow dealing with a broad range
of price and quantity uncertainty in reasonable computation time.
Furthermore the developed methods could be easily extended to distributed
generation systems, taking into account not only temporal but also spatial
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variations in supply and demand. In this context particular emphasis should
be laid on a combination of stochastic modeling of quantity risks (e.g. from
wind production) with stochastic optimization of power plant operation.

Given the high volatility for spot market electricity prices, risk
management plays a crucial role in the electricity industry. But so far mostly
approaches from the finance sector have been transposed to the electricity
market without sufficiently reflecting the specificities of this market.
Notably, a large number of products are traded on the forward and future
markets. But often these products have only limited liquidity and moreover
they do not cover fully the price risks of the underlying spot market
products. To cope with this situation, the concept of integral earnings at risk
(IEaR) has been developed, which includes both short-term trading risks and
the longer-term risks at delivery. It boldly corresponds to a combination of
value at risk (VaR) and profit-at-risk (PaR) methods that specifically
accounts for the possibilities and impossibilities for risk management in
electricity markets. The approach is applied to various power plant portfolios
and it is shown that hedging allows reducing substantially the short-term risk
but that the delivery risk remains substantial and could only be reduced ifthe
market for shorter-term forwards would become more liquid.

The developed approach offers a huge potential for application to the
diverse types of portfolios present in the electricity industry. In particular the
combination of price and quantity risks present in hydro storage power
plants or full service end user contracts should be analyzed in detail. Also
the development of accurate but time saving approximations for risk
assessment purposes is certainly a worthwhile task.

The technological uncertainties in the longer run are discussed in chapter
8, focusing on the fuel cell technology which is often perceived as a key
technology for the energy systems of the future. A combination of several
approaches, including technology analysis, use of experience curves, energy
demand analysis and operation simulation, allows assessing the potentials of
this emerging technology with much more detail. Obviously the uncertainty
cannot be fully removed but the analyses show that under favorable energy
price conditions fuel cells become an attractive option for investment in
industrial cogeneration at a price level of about 1,000 €/kW,. Under less
favorable conditions (high gas and low electricity prices) investment cost
have to be below 600 €/kW, for a wider penetration of fuel cells into the
market. At the current stage, fuel cells are certainly not an opportunity for
doing large bets for utilities, but they are an alternative, which should be
scrutinized carefully, and limited engagements may represent a valuable
option for larger future investments.

The methodology as developed and applied in this chapter has certainly
specificities related to CHP and fuel cell technologies, but the general lines
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are also transferable to other new technology lines, such as photovoltaics or
biomass-fuelled plants. A topic, which requires further extended
investigations along these lines, are distributed energy systems combining
fuel cell and other decentralized cogeneration technologies with fluctuating
renewables and energy storage. Here detailed analyses on the interaction of
new generation and grid technologies with energy and reserve power
markets are needed.

The interactions between energy price developments and technology
choice are looked at in detail in chapter 9. The approach developed there
allows taking into account for fuel price uncertainty in the longer run and
proceeds by backward induction from possible long-term equilibria towards
today’s decisions. It is based on the principle of peak-load pricing but it
incorporates also the operation restrictions for power plants, taking up the
fundamental model developed in chapter 4. The methodology is applied in a
case study to the German market and it is shown that the results obtained
differ substantially from those obtained using conventional static or
deterministic planning approaches.

The model could be developed further to incorporate also the impact of
load (and fluctuating generation) uncertainty on optimal investment.
Furthermore, the model can in principle also cope with other types of
uncertainties such as technological or political uncertainty. Here future
research is needed to clearly identify the potentials and limitations of the
developed approach. Additionally investigations are needed on the
robustness of the computed investment-price equilibria. l.e. the question has
to be addressed, whether under the current market structures investments
will be done sufficiently early to prevent power shortages, given the
combination of substantial price uncertainty and long lead times required for
power plant planning and construction. This is certainly also the key
challenge for market design in the future - ensuring supply adequacy on
competitive markets at lowest possible costs.
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